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## Abstract

The first parts of this Thesis are focused on the study of the supervised evaluation of image segmentation algorithms. Supervised in the sense that the segmentation results are compared to a human-made annotation, known as ground truth, by means of different measures of similarity. The evaluation depends, therefore, on three main points.

First, the image segmentation techniques we evaluate. We review the state of the art in image segmentation, making an explicit difference between those techniques that provide a flat output, that is, a single clustering of the set of pixels into regions; and those that produce a hierarchical segmentation, that is, a tree-like structure that represents regions at different scales from the details to the whole image.

Second, ground-truth databases are of paramount importance in the evaluation. They can be divided into those annotated only at object level, that is, with marked sets of pixels that refer to objects that do not cover the whole image; or those with annotated full partitions, which provide a full clustering of all pixels in an image. Depending on the type of database, we say that the analysis is done from an object perspective or from a partition perspective.

Finally, the similarity measures used to compare the generated results to the ground truth are what will provide us with a quantitative tool to evaluate whether our results are good, and in which way they can be improved. The main contributions of the first parts of the thesis are in the field of the similarity measures.

First of all, from an object perspective, we review the used basic measures to compare two object representations and show that some of them are equivalent. In order to evaluate full partitions and hierarchies against an object, one needs to select which of their regions form the object to be assessed. We review and improve these techniques by means of a mathematical model of the problem. This analysis allows us to show that hierarchies can represent objects much better with much less number of regions than flat partitions.

From a partition perspective, the literature about evaluation measures is large and entangled. Our first contribution is to review, structure, and deduplicate the measures available. We provide a new measure that we show that improves previous ones in terms of a set of qualitative and quantitative meta-measures. We also extend the measures on flat partitions to cover hierarchical segmentations.

The second part of this Thesis moves from the evaluation of image segmentation to its application to object detection. In particular, we build on some of the conclusions extracted in the first part to generate segmented object candidates. Given a set of hierarchies, we build the pairs and triplets of regions, we learn to combine the set from each hierarchy, and we rank them using low-level and mid-level cues. We conduct an extensive experimental validation that show that our method outperforms the state of the art in many metrics tested.
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## Introduction

Humans see and understand the images they perceive effortlessly. Our eyes capture an image and our brain easily translates it into a useful source of information: what objects are in front of us?, where are we?, are we in trouble?, etc. Computer vision can be understood as a field that tries to emulate human vision, transforming an image into a useful source of information.

The first step of vision, capturing the image, has successfully been solved by computers, and in fact, they are much better than humans in this regard: one can easily take a picture of a subject far away using a telephoto lens or observe the movement of cells using a microscope.

Machines are not yet even close to human performance, however, when it comes to understanding this image. Computer vision can therefore be understood as the capability of machines to translate the set of pixels of an image into useful information.

In this context, image segmentation is one of the most basic and studied problems, yet it is among the ones that remain farther to be solved effectively. The simplest definition of image segmentation could be the process of dividing an image into segments, but this definition leaves many questions unanswered: What properties should these segments have? Should they be homogeneous in color? Should they represent the highest level of detail or just describe a higher interpretation of the image?

That is why image segmentation is often referred to as an ill-posed problem. This, however, has not prevented researchers to keep pushing during years and providing more and more advanced techniques of image segmentation. A question rapidly arises, however: how can researchers prove that their new algorithm performs better than the previous approaches in such an ill-posed problem?

Historically, many works proved the performance of their algorithms on a reduced set of example images and showed the qualitative results in the paper, which lacks any statistical significance. The results were usually described in terms such as "suffering from oversegmentation," or "being undersegmented." Given the ubiquity of these two terms in the literature and in this thesis, we devote Section 1.1.1 of this introduction to describe and discuss them.

Many other approaches to the evaluation of image segmentation have been presented since then: supervised/unsupervised, system-level, etc. Section 1.1.2 classifies them and describes their pros, cons, and particularities.

Parts I and II of this thesis are devoted to the study, review, and improvement of the supervised evaluation of image segmentation. This approach is dominant in the literature and it is based on measuring how similar the segmentation results are to a set of images segmented by humans, the so-called ground truth.

A good supervised evaluation depends, therefore, on two main parts: having good, large enough ground-truth databases; and comparing the results using the appropriate evaluation measure. Section 1.1.3 in this introduction is devoted to the former: it describes the main ground-truth segmentation databases publicly available, especially those used in this thesis. Parts I and II of this thesis are focused on the latter: review, study, comparison, and improvement of the measures themselves.

The last missing ingredient, once having good databases and measures, is a large set of image partitions to evaluate and test the properties of the measures. For that we select a set of state-of-the-art image segmentation algorithms, some with publicly-available implementations from other research groups and some other with own implementations from our group, and segment all the images in the used databases. Section 1.2 of this introduction describes the representative algorithms that we will use in the experiments of this thesis.

We divide them into those providing flat or hierarchical partitions. The former produce a single image partition for each parameterization and they represent different scales by varying some of these parameters. Special attention will be given to the latter, whose output is a pyramidal structure that represents regions at all scales.

Table 1.1 illustrates the structure of the first two parts of this thesis. First, we divide the evaluation measures studied depending on the perspective under which they evaluate segmentation (table columns), namely an object perspective or a partition perspective; that is, whether they evaluate how well the partitions represent single objects or full partitions. In practice, these two perspectives are related to the type of ground-truth they compare to: object-based ground truths such as PASCAL or partition-based ones such as BSDS500, and are described in Parts I and II, respectively. Each part contains an introduction and two chapters: one devoted to evaluate flat partitions and another focused on hierarchies.

|  | Part I | Part II |
| :---: | :---: | :---: |
|  | Object perspective | Partition perspective |
| Flat partitions | Chapter 2 | Chapter 4 |
| Hierarchies | Chapter 3 | Chapter 5 |

Table 1.1: Structure of Parts I and II of this thesis

Apart from improving the evaluation techniques, Parts I and II allowed us to gain deep insights about the state of the art, especially for hierarchical techniques. Part III of this thesis builds upon these conclusions and translates the gained knowledge beyond the assessment itself, by proposing a new technique for object candidate generation called Multiscale Combinatorial Grouping (MCG) in Chapter 6. Specifically, MCG uses a varied set of hierarchies to produce a ranked set of segmented object candidates.

Finally, Chapter 7 concludes the thesis by providing an overall analysis of the contributions of each part and some future lines of research.

### 1.1 Image Segmentation Evaluation

### 1.1.1 Over- and Undersegmentation

Let us describe the two following intuitive and qualitative types of discrepancy between partitions, given that they are widely used when describing the quality of the results qualitatively:

- Oversegmentation: A partition is said to be oversegmented when it divides the actual regions, those in the ground-truth partition, into smaller subregions.
- Undersegmentation: When the regions of a partition overlap more than one actual region, we say that the result is undersegmented.

To illustrate these two ideas, Figure 1.1 shows a ground-truth partition (a) along with an oversegmented partition (b), an undersegmented result (c), and a partition affected by both problems (d). Note that the ground-truth partition has two regions, apart from the background.


Figure 1.1: Over- and undersegmentation illustrative example: Example image with a groundtruth partition (a), an oversegmented partition (b), an undersegmented result (c), and a partition with both properties (d). The original image is taken from [AMFM11]

Figure 1.1(b) shows a purely oversegmented partition, that is, a partition that comes from dividing the original regions into smaller subregions. In other words, a purely oversegmented partition is finer than the ground truth partition, i.e., the partition gives a level of detail too high with respect to the ground truth. One of the objectives of the region-based image representation is to reduce the number of basic image elements to be handled from thousands of pixels to the minimum number of meaningful regions. Oversegmentation is clearly a problem under this point of view, since it entails that we are not capable of reducing the number of image representation parts as much as possible. In region-based motion estimation, for instance, oversegmentation can lead to global inconsistency due to a too local view of the object. If assessing the contours of the regions, oversegmentation preserves the ground-truth boundaries but it introduces many false contours. In object detection, there may be no region that sufficiently covers the actual object.

A purely undersegmented partition is shown in Figure 1.1(c), i.e., the partition comes from merging some of the regions in the ground truth. Looking it the other way around, in this case the ground-truth partition is finer than a purely undersegmented partition. In other words,
the representation is too coarse, so this entails that we are merging some of the meaningful parts of the image. In an object-retrieval scenario, for instance, undersegmentation can lead to missing the target object, since it has been merged with other objects or background parts. Regarding the boundaries, undersegmentation misses some of the boundaries of the ground truth.

Realistic results are usually affected by both problems, that is, they are never purely over- or undersegmented. Figure 1.1 (d) shows an example of this case, where neither the ground truth is finer than the partition, nor the other way around.

### 1.1.2 Types of evaluation

As proposed in [ZFG08], image segmentation evaluation methods can be divided into the types presented in Figure 1.2.


Figure 1.2: Segmentation evaluation methods division from [ZFG08]

This scheme introduces the factors that play an important role in image segmentation evaluation methods: level of subjectivity, whether the method assesses directly segmentation results or not, level of human interaction, etc. The proposed classification, however, simplifies the problem in such a way that introduces some mistakes that may mislead the user. Supervised methods, for instance, are classified as objective methods, while human ground truth segmentation creation is clearly subjective.

Any assessment method will try to model the subjective human perception, so we rearrange the methods in an axis depending on the proximity of the method to human perception. This axis could also be interpreted as the level of subjectivity involved in the evaluation. Subjectivity is usually criticized in an assessment measure for the lack of consistency it entails, but in the case of image segmentation this consistency is intrinsic to the definition of the problem. A measure should reflect the human subjectivity and at the same time try to minimize the effect of its inconsistency.

The rest of particularities of the evaluation methods are not always binary, so we have distributed them as pros and cons along with each method. Figure 1.3 shows the types of segmentation evaluation methods in the human perception axis, the higher the closer to human perception. On the left, in red, the weak points of the method are displayed, while on the right, in green, their strong points are depicted.

First of all, subjective methods are those in which results are assessed manually by a human. This methodology is, as the name states, subjective; but also expensive and slow. Being subjective is both the major drawback of this technique and its strongest point. While it can be unfair and biased, it may be the only one to truly capture the goodness of a method: in the


Figure 1.3: Level of human perception in the segmentation evaluation methods along with their pros and cons. The higher the method, the closer to human perception. On the left, in red, the weak points of the methods and on the right, in green, their strong points
end, any objective method will try to model the subjective human evaluation. The latter two, cost and slowness, are drawbacks that usually make this type of assessment feasible only for very reduced datasets, and therefore of low statistical significance, or even of no significance at all. In other words, one can always find a reduced set of images where a particular algorithm outperforms any algorithm.

Let us illustrate the particularities of the segmentation evaluation techniques by means of the example presented in Figure 1.4. It shows a simple image (a) along with the ideal, or true, partition (b) created by a human, and two different partitions (c) and (d). We would easily reach a consensus on considering (c) a better segmentation than (d). In other words, a subjective evaluation would give a better score to (c) than (d). As we will show below, however, the most straightforward and intuitive measures of segmentation quality would give (d) a better score, since, for instance, the number of discrepant pixels with the ideal partition is lower.

For realistic-sized databases that provide statistically significant results, subjective evaluation is impractical, and so some type of automation is mandatory. The more automated the measure, however, the more difficult to capture human perception. Consequently, a lot of effort has been put into finding measures that reflect or approximate the human perception of a good segmentation.

Decreasing a level in the axis of human perception in Figure 1.3, supervised methods are based on comparing the segmentation result against a manually segmented reference, also known as ground truth. Instead of manually assessing each result, and in order to accelerate the process, results are automatically compared to these references. On the plus side, human perception is still taken into account in the assessment process, so it is well ranked in the human perception axis. Creating a good and large-enough ground-truth database, however, is a slow, expensive, and arduous process.


Figure 1.4: Illustrative example of the difficulty to define an objective measure of segmentation quality: (a) original image, (b) partition performed by a human, (c) and (d) two different partitions. The partition is depicted in red, while in the cases (c) and (d), the discrepancy with respect to $(\mathrm{b})$ is depicted in dashed yellow lines. The original image is taken from [AMFM11].

In order to overcome the intrinsic subjectivity of human influence and its possible bias, [AMFM11] presents a ground truth database that is segmented more than once by different individuals, which provides priceless information to capture and mitigate the human subjectivity when assessing segmentation results.

Many measures of supervised methods are based on the number of misclassified pixels [CCR05, CCTCR09] of the partition with respect to the ground truth. Recalling the example in Figure 1.4, (d) would be considered better than (c) because the number of misclassified pixels in (c) is higher.

Other supervised methods could be based on comparing the features of the resulting regions with those of the actual ones: the more similar, the better. Depending on the features used, however, this type of evaluation can get close to a system-level analysis, since the techniques based on the features analyzed would be given more importance than others. Again, if, for instance, we compare the color mean of the ground-truth region with the color mean of the segmented region, the result in Figure 1.4 (d) would be better, since the misclassified pixels are closer in color to the reference than in (c). It is clear, therefore, that defining a good measure to compare the resulting partitions against the ground truth is crucial and not trivial.

There may be cases in which the available ground-truth databases are not suitable for the context in which the method has to be assessed and creating a tailored dataset has a cost too high or is a too slow procedure. A possible way to overcome this issue could be to evaluate the segmentation algorithm at a more global scope, and assess the results of complete systems based on the segmentation algorithms and compare their performance, i.e., an assessment at system level. In an object-retrieval scenario, for instance, it is much easier to evaluate whether the system has retrieved or missed a set of objects than to assess the quality of the underlying partitions.

Since human interaction is still needed to define the expected behavior of the analyzed system, we place the method in a medium level in the axis of Figure 1.3.

In favor of this type of assessment, segmentation is seldom the final objective itself, but it is
usually the starting point for other algorithms. It can be criticized, however, that results could be biased toward a specific finality and not reflect the generality of the segmentation problem.

Recalling the example of Figure 1.4, if, for instance, we evaluate the segmentation as a previous step of finding objects with respect to the shape of its borders, (c) would be considered better partition than (d). The user will have no guarantee, however, that in other applications the algorithm will perform better using this partition.

In a lower level of the human perception axis in Figure 1.3, there are the unsupervised methods, which do not require reference images nor human interaction. Instead, they measure how well a set of desired features are kept from the original image. However, the difficulty of formally defining the segmentation problem makes the objective measures to be hard to define and to justify that they represent the human criterion.

Many typical measures are based on the assumption that regions have to be internally uniform in some sense (not necessarily uniform in color), and different regions have to be distinct. This assumption, however, does not necessarily match human perception, since semantics play an important role in human image segmentation. The lack of human interaction may be therefore a weak point but it is also an advantage, since it makes unsupervised evaluation the only one suitable for automatic tuning of segmentation algorithms.

Recalling the example of Figure 1.4, if the color variance of the region was the measure to be minimized, again the better partition would not be the expected one, since the misclassified pixels in (d) are closer to the region mean than in (c).

The impossibility of capturing the nature of human perception mathematically places analytical methods in the lowest part of the human perception axis in Figure 1.3. They consist in analytically assessing the parts of the algorithms that can be mathematically proven without ambiguity, such as their complexity or their memory requirements. There is usually a trade-off between some of these measures and segmentation quality. For instance, different parameterizations of an algorithm may allow us to obtain good results but making the process slow, or to obtain less accurate outputs faster.

We believe, therefore, that the supervised approach to evaluate segmentation is the more appropriate. As we have introduced, in this case the measures used to compare the results to the ground-truth are the cornerstone of the analysis. Parts I and II of this thesis are therefore devoted to the study and comparison of the available measures to evaluate both flat and hierarchical segmentations in a supervised environment.

### 1.1.3 Ground-Truth Databases

As explained in Section 1.1.2, creating a sufficiently-large ground-truth segmentation database is time-consuming and expensive, so any publicly-available segmented image collection is priceless for assessing image segmentation algorithms properly. Following we present the publicly-available ground-truth segmentation databases that are used in this thesis, namely BSDS500, DCU, and PASCAL.

BSDS and DCU: One of the most valuable and used collection on generic image segmentation may be found in [AMFM11], known as BSDS500, that stands for Berkeley Segmentation Data Set 500. The database consists of 500 color images (extension of BSDS300 [MFTM01]) that cover a wide range of natural scenarios. They all have the same resolution of $481 \times 321$ or
$321 \times 481$ pixels.
The subjects that segmented the images were asked to do the following: Divide each image into pieces, where each piece represents a distinguished thing in the image. It is important that all of the pieces have approximately equal importance. The number of things in each image is up to you. Something between 2 and 20 should be reasonable for any of our images.

The first property that stands out is that the number of regions in each partition is not fixed, in contrast with many object databases whose images consist mainly of a centered object. Each image is segmented by more than one individual (approximately five in mean), so the resulting database consists of 2696 image partitions. Image segmentation is an ill-posed problem, so having the same image segmented by different individuals allows to measure the consistency of the marked boundaries, as studied in [Mar03]. In other words, the intrinsic bias and inconsistency of a human-generated partition can somehow be mitigated, studied, and quantified.

Built on a subset of BSDS500, the database in [MO10] consists of one hundred single-object partitions, or masks. Being an object segmentation better defined than a generic segmentation, the masks are aimed at the highest pixel accuracy at the image boundaries, since it was created to evaluate supervised segmentation algorithms, i.e., more precision was needed. We will refer to this database as DCU, that stands for Dublin City University, given that it was created in this university. To handle the ambiguity when marking a pixel that is close to the object boundary, the authors defined the following guideline: Retain pixels that appear to contain some of the objects color along the object border, and that do not appear to be image compression artifacts. The authors claim that using this methodology: Each pixel along the border would be on average half-inside and half-outside the true form of the foreground object.

To visually compare the precision in both databases, Figure 1.5 shows a detail of a partition in DCU (b), compared to one in BSDS500 (c), overlapped on the original image (a). In this example, it is clear that the result by DCU is much accurate than the one by BSDS500. In contrast, however, the lack of multiple partitions of the same image, the reduced set of partitions (100 in front of 2696), and being only object masks; are a plus for BSDS500.


Figure 1.5: Precision comparison between ground-truth databases: (a) Original image, (b) detailed view of the partition in [MO10], and (c) the same view of a partition in [AMFM11].

To get a flavor of the type of images and partitions of both data sets, Figure 1.6 shows a set of images from BSDS500 (column (a)). Column (b) is the representation of the added partitions


Figure 1.6: Segmentation ground-truth examples from BSDS500 and DCU: (a) original image, (b) added BSDS500 partitions, (c) single BSDS500 partition, and (d) DCU mask
from all the annotators in BSDS500; being darker contours those on which most annotators agree, and brighter areas those boundaries marked only by one annotator. Column (c) shows one particular partition from BSDS500 and (d) the mask from DCU.

Notice that, in the four first rows, DCU partitions come from selecting and refining one of the BSDS500 regions. In other word, one of the BSDS500 partitions is the same than DCU but with an oversegmented background and a less precise boundary. In the three following rows, the BSDS500 partitions also oversegment the object itself. In the last row, DCU focused on an object of minor importance in the image.

PASCAL: The PASCAL Visual Object Classes challenges [EVGW ${ }^{+}$] were a series of competitions that were held each year from 2005 to 2012. It started as a classification and object detection challenge and it was yearly extended with object segmentation, action classification, etc. Every year, a set of annotated images was released as a training and validation set, and a new testing set was created and not made public until after the competition had finished.

In this work we are interested in the dataset corresponding to the segmentation competition. The dataset evolved from 2007 to 2012 and ended up consisting of 2913 images with 6934 objects segmented in the training and validation set (also referred to as trainval set). The objects segmented are classified into 20 different classes: person, animal (bird, cat, cow, dog, horse, sheep), vehicle (aeroplane, bicycle, boat, bus, car, motorbike, train), and indoor (bottle, chair, dining table, potted plant, sofa, tv/monitor).

Objects are annotated using a tri-map, instead of just a binary mask. The pixels marked as object are ensured to be foreground, the pixels marked as background are non-object, keeping a strip of at most 5 border pixels that can be either and do not affect the evaluation of the results. Figure 1.7 shows some examples of images in PASCAL along with their ground-truth annotation.


Figure 1.7: PASCAL examples images and annotations: colored areas refer to objects, black areas to background, and cream areas are the border pixels

### 1.2 State of the Art in Image Segmentation

We divide the state of the art into those methods whose output is a flat partition and a hierarchical structure. First of all, flat segmentation techniques are those whose output is a single flat partition, that is, a division of the image pixels set into some subsets, called regions. In order for these methods to represent objects at different scales, one tunes their parameters for the result to be coarser or finer, which generally entails having more or less regions.

Figure 1.8 depicts an example of an image from BSDS500 segmented by a state-of-the-art algorithm at two different levels of detail. As we can observe, the finer partition is not an over-segmentation of the coarser one, that is, the regions in the finer partitions do not come from dividing the ones in the coarser one.


Figure 1.8: Flat segmentation technique: finer partitions are not necessarily a refinement of the coarser one

This observation is crucial, in the sense that the regions from partitions at different levels of detail cannot be directly related and thus they have to be processed separately. This is the main difference with respect to hierarchical segmentation techniques, in which the whole range of scales is represented in a single structure, and regions at different levels have some type of relationship. As we will show in different points of this thesis, this behavior is a differential advantage of the hierarchical structures with respect to the flat segmentation techniques.

Let us delve into the description of the hierarchical segmentation techniques. As introduced before, they contain partitions of the image at different levels of detail in a single structure. They are usually represented by means of a tree, where the root represents the whole image, the leaves are the regions at the highest level of detail, and a parent node represents the merging of all their children regions.

Let us start by describing how the hierarchies used in this thesis are constructed, as illustrated in Figure 1.9. On the left extreme of the diagram, we start by a partition at the maximum level of detail (pixels, super-pixels, etc.) and we represent each region as a node. Then, from left to right, we iteratively merge those sets of regions that are more similar according to a given criterion. Defining this criterion is the cornerstone of the hierarchy creation algorithm and will define the properties of the final result. Some examples in the literature include computing the distance between the color mean of the regions, learning distances between a set of region descriptors, or scanning the contour strength in the boundary between the regions.

Continuing in Figure 1.9, the new region formed at each merging step is depicted as the parent node of the merged regions. We will refer to the set of flat partitions formed at each step as merging-sequence partitions. The process stops when all regions are merged into the whole image, represented by the root of the tree. The right-most tree represents the full hierarchy.


Figure 1.9: Schematic representation of the merging sequence of a hierarchy as a sequence of region trees

To get a better idea of how the full hierarchy looks like, Figure 1.10 depicts the same example but each node of the tree is now represented by the region it forms and the left column shows the merging-sequence partitions. Regions in the hierarchies aim at representing the objects in the image, from the smallest ones or the finest detail, to the biggest ones. As we can observe, however, there may be no single region representing the object of interest, that is, hierarchies can also suffer some degree of oversegmentation.


Figure 1.10: Graphical representation of a hierarchy as a region tree

The following paragraphs list the state-of-the-art flat segmentation techniques used in this thesis, the hierarchical algorithms, and the strategies that we will use as baselines, that is, dummy ways of dividing the image that we will use to normalize the performance of state-of-the-art algorithms. Please note that we are not implying that the seven selected techniques are the best performing methods, nor that the parameterizations used are optimal. We use these segmentation techniques as a tool to show the properties of the evaluation measures, so doing an exhaustive survey of the state-of-the-art in image segmentation is out of the scope of this thesis.

## Flat Segmentation:

- MeanShift [CM02, CGM02]: Mean shift algorithm applied to image segmentation. We use the MATLAB ${ }^{\circledR}$ wrapper published in [Bag11] of the EDISON implementation [EDI02]. The parameters selected are the default ones in [Bag11] except SpatialBandWidth, RangeBandWidth, and MinimumRegionArea, which are swept for the number of regions in the partitions to be between 10 and 100.
- NCut [SM00]: Normalized Cuts applied to image segmentation. We use the publicly available implementation by the authors and sweep the number of regions in the partitions.
- EGB [FH04]: Efficient Graph-Based image segmentation. We use the publicly available implementation by the authors and sweep the parameters for the number of regions in the partitions to be between 10 and 100 .


## Hierarchical Segmentation:

- gPb-UCM [AMFM11]: Based on the seminal work of [NS96], gPb-UCM builds an Ultrametric Contour Map (UCM) on the globalized probability of boundary ( gPb ) contour detector. We use the publicly available implementation by the authors and we extract the partitions at different contour strengths.
- ISCRA [RS13a]: Region merging technique with trained similarities at different scales. The hierarchies are provided pre-computed by the authors, we extract the partitions at the 60 proposed levels, and sample some of them.
- NWMC [VMS08]: Based on the seminal work of [SG00], NWMC builds a Binary Partition Tree (BPT) that models the color of each region by its mean and takes contour complexity into account. We use a private own implementation and sample some partitions in the merging sequence.
- IID-KL [CM10]: Based on the seminal work of [SG00], IID-KL builds a Binary Partition Tree (BPT) that models the color of each region by means of its histogram. We use a private own implementation and sample some partitions in the merging sequence.


## Baselines:

- QuadTree: The partitions are formed by recursively splitting the image into two rectangular halves, independently of the image content.
- Random: Starting from the superpixels provided by gPb-UCM (around 1200), we iteratively merge pairs of neighboring regions selected randomly.

Figure 1.11 shows an example partition from each of the segmentation techniques used in this thesis.


Figure 1.11: Qualitative examples of all segmentation techniques used in this thesis

## Part I

## Segmentation Evaluation From an Object Perspective

## Introduction

One of the applications given to image segmentation is being a pre-processing step of object detection algorithms, given that they simplify the representation of an image to a reduced set of regions. It is reasonable, therefore, to think that part of the good or bad performance of these object detection algorithms can be attributed to the pre-processing algorithms, which motivates the evaluation of image segmentation algorithms in this context, i.e., in terms of their ability to serve as a pre-processing step to object detection and segmentation.

In other words, we want to evaluate how well and how easily can objects be formed by merging or selecting regions from a given image partition. By how well we mean which is the maximum object quality that can be achieved by selecting regions from a partition. By how easily we mean how many regions from this partition are needed to get to this quality, the less the better.

In practice, there will always be a trade-off between achievable quality and number of regions needed, so our approach is to evaluate the object quality that can be achieved by selecting a limited number of regions from a partition. In other words, we are evaluating image segmentation using the Pareto front as in [EMT02], in the plane of achievable quality vs number of regions. We differ from this work in the fact that we explicitly find the maximum achievable quality for any number of regions using combinatorial optimization techniques.

The approach is also coined as upper-bound object quality from a partition in [GWL06, GWL07] and it is used in works such as [GAV ${ }^{+} 08$, WO10, AGBB12]. We differ from these works in the sense that, as we will show in the next section, we do actually find the real upper-bound achievable quality.

Chapter 2 is devoted to the evaluation of flat partitions from this perspective, while Chapter 3 extends the analysis to hierarchies. The remainder of this chapter surveys, analyzes, and compares the measures used to evaluate the quality of an object representation against an annotated database.

## Object quality measures

An object in an image can be defined as a set of pixels that grouped together have some semantical meaning. Object detection consists in roughly localizing these sets in the image, or in other words, providing an approximate area where the object is likely to be, usually represented by a bounding box.

Object segmentation aims at providing the accurate shape of the object also, apart from its location. The intuitive way of representing the shape of a single object is by dividing the image pixels into two sets: those belonging to the object and those not. Single-object segmentation can be seen, therefore, as a two-class classification problem, aiming at dividing all the image pixels into either the object or non-object classes.

In this context, we can refer to the object class as positive pixels and the non-object class as negative pixels. Using this notation, given an automatic segmentation method $m$, its resulting single-object detection (also known as machine result) can be written as a division of the image pixel set $I$ into two disjoint classes:

$$
I=P_{m} \cup N_{m}
$$

where $P_{m}$ and $N_{m}$ refer to positive and negative pixels, respectively, and the subscript stands for the method used. Equivalently, the ground-truth object can be denoted as:

$$
I=P_{g t} \cup N_{g t}
$$

The goal of any automatic algorithm is to achieve a perfect detection, i.e., $P_{m}=P_{g t}$, but if this is not the case, we focus on the following sets:

- True positives: Pixels that are detected as object and they are labeled as so in the ground truth: $T P=P_{m} \cap P_{g t}$.
- False positives: Pixels that are detected as object but they are not labeled as so in the ground truth: $F P=P_{m} \cap N_{g t}$.
- False negatives: Pixels that are classified as non-object but they are labeled as object in the ground truth: $F N=N_{m} \cap P_{g t}$, also known as misses.

Given these definitions, it is clear that our objective is to maximize the true positives while minimizing both the false positives and the false negatives. Figure 1.12 shows the Venn diagram illustrating these sets.


Figure 1.12: Sets involved in an object segmentation result with respect to a ground truth

The sets $P_{m}$ and $P_{g t}$ can be represented by means of a binary image, with positive pixels displayed in some color and the negative ones in white. Figure 1.13 shows an image from BSDS500 (a), along with a ground-truth object partition represented in green (b) and a possible machine result in red (c). The sets $T P, F P$, and $F N$ are shown in different colors in (d).

F-Measure: Precision and Recall: A widely used and accepted pair of measures to assess a detection algorithm is the following:

- Precision: Measures the percentage of detected pixels that are actually true:

$$
\text { Precision }=\frac{|T P|}{\left|P_{m}\right|}=\frac{\left|P_{m} \cap P_{g t}\right|}{\left|P_{m}\right|} \leq 1
$$



Figure 1.13: An example image (a), along with the ground truth object (b) and a sample machine result (c) represented in form of binary image. (In green $P_{g t}$, in red $P_{m}$, and in white $N_{g t}$ and $N_{m}$.) The result of overlapping (b) and (c) is shown in (d), where the true positives (TP) are in black, the false positives $(F P)$ in red, and the false negatives $(F N)$ in green. The original image is from BSDS500 [AMFM11], and the ground-truth object partition from DCU [MO10]

- Recall: Measures the percentage of ground-truth positives that are actually detected:

$$
\text { Recall }=\frac{|T P|}{\left|P_{g t}\right|}=\frac{\left|P_{m} \cap P_{g t}\right|}{\left|P_{g t}\right|} \leq 1
$$

Our objective is to maximize both measures, but in general there is a trade-off between them. As an example, marking the whole image as object gives us the maximum true positives and zero false negatives, but in contrast gives us a high amount of false positives; or in other words, gives a perfect recall but a very low precision. Ideally Precision $=1$ and Recall $=1$, which is so iff $P_{m}=P_{g t}$, that is, in a perfect result.

In order to measure the trade-of between the two measures, the $\mathbf{F}$-measure is defined as the weighted harmonic mean between precision and recall:

$$
F_{\beta}=\left(1+\beta^{2}\right) \frac{\text { Precision } \cdot \text { Recall }}{\beta^{2} \cdot \text { Precision }+ \text { Recall }}
$$

where $\beta$ allows us to weight precision and recall differently. If we give equal importance to both measures, then the usual F-measure is the harmonic mean between them:

$$
F=F_{1}=2 \frac{\text { Precision } \cdot \text { Recall }}{\text { Precision }+ \text { Recall }}
$$

In terms of true and false detections, this measure can be rewritten as follows:

$$
\begin{equation*}
F=\frac{2|T P|}{2|T P|+|F N|+|F P|} \tag{1.1}
\end{equation*}
$$

To the knowledge of the authors, this coefficient was first reported by Czekanowski in 1913 [Cze13], in the context of anthropology. Later, Dice used it in 1945 [Dic45] to compare the number of species in two samples, with respect to the shared species in both. He coined it as coincidence index. It was also used in the context of plant sociology by Sørensen in 1948 [Sø48]. Named after them, the coefficient is also known as Czekanowski, Dice's, or Sørensen's coefficient.

Following the example in Figure 1.13, counting the pixels in (d) we have that the precision and recall are:

$$
\text { Precision }=\frac{|T P|}{\left|P_{m}\right|}=\frac{22215 \text { pixels }}{22907 \text { pixels }} \approx 0.97 \quad \text { Recall }=\frac{|T P|}{\left|P_{g t}\right|}=\frac{22215 \text { pixels }}{25069 \text { pixels }} \approx 0.89
$$

As could be guessed from the graphical representation, the result has a good precision, i.e., the $97 \%$ of the detected pixels are true object. However, recall is $89 \%$, since we miss all the bar. As a measure of the trade-off, the F-measure is:

$$
\begin{gathered}
F=2 \frac{\text { Precision } \cdot \text { Recall }}{\text { Precision }+ \text { Recall }}=2 \frac{0.97 \cdot 0.89}{0.97+0.89} \approx 0.93 \\
F=\frac{2|T P|}{2|T P|+|F N|+|F P|}=\frac{2 \cdot 22215}{2 \cdot 22215+2854+692} \approx 0.93
\end{gathered}
$$

Jaccard Similarity Coefficient: The Jaccard index was introduced in the context of plant sociology by Jaccard in 1901 [Jac01], and in the context of object segmentation it is defined as the Intersection over Union (IoU) between the machine and the ground-truth results:

$$
\begin{equation*}
J\left(P_{m}, P_{g t}\right)=\frac{\left|P_{m} \cap P_{g t}\right|}{\left|P_{m} \cup P_{g t}\right|}=\frac{|T P|}{|T P|+|F N|+|F P|} \tag{1.2}
\end{equation*}
$$

In the PASCAL Visual Object Classes Challenge 2010 [EVGW ${ }^{+}$10] the Jaccard coefficient (called area of overlap $a_{0}$ ) is used to assess whether a particular object has been detected ( $a_{0} \geq 0.5$ ) or not ( $a_{0}<0.5$ ). In the context of object detection in [MO10], object accuracy is measured by means of the same value, denoted as $\mathscr{A}_{0}$. The performance measure used in the salient object extraction evaluation in [GWL06, GWL07] is also $J$, although denoted as $P$. The work in [ME07] uses also this measure but it is denoted as Overlap Score (OS), or spatial support score. In [AMFM11] the Jaccard index is referred to as overlap and in $\left[\mathrm{RFE}^{+} 06\right]$, as ratio of intersection.

Spatial Quality Measure: The approach followed by the MPEG7 committee to assess objectbased segmentation quality was the Spatial Quality Measure [WM97]:

$$
S Q M\left(P_{m}, P_{g t}\right)=\frac{|F P|+|F N|}{\left|P_{g t}\right|}=1-\frac{|T P|-|F P|}{\left|P_{g t}\right|}
$$

This approach does not take into account the size of the assessed region $\left|P_{m}\right|$, so the behavior is not consistent for varying region sizes. This entails that, in the case of oversegmented results, for instance, a small region which overlaps with the ground truth on a hundred pixels and just one pixel lies outside of it would be penalized in front a bigger region with much more pixels overlapping the true negative region. As an advantage, this measure is additive, in the sense that the measure for the merging of two regions can be computed just adding the value for the two merged regions, which is not the case for the F measure or the Jaccard index.

Based on this measure, the work in [VMS99] and [VM04] presents a measure that is aimed at being perceptually weighted. They claim that false negatives are worse perceived by humans than false positives: a halo around the object does not affect as much as losing a part of it; so they penalize the former. This same idea was applied in [CP03] and [MC06] to present an almost identical measure. We believe that this type of approaches are too much applicationdependent for general segmentation evaluation.

Equivalence between the Jaccard index and the $F$ measure: Comparing the expression of the F measure (Equation 1.1) and the Jaccard coefficient (Equation 1.2), we can deduce the following equality:

$$
\frac{F}{2-F}=\frac{\frac{2|T P|}{2|T P|+|F N|+|F P|}}{2-\frac{2|T P|}{2|T P|+F N|+|F P|}}=\frac{2|T P|}{4|T P|+2|F N|+2|F P|-2|T P|}=J
$$

That is, both measures are functionally related as: $J=\frac{F}{2-F}$.
Figure 1.14 plots the value of $J$ as a function of $F$, in the range of interest $[0,1]$. Given that their relationship is a monotonically increasing function, any ranking between algorithms using any of the two functions would be the same. In other words, for the purpose of segmentation algorithm comparison, both measures are equivalent. Despite this simple equivalence, there exist works in the literature $\left[\mathrm{SCF}^{+} 12\right]$ that report results using both measures in parallel.


Figure 1.14: Comparison between the F-measure and the Jaccard index $(J)$

In this work we will mainly use the Jaccard coefficient, since it is more used in the literature, and therefore, comparing results will be easier. We believe, however, that the main reason why this measure was selected against the F-measure is aesthetic: the expression in terms of $P_{m}$ and $P_{g t}$ is more compact; although from a detection point of view, the F-measure is theoretically more justified in our opinion.

## Flat Segmentation



### 2.1 Introduction

The previous chapter expounds on how an object is represented, interpreted, and how we evaluate its accuracy with respect to a ground-truth object. These measures can therefore be used to directly evaluate the output of an object detection or segmentation algorithm, and as motivated before, the Jaccard index will be our measure of choice.

As introduced before, our proposal is to evaluate image segmentation by finding its upperbound performance with respect to annotated objects. There remains a question to be answered, however: given a partition and a ground truth, which is the upper-bound, or optimal, region selection? That is, which is the set of regions from a partition that merged together form the best object with respect to a ground truth?

This looks like a trivial question that is usually answered as: form the set by selecting those regions whose overlap with the ground-truth is higher that 0.5 . In other words, select those regions that have more pixels inside the ground-truth object than outside. We will refer to this technique as the local baseline, and as we will show in the experiments, this technique does not achieve the optimal result in a significant number of cases.

Ge et al. [GWL06, GWL07] proposed an improved heuristic to try to reach the upper-bound performance but the technique does not provide the optimal results in a high number of cases either. Section 2.2 formalizes and describes these two baseline region selection techniques.

Section 2.3 mathematically formalizes the problem of finding the optimal region selection and proposes an efficient algorithm to solve it. We refer to this technique as optimal region selection.

We perform an extensive experimental validation. First, for the results to be completely unrelated to any segmentation technique, Section 2.4.1 performs an academic example consisting on selecting the regions from the manually-generated partitions of BSDS300 to form the objects on the same images from the DCU object database. To assess the techniques in a realistic scenario and evaluate the trade-off between quality and number of regions, Section 2.4.2 performs an extensive test using seven state-of-the-art segmentation algorithms on PASCAL 2012 and DCU.

### 2.2 Baseline Region Selection Techniques

This section describes the baseline techniques used in the literature to select the set of regions from a partition that merged together better represent a ground-truth object. Formally, we represent the partition to be assessed as a set of $N$ regions $R_{i}$ as follows: $P=\left\{R_{1}, \ldots, R_{N}\right\}$,
where $R_{i} \cap R_{j}=\varnothing$ for $i \neq j$, and $\cup_{i=1}^{N} R_{i}$ covers the whole image. As introduced before, $P_{g t}$ is the ground-truth object region.

The most intuitive (and used in practice) technique considers as "part of the object" those regions that overlap with the ground truth at least in half the area of the region:

$$
P_{l}=\bigcup\left\{R_{i} \mid \rho_{l}\left(R_{i}, P_{g t}\right)>0.5\right\} \quad \rho_{l}\left(R_{i}, P_{g t}\right)=\frac{\left|R_{i} \cap P_{g t}\right|}{\left|R_{i}\right|}
$$

where $P_{l}$ refers to the positive pixels formed by the technique, which will refer to as local.
For very undersegmented results, i.e., partitions where the regions are much bigger than the ground-truth object, this technique does not ensure that any region will be selected. Selecting no region implies that $J=0$, a value that affects significantly on the statistics of the results: in terms of optimizing $J$, this is clearly not an upper-bound of the performance of the algorithm.

In [GWL06, GWL07] the set of regions selected to form the best representation $\left(P_{G e}\right)$ is:

$$
P_{G e}=\bigcup\left\{R_{i} \mid \rho_{G e}\left(R_{i}, P_{g t}\right)>0.5\right\} \quad \rho_{G e}\left(R_{i}, P_{g t}\right)=\max \left\{\frac{\left|R_{i} \cap P_{g t}\right|}{\left|R_{i}\right|}, \frac{\left|R_{i} \cap P_{g t}\right|}{\left|P_{g t}\right|}\right\} .
$$

The first term of the maximization selects those regions that are, at least, half-inside the groundtruth region, as it would seem sensible. The second term selects those regions that, although not being half-inside, cover at least $50 \%$ of the ground-truth region. This region selection technique has been used as an evaluation measure in works such as [GAV+ 08 , WO10, AGBB12]. We will refer to this technique as $\mathbf{G e}$ [GWL06].

This procedure does not guarantee that at least one region will be selected either. Figure 2.1 shows a ground-truth object, a circle in solid line, along with a partition in dotted lines. In this case, there is no region in the partition which covers more than half the ground-truth object, nor any one which is half inside it. This case corresponds to $J=0$, while selecting any overlapping region would entail a better $J$.


Figure 2.1: Example where the local and Ge [GWL06] strategies lead to $J=0$

To ensure that at least one region is always selected, we could simply select the single region that maximizes $J$ itself. Formally:

$$
P_{o}= \begin{cases}\cup\left\{R_{i} \mid \rho\left(R_{i}, P_{g t}\right)>0.5\right\} & \text { if } \max _{i} \rho\left(R_{i}, P_{g t}\right)>0.5 \\ \arg \max _{R_{i}} J\left(R_{i}, P_{g t}\right) & \text { otherwise }\end{cases}
$$

where $\rho$ can be either $\rho_{l}$ or $\rho_{G e}$, and $P_{o}$ is the selected set of regions.
It may be argued that the values of $J$ obtained for the cases where the result is too undersegmented, and so no region is selected by the local or Ge strategies, should not be taken into account because they represent a miss of the segmentation algorithm, i.e., the partition is not capable of representing the object by means of its regions. This is indeed true, but letting the
value $J$ be zero does not seem the correct approach to not take them into account. Instead, the region selection algorithm should always look for the best representation in terms of $J$ and, a posteriori, set a threshold on $J$ under which the partitions can be considered as misses. In realistic scenarios with small and challenging objects, this type of results are found in a significant number of cases and thus they may affect the final evaluation result if left to zero.

### 2.3 Optimal Region Selection Technique

This section presents an algorithm to actually find the optimal representation that can be formed merging regions from a partition. In other words, it finds the actual upper bound quality that can be achieved by combining the original regions. To do so, we model the problem mathematically and propose an efficient algorithm to solve it.

Formally, our objective is to optimize the Jaccard similarity between $P_{g t}$ and $P_{o}=\cup_{j \in \mathscr{J}} R_{j}$, being the latter the representation formed by the optimal strategy, where $\mathscr{J}$ is the set of indices of the selected regions by this strategy. Recalling Equation 1.2 we have:

$$
J\left(P_{o}, P_{g t}\right)=\frac{\left|P_{o} \cap P_{g t}\right|}{\left|P_{o} \cup P_{g t}\right|}=\frac{\left|\left(\cup_{j \in \mathscr{\mathcal { L }}} R_{j}\right) \cap P_{g t}\right|}{\left|\left(\bigcup_{j \in \mathscr{J}} R_{j}\right) \cup P_{g t}\right|}
$$

Regarding the numerator, we have:

$$
\left|\left(\bigcup_{j \in \mathscr{J}} R_{j}\right) \bigcap P_{g t}\right|=\sum_{j \in \mathscr{J}}\left|R_{j} \bigcap P_{g t}\right|=\sum_{j \in \mathscr{J}} T P_{j}
$$

where $T P_{j}=\left|R_{j} \cap P_{g t}\right|$ is the number of True Positive pixels from region $j$ and the first equality holds given that $R_{i} \cap R_{j}=\varnothing$ for $i \neq j$.

Regarding the denominator, we can write:

$$
\begin{aligned}
\left|\left(\bigcup_{j \in \mathscr{J}} R_{j}\right) \bigcup P_{g t}\right| & =\left|\bigcup_{j \in \mathscr{J}}\left(R_{j} \bigcap \overline{P_{g t}}\right) \bigcup P_{g t}\right|=\sum_{j \in \mathscr{J}}\left|R_{j} \bigcap \overline{P_{g t}}\right|+\left|P_{g t}\right|= \\
& =\sum_{j \in \mathscr{J}} F P_{j}+\left|P_{g t}\right|
\end{aligned}
$$

where $F P_{j}=\left|R_{j} \cap \overline{P_{g t}}\right|$ is the number of False Positive pixels from region $j$. The Jaccard coefficient can the be written as:

$$
J\left(P_{o}, P_{g t}\right)=\frac{\sum_{j \in \mathscr{\mathscr { L }}} T P_{j}}{\sum_{j \in \mathscr{J}} F P_{j}+\left|P_{g t}\right|}
$$

Let us define:

$$
\begin{aligned}
\mathbf{t p} & =\left(T P_{1}, \ldots, T P_{N}\right)=\left(\left|R_{1} \cap P_{g t}\right|, \ldots,\left|R_{N} \cap P_{g t}\right|\right) \in \mathbb{N}^{N} \\
\mathbf{f p} & =\left(F P_{1}, \ldots, F P_{N}\right)=\left(\left|R_{1} \cap \overline{P_{g t}}\right|, \ldots,\left|R_{N} \cap \overline{P_{g t}}\right|\right) \in \mathbb{N}^{N} \\
\mathbf{x} & =\left(x_{1}, \ldots, x_{N}\right) \in\{0,1\}^{N}
\end{aligned}
$$

where $x_{j}=1$ if $j \in \mathscr{J}$, and 0 otherwise. Recall that $N$ is the number of regions in the partition being assessed. Using this notation we can write the problem of finding the best $J$ as $\mathscr{F}$ :

$$
\begin{equation*}
\mathscr{F}: \quad \underset{\mathbf{x}}{\operatorname{maximize}} J=\frac{(\mathbf{t p}, 0) \cdot(\mathbf{x}, 1)^{T}}{\left(\mathbf{f p},\left|P_{g t}\right|\right) \cdot(\mathbf{x}, 1)^{T}} \tag{2.1}
\end{equation*}
$$

This problem is known as a Linear Fractional Combinatorial Optimization (LFCO) problem [Rad92], fractional programming problem [Din67], or ratio minimization problem [KBR07]. Kolmogorov [KBR07] proposes a generic methodology to solve this problem using parametric max-flow algorithms.

Alternatively, as presented by Radzik [Rad92], in this work we will use the methodology we derive below. For convenience, let us define $\mathbf{t}=(\mathbf{t p}, 0), \mathbf{f}=\left(\mathbf{f p},\left|P_{g t}\right|\right)$, and, abusing notation $\mathbf{x}=(\mathbf{x}, 1)$. First, $\mathscr{F}$ is equivalent to solving its dual problem $\mathscr{P}$ :

$$
\mathscr{P}: \text { minimize } \delta \text {, s.t. } \frac{\mathbf{t} \cdot \mathbf{x}^{T}}{\mathbf{f} \cdot \mathbf{x}^{T}} \leq \delta \forall \mathbf{x}
$$

Intuitively, the maximum value of a function is equal to its minimum upper bound for all $\mathbf{x}$. Given that $\mathbf{t} \cdot \mathbf{x}^{T}>0$ and $\mathbf{f} \cdot \mathbf{x}^{T}>0$, we can rewrite the problem as:

$$
\mathscr{P}: \text { minimize } \delta \text {, s.t. }\left(\mathbf{t} \cdot \mathbf{x}^{T}\right)-\delta\left(\mathbf{f} \cdot \mathbf{x}^{T}\right) \leq 0 \quad \forall \mathbf{x}
$$

Let $\delta^{*}$ be the optimal value of $\delta$ for $\mathscr{P}$. Let us define the following value:

$$
h(\delta)=\max \left\{\left(\mathbf{t} \cdot \mathbf{x}^{T}\right)-\delta\left(\mathbf{f} \cdot \mathbf{x}^{T}\right)\right\}
$$

Function $h(\delta)$ is convex, piecewise linear, decreasing, and $\delta^{*}$ is its only root. Problem $\mathscr{P}$ is therefore equivalent to finding the root of $h(\delta)$, i.e.:

$$
\mathscr{R}: \quad \text { solve } \quad h(\delta)=0
$$

The solution proposed in [Rad92] is to use Newton's method for solving $\mathscr{R}$, i.e., for finding the root of $h(\delta)$. Algorithm 1 describes the method to solve $\mathscr{F}$ by means of the Newton's method applied to $\mathscr{R}$. The same work proves that the algorithm runs in $O\left(N^{3} \log N\right)$ iterations.

```
Algorithm 1 Newton's method for solving an LFCO problem
    \(\bar{\delta} \leftarrow 0\)
    while \(h(\bar{\delta}) \neq 0\) do
        \(\underset{\sigma}{\operatorname{maximize}}(\mathbf{t}-\bar{\delta} \mathbf{f}) \cdot \mathbf{x}^{T} \quad \triangleright\) Linear optimization problem
        \(\bar{\delta} \leftarrow \frac{\mathbf{t} \cdot \mathbf{x}^{T}}{\mathbf{f} \cdot \mathbf{x}^{T}}\)
    end while
    \(\delta^{*} \leftarrow \bar{\delta}\)
```

From the practical point of view, as we will show in the experiments in the following section, this formulation as an LFCO and solving it via the Newton method provide us with an efficient algorithm to find the optimal region selection. The successive integer linear problems of the method are solved from Matlab using the IBM ILOG CPLEX optimizer.

### 2.4 Experimental Results

In this section we experimentally compare the two baseline techniques, namely local and Ge [GWL06], both with the improvement to handle cases with no region selected; with the optimal region selection strategy.

First, Section 2.4.1 shows the results of considering the manual partitions of BSDS500 as the machine result to evaluate, and assess them on the ground-truth objects of DCU. Section 2.4.2 presents a deeper analysis: an evaluation of seven state-of-the-art techniques and two baseline methods on DCU and PASCAL 2012.

### 2.4.1 Human Performance

This section provides a first overview of the different issues that may arise when selecting regions from a partition to form an object. To be independent of any segmentation method, we consider the multiple human-made partitions on the BSDS500 dataset as the machine results to evaluate. As ground-truth, we consider the 100 masks marked in the DCU database, since they are a subset of the BSDS500.

These experiments will provide us with a practical best achievable performance to normalize the state-of-the-art results, that is, we will be able to evaluate which is the amount of acceptable accuracy given by a human annotator. In other words, we are somehow assessing the human performance when segmenting images.

Table 2.1 shows, in the first row, the mean $J$ value of the three strategies in this experiment. Although the differences in mean are not significant, the fact that the three strategies obtain different performances even in human-made partitions shows that they are not equivalent. In other words, neither the local nor the Ge strategy are capable of always finding the selection of regions that best fits the ground-truth object in terms of the Jaccard index.

|  | Local | Ge [GWL06] | Optimal |
| :--- | :---: | :---: | :---: |
| Mean $J$ value | 0.9264 | 0.9271 | 0.9273 |
| Number of discrepant results | 8 | 7 | - |
| Worst $J$ discrepancy | 0.2878 | 0.0870 | - |

Table 2.1: Discrepancies between the region-selection strategies when assessing human performance

The second row of Table 2.1 shows the number of discrepant results (out of 541) of each technique with respect to the optimal strategy. These values corroborate the fact that the differences between the strategies in these experiments are not extremely significant.

Nevertheless, given that the degree of oversegmentation and undersegmentation of human partitions is not as high as in actual segmentation algorithms results, the experiment performed in this section cannot be considered as specially challenging for selecting the best set of regions. Therefore, it would be fair to focus on the worst-case scenario to compare the three strategies.

The third row of Table 2.1 shows the worst-case discrepancy between the Jaccard index of the two non-optimal strategies with respect to the optimal one. The worst discrepancy for both baseline strategies is significant, being the local technique considerably worse.

This results also gives us a hint of the challenge of defining the scale in image segmentation: should a method segment full objects or their parts? In the case of humans segmenting images, the mean number of selected regions in the optimal result is 5.4 out of 22 regions in the partition in mean; that is, humans in BSDS500 oversegmented the objects in DCU.

From a qualitative point of view, Figure 2.2 shows the selected set of regions using the three techniques for some of the cases of maximum discrepancy.

The two first rows correspond to degenerate cases where the partition is clearly undersegmented. In these cases, the local technique includes just the regions that are mainly inside the


Figure 2.2: Illustration of the discrepant region selection for the three strategies
ground-truth object, while the technique by Ge , is capable of selecting the undersegmented region because it covers the majority of the object.

The third row represents the opposite case, where not selecting the undersegmented region is more favorable, so the local technique gets closer to the upper bound. In any case, these three first results can be understood as misses of the algorithm (very low $J$ ), so it can be argued that they can be ignored and thus they do not affect the result.

The last row, however, shows a case where the result is not affected by a severe undersegmentation and the selected regions achieve a good $J \approx 0.9$. Despite this, neither baseline technique achieves the upper-bound quality. In this case, however, the absolute difference in $J$ is not significant.

To further explore the differences between the three strategies, the next section tests them on the larger database of PASCAL 2012 segmentation challenge, by evaluating a wide range of state-of-the-art segmentation techniques.

### 2.4.2 State-of-the-Art Comparison

In this section we assess the three strategies compared in this paper when selecting the set of regions from the following seven state-of-the-art segmentation techniques: gPb-UCM [AMFM11], ISCRA [RS13a], NWMC [VMS08], IID-KL [CM10], MeanShift [CM02, CGM02], NCut [SM00], EGB [FH04]. In the case of flat segmentation techniques, we sweep their parameters so that
the number of regions in the partitions covers a range between 10 and 100 approximately. In the case of hierarchical techniques, we extract some partitions in the merging sequence so that the number of regions is in the same range.

We segment the images in two datasets with object-based ground-truth: DCU and PASCAL 2012, the former on the full 100 objects and the latter on the 3427 objects of the validation set of the segmentation task. As presented in the previous section, the results will be up-bounded by the human performance estimated by the partitions in BSDS500 in the case of DCU. In order to somehow normalize the results, we also segment the images using two simple baselines: Quadtree and Random. Recall Section 1.2 for a description of these methods and all the state-of-the-art techniques.

We will first show the evaluation and comparison of all segmentation techniques in terms of the optimal region selection technique and then we will analyze the differences between the optimal techniques and the local and Ge strategies.

State of the art comparison by means of the optimal strategy: Figure 2.3 shows the comparison of all the techniques introduced above in terms of the upper-bound achievable quality from the object perspective. The horizontal axis represents the number of regions in the partition, which, as introduced above, has been set to sweep between 10 and 100 regions.


Figure 2.3: State-of-the-art comparison from the object perspective on DCU (left) and on PASCAL 2012 segmentation task (right). Several state-of-the-art techniques compared. Quality with respect to the number of regions in the partitions.

The first general comment is that, as expected for all methods, the more regions in the partition, the better achievable quality. Regarding the differences between databases, it is clear that PASCAL 2012 objects are more challenging than those in DCU.

The first unexpected result comes from EGB, being noticeably below the two baseline techniques, which is counter-intuitive and we will analyze further below. With the exception of EGB, the two baseline techniques are consistently worse than the state-of-the-art techniques. Comparing the two baselines, in this context the Quadtree is noticeably better than a random partition.

Figure 2.4 depicts some representative examples to shed some light into this behavior. The


Figure 2.4: Representative examples of EGB with respect to the baseline methods
left-most column shows an image with its ground-truth object from DCU. The three columns on the right show the partition and optimal object from EGB and the two baselines (Quadtree and Random).

Looking at the partitions, it is clear that EGB is much better than the other two in the sense that almost all semantical meaning in the image is kept. From a region-based point of view, however, the partition is formed by tiny regions along the boundaries of the object (note that the EGB has 125 regions while the baselines just 65).

In contrast, the baseline partitions have nothing to do with the image content, but taking a look at the optimal objects, the EGB one is almost the whole image, while the baselines are capable of at least delineating the object approximately.

This is so because the EGB result keeps the true contours, but from the point of view of regions, the partition is heavily undersegmented. On the other hand, the Quadtree partition has nothing to do with the image contours, but since the regions are evenly distributed, we are able to get the approximate shape. To sum up, this object-based analysis penalizes undersegmentation strongly, causing the EGB results to be even worse than a random partition, and a Quadtree to be considerably better than a random partition.

As a side note, we are not implying that EGB cannot be parameterized better: as we will see in next chapters in this dissertation, we optimized the EGB parameters in terms of a boundarybased measure, which does not strongly penalize undersegmentation. Finding better parameters of EGB in terms of object-based measures is out of scope of this thesis.

At the upper part of the plot of DCU, humans obtain a quality of $J=0.92$ with 22 regions in the partitions in average, which is coherently much better than any automatic method. The gap with respect to 1 shows that image segmentation is an ill-posed problem in which not even humans agree $100 \%$.

Regarding the rest of state-of-the art techniques, gPb-UCM and NCut are the best in DCU, while NCut and ISCRA in PASCAL. Again, these results may be related to the fact that gPbUCM is trained on BSDS500, while ISCRA on PASCAL, so we could conclude that the safest bet is on NCut.

Figure 2.5 shows the same plot as Figure 2.3 but the horizontal axis is the number of selected
regions to form the optimal object, instead of the number of regions in the partition. This allow us to evaluate the number of regions in which each technique over-segments the objects of interest, regardless of the number of regions in which the background is divided. The plot shows that humans represent the objects of interest with around 5 regions in mean, while the automatic techniques do not start to saturate until 12 or 14 regions are selected.


Figure 2.5: State-of-the-art comparison from the object perspective on DCU (left) and on PASCAL 2012 segmentation task (right). Several state-of-the-art techniques compared. Quality with respect to the number of selected regions.

Regarding the comparison of techniques, it is noticeable that $\mathrm{gPb}-\mathrm{UCM}$ looses positions in the ranking. One possible explanation is that, at the same number of regions in a partition, the rest of techniques over-segment less the objects marked in the ground truth and instead divide the background more. We do not get deeper into the comparison of hierarchical techniques in this section because, as we will see in the next chapter, assessing them directly, i.e., without previously extracting a set of partitions from them, entails much better results.

Region selection techniques comparison: The plots shown until this point are obtained using the optimal region selection technique. Figure 2.6 evaluates the differences between this technique and the baseline technique Ge [GWL06] considered in terms of three metameasures, all of them the lower the better. (The comparison with the local technique is almost identical to that of Ge , so we skip it.)

First, it shows the mean loss in achievable quality ( $\square \square$ ) reflected by the baseline measures, that is, how far the results from Ge are from the real optimal value. This value is around $1 \%$ for all state-of-the-art methods in both databases.

Second, we have analyzed the variance of the results, measured by the increase of the standard deviation of the results by the baseline technique with respect to that of the optimal technique ( $\square$ ). In this case, the increase gets to $6 \%$ in some cases, although for the best performing techniques this value remains very low. The differences are therefore not sufficient to significantly change the ranking between segmentation techniques.

Finally, we show the percentage of cases in which the region selection from the baseline tech-


Figure 2.6: Mean loss of achievable quality, mean increase of the standard deviation of $J$, and mean percentage of discrepant results
nique is not the optimal one, that is, the number of discrepancies between the optimal and the baseline technique $(\square)$. These values get to around $20 \%$ for some state-of-the-art techniques.

Overall, we can conclude that the baseline techniques do not reach the optimum region selection in a significant number of cases, but in these cases the difference in mean achievable quality is around $1 \%$ and the ranking between segmentation techniques does not vary significantly. To further assess whether these discrepancies are relevant in practice, we focus on the 5 best-performing segmentation techniques.

Figure 2.7 shows the frequency of cases at a given optimal $J$ and loss in achievable $J$ for the cases where the baseline techniques (both of them in the same plot) do not reach the optimum. In other words, each bi-dimensional bin counts the number of discrepant cases with a particular loss in achievable $J$ and optimal $J$.

The first observation is that there is a clear boundary in the diagonal at 45 degrees. This is forced by the fact that the loss has to be always lower that the optimal $J$, because otherwise the baseline should give a negative result. We can also observe that the majority of discrepant cases lie in two spots. First, at the bottom-left of the plot, there are the misses of the algorithms, where the optimal $J$ is almost 0 but so is for the local technique. Second, at the bottom-left of the plot, there are many results which are good detections of the algorithms and the baseline almost reaches the optimal result (recall that this plot only shows discrepant cases).

Interestingly, for results with $J>0.5$, the higher the optimal $J$ value, the lower the loss in achievable $J$. In other words, the baseline techniques tend to fail with worse results at challenging images where the segmentation technique does not represent the object correctly.


Figure 2.7: Bi-dimensional histogram of the discrepant cases in DCU and PASCAL 2012 for both the Ge and local baseline techniques, in terms of the quality of the optimal selection versus the loss when using the Ge selection technique. The marked points refer to the selected qualitative results in Figure 2.8.

Figure 2.8 show some particular examples at different positions in the plot (marked with $\mathrm{a} \times$ ) to evaluate whether these discrepancies are qualitatively relevant. First, result (1) shows a case where the local get to the optimal while Ge does not, and result (3) the other way around. In between, in result (2) neither baseline technique gets to the optimum representation. These three first results, however, correspond to misses of the segmentation algorithm, and, as we saw in Figure 2.7, this kind of results are not the most common.

The last three results (4)-(6) correspond to acceptable detections of the segmentation technique, and in these cases, both baseline techniques give the same results, and the loss is less significant. The last result (6) is a representative of the most common discrepant case (hot spot in Figure 2.7), where the optimal region selection further improves a very good result.

Regarding the computational cost, the extra time spent (that is, without considering the steps that are common to all region selection strategies) by the optimal solution with respect to the local approach using MATLAB ${ }^{\circledR}$ is $0.40 \pm 0.14$ seconds, which is generally negligible with respect to the majority of processes that are involved in image segmentation.

To sum up, we have shown that the baseline techniques for region selection do not reach the optimal representation in a significant number of cases. In the cases where the segmentation algorithm performs poorly, the selected regions by the baselines can be significantly different than the optimum. The discrepant cases on partitions with an acceptable quality are the most frequent, although in these cases the difference in achieved $J$ are reduced.

We believe, therefore, that using the baseline techniques can mislead the assessment. Adding the reduced computational load of computing the optimum, we believe that the optimal region selection proposed in this section is the best technique to evaluate flat segmentation algorithms from an object-based perspective.


Figure 2.8: Graphical representation of the discrepant region selection for the three strategies on the marked points of Figure 2.7

# Hierarchical Segmentation 

### 3.1 Introduction

The previous section handles the evaluation of flat segmentation techniques from an objectbased perspective. In that case, to handle objects at multiple scales, we sampled the parameters of the segmentation methods for the partitions to sweep a certain number of regions. The region selection was then performed on this sequence of flat partitions.

The final quality achieved in that perspective, therefore, depends on the particular partitions we extract from the hierarchies, apart from the quality of the hierarchies per se. The partitions in the merging sequence is a natural choice, but could other partitions entail better results? Working on hierarchies allows us to get rid of the sampling of the scale and to perform the region selection directly on the regions in the tree.

For algorithms that heuristically sample some fusions of multiples regions [ME07], this entails that they have one parameter less to tune and optimize, and it simplifies the region sampling. In practice, we will show that the number of regions needed to get a certain quality when selecting the regions directly from the hierarchy is much lower than when we first extract some flat partitions and we perform region selection on them.

From the point of view of evaluation, we can extract the achievable quality that can be reached by selecting a certain number of regions from a hierarchy, which in practice is the true upper bound that a selection method can achieve. In the case of flat partitions, this relationship was not as close since it was masked by the algorithm used to select the partition/scale in which we performed the region selection.

The first step of this chapter is to generalize the mathematical model to find the best region selection on flat partitions to handle a hierarchy (Section 3.2). As we will show in the experiments, this will allow us to find the upper-bound quality of the objects formed by a certain number of regions on a hierarchy, without having to tune any other parameter of scale.

To add diversity, some object segmentation techniques $\left[\mathrm{RFE}^{+} 06\right]$ combine the input from different image segmentation algorithms. Section 3.3 expands the upper-bound region selection model to consider the merging of regions from different hierarchies.

Finally, Section 3.4 presents the experiments performed on many state-of-the-art hierarchical segmentation algorithms to show the behavior of the evaluation model proposed. The experiments show that the partition/scale selection performed on the previous section indeed masks the actual quality that can be reached by a hierarchy, in the sense that the flat optimal is notably lower, for a given number of regions, than that obtained directly from the hierarchy. The experiments also show that selecting regions from multiple hierarchies effectively takes advantage of the diversity and significantly improves the upper-bound quality.

### 3.2 Optimal Region Selection From a Hierarchy

This section expands the optimal region selection technique presented in Section 2.3 to hierarchies. Recalling the representation of a hierarchy in Figure 1.10 and Figure 1.9 (page 12), our objective is to find the set of regions from a hierarchy that, merged together, best represent a ground-truth object. If we did not add any further requirement we could find this optimum by selecting the regions from the flat partition formed by the leaves of the tree.

One of the interests of the hierarchies, however, lies in its ability to represent objects at different scales. Ideally, regions in the upper part of the hierarchy should represent objects, and the regions below should refer to their parts. In realistic hierarchies, however, there is always some degree of oversegmentation, that is, the objects are usually not completely represented by a single region. We could then evaluate the quality of a hierarchy by the number of regions it needs to represent an object, or equivalently, we could measure the quality that a hierarchy can reach by merging up to a given number of regions.

Figure 3.1 shows an example of hierarchy (a), and three different objects formed by selecting regions from this hierarchy. First, (b) shows the single region in the hierarchy that better represents the car. As we can see, there is no single region that covers the whole car, so (c) shows the best object representation from regions in the hierarchy, in this case, 3 of them.


Figure 3.1: Examples of objects (b), (c), (d) formed by selecting regions from a hierarchy (a)

Finally, to show the relevance of the use of a hierarchy, (d) depicts the same optimal object but formed by 4 regions in the flat partition from the leaves of the hierarchy. This last representation could be obtained by the algorithms in the previous section, but we would not discover that we can achieve the same result with one region less. In realistic hierarchies, as we will see in the experiments in Section 3.4, this reduction is much more drastic, from hundreds of leave regions to only a few.

In contrast with the flat segmentation case, it is not straightforward to define heuristic techniques to find the best representation with a limited number of regions, equivalent to the baseline techniques from the previous section. Let us therefore model the search mathematically, generalizing the model proposed in the previous section.

Let $H$ be a hierarchy formed by $n_{l}$ leave regions $L_{i}\left(i=1, \ldots, n_{l}\right)$. Let $R_{j}\left(j=1, \ldots, n_{r}\right)$ be all the regions in the hierarchy, including the leaves $\left(R_{i}=L_{i}, i=1, \ldots, n_{l}\right)$. In the hierarchy of Figure 3.1, $n_{l}=6$ and $n_{r}=9$.

For each leave $L_{i}$, let $\Omega_{i}$ be the set of indexes of its ancestor regions $R_{j}$, from $R_{j}=L_{i}$ to the root
of the tree. Note that the hierarchy is fully defined given $L_{i}$ and $\Omega_{i}$ for all leaves. In Figure 3.1, for instance, $\Omega_{1}=\{1,7,9\}$ and $\Omega_{4}=\{4,9\}$.

Recalling the model for flat partitions in Equation 2.1, let us rewrite the previous definitions with the current notation:

$$
\begin{aligned}
\mathbf{t p} & =\left(\left|L_{1} \cap P_{g t}\right|, \ldots,\left|L_{n_{l}} \cap P_{g t}\right|\right) \in \mathbb{N}^{n_{l}} \\
\mathbf{f p} & =\left(\left|L_{1} \cap \overline{P_{g t}}\right|, \ldots,\left|L_{n_{l}} \cap \overline{P_{g t}}\right|\right) \in \mathbb{N}^{n_{l}} \\
\mathbf{x} & =\left(x_{1}, \ldots, x_{n_{l}}\right) \in\{0,1\}^{n_{l}}
\end{aligned}
$$

where $P_{g t}$ is the set of positive pixels in the ground truth object, and $x_{i}=1$ if we select the leave region $L_{i}$ and 0 otherwise. The model for finding the best representation merging only leaves would then be:

$$
\mathscr{F}: \quad \operatorname{maximize}_{\mathbf{x}} J=\frac{(\mathbf{t p}, 0) \cdot(\mathbf{x}, 1)^{T}}{\left(\mathbf{f p},\left|P_{g t}\right|\right) \cdot(\mathbf{x}, 1)^{T}}
$$

In order to include all the regions in the model, let us define $\mathbf{y}=\left(y_{1}, \ldots, y_{n_{r}}\right) \in\{0,1\}^{n_{r}}$, where $y_{j}$ is a binary variable that takes a value of 1 if we select region $R_{j}$ and 0 otherwise. Please note that $y_{j}=x_{j}$ for all $j<=n_{l}$, that is, we are duplicating variables for all leaves. This would not be necessary, but apart from clarifying the notation, it will be easier to generalize to the case of multiple hierarchies, as we will show in the next section.

We would like $\mathbf{y}$ to be the primary variables of the problem and $\mathbf{x}$ to be dependent variables from which the quality of the formed object is computed, as in the flat model. In other words, we would like the two sets of variables $\mathbf{x}$ and $\mathbf{y}$ to be linked to model the fact that selecting a region in the hierarchy forms the same object than selecting all the leaves below it.

If we achieved this linkage, we could modify $\mathscr{F}$ to model the search on the full hierarchy as:

$$
\begin{equation*}
\mathscr{G}: \quad \underset{\mathbf{y}}{\operatorname{maximize}} J=\frac{(\mathbf{t p}, \mathbf{0}, 0) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}}{\left(\mathbf{f p}, \mathbf{0},\left|P_{g t}\right|\right) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}} \tag{3.1}
\end{equation*}
$$

where the values of $\mathbf{y}$ do not affect the objective function. The $J$ value would therefore be obtained as in the flat case from the leave regions.

Linking selected regions and selected leaves: Our objective is to add the needed constraints to Problem (3.1) so that for each $y_{j}=1$, the values of $x_{i}$ referring to the leaves $L_{i}$ below $R_{j}$ are forced to be $x_{i}=1$. Intuitively, $x_{i}$ must be 1 iff any $y_{j}$ with $j \in \Omega_{i}$ is 1 (logical "or").

For the sake of efficiency, we would like the resulting problem to have linear constraints. The linear constraints that are equivalent to the logical "or" previously introduced are:

$$
\begin{array}{ll}
x_{i} \leq \sum_{j \in \Omega_{i}} y_{j} & i=1 \ldots n_{l} \\
x_{i} \geq y_{j} \quad \forall j \in \Omega_{i} & i=1 \ldots n_{l} \tag{3.3}
\end{array}
$$

Intuitively, (3.2) forces $x_{i}$ to be 0 if all $y_{j}$ for $j \in \Omega_{i}$ are 0 , that is, it forces $L_{i}$ not to be selected if no ancestor is selected. Equivalently, (3.3) forces $x_{i}$ to be 1 if any $y_{j}$ is 1 , that is, it forces $L_{i}$ to be selected if any ancestor is selected.

Recalling the example of Figure 3.1, the values of $\mathbf{x}$ and $\mathbf{y}$ for the three selected objects (b), (c), (d) would be:
(b) $\begin{aligned} & \mathbf{x}=(0,0,0,0,1,1) \\ & \mathbf{y}=(0,0,0,0,0,0,0,1,0)\end{aligned}$
(c) $\begin{aligned} & \mathbf{x}=(0,1,1,0,1,1) \\ & \mathbf{y}=(0,1,1,0,0,0,0,1,0)\end{aligned}$
(d) $\begin{aligned} & \mathbf{x}=(0,1,1,0,1,1) \\ & \mathbf{y}=(0,1,1,0,1,1,0,0,0)\end{aligned}$

Note that the values of $\mathbf{y}$ in (c) and (d) are different because they come from different selections of regions, but since they represent the same object, the values of $\mathbf{x}$ are the same.

Forcing realistic results: Up until this point, the model links the selected regions in the hierarchy with the correspondent leaves, but we have not imposed any constraint to the selected regions. This would allow the model to select, for instance, a region and it ancestor at the same time. This does not reflect a realistic behavior, since selecting the ancestor only would entail the same selected object.

Formally, we have to impose that only one region can be selected in each path from the leaves to the root, ensuring that no co-occurrence happens between nodes an their ancestors. Mathematically we model it as follows:

$$
\begin{equation*}
\sum_{j \in \Omega_{i}} y_{j} \leq 1 \quad i=1 \ldots n_{l} \tag{3.4}
\end{equation*}
$$

Limiting the number of selected regions: As introduced above, one of the interest of the analysis on hierarchies is the ability to limit the search to a certain number of selected regions $n_{s}$. This can be imposed directly on the model by adding the following constraint:

$$
\begin{equation*}
\sum_{j=1 \ldots n_{r}} y_{j}=n_{s} \tag{3.5}
\end{equation*}
$$

Final model: The final model for the region selection on a hierarchy, adding the constraints (3.2), (3.3), (3.4) and optionally (3.5) to the problem (3.1); is as follows:

$$
\begin{array}{lll}
\mathscr{G}: \underset{\mathbf{y}}{\operatorname{maximize}} & J=\frac{(\mathbf{t p}, \mathbf{0}, 0) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}}{\left(\mathbf{f p}, \mathbf{0},\left|P_{g t}\right|\right) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}} &  \tag{3.6}\\
\text { subject to } & x_{i} \leq \sum_{j \in \Omega_{i}} y_{j} & i=1 \ldots n_{l} \\
& x_{i} \geq y_{j} \quad \forall j \in \Omega_{i} & i=1 \ldots n_{l} \\
& \sum_{j \in \Omega_{i}} y_{j} \leq 1 & i=1 \ldots n_{l} \\
& \sum_{j=1}^{n_{r}} y_{j}=n_{s} &
\end{array}
$$

### 3.3 Optimal Region Selection From Multiple Hierarchies

Let us consider a set of hierarchies built on the same image. The main difference of this scenario with respect to the single-hierarchy model is that we do not ensure anymore that the regions being selected will not overlap. This entails that we cannot model the true/false positives of the formed object as a linear combination of the true/false positives of the regions being merged nor the leaves below them.

To model the problem as a binary search problem, however, this would be desirable, so we have to modify the problem to find a representation where the union of regions is done on non-overlapping regions. As we will see, we achieve this goal by working on the intersection partition of the leaves partition of all hierarchies, that is, working on the coarsest partition whose regions are always contained in one leave region on each hierarchy.


Figure 3.2: Region selection on multiple hierarchies: we work on the intersection partition (right) of the leaves partitions of the two hierarchies (left)

Let us illustrate the process with an example. Figure 3.2 shows two simple hierarchies and their leaves partitions (left), along with the intersection partition of the two leave partitions. The plot in dashed lines represents the relationship between the original regions $R_{j}$ and the regions in the intersection partition $S_{i}$. For instance $S_{2}=R_{2} \cap R_{3}$ and $R_{4}=S_{3} \cup S_{4}$.

This representation allows us to compute the true/false positives of the merged object as a linear combination of the true/false positives of the regions in the intersection partition. As we did in the previous section, the next step is, given an object formed by a set $\left\{R_{j}\right\}$, find the set $\left\{S_{i}\right\}$ that forms the same object.

Formally, we have $n_{h}$ hierarchies $H_{k}$ with a total number of $n_{r}$ regions (in the example of Figure $3.2, n_{r}=6$ ). As in the previous section, let $y_{j}, j=1 \ldots n_{r}$, be a binary variable that is 1 iff region $R_{j}$ in the hierarchies is selected. Let the intersection partition be formed by $n_{\pi}$ regions $S_{i}$. Again, $x_{i}$ is a binary variable that indicates whether region $S_{i}$ is selected, meaning that there exists a selected region $R_{j}$ that intersect with $S_{i}$.

Figure 3.3 shows an example of an object formed by selecting regions from the example hierarchies in Figure 3.2. The values that the variables $\mathbf{x}$ and $\mathbf{y}$ would take are shown and the selected regions are highlighted. Note that the object cannot be formed by regions from only one of the two hierarchies, so we are taking advantage of the diversity in multiple hierarchies.

We define $\Omega_{i}^{k}$ as the set of indices of the regions $R_{j}$ that intersect with $S_{i}$ in hierarchy $H_{k}$. Note that this is equivalent to the set $\Omega_{i}$ in the previous section generalized to $n_{h}$ hierarchies and duplicating the leaves as the intersection partition. Following the example in Figure 3.2, some of the sets defining the structure would be:

$$
\Omega_{1}^{1}=\{1,5\} \quad \Omega_{1}^{2}=\{3,6\} \quad \Omega_{4}^{1}=\{1,5\} \quad \Omega_{4}^{2}=\{4,6\}
$$

As before, we must ensure that only one region is selected in the whole path from any leave to the root, and we should link the selected set $\left\{R_{j}\right\}$ with the corresponding set $\left\{S_{i}\right\}$. Generalizing Problem (3.6), we get to the following model for the optimal region selection on multiple hierarchies:


$\stackrel{R_{6}}{R_{6}} \underbrace{}_{R_{4}}$



$$
\begin{aligned}
& \mathbf{y}=(0,0,1,1) \\
& \mathbf{x}=(0,1,1,1)
\end{aligned}
$$

Figure 3.3: Region selection example on multiple hierarchies. The object on the right is formed by the union of non-overlapping regions on the intersection partition, although it is formed by two overlapping regions on the original hierarchies.

$$
\begin{align*}
& \mathscr{H}: \quad \underset{\mathbf{y}}{\operatorname{maximize}} J=\frac{(\mathbf{t p}, \mathbf{0}, 0) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}}{\left(\mathbf{f p}, \mathbf{0},\left|P_{g t}\right|\right) \cdot(\mathbf{x}, \mathbf{y}, 1)^{T}}  \tag{3.7}\\
& \text { subject to } \quad \\
& x_{i} \leq \sum_{j \in \Omega_{i}^{k}} y_{j} \\
& x_{i} \geq y_{j} \quad \forall j \in \Omega_{i}^{k} \\
& \sum_{j \in \Omega_{i}^{k}} y_{j} \leq 1 \\
& \sum_{j=1}^{n_{r}} y_{j}=n_{s}
\end{align*}
$$

### 3.4 Experimental Results

We perform the experiments on the subset of segmentation techniques from the previous section that provide a hierarchical output, namely ISCRA [RS13a], gPb-UCM [AMFM11], NWMC [VMS08], and IID-KL [CM10]; using the same parameters introduced before. The experiments are performed on the PASCAL 2012 segmentation task dataset and we sweep the maximum number of selected regions per object from 1 to 20 , allowing also an unconstrained number of regions.

Flat versus hierarchical segmentation: Let us first analyze the differences between working directly on a hierarchy or sampling different partitions at different scales and then selecting the optimal regions. Figure 3.4 shows the results for $\mathrm{gPb}-\mathrm{UCM}$ and NWMC (the rest of techniques report similar results and are omitted for the sake of readability). The dashed lines correspond to the optimal result on flat partitions and the solid line to that done directly on the hierarchies.

The first observation is that, for a given number of regions, the achievable quality working directly on hierarchies is extremely better than working on flat partitions extracted from the same hierarchy. This means that the process to extract partitions from a hierarchy masks the actual quality that can be achieved with it.

On top of that, if the two methods in the plot were to be judged by the curve on flat partitions,


Figure 3.4: Analysis of hierarchies as flat partitions or as full hierarchies. As full hierarchies, their achievable quality at a given number of regions is notably higher.
one could conclude than NWMC is better than gPb-UCM. When selecting regions directly from the hierarchy, however, the ranking is exchanged. This is another proof of the impact that extracting flat partitions can have on the results.

Looking the results from another point of view, we need roughly five regions from the flat partitions to get the same achievable quality that can be reached by selecting only one region directly from the hierarchy. The impact on algorithms that explore the merging of only a limited number of regions [ME07] can thus be dramatic.

To further interpret the result, let us also compute the number of regions to process in comparable scenarios. Assuming a hierarchy with $N$ leave regions, there are at most $2 N-1$ regions in the hierarchy. The same hierarchy sampled at four scales would entail four flat partitions at $N$, $\frac{3}{4} N, \frac{1}{2} N$, and $\frac{1}{4} N$, which adds to $2.5 N$ regions. Even in the case of only sampling at four scales, therefore, the number of regions to handle is higher in the case of working on flat partitions than when working directly on hierarchies.

To sum up, this experiment shows that hierarchies are much better suited as a pre-processing step to object detection and segmentation, in the sense that they can obtain objects of much better quality, formed by less regions, and searching for them in a smaller pool.

Hierarchical segmentation state-of-the-art comparison: The next step is to analyze the state of the art in hierarchical segmentation from the perspective of object detection. Figure 3.5 shows the achievable quality of the four state-of-the-art segmentation hierarchies analyzed. As baselines we evaluate a random hierarchy and a Quadtree. On the left, the plot shows the raw mean achievable quality of the hierarchies.

The final quality of the hierarchy depends both on the initial segmentation (leaves) and the creation process of the hierarchy. In order to evaluate only the hierarchy creation process, the plot on the right normalizes the achievable quality at each number of regions by the achievable quality on the leaves of that particular hierarchy. This way, all curves start at 1 and the decrease can only be attributed to mistakes in the creation of the hierarchy. The four state-of-the-art techniques do not change their relative behavior when normalized, given that they all start from leaves partitions of the same quality.


Figure 3.5: Mean achievable Jaccard index $J$, unnormalized (left) and normalized (right), with respect to the number of selected regions on state-of-the-art segmentation hierarchies. The number-of-regions axis is in logarithmic scale.

In the case of the baselines, in contrast, we do notice a significant difference: the random hierarchy is heavily penalized in front of the Quadtree. Recalling that the random tree starts at the gPb-UCM super-pixel partition, while the Quadtree starts on a uniform grid partition, this shows that by uniformly growing the rectangular regions, as done in the Quadtree, it is more probable to get an approximate location than by randomly growing good super-pixels. In other words, the Quadtree somehow uniformly samples the space of possible locations and shapes, so it usually makes a better guess than a random hierarchy based on super-pixels.

In the unnormalized plot, therefore, the random hierarchy performs very well when sampling the lower part of the hierarchy (when we allow a lot regions to be selected) thanks to the influence of the super-pixels. When we move up through the hierarchy (less regions), however, the randomness predominates. This leaves us to wondering what would be the result of combining good super-pixels in a Quadtree way, that is, somehow evolving by spatially uniformly merging the super-pixels.

The number of regions selected when no limit is set also provides valuable information about the hierarchies, since it reflects the number of regions needed to get the same quality that can be achieved by merging regions from the leaves. We also compute the number of regions needed to get to the $99 \%$ of this quality, to be more robust to cases where very small regions are selected.

The first two rows of Table 3.1 shows the number of regions needed to achieve $100 \%$ and $99 \%$ of the maximum quality on each hierarchy. Recalling that gPb-UCM, ISCRA, NWMC, IID-KL, and Random all start from a super-pixel partition of the same achievable quality (see Figure 3.5 left), the differences in the number of regions of the unconstrained case can only be attributable to the hierarchy creation process.

|  | gPb-UCM | ISCRA | NWMC | IID-KL | Quadtree | Random |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of regions at 100\% | 15.98 | $\mathbf{1 5 . 7 0}$ | 21.67 | 22.69 | 27.61 | 45.37 |
| Number of regions at 99\% | 7.21 | $\mathbf{6 . 5 6}$ | 9.55 | 10.56 | 12.96 | 14.81 |
| Number of regions at 90\% | 3.21 | $\mathbf{2 . 7 6}$ | 4.02 | 5.40 | 7.71 | 11.61 |

Table 3.1: Mean number of regions needed to achieve $100 \%$, $99 \%$, or $90 \%$ of the maximum quality on a hierarchy

The first noticeable result is that the number of regions needed to get from $99 \%$ to $100 \%$ of the maximum quality is considerable. For the case of gPb-UCM, for instance, we reach $99 \%$ at 7.21 regions but we need more than two times this quantity (15.98) to get to $100 \%$. This makes it even more important to evaluate the quantity at $99 \%$, since the result will have much less variance.

Focusing therefore on the number of regions at $99 \%$, we corroborate that ISCRA is the hierarchy that makes the most of the available quality at the leaves, in the sense that it is the one that achieves this maximum quality ( $99 \%$ of it to be precise) with the minimum number of regions ( 6.56 in mean).

The last row of Table 3.1 shows the number of regions needed to get to $90 \%$ of the maximum quality. It is noteworthy that with around three regions we get the $90 \%$ of the maximum quality. Handling triplets of regions is affordable in computational terms, so these results show that hierarchies are promising as a pre-processing step of object detection and segmentation algorithms.

Figure 3.6 shows some qualitative examples using the four state-of-the-art hierarchies and the two baselines. Each result shown is automatically selected as the one whose quality best matches the mean quality of the method, aiming at being as representative as possible.

Region selection on multiple hierarchies: Finally, let us evaluate the selection of regions from multiple hierarchies. To do so, we allow the optimal region selection algorithm to get regions from each of the four state-of-the-art techniques. Figure 3.7 (left) shows the mean achievable $J$ obtained (-), along with that of the the four original hierarchies.

The plot shows that combining multiple hierarchies achieves notably better results than any of the single state-of-the-art segmentation hierarchies separately, especially for a low number of regions, showing that the four state-of-the-art techniques are indeed diverse. Obviously, this comes at the price of making the pool of regions four times larger.

We also look for the optimum region selection when combining the two baseline techniques. Figure 3.7 (right) shows the mean achievable $J$ obtained (-), which again clearly outperforms the two original hierarchies. Comparing the right and left plot, we observe that the gain obtained on the combined SoA is comparable to that obtained on the baseline techniques, showing that the improvement is due to the diversity itself, independently of the quality of the original techniques.

To further evaluate the combination of multiple hierarchies, Figure 3.8 plots the percentage of regions that are selected from each of the combined hierarchies, that is, it shows where do the regions come from in the case of the state-of-the-art combined result (left) and in the case of baseline combined hierarchies (right).


Figure 3.6: Qualitative results of region selection on hierarchies

In the case of the state-of-the-art combination, gPb-UCM is clearly the hierarchy from which more regions are selected, even when only one region is selected. Recalling that ISCRA had better performance in terms of region selection, a possible interpretation is that ISCRA is slightly worse in many of the results and notably better in some objects that gPb-UCM misses. This way, it is possible the mean achievable quality getting only one region from ISCRA is better, although there are more objects in which gPb-UCM is slightly better than ISCRA.

In the case of baseline combination, the plot shows that, the more regions we allow to get, the more are selected from the random hierarchy. Again, this is coherent with the fact that the latter starts from good super-pixels while QuadTree is based on a regular rectangular grid. When only a few regions are selected, in contrast, QuadTree gets the majority of the regions, meaning that at higher levels of the hierarchy, a uniform grid is much better than random mergings.

Let us finalize this analysis with some qualitative results. Figure 3.9 shows three examples from selecting an unconstrained number of regions from the four SoA hierarchies. For each of them we show the original image, the object ground-truth, the object form by combining regions from the four hierarchies, and the regions coming from each of the hierarchies.


Figure 3.7: Multi-hierarchy region selection analysis: Best achievable quality when merging regions from four state-of-the-art segmentation hierarchies (left) or from two baseline techniques (right) to form PASCAL objects


Figure 3.8: Multi-hierarchy region selection analysis: Selected region distribution among the multiple SoA (left) or baseline (right) hierarchies combined

Figure 3.10 show qualitative results from the baseline hierarchies combination when selecting three regions. We can observe that there are results in which all regions are selected from QuadTree (two first rows), all are obtained from Random (third row), or, as in the majority of cases, the Random regions refine little areas of the QuadTree regions.


Figure 3.9: Qualitative results of region selection on multiple state-of-the-art segmentation hierarchies


Figure 3.10: Qualitative results of region selection on multiple baseline hierarchies

## Part II

## Segmentation Evaluation From a Partition Perspective

## Introduction

The previous section is focused on the evaluation of the quality of segmentation algorithms, both flat and hierarchical, in terms of how well they perform as a pre-processing step of object detection and segmentation techniques. Evaluating a generic image segmentation algorithm in the specific environment of object detection can be justified by the wide use of this type of algorithms and the availability of large databases that are annotated only at object level, or even only at the bounding box level.

Representing an image as a set of regions instead of plain pixels, however, has many applications beyond object detection, such as image coding [MRHM12], image filtering [SG00], contour detection [AMFM11, PTM10], etc. As a generic representation, image partitions should therefore be assessed also as a whole, intrinsically, independently of any final application they can be given.

In this context, the Berkeley Segmentation Dataset (BSDS500) [AMFM11] plays a central role, since it contains 500 images, each of them segmented by more than one individual. What still lacks consensus is how to evaluate the quality of a segmented image with respect to the annotated ground-truth partition. In other words, which measures should we use to compare the agreement between two image partitions?

In comparison with object detection as presented in previous sections, we are generalizing the measures from a detection framework (positive/negative class), to a generic clustering environment; where it is not as straightforward to define a quality measure. This justifies, in part, the current absence of consensus in this regard.

Chapter 4 sheds some light into the generic evaluation of flat image segmentation algorithms. We review and structure the measures in the literature, we propose a new measure from a novel perspective, and we define a way to quantitatively and qualitatively compare the performance of the evaluation measures, which we refer to as meta-measures.

As in the previous part of this dissertation, we then generalize the results to evaluate hierarchical segmentation techniques, but in the context of generic partitions, in Chapter 5 . We will introduce the added challenges of evaluating hierarchies in this context and propose new techniques to solve them.

## Flat Segmentation

### 4.1 Introduction

This chapter is focused on the supervised evaluation of flat image partitions, that is, the assessment of the quality of image partitions by measuring the agreement between them and the ground-truth partitions of the Berkeley Segmentation Dataset (BSDS500) [AMFM11]. In this context, the evaluation measures that help researchers understand the weak and strong points of their algorithms is of paramount importance.

The first contribution of this chapter (Section 4.2) is to survey and structure a wide set of evaluation measures available in the literature. To do so, we show that measures can be classified depending on the interpretation of an image partition they are based on. The most obvious one is to interpret an image partition as a clustering of the set of pixels, so any generic measure to evaluate clustering algorithms can be applied in this context. We can also interpret segmentation as a detection problem, aiming at telling apart the pixel contours that are true boundaries from those that are not. Finally, we can also cast the problem to a two-class clustering of the set of all pairs of pixels: those pairs belonging to the same region, and those coming from different regions.

Many of the most used evaluation measures, however, are limited to provide a single number, that is, given a pair of partitions (machine-generated and ground truth) they give us a single number that somehow reflects the degree of agreement between both. In the field of object detection assessment, Hoiem et al. [HCD12] refer to these measures as performance summary measures and they stress that the results should be evaluated beyond performance summary measures in order to "help understand how one method could be improved." In other words, researchers need better feedback from the evaluation than a single number.

Back to segmentation assessment, the precision-recall curves for boundaries [MFM04] are good examples of tools that provide richer feedback than the F-measure used as summary. Moreover, as pointed out by [AMFM11], in addition to boundary-based measures, regionoriented measures should be considered when assessing segmentations. However, the current region-based measures are limited to summary ones [UPH07, Mei05, MFM04, AMFM11, KDNS94, HD95, Don00, CCR05, PTM12, PZ12].

The second contribution of this chapter (Section 4.3) is a region-based precision-recall environment for the assessment of image segmentation. Inspired by [HJBJ $\left.{ }^{+} 96, \mathrm{HCD} 12\right]$ and by the fact that parts of objects are important clues for object detection [FGMR10], we present the precision-recall for objects and parts, which is based on classifying the regions into object and parts candidates.

Summary measures also play a role in performance comparison and researchers have a large
list to choose from, thus the question that now arises is how to compare the goodness of an evaluation measure. In other words, we should define a meta-measure to compare the evaluation measures. The principle of a meta-measure is to assume a plausible hypothesis about the segmentation evaluation and analyze how well measures match this hypothesis.

Some previous works based their claims on qualitative meta-measures, that is, showing the behavior of the measures on particular qualitative examples [CCR05, UPH07]. The third contribution of this chapter (Section 4.4) is to propose two new qualitative meta-measures that generalize those available in the literature. Extensive quantitative meta-measures, however, are desirable.

The first approach to an extensive quantitative meta-measure was proposed in [Mar03]. The hypothesis in this work was that measures should be able to discriminate between two pairs of human-marked partitions coming from different images (for instance, the two partitions in Figure 4.1.a). In an annotated database with multiple partitions per image, the quantitative meta-measure was defined as the number of same-image partition pairs that the measure judges as less similar than other pairs of partitions coming from different images. [JMIB06] presented a comparison of some measures in terms of this meta-measure.


Figure 4.1: Examples of the meta-measure principles: How good are the evaluation measures at distinguishing these pairs of partitions?

The fourth contribution of this chapter (Section 4.5) is to present two new quantitative metameasures. Moreover, instead of basing our hypotheses only on human-made partitions, we extend the analysis to partitions from six State-of-the-Art (SoA) segmentation techniques.

The first assumption is that measures should be capable of distinguishing SoA partitions from those obtained without taking into account the content of the image. In this case, we use the Quadtree as a baseline, as in previous experiments of this thesis. The meta-measure is then defined as the number of results from SoA algorithms that are judged better than the quadtree. As a qualitative example, we assess how well a measure distinguishes between partitions like those in Figure 4.1.b.

As a second meta-measure, we assume that any measure should be able to distinguish a partition obtained by a SoA method on a given image from a partition obtained by the same method but on a different image, as the two partitions shown in Figure 4.1.c. The metameasure in this case is defined as the number of cases in which the measure correctly judges the same-image partition as better.

Finally, Section 4.6 presents the experimental validation of this chapter. We first compare all surveyed measures using the three meta-measures. We show that the two precision-recall measures (boundary- and objects-and-parts-based) have outstanding results as summary measures with respect to the rest of measures, while providing richer information for researchers to interpret the results. We further interpret these two precision-recall frameworks by comparing some SoA segmentation algorithms and show some qualitative results illustrating the differences between the two frameworks.

### 4.2 Measure Review and Structure

The state-of-the-art measures can be classified depending on the image partition interpretation on which they are based. The most common interpretation is as a clustering of the pixel set into a number of subsets or regions, A partition can also be interpreted as a two-class clustering of the set of pairs of pixels, with some pairs linking pixels from the same region and others linking pixels from different regions. Finally, a partition can be represented as a two-class clustering of the pixel contours into boundaries and non-boundaries. Figure 4.2 illustrates these three different partition interpretations.


Figure 4.2: The three interpretations of an image partition: clustering of the pixel set, twoclass clustering of the pairs of pixels, and two-class clustering of the pixel contours

The contributions of the following sections are to review, de-duplicate, and discuss about the main measures found under each of these interpretations, keeping the notation from the original papers where possible. As we will show below, many measures can be interpreted as generalizations of simple measures such as the F measure, the Jaccard index, or precision-recall. In this chapter, we will refer to these measures as base measures.

### 4.2.1 Pixel-set clustering interpretation

An image can be seen as a set of pixels and so image segmentation as dividing them into clusters (regions). A straightforward way to define a measure to compare two whole partitions could therefore be to generalize the base measures (Jaccard, precision-recall, etc.) via a
region-to-region comparison. A simple question arises, however: which should be the matching between regions from the two partitions to be compared?

Interpreting each region of a partition as a node of a graph, and two partitions as a bipartite graph, a base measure could be used to set the weight of the edges between nodes. A global similarity measure can therefore be defined as the total weight of a bipartite graph, as a generalization of a base measure for each edge. Under this perspective, we explain three strategies found in the literature to define which edges of the bipartite graph to consider: A local strategy (Section 4.2.1.1), a greedy strategy (Section 4.2.1.2), and the optimal strategy (Section 4.2.1.3). We show in each section that several previously proposed assessment measures are the generalization of the base measures via these strategies.

Apart from computing the global weight of the graph, an interesting and intuitive approach also using base measures is explained in Section 4.2.1.4, which counts instances of correct detections, and over- and under-segmentations.

An alternative to perform any matching between regions is to assess the intersection of both partitions, i.e., the partition with the minimum number of regions that is a refinement of both regions, as done in the measures in Section 4.2.1.5.

### 4.2.1.1 Local region matching

The most direct way to generalize a base measure to a pair of partitions $S, S^{\prime}$ is to compare each region $R$ in $S$ with its best local match $R^{\prime}$ in $S^{\prime}$, and then to generalize the measure by averaging the region-to-region results. In other words, to compute the weight of a bipartite graph whose edges are selected locally. Formally, being $M$ a base measure and $d$ the global measure, this strategy can be written as:

$$
\begin{equation*}
d\left(S, S^{\prime}\right)=\frac{1}{n} \sum_{R \in S}|R| \cdot \max _{R^{\prime} \in S^{\prime}} M\left(R, R^{\prime}\right) \tag{4.1}
\end{equation*}
$$

where $n$ is the number of image pixels. Note that these measures will not be symmetrical.
Below, some well-known measures used in the literature and presented under different notations and points of view are shown to be equivalent to Equation 4.1 with $M$ being one of the three following base measures: precision, F measure, or Jaccard index.

Generalizing precision: The directional Hamming distance from one partition $S$ to another $S^{\prime}, D_{H}\left(S \Rightarrow S^{\prime}\right)$, was introduced in [KDNS94], further analyzed in [HD95] and used in [ $\mathrm{FMnR}^{+} 02$ ]. First, each region $R_{i}^{\prime} \in S^{\prime}$ is associated with a region $R_{i} \in S$ such that $\left|R_{i}^{\prime} \cap R_{i}\right|$ is maximal. Note that this assignment is not necessarily injective. Then, the directional Hamming distance is defined as:

$$
D_{H}\left(S \Rightarrow S^{\prime}\right)=\sum_{R_{i}^{\prime} \in S^{\prime}} \sum_{R_{j} \neq R_{i}}\left|R_{i}^{\prime} \cap R_{j}\right|
$$

Applying the following equality:

$$
\left|R_{i}^{\prime}\right|=\sum_{R_{j} \in S}\left|R_{i}^{\prime} \cap R_{j}\right|=\left|R_{i}^{\prime} \cap R_{i}\right|+\sum_{R_{j} \neq R_{i}}\left|R_{i}^{\prime} \cap R_{j}\right|,
$$

recalling that $R_{i}$ was the region that maximized the intersection with $R_{i}^{\prime}$ and obviating the sub-indexes, we get the following alternative expression:

$$
\begin{equation*}
D_{H}\left(S \Rightarrow S^{\prime}\right)=n-\sum_{R^{\prime} \in S^{\prime}} \max _{R \in S}\left|R^{\prime} \cap R\right| \tag{4.2}
\end{equation*}
$$

where $n$ is the number of pixels of the image.
From another point of view, the work in [CCR05] presents a distance between partitions called asymmetric partition distance. The authors intuitively describe it as the minimum number of pixels that have to be deleted from one partition $S$ to be finer than the other $\left(S^{\prime}\right)$. The following property of $d_{\text {asym }}$ is presented in the paper as the way to compute it efficiently:

$$
d_{\text {asym }}\left(S^{\prime}, S\right)=n-\sum_{R \in S} \max _{R^{\prime} \in S^{\prime}}\left|R \cap R^{\prime}\right|
$$

Noteworthy, comparing this expression to Equation 4.2, we have that the asymmetric partition distance and the directional Hamming distance are exactly the same value (the order of the partitions is important): $d_{\text {asym }}\left(S^{\prime}, S\right)=D_{H}\left(S^{\prime} \Rightarrow S\right)$.

This same expression allows us to further understand this measure formally. If we redefine it as a similarity measure and normalize it to range from 0 to 1 , we have:

$$
s_{\text {asym }}\left(S^{\prime}, S\right)=1-\frac{1}{n} d_{\text {asym }}\left(S^{\prime}, S\right)=\frac{1}{n} \sum_{R \in S} \max _{R^{\prime} \in S^{\prime}}\left|R \cap R^{\prime}\right|=\frac{1}{n} \sum_{R \in S}|R| \max _{R^{\prime} \in S^{\prime}} \frac{\left|R \cap R^{\prime}\right|}{|R|}
$$

If $S^{\prime}$ is viewed as ground truth, the following expression reveals that this measure consists in generalizing the base measure precision.

$$
\begin{equation*}
s_{\text {asym }}\left(S^{\prime}, S\right)=\frac{1}{n} \sum_{R \in S}|R| \cdot \max _{R^{\prime} \in S^{\prime}} \operatorname{Prec}\left(R, R^{\prime}\right) \tag{4.3}
\end{equation*}
$$

The asymmetric partition distance is closely related to the projection number $p_{S}\left(S^{\prime}\right)$ presented in [Don00] in the context of graph clustering since $d_{\text {asym }}\left(S, S^{\prime}\right)=n-p_{S}\left(S^{\prime}\right)$. In [JMIB06], this same value is denoted as $a\left(S, S^{\prime}\right)$.

In [Don00], Van Dongen proved that the measure $d_{v D}\left(S, S^{\prime}\right)=2 n-p_{S}^{\prime}(S)-p_{S}\left(S^{\prime}\right)$ is a metric Recalling the relationship introduced in the previous paragraph, we have that:

$$
d_{v D}\left(S, S^{\prime}\right)=D_{H}\left(S^{\prime} \Rightarrow S\right)+D_{H}\left(S \Rightarrow S^{\prime}\right)
$$

In [HD95], the normalized version of this metric is referred to as normalized Hamming distance.

Generalizing the F measure: In the context of text document clustering, [LA99] presented a measure to compare clusters that consists in generalizing the base measure $F$ to the whole clustering via the local matching between clusters. In the context of image segmentation, this methodology can be described as:

$$
L\left(S, S^{\prime}\right)=\frac{1}{n} \sum_{R \in S}|R| \cdot \max _{R^{\prime} \in S^{\prime}} F\left(R, R^{\prime}\right)
$$

To our knowledge, this measure has not been used in the context of image segmentation.

Generalizing the Jaccard index: In [AMFM11], one of the measures presented is the covering of a partition $S$ by a partition $S^{\prime}$. It corresponds to the generalization of the Jaccard index (the authors refer to it as overlap) via the local-region-matching strategy. Formally, the segmentation covering of a partition $S$ by a partition $S^{\prime}$ can be rewritten as:

$$
\mathscr{C}\left(S^{\prime} \rightarrow S\right)=\frac{1}{n} \sum_{R \in S}|R| \cdot \max _{R^{\prime} \in S^{\prime}} J\left(R, R^{\prime}\right)
$$

### 4.2.1.2 Greedy region matching

The work in [MH01] presented ${ }^{1}$ a methodology to match regions (in the original work, clusters) between two partitions aiming at maximizing the global coincidence between all the matched regions. The algorithm starts by matching the pair of regions with maximum coincident pixels. Then, it iteratively matches the pair of regions with maximum coincident pixels that have not been matched before, in order for the matching to be injective. The measure is defined as:

$$
H\left(S, S^{\prime}\right)=\frac{1}{n} \sum\left\{\left|R \cap R^{\prime}\right| \mid R^{\prime}, R \text { matched }\right\}
$$

Interestingly, this measure is symmetrical and, the same way as $s_{\text {asym }}$ (Equation 4.3), is a generalization of the base measure precision but performing a greedy region matching.

### 4.2.1.3 Optimal region matching

The intuitive step further to match the regions in two partitions is to compute an assignment that globally maximizes some measure between the pairs of matched regions.

This idea was presented in the area of genetics [AF99], but the algorithm proposed run in exponential time, so it was not feasible for a large number of clusters like in image segmentation.

In [Gus02], the authors present a way to compute this value in polynomial time. To do so, the problem of finding the partition-distance is modeled as finding the matching in a bipartite graph that maximizes its weight, where each node represents a region and the weight of the edges is the number of coincident pixels between each pair of regions. This maximization is efficiently solved using the Hungarian algorithm [Kuh55].

In [CCR05], this measure is denoted as symmetric partition-distance $\left(d_{\text {sym }}\right)$ and it is shown that it is equivalent to the minimum number of pixels that must not be taken into account for two partitions to be identical. Almost at the same time, the work in [JMIB06] presented exactly the same measure naming it bipartite-graph-matching ( $B G M$ ) distance. In the context of clustering comparison, [Mei05] defines this measure as classification error distance ( $d_{C E}$ ) and proves some interesting theoretical properties.

Formally, let us assume we have a bipartite graph $G=\left(S, S^{\prime}, S \times S^{\prime}\right)$, i.e., a graph whose nodes are all the regions from the two partitions $S$ and $S^{\prime}$ and its edges join any region from $S$ to any region in $S^{\prime}$. A matching of $G$ is a subset $V \subset S \times S^{\prime}$ of pairwise non-adjacent edges, i.e., no two edges share a common node. Using this notation, the bipartite-graph-matching distance can be written as:

$$
B G M\left(S, S^{\prime}\right)=\max _{V} \sum_{\left(R, R^{\prime}\right) \in V}\left|R \cap R^{\prime}\right|
$$

where $V$ is a matching of $G$. Again, like in $s_{a s y m}$ and $H$, it consists in generalizing the base measure precision to the whole partition but now via an optimal matching. It is proven to be a metric in [CCR05].

### 4.2.1.4 Counting instances

The work in [HJBJ ${ }^{+}$96] presented the set of measures, known as Hoover measures, to assess and compare range image segmentation algorithms, although they are equally valid for gen-

[^0]eral image segmentation. Given a partition to be assessed and a ground truth partition, the intuitive idea is to count the number of correct detections, the instances of under- and oversegmentation, and the missed and noise regions. These instances are defined by means of two base measures: precision and recall.

Given a threshold $0.5<T \leq 1$, and the two partitions $S$ (machine) and $S^{\prime}$ (ground truth), the instances are defined as follows.

A pair of regions $R \in S$ and $R^{\prime} \in S^{\prime}$ are considered as an instance of correct detection if precision and recall are above $T$ :

$$
\frac{\left|R \cap R^{\prime}\right|}{|R|}>T \quad \text { and } \quad \frac{\left|R \cap R^{\prime}\right|}{\left|R^{\prime}\right|}>T
$$

Note that in the original work, these values are not referred to as precision and recall, but the inequalities are equivalent.

A region $R^{\prime} \in S^{\prime}$ and a set of regions $R_{1}, \ldots, R_{k} \in S$ are considered as an instance of oversegmentation if each $R_{i}$ 's precision and the overall recall are above $T$ :

$$
\frac{\left|R_{i} \cap R^{\prime}\right|}{\left|R_{i}\right|}>T \quad i=1 \ldots k \quad \text { and } \quad \frac{\left|\left(\cup R_{i}\right) \cap R^{\prime}\right|}{\left|R^{\prime}\right|}>T
$$

i.e., if there is a set of regions mostly inside a ground-truth region that covers a large part of this region.

A region $R \in S$ and a set $R_{1}^{\prime}, \ldots, R_{k}^{\prime} \in S^{\prime}$ are considered as an instance of undersegmentation if:

$$
\frac{\left|R \cap\left(\cup R_{i}^{\prime}\right)\right|}{|R|}>T \quad \text { and } \quad \frac{\left|R \cap R_{i}^{\prime}\right|}{\left|R_{i}^{\prime}\right|}>T \quad i=1 \ldots k
$$

i.e., if a region covers a set of ground-truth regions.

A region $R \in S^{\prime}$ or $R \in S$ that is not involved in any of the former classifications is an instance of missed or noise region, respectively.

Sweeping the possible values of the threshold $T$ we have a curve of evolution of each measure that allows us to assess the method at different tolerances. In [MPB04] the Area Under this Curve (AUC) is considered as a global indicator of performance for each measure.

Although not much attention has been given to these measures, possibly due to the dependence on a threshold $T$ and the fact that not a single measure but several ones are proposed they are the only ones that are defined using the intuitive terms in which segmentation discrepancies are usually described

### 4.2.1.5 Working with the intersection partition

Given two partitions $S$ and $S^{\prime}$, the intersection partition $S \cap S^{\prime}$ is the partition with the minimum number of regions that is a refinement of the two. Formally, $S \cap S^{\prime}=\left\{R \cap R^{\prime} \mid R \in S, R^{\prime} \in S^{\prime}\right\}$.

Bidirectional consistency error: In [Mar03], the consistency of the BSDS300 human partitions is analyzed by means of two measures GCE, LCE, aiming at being robust against different granularities of the scene interpretation. As the author points out, these measures are not suitable for general-purpose image segmentation evaluation. The same work proposes a measure
that is not transparent to oversegmentation: the bidirectional consistency error ( $B C E$ ), which can be reinterpreted in terms of base measures as follows:

$$
B C E\left(S, S^{\prime}\right)=1-\frac{1}{n} \sum_{R, R^{\prime}}\left|R \cap R^{\prime}\right| \min \left\{\operatorname{Prec}\left(R, R^{\prime}\right), \operatorname{Rec}\left(R, R^{\prime}\right)\right\}
$$

Information-theoretic measures: The work in [Mei03] introduced a new point of view to clustering assessment measures based on information-theoretic results that can also be applied to partitions. The author defines a discrete random variable taking $N$ values that consists in randomly picking any pixel in the partition $S=\left\{R_{1}, \ldots, R_{N}\right\}$ and observing the region it belongs to. Assuming all the pixels equally probable to pick, the probability of each outcome of the random variable is: $P(i)=\frac{\left|R_{i}\right|}{n}$, where $n$ is the number of pixels in the image. The entropy of this random variable can be understood as the uncertainty in picking a pixel from the partition, thus the entropy associated with a partition $S$ is defined as:

$$
H(S)=-\sum_{i=1}^{N} P(i) \log P(i)=-\frac{1}{n} \sum_{R \in S}|R| \log \frac{|R|}{n}
$$

Similarly, when having two partitions $S$ and $S^{\prime}=\left\{R_{1}^{\prime}, \ldots, R_{N^{\prime}}^{\prime}\right\}$, the joint probability of a pixel belonging to a cluster $i$ in $S$ and to $i^{\prime}$ in $S^{\prime}$ is defined as: $P\left(i, i^{\prime}\right)=\frac{\left|R_{i} \cap R_{i^{\prime}}^{\prime}\right|}{n}$, and so the mutual information between partitions $S$ and $S^{\prime}$ as:

$$
I\left(S, S^{\prime}\right)=\frac{1}{n} \sum_{R \in S} \sum_{R^{\prime} \in S^{\prime}}\left|R \cap R^{\prime}\right| \log \frac{n\left|R \cap R^{\prime}\right|}{|R|\left|R^{\prime}\right|}
$$

This value is interpreted as the uncertainty of the region where a pixel belongs in $S^{\prime}$ knowing the region it belongs in $S$. (Zero if equal partitions.)

The variation of information is defined in [Mei03] as: $V I\left(S, S^{\prime}\right)=H(S)+H\left(S^{\prime}\right)-2 I\left(S, S^{\prime}\right)$. In [Mei05], the author shows many theoretical properties of this measure such as being a metric.

Given the nature of this measure, no expression in terms of base measures has been found, although its expression in terms of the intersection partition:

$$
\begin{equation*}
V I\left(S, S^{\prime}\right)=2 H\left(S \cap S^{\prime}\right)-H(S)-H\left(S^{\prime}\right) \tag{4.4}
\end{equation*}
$$

gives us an intuition of the rationale behind this measure. It compares the uncertainty of the intersection partition with respect to the original uncertainties: if $S$ and $S^{\prime}$ are not similar, the intersection partition will have many more regions, so more uncertainty.

It is proven that $V I\left(S, S^{\prime}\right)$ is bounded by $2 \log \left(\max \left(|S|,\left|S^{\prime}\right|\right)\right)$, so the normalized variation of information is defined as:

$$
\operatorname{NVI}\left(S, S^{\prime}\right)=\frac{V I\left(S, S^{\prime}\right)}{2 \log \left(\max \left(|S|,\left|S^{\prime}\right|\right)\right)}
$$

Certain similarities can be found between the Mirkin metric [Mir96], defined as:

$$
d_{M}\left(S, S^{\prime}\right)=\sum_{R \in S}|R|^{2}+\sum_{R^{\prime} \in S^{\prime}}\left|R^{\prime}\right|^{2}-2 \sum_{R \in S} \sum_{R^{\prime} \in S^{\prime}}\left|R \cap R^{\prime}\right|^{2}
$$

and Equation 4.4. Furthermore, the Mirkin metric is equivalent to the Rand index, as explained in the following section.

### 4.2.2 Pairs-of-pixels interpretation

An image partition can be viewed as a classification of all the pairs of pixels into two classes: pairs of pixels belonging to the same region, and pairs of pixels from different regions. Recalling Figure 4.2, the pairs of pixels belonging to the same region are depicted in red and those belonging to different regions in green.

This way, any base measure applied to this point of view can be interpreted as a segmentation assessment measure. Formally, let $I=\left\{p_{1}, \ldots, p_{n}\right\}$ be the set of pixels of the image and consider the set of all pairs of pixels:

$$
\begin{equation*}
\mathscr{P}=\left\{\left(p_{i}, p_{j}\right) \in I \times I \mid i<j\right\} \tag{4.5}
\end{equation*}
$$

Note that $|\mathscr{P}|=\binom{n}{2}=n(n-1) / 2$. Given two partitions $S$ and $S^{\prime}$, we divide $\mathscr{P}$ into four different sets, depending on where a pair $\left(p_{i}, p_{j}\right)$ of pixels fall [Mei03]:
$\mathscr{P}_{11}$ : in the same region both in $S$ and $S^{\prime}$,
$\mathscr{P}_{10}$ : in the same region in $S$ but different in $S^{\prime}$,
$\mathscr{P}_{01}$ : in the same region in $S^{\prime}$ but different in $S$,
$\mathscr{P}_{00}$ : in different regions both in $S$ and $S^{\prime}$.

### 4.2.2.1 Rand index

The Rand index, originally defined in [Ran71] as a clustering evaluation measure, arises naturally in this context:

$$
R I\left(S, S^{\prime}\right)=\frac{\left|\mathscr{P}_{00}\right|+\left|\mathscr{P}_{11}\right|}{|\mathscr{P}|}
$$

This measure counts the pairs of pixels that have coherent labels for the two partitions being compared, with respect to the number of possible pairs of pixels.

The work in [BHEG02] proved the equivalence between the Mirkin metric (Section 4.2.1.5) and the Rand index:

$$
R I\left(S, S^{\prime}\right)=1-\frac{d_{M}\left(S, S^{\prime}\right)}{2 \cdot|\mathscr{P}|}
$$

which interestingly links two different points of views of a partition.
When more than one ground-truth partition is provided for each image, [UH05] proposed the Probabilistic Rand Index (PRI), which aims at "accomodating refinement only in regions that human segmenters find ambiguous and penalizing differences in refinement elsewhere." As shown in the Appendix of [UPH07], the feasible computation of PRI consists in averaging the Rand Index RI between the assessed partition and each ground-truth partition. An improved version of the measure called Normalized Probabilistic Rand (NPR) index is presented in [UPH07].

### 4.2.2.2 F measure for regions

Defining the objective of image segmentation as detecting those pairs of same-region pixels and applying the base measures precision and recall to this point of view, the measures presented in [Mar03] as precision-recall for regions arise naturally:

$$
\text { Prec }_{r}=\frac{\left|\mathscr{P}_{11}\right|}{\left|\mathscr{P}_{11}\right|+\left|\mathscr{P}_{10}\right|} \quad \operatorname{Rec}_{r}=\frac{\left|\mathscr{P}_{11}\right|}{\left|\mathscr{P}_{11}\right|+\left|\mathscr{P}_{01}\right|}
$$

As a summary measure, we propose the $\mathbf{F}$ measure for regions:

$$
F_{r}=2 \frac{\text { Prec }_{r} \cdot \text { Rec }_{r}}{\text { Prec }_{r}+\text { Rec }_{r}}
$$

### 4.2.3 Boundary-map interpretation

All measures above could be applied to any clustering algorithm, no matter the nature of the elements being classified. In fact, the majority of the indices presented come from the application of general-clustering assessment measures to image segmentation.

Image pixels, however, are spatially distributed in the image plane, and so the concept of neighborhood arises naturally. Therefore, an image partition with connected components can be unambiguously defined by their boundaries, i.e., a bijection could be made between all the possible image partitions and all the possible closed boundary maps.

This assertion justifies that image segmentation can be assessed via the partition boundaries without loss of information. Let us denote as $B$ the set of boundaries between pixels, i.e., the set of segments between pixels in the image or the set of pixel contours. Recalling the definition of $\mathscr{P}$ in Equation 4.5 as the set of pairs of pixels in the image, we define the set of pairs of neighboring pixels as $\mathscr{N} \subset \mathscr{P}$. One can define a bijection between $B$ and $\mathscr{N}$ linking each segment to the pair of pixels at each side of the segment.

Using this notation, boundary detection can be understood as a two-class clustering of $B$, dividing the segments into those being boundaries and those not. Recalling Figure 4.2, the boundary pixel contours are depicted in red, and the non-boundary pixel contours in green.

Applying any base measure to this interpretation can therefore be used to assess image segmentation, as done in [MO10] with the Jaccard index in the context of semi-automatic image segmentation. As the authors pointed, however, unnoticeable shifts in the position of the boundaries can make the measure be almost zero, making the measure unusable.

To be robust to boundary localization, a common approach is to match the boundaries of one segmentation to the boundary segments of the other and then compute a global measure based on this matching. Similarly to the region-matching approaches presented in Section 4.2.1, in the case of pixel-boundaries assignment, one can perform the matching under a local approach (Section 4.2.3.1), using a greedy technique (Section 4.2.3.2), or finding the globally optimum modeling the problem as a maximum-weight bipartite-graph matching (Section 4.2.3.3).

This section does not get deep into the expressions of the measures because, in contrast to the previous sections, the original works already present the expressions in terms of base measures.

### 4.2.3.1 Local pixel-boundaries assignment

This approach consists in matching each boundary segment of a partition with the closer one of the other partition. Each of the pairs of segments matched are compared by some measure of dissimilarity and then a global measure is obtained by adding up the contributions of each pair.

In [HD95], the distances between pairs of matched segments defined the distance signatures of the pair of partitions. A good segmentation entails a low mean and variance of the signature. A high variance indicates that there are some outliers (e.g. leaks in region growing techniques).

A similar approach is presented in [MO10] as fuzzy Jaccard index, where the similarity of the segment pairs is defined as their distance weighted by a Gaussian function. Other measures within this context can be found in [HD95, EJ09].

### 4.2.3.2 Greedy pixel-boundaries assignment

In the approach presented in [BKD01] the matching was forced to be injective aiming at creating a matching globally better. Apart from that, the ground truth included some "don't-care" areas: textured zones of the images in which edges can be ignored. Each edge-detector result gives a point in the (\%False Positives, \%False Negatives) plane. The plot of all the points for different parameterizations of the edge detector algorithm gives the so-called Receiver Operating Characteristic (ROC) curve.

### 4.2.3.3 Optimal pixel-boundaries assignment

The first work considering the optimal matching between boundaries is [LH00]. Although the work in [BKD01] is aware of the existence of this technique, the authors claim that the differences between the optimal technique and their greedy approach are not significant.

Good acceptance was reached in [Mar03], where the authors claim that Precision-Recall curves better reflect the performance of edge detectors than ROC curves. The F measure is used as an indicator of the trade-off between the two values, which we will refer to in this work as $F_{b}$. The maximum-weight bipartite-graph matching presented in [LH00] is improved in [Mar03] to take edge orientation into consideration and the problem is sparsified in order to gain computational efficiency. All pairs of ground-truth and machine-generated boundary pixels that are farther than a predefined threshold are directly discarded as a possible detection.

### 4.2.4 Structure overview

Table 4.1 summarizes the proposed structure of the main state-of-the-art measures studied in this thesis.

### 4.3 New Measure: F Measure for Objects and Parts

In the context of image segmentation evaluation, precision-recall curves for boundaries [Mar03, MFM04] are a boon for researchers. They statistically reflect, for instance, that an algorithm is providing too coarse segmentations (low recall, high precision) or instead its results are too fragmented (low precision, high recall).

As pointed out by [AMFM11], however, region benchmarks are also needed apart from the boundary benchmarks when assessing image segmentation. Region benchmarks, however, are currently limited to summary measures as the ones reviewed in Section 4.2.1. (Note that in the vocabulary used in this thesis, region-based measures are the ones based on the interpretation of a partition as a clustering of the set of pixels.)

| Partition Interpretation | Measure Representative | References | Notation |
| :---: | :--- | :---: | :---: |
| Pixel-set clustering | Directional Hamming distance | [HD95, CCR05] | $D_{H}$ |
|  | van Dongen distance | [Don00] | $d_{v D}$ |
|  | Segmentation covering | [AMFM11] | $\mathscr{C}$ |
|  | Bipartite graph matching | [JMIB06, CCR05] | $B G M$ |
|  | Bidirectional consistency error | [Mar03] | $B C E$ |
|  | Variation of information | [Mei05] | $V o I$ |
| Pairs-of-pixels classification | Probabilistic Rand index | [Ran71, UPH07] | $P R I$ |
|  | Precision-Recall for regions | [Mar03] | $P_{r}, R_{r}$ |
| Boundary map | Precision-Recall for boundaries | [LH00, Mar03] | $P_{b}, R_{b}$ |

Table 4.1: Measure structure overview for the three interpretations of an image partition

This section presents a new region benchmark that goes beyond the summary measures: the precision-recall curves for objects and parts. Motivated by the fact that image segmentation is increasingly being used as a preliminary step for object detection [ME07, $\mathrm{AHG}^{+}$12], we propose to assess segmentation under this perspective, that is, we interpret regions in a partition as potential object candidates, and classify them as correct or not depending on their overlap with the ground-truth regions. Similarly, we interpret regions in an oversegmentation as parts of objects, if merged together can form an object of the ground truth (inspired by [HJBJ ${ }^{+} 96$ ] in range image segmentation evaluation).

Precision and recall are then computed as the weighted fraction of candidates with respect to the total number of regions, that is, part candidates are only partially counted.

Formally, let $S=\left\{R_{1}, \ldots, R_{N}\right\}$ be an image partition and $\left\{G_{k}\right\}$ a set of ground-truth partitions of the same image. We consider the set $G=\left\{R_{1}^{\prime}, \ldots, R_{M}^{\prime}\right\}$ of all the regions in $\left\{G_{k}\right\}$. For each pair of regions $R_{i} \in S, R_{j}^{\prime} \in G$ we compute the relative overlaps as:

$$
O_{S}^{i j}=\frac{\left|R_{i} \cap R_{j}^{\prime}\right|}{\left|R_{i}\right|} \quad O_{G}^{i j}=\frac{\left|R_{i} \cap R_{j}^{\prime}\right|}{\left|R_{j}^{\prime}\right|}
$$

We define an object threshold $\gamma_{o}$ and a part threshold $\gamma_{p}<\gamma_{o}$ and classify the regions in both partitions as described in Algorithm 2, where " $\leftarrow$ " means that a region is classified only if it previously did not have a more favorable classification.

Let $o c$ and $o c^{\prime}$ be the number of object candidates in $S$ and $G$, respectively (note that they can differ, given that $G$ can be formed by more than one partition and thus a region in $S$ can be matched as object with more than one region in $G$ ), and $p c$ and $p c^{\prime}$ the number of part candidates. Regarding the fragmentation candidates, we compute the percentage of the object that could be formed from the matched parts. Formally, we define the amount of fragmentation $\operatorname{fr}\left(R_{i}\right)$ of a region $R_{i} \in S$ as the addition of the relative overlaps of the part candidates matched to $R_{i}$ :

$$
\begin{equation*}
f r\left(R_{i}\right)=\sum_{j}\left\{O_{G}^{i j} \text { s.t. } O_{S}^{i j}>\gamma_{o}\right\} \tag{4.6}
\end{equation*}
$$

$f r^{\prime}\left(R_{j}^{\prime}\right)$ is defined equivalently for $G$. The global fragmentation $f r$ and $f r^{\prime}$ is computed adding the amount of fragmentation among all fragmentation candidates of $S$ and $G$, respectively. Figure 4.3 shows a toy example to illustrate the proposed classification and measures.

```
Algorithm 2 Region candidates classification
    for all \(R_{i} \in S, R_{j}^{\prime} \in G\) do
        if \(O_{S}^{i j}>\gamma_{o}\) and \(O_{G}^{i j}>\gamma_{o}\) then
            \(R_{i}, R_{j}^{\prime} \leftarrow\) Object candidates
        else if \(O_{S}^{i j}>\gamma_{p}\) and \(O_{G}^{i j}>\gamma_{o}\) then
            \(R_{i} \leftarrow\) Fragmentation candidate
            \(R_{j}^{\prime} \leftarrow\) Part candidate
        else if \(O_{S}^{i j}>\gamma_{o}\) and \(O_{G}^{i j}>\gamma_{p}\) then
            \(R_{i} \leftarrow\) Part candidate
            \(R_{j}^{\prime} \leftarrow\) Fragmentation candidate
        else
            \(R_{i}, R_{j}^{\prime} \leftarrow\) Noise
        end if
    end for
```



Figure 4.3: Toy example: Classification of the regions into object and part candidates. The rectangles are classified as object candidates, despite not fully overlapping. The partition circle is a fragmentation candidate with a fragmentation of 1 (parts cover it totally), and the ground-truth half-circles are parts candidates. The opposite holds for the triangles, but in this case the fragmentation is 0.9 . Both pentagons are classified as noise.

We then define the precision-recall for objects and parts as follows:

$$
\begin{equation*}
P_{o p}=\frac{o c+f r+\beta p c}{|S|} \quad R_{o p}=\frac{o c^{\prime}+f r^{\prime}+\beta p c^{\prime}}{|G|} \tag{4.7}
\end{equation*}
$$

Intuitively, in a completely oversegmented result, the recall would be high but the precision very low. Conversely, a completely undersegmented result (one single region) would entail a high precision but very low recall. As a summary measure, we propose to use the F measure ( $F_{o p}$ ) between $P_{o p}$ and $R_{o p}$.

Figure 4.4 shows two realistic examples were we classify the regions from a human-made partition when compared to another human-made partition as ground-truth.

### 4.4 Qualitative Meta-Measures

This section and the following are about how to compare the goodness of the segmentation evaluation measures. The objective is therefore not to tell which segmentation algorithm to


Figure 4.4: Realistic example: Classification of the regions into object and part candidates, the latter separated into over- and under-segmentation.
use, but which evaluation measures better summarize the quality of these algorithms. To distinguish these two analyses, we will refer to the metrics used to compare segmentation measures as meta-measures.

This section presents two qualitative meta-measures to compare the behavior of the evaluation metrics, while the next section will present some quantitative meta-measures. As introduced before, a meta-measure consists in making an assumption about the results and measuring how well each metric reflects this assumption. Particularly, the qualitative metameasures we propose consist in two partition pairs whose discrepancies can be described intuitively, so the expected behavior of the assessment measure is clear. We will then analyze how coherent the measures are with the expected behavior.

These pairs are, in turn, representative enough of the discrepancies found in real-world comparisons. The two qualitative meta-measures we propose are: over- and under-segmentation (Section 4.4.1), and boundary misplacement (Section 4.4.2).

### 4.4.1 Over- and Undersegmentation

This section is devoted to present a qualitative meta-measures to analyze how the different metrics cope with over- and undersegmentation, or, in other words, how these effects are reflected on the measures. The evaluation consists in assessing whether the measures match the qualitatively correct result.

Let us assume a ground-truth partition $S^{\prime}$ consisting of a single rectangular region of size 1 , and a partition $S$ to be assessed consisting of two regions of size $\alpha$ and $1-\alpha$, with $\alpha \in(0,1)$ (Figure 4.5). Note that this is an example of oversegmentation. To analyze undersegmentation we can simply compute the similarity changing the order in which we consider the partitions.

The expected behavior from an assessment measure would be the following. It is clear that $\alpha=0$ and $\alpha=1$ are perfect results, so the measure should be 1 for these values. Intuitively,


Figure 4.5: Partitions to assess the effect of the area distribution in oversegmented results
values of $\alpha$ close to this perfect result should be almost correct, since it can be interpreted as noise that can be easily filtered in following steps.

For values of $\alpha$ not close to 0 or 1 , the result should be penalized because it means that there is a difference in the scale interpretation, that is, the result has been oversegmented. The area distribution in an oversegmented result should not, however, affect the measure, since it depends on the image content and thus should not reflect a better or worse result. In other words, a result with $\alpha=0.5$ is not necessarily worse than with $\alpha=0.7$, since the oversegmented region can actually be formed by two equal parts.

### 4.4.2 Boundary Misplacement

Let $S^{\prime}$ be a ground-truth partition consisting of two equal regions of size 0.5 , and a partition $S$ to be assessed consisting of two regions of size $\alpha$ and $1-\alpha$, with $\alpha \in(0.3,0.5)$. The values of $\alpha$ are limited to a range around 0.5 since, for farther values, the effect would not be described as boundary misplacement. Figure 4.6 shows the two partitions $S$ and $S^{\prime}$ used in this section.


Figure 4.6: Partitions to assess the effect of the boundary misplacement

As previously, let us describe the expected behavior. Intuitively, small displacements of the actual boundary should not be penalized, since they are possibly caused by blurred boundaries or ground-truth inaccuracies. If the marked boundary is placed far from the actual one, there should be a penalization because of a missed boundary, but it should not depend on the distance to the true contour, since this distance will depend on the image content.

In [UPH07], this example is used to claim the goodness of the probabilistic Rand index measure in a softer manner than in our analysis: they expect the measure to be almost flat in an area of uncertainty while our analysis forces the measure to be constant in this area.

### 4.5 Quantitative Meta-Measures

A meta-measure analysis must rely on accepted hypotheses about the segmentation results and assess how coherent the measures are with such hypotheses. The qualitative meta-measures presented in the previous section are a useful tool to interpret the results, but a qualitative evaluation, on a large enough database so it can be statistically significant, is also desirable.

As an example of quantitative meta-measure, an accepted hypothesis can be the human judgment of quality of some particular examples. The meta-measure is then defined as a quantization of how coherent the evaluation measures are with this judgment, as done in works such as [UPH07, CCR05].

To provide statistically significant results, however, one must go beyond a handful of examples and provide a quantitative analysis on an annotated database. The remainder of this section explains one meta-measure already published in the literature (Sec. 4.5.1) and presents two new meta-measures (Sec. 4.5.2 and 4.5.3).

The two new meta-measures differ significantly from the previously presented in the sense that, instead of being based only on human-made partitions, we base our analysis on a large set of partitions made by state-of-the-art segmentation techniques.

### 4.5.1 Swapped-Image Human Discrimination

Given an image, there is no unique valid segmentation, since it depends on the perception of the scene, the level of details, etc. In order to cope with this variability, the Berkeley Segmentation Dataset (BSDS300 [MFTM01] and BSDS500 [AMFM11]) consists of a set of images each of them manually segmented by more than one individual.

The hypothesis behind the first meta-measure is that an evaluation metric should be able to tell apart the ground-truth partitions coming from two different images. In other words, given a pair of ground-truth partitions from BSDS500, a measure should be able to tell whether they come from the same image (thus differences are an acceptable refinement) or different images (unacceptable discrepancies).

As first proposed by [Mar03] to evaluate the coherence of BSDS300, given an evaluation measure $m$, we compute the Probability Density Function (PDF) of the values of $m$ for all the pairs of partitions in BSDS500, grouped in two classes: those coming from different images and those from the same one. Figure 4.7 shows the PDFs for these two types of pairs of partitions using the $F_{b}$ measure.

A simple classifier was then defined setting a threshold on the measure to discriminate the two types of pairs. The Swapped-Image Human Discrimination (SIHD) meta-measure is defined as the percentage of correct classifications of that classifier, that is, the sum of the area under the curve above and below the threshold for the same-image and different-image pairs, respectively. (In the original work, the authors reported the Bayes Risk.)

As qualitative examples, Figure 4.7 depicts four pairs of partitions as representatives of the type of mistakes and correct classifications using $F_{b}$.

### 4.5.2 SoA-Baseline Discrimination

One of the reasons why SIHD can be criticized is the fact that it is based only on human-made partitions, that is, it does not show how measures handle the real-world discrepancies found between SoA segmentation methods. This section and the following are devoted to present two meta-mesures based on SoA segmentation results.

The hypothesis on which we base the meta-measure presented in this section is that evaluation measures should be able to distinguish between (i) partitions obtained by any SoA


Figure 4.7: Distribution of $F_{b}$ values for the same-image pairs of partitions $(\cdots)$ and differentimage pairs ( $\rightarrow$ ). In gray rectangles, four representative pairs of partitions: a pair of correctly classified as different image (up-left) and as same image (up-right); and a pair incorrectly classified as different image (down-left) and as same image (down-right).
segmentation method on a given image and (ii) partitions obtained regardless of the image, that is, partitions that are created without taking into account the content of the image. These partitions are interpreted as a baseline, that is, the results that could be obtained by chance.

As in [AMFM11], we use a quadtree as baseline. In particular, we build the hierarchical partitions starting from the whole image and iteratively dividing the regions into four equal rectangles. Figure 4.1.b shows an example of partition obtained by a SoA method and by a quadtree.

For each of the techniques considered as SoA segmentation methods, we compute the number of images in the dataset in which an evaluation measure correctly judges that the baseline result is worse than the SoA generated partition. We refer to the resulting meta-measure as SoA-Baseline Discrimination (SABD), and it is defined as the global percentage of correct judgments for a given measure.

Figure 4.8 shows an example of a correct and an incorrect judgment by a segmentation evaluation measure of the quality of a baseline result with respect to a SoA result.

### 4.5.3 Swapped-Image SoA Discrimination

Segmentation evaluation measures are often used to adjust the parameters of a segmentation technique. They are therefore used to compare different partitions created by the same


Figure 4.8: SABD illustrative example. Correct and incorrect judgments by a segmentation evaluation measure.
algorithm. To incorporate this type of comparisons to the meta-measures, we compare (i) the results created by a SoA segmentation technique with (ii) the results created by that same algorithm but on a different image.

In other words, we compare the ground-truth of a certain image with two results obtained using the same algorithm and parameterization: (i) one segmentation of that same image and (ii) one of a different image. The hypothesis in this case is that the evaluation measures should judge that the same-image result is better than the different-image one. In the example of Figure 4.1.c, the measure should judge that the first partition is better than the second one compared both with the ground-truth of the first one. In this meta-measure, evaluation measures have to tackle the potential bias of the SoA methods towards their specific type of results.

For each SoA segmentation technique, we compute the number of images in the dataset in which an evaluation measure correctly judges that the same-image SoA result is better than the different-image one. We define the meta-measure Swapped-Image SoA Discrimination as the percentage of results in the database, for all the SoA methods, that the measures correctly discriminates.

Figure 4.9 shows an example of a correct and an incorrect judgment by a segmentation evaluation measure of the quality of a SoA result judged on the same versus a different image.

### 4.6 Experimental Results

This section presents the experimental validation of the measures and meta-measures proposed in this thesis. Section 4.6 .1 shows the comparison of all evaluation measures in terms of the proposed qualitative meta-measures, while Section 4.6 .2 shows the quantitative metameasures results. As a result of the analysis, we propose the two best performing measures $F_{b}$ and $F_{o p}$ to be used in tandem. Section 4.6.3 analyzes the state-of-the-art techniques in terms of the precision-recall curves of these two measures and presents some experiments to further analyze their differences.


Figure 4.9: SISD illustrative example. Correct and incorrect judgments by a segmentation evaluation measure.

### 4.6.1 Qualitative Meta-Measures

Over- and Under-Segmentation: Figure 4.10 plots the value of the studied measures, in the case of over- and undersegmentation, for the whole range of valid $\alpha \in(0,1)$ to compare their behavior with the expected result described in Section 4.4.1.


Figure 4.10: Two-region oversegmentation meta-measure results. The horizontal axis represents $\alpha$, one of the region sizes, and the vertical axis represents the values of the measures.

First of all, there is a group of measures (six different plots) that form a convex function, strictly monotonically decreasing from $\alpha=0$ to 0.5 and the other way around from 0.5 to 1 . In other words, the closer the area of any of the oversegmented regions to the actual whole region, the better the result. As presented before, this behavior is intuitively desirable for values of $\alpha$ very close to 0 or 1 , since they reflect that one of the regions can be classified as a very small unnoticeable noise region.

For values around $\alpha=0.5$, however, there is no clear interpretation of why this behavior should persist, i.e., no easy justification can be found to the result for $\alpha=0.5$ being worse than the result for $\alpha=0.7$, since this depends on the semantical content of the image.

The boundary-based measure $F_{b}$ (Figure $4.10-$ ) penalizes the oversegmented results independently of the value of $\alpha$, since it considers the boundary as a false positive. This behavior matches the perception that for values of $\alpha$ close to 0.5 the measure should be constant, but in contrast, the penalization is the same even for $\alpha$ very close to 0 or 1.

The behavior of the last measure assessed $F_{o p}$ (Figure $4.10-$ ) is closer to the expected one, since it is constant in the middle ranges of $\alpha$, and penalizes less for values closer to 0 and 1 . Note that the fact that the values of this measure are much lower than the rest of measures is irrelevant, since we use the measure to rank results so we could scale the values with no further influence. $F_{o p}$ is therefore, the one that best matches the a-priori intuition presented formerly.

Boundary misplacement: Figure 4.11 plots the values of the evaluation measures to analyze how they behave when a boundary is misplaced in the range of $\alpha \in(0.3,0.5)$, and how well they match the expected behavior presented in Section 4.4.2


Figure 4.11: Boundary misplacement effect. The horizontal axis represents $\alpha$ and the vertical axis the values of the measures.

The most common behavior observed in this case is a strictly monotonic decrease of the similarity with respect to the distance from the detected boundary to the true contour. In other words, all measures, except $F_{b}$ and $F_{o p}$, consider the result the worse the farther the boundary from the actual contour, which does not match the intuition discussed previously.

In this test we expect the measure to be flat both for close boundaries (perfect result) and for far boundaries (misplaced). The behaviors of $F_{b}$ (Figure $4.11 \multimap$ ) and $F_{o p}$ (Figure $4.11 \rightarrow$ ) both match this intuition and the minor difference between them lies in a larger transition between both cases. The former has a single step between a perfect result and a misplaced one, which we believe has no relevance.

Global comparison: The two first columns of Table 4.2 show the results of the qualitative meta-measure evaluation on each of the assessed metrics.

### 4.6.2 Quantitative Meta-Measures

The state of the art of segmentation to compute the meta-measures is represented in this section by gPb-UCM [AMFM11], EGB [FH04], Mean Shift [CM02], Normalized Cuts [SM00],

| Measure | Qual. Meta-Meas. |  | Quant. Meta-Meas. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Overseg. | Bound.Mis. | SIHD | SABD | SISD | Global |
| $F_{b}$ | $\boldsymbol{J}$ | $\boldsymbol{J}$ | 99.5 | 95.6 | 100.0 | 98.4 |
| $F_{o p}$ | $\boldsymbol{J}$ | $\boldsymbol{J}$ | 98.4 | 94.2 | 97.5 | 96.7 |
| $N V I$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 96.9 | 87.5 | 97.7 | 94.0 |
| $\mathscr{C}\left(S \rightarrow\left\{G_{i}\right\}\right)$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 93.1 | 86.0 | 95.3 | 91.5 |
| $d_{v D}$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 95.1 | 86.9 | 90.1 | 90.7 |
| $D_{H}\left(S \Rightarrow\left\{G_{i}\right\}\right)$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 78.5 | 91.3 | 98.8 | 89.5 |
| $B C E$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 93.3 | 78.9 | 95.4 | 89.2 |
| $B G M$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 90.7 | 81.6 | 92.0 | 88.1 |
| $P R I$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 77.7 | 88.8 | 93.7 | 86.7 |
| $\mathscr{C}\left(\left\{G_{i}\right\} \rightarrow S\right)$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 91.3 | 77.4 | 90.1 | 86.3 |
| $F_{r}$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 77.0 | 84.2 | 97.1 | 86.1 |
| $D_{H}\left(\left\{G_{i}\right\} \Rightarrow S\right)$ | $\boldsymbol{x}$ | $\boldsymbol{x}$ | 73.0 | 92.1 | 76.5 | 80.5 |

Table 4.2: Measure comparison in terms of quantitative and qualitative meta-measures

NWMC [VMS08], and IID-KL [CM10]. As baseline, we use a Quadtree. All methods are assessed at the Optimal Dataset Scale (ODS) [AMFM11] with respect to each evaluation measure, that is, using the parameters that entail the best value of the measure in mean on the whole training set of BSDS500.

The parameter values of the newly proposed measure are: $\gamma_{o}=0.95, \gamma_{p}=0.25$, and $\beta=0.1$. They have been trained on the training set of BSDS500, by optimizing the global meta-measure described below. Note that this optimization would not have been feasible without quantitative meta-measures.

Table 4.2 shows the three meta-measure results for the test set of BSDS500, as well as a global summary meta-measure. Given that each meta-measure represents a percentage of correct results, we define the global meta-measure as the global percentage of correct results.

In global terms, $F_{b}$ and $F_{o p}$ are the two top-ranked summary measures. On top of that, they both provide much richer information in form of precision-recall curves. Adding that the two measures are the only ones with a good result in terms of the proposed qualitative metameasures, we believe the tandem $F_{b}-F_{o p}$ should be the evaluation measures of choice.

Regarding the computational cost of the measures, the mean time for image to compute the distances to the multiple-partition ground truth of BSDS500 is $3.79 \pm 2.06 \mathrm{~s}$ for $F_{b}$ and at least one order of magnitude lower for the rest of measures. In particular, $F_{o p}$ takes $0.078 \pm 0.020 \mathrm{~s}$. In scenarios where the time constraints are tight, therefore, $F_{o p}$ would be the recommended measure.

### 4.6.3 Precision-Recall Frameworks:

This section tests the proposed tandem of measures to compare a large set of state-of-the-art segmentation techniques. Apart from the six methods used in the meta-measure computation, we also evaluate ISCRA [RS13a], from which only the pre-computed partitions on the test set are publicly available.

Figure 4.12 shows the boundary and objects-and-parts precision-recall curves for the seven SoA segmentation methods studied, the quadtree baseline, and the human performance. Prior to the assessment of segmentation techniques, let us focus on the comparison of the two evaluation frameworks.

It is noticeable that the human baseline performance (human assessed on a different image) for $F_{b}$ is 0.21 , which could be interpreted as $F_{b}$ being too lax. In this same direction, the baseline boundary precision for $F_{b}$ is between 0.2 and 0.3 , that is, any result, no matter how wrong it is, will be judged as providing at least a 0.2 precision.

While in the case of $F_{o p}$ the human baseline is correctly downgraded to 0.05 (as well as the swapped-image results), then the surprising fact is that human performance is as low as 0.56 ( 0.81 in $F_{b}$ ), which could entail that $F_{o p}$ is too strict.

Although the dynamic range is a little higher in $F_{b}$ ( 0.60 versus 0.51 ), the gap between the best method and humans is much higher in $F_{o p}\left(0.08\right.$ versus 0.21 ). In other words, $F_{o p}$ gives more resolution at the places where improvements over the SoA would be placed.

Regarding the comparison among segmentation techniques, both frameworks confirm that there are two techniques (gPb-UCM and ISCRA) with outstanding results with respect to the rest of SoA segmentation techniques. gPb-UCM is consistently better in terms of boundary localization, while ISCRA outperforms gPb-UCM from the point of view of regions and parts.

The advantages of going beyond the summary measures are also clear on these plots. For instance, the summary $F_{b}$ measure of quadtree ( 0.41 ) judges this technique close to NWMC (0.55), but in the precision-recall curves it is clear that quadtree is much worse. Similarly,


Figure 4.12: Precision-Recall curves for boundaries (left) and for objects and parts (right). The solid curves represent the seven SoA segmentation methods and the quadtree (see legends). In dashed lines with the same color, the SoA techniques assessed on a swapped image. The marker on each curve is placed on the Optimal Dataset Scale (ODS). The isolated red asterisks refer to the human performance assessed on the same image and on a swapped image. In the legend, the F measure of the marked point on each curve is presented in brackets.
judging by $F_{b}$, NWMC would be discarded with respect to NCuts for instance, but if we are interested in low recall rates it could be of interest.

As common points between the two measures, NCuts is judged as being much better at high recall rates than at low ones and conversely, NWMC is much better at high precision rates. The measures are coherent also in the fact that human results have a better precision than recall. As one of the main discrepant points, however, EGB is judged as the fourth best technique by $F_{b}$ while being the worse for $F_{o p}$. To further analyze this behavior, Figure 4.13 shows an image and the associated ground truth. The EGB result (a) consists of thin long regions that surround the object but do not close to create the regions of interest. The assessment value of this result is $F_{b}=0.62$ and $F_{o p}=0.05$. From a region-based point of view, this type of results is correctly penalized by $F_{o p}$ and not by $F_{b}$, since as a contour detector the result is correct.

We further compare the measures qualitatively by creating two academic examples (Figure 4.13 (b) and (c)) that show the complementary behavior, that is, examples where the $F_{o p}$ behavior is not intuitive. First, partition (b) is composed of two boxes completely included on the objects of interest. $F_{o p}$ interprets them as part candidates, since they are completely included in the objects and cover a significant part of them, so it does not penalize the partition significantly. On the other hand, $F_{b}$ penalizes the result because the boxes contours do not overlap with the true boundaries.

If we slightly increase the size of the boxes, however, making the contours overlap but having a small part of the boxes outside of the object, the situation is changed: the boxes are not considered parts anymore ( $F_{o p}=0.04$ ) and the boundary measure does not judge the results as being very bad ( $F_{o p}=0.28$ ). As a side note, this last qualitative comparison between $F_{o p}$ and $F_{b}$ made us notice that the use of only a Quadtree as baseline is in clear favor of $F_{b}$ in terms of SABD (SoA-Baseline Discrimination), in the sense that $F_{o p}$ will have a harder time telling them apart. We believe that adding the random tree to SABD would have been fairer to $F_{o p}$.

To sum up, both measures are complementary, thus we propose them in tandem as the tool of choice for image segmentation evaluation.


Figure 4.13: Qualitative comparison of $F_{b}$ and $F_{o p}$ : extreme examples where the behavior of one of the measures is not the expected

## Hierarchical Segmentation

### 5.1 Introduction

As we did in the first part of the thesis in the case of an object-based analysis, this section generalizes the evaluation of image segmentation algorithms to hierarchies, in this case from the perspective of full partitions. Recalling that a hierarchical region-based image representation is a structured set of image partitions from the most detailed ones (more regions) to the coarsest ones (less regions), the first approach to assessing the representation directly could be to compare all the partitions represented in the hierarchy and to assess their quality with respect to their number of regions, for instance.

As we prove in Section 5.1.1, however, the number of image partitions represented in a hierarchy can grow exponentially with the number of leaves of the tree, thus making it unfeasible to assess all partitions exhaustively by brute force.

Similarly to the case of an object-based measure, we could try to find the upper-bound performance of the representation, that is, to assess the partition that best matches the ground truth sweeping all possible scales. The usual approach in the literature [AMFM11, CM10, VMS08] in this direction consists in assessing the $N$ partitions in the merging sequence, expecting them to be representatives of the achievable quality of the hierarchy. As we will show in the experiments, however, there is no guarantee that this set of partitions is even close to the best representation in the hierarchy for each scale.

Let us illustrate some of these concepts by the example hierarchy in Figure 5.1 (already introduced in Chapter 3). The four partitions form the merging-sequence partition set. The usual evaluation of the hierarchy would therefore assess these four partitions and their quality evolution is used as representative of the quality of the whole hierarchy.


Figure 5.1: Hierarchy creation process: From left to right, the set of most-similar neighboring regions are merged at each step. Below, the hierarchy representation depicted by a tree, where the region formed from the merging of some segments is represented as the parent of the respective nodes.

The set of partitions from the merging sequence, however, is a small part of all partitions represented in a hierarchy. As we will show in Section 5.1.1, a hierarchy with $N$ leaves has $N$ partitions in the merging sequence while having up to $2^{\frac{N}{2}}$ partitions in the full hierarchy. Figure 5.2 shows an example partition represented in the hierarchy but not in the merging sequence of the hierarchy introduced above.


Figure 5.2: Partition represented in the hierarchy but not in the merging sequence


Figure 5.3: Partition formed by merging leave regions but not in the hierarchy

In sight of the cardinality of the set of partitions in a hierarchy, one may wonder why hierarchies are useful, or in other words, why not working directly on the leaves partition. The answer is that a hierarchy does indeed drastically reduce the space of possible partitions: the number of partitions that can be formed by merging regions from the leaves partition is the Bell number [BT10] $B_{N} \sim\left(\frac{0.792 n}{\ln (n+1)}\right)^{n}$, which is considerably larger than $2^{N}$. Figure 5.3 shows a partition not represented in the hierarchy introduced above. In it, the red region is not part of the hierarchy, that is, there is no node that represents this region; although it can be formed by merging leave regions.

Figure 5.4 represents the three sets of partitions involved in a hierarchy: the merging-sequence partition set, the set of partitions in the hierarchy, and the full set of partitions formed by merging leaves of the hierarchy.


Figure 5.4: Representation of the sets of partitions in a hierarchy, from the ones in the merging sequence, to the whole soup of partitions that can be formed by merging leave regions

A hierarchy is therefore a tool that reduces and structures the space of partitions of an image. This way, the problem of finding a partition is reduced to the problem of finding a cut [PS13], or a pruning [SG00, HWG07], or a slice [XWC13] of the tree.

Since the partitions selected by all these works that make use of hierarchies are potentially not in the merging sequence, we believe that representing the quality of a hierarchy by the quality of the very reduced representative set of partitions in the merging sequence is not a correct approach. Our proposal is instead to extend the evaluation to all partitions represented in a
hierarchy, by computing the upper-bound performance in this set. In other words, to look for the best partition represented in a tree with respect to a given measure.

From a practical point of view, the upper-bound performance represents the best any method based on hierarchies can do, that is, it is a normalization factor that can tell researchers whether they are making the most of the hierarchies, so they must improve the hierarchy to advance; or on the contrary there are already good partitions in the hierarchy thus there is still room for improvement in the search algorithm.

The following sections are focused on finding the best partition in a hierarchy or in the whole soup of partitions with respect to different measures. Given the particularities of each of them, all sections in this chapter include their own experimental validation.

First, Section 5.2 finds the upper bound with respect to the directional Hamming distance (see Section 4.2.1). As we will show, some of the properties of this measures makes it possible to find the upper bound by means of dynamic programming, taking advantage of the structure of the hierarchy.

Since the experiments on the previous chapter have shown that this is not among the best performing measures, Section 5.3 describes how to compute the upper-bound performance in terms of $F_{b}$. Given the properties of this measure, we must model the problem mathematically, again as an LFCO.

Recalling the sets of partitions in Figure 5.4, Section 5.4 expands the search of the best partition in terms of $F_{b}$ beyond the partitions represented in a tree, and find the upper-bound performance on the whole soup of partitions that can be formed from the leaves of the tree. This would allow us to evaluate the loss in achievable quality due to working on superpixels instead of on the full set of pixels.

Finally, Section 5.5 presents the model to find the best partition represented in a tree with respect to the newly-proposed F measure for objects and parts $F_{o p}$.

### 5.1.1 Cardinality of the Set of Partitions in a Hierarchy

This section proves that the number of partitions represented in a hierarchy can grow exponentially. To simplify the analysis we focus on binary hierarchies, that is, hierarchies represented by trees with at most two children per node, although the hierarchies handled are not necessarily binary.

Let $N$ be the number of leaves of a binary tree or, in image segmentation terms, the number of regions of the original partition on which the tree is built. Following the definitions in [CLRS01], the depth of a node is the number of nodes from it to the root, both inclusive. The height of the tree is the maximum depth of its leaves, and it is said to be height-balanced (in short, balanced) when the depth of the leaves differ at most by 1 .

Lemma 5.1. The number of nodes of a binary tree with $N$ leaves is $M=2 N-1$.

Proof. Let us imagine we mark the nodes of the tree by the following procedure: starting from the $N$ leaves marked, we mark any node with two marked sons and un-mark its sons. We repeat the process until only the root is marked. Each step of this process marks a new region and reduces the number of nodes still to be marked of the tree by one. Since originally there


Figure 5.5: Recursive decomposition of a BPT. The vertical axis refers to the height of the corresponding tree. When two height-balanced subtrees of height $i-1$ are merged, the resulting tree has height $i$
are $N$ marked nodes, and at the end of the process just one, the number of steps from the leaves to the whole image is exactly $N-1$. Consequently, $M=N+(N-1)=2 N-1$.

Lemma 5.2. The maximum number of nodes at depth exactlyd in a binary tree is $2^{d-1}$.

Proof. By induction, for $d=1$, there is only $1=2^{0}$ root. If at level $d$ there are at most $2^{d-1}$ nodes, at level $j=d+1$, since the tree is binary, there will be at most $2^{d-1} \cdot 2=2^{d}=2^{j-1}$.

Lemma 5.3. If all the leaves of a binary tree have exactly the same depth $d$, then $d=\log _{2}(N)+1$, or, equivalently $N=2^{d-1}$.

Proof. Given that all the leaves have the same depth, each level will be complete, so Lemma 5.2 applies. Being $M$ the number of nodes in the tree, counting them from the root:

$$
M=2^{0}+2^{1}+2^{2}+\cdots+2^{d-1}=2^{d}-1
$$

Applying Lemma 5.1:

$$
2 N-1=2^{d}-1 \Rightarrow d=\log _{2}(2 N)=\log _{2}(N)+1
$$

Theorem 5.4. Let $\mathscr{P}$ be the set of all possible partitions that can be extracted from a binary hierarchy with all leaves at depth $d$, and let $|\mathscr{P}|$ be its cardinality. Being $N$ the number of regions in the original partition (leaves), then: $|\mathscr{P}| \geq 2^{N / 2}$.

Proof. We will proof the result by induction on the height of the tree $h$. For $h=2, N=2$, $|\mathscr{P}|=2 \geq 2^{2 / 2}=2$.

Let us assume that the result is true for $h=i-1$, i.e., for $N=2^{i-2}$ (recall Lemma 5.3). A tree of height $h=i$ can be seen as the merging of the roots of two trees of height $h=i-1$, as depicted in Figure 5.5.

Then we will have that each partition in the left tree can be combined with any partition in the right tree forming a new partition. Adding the new root, it follows that:

$$
\left|\mathscr{P}_{i}\right|=\left|\mathscr{P}_{i-1}\right|^{2}+1 \geq\left|\mathscr{P}_{i-1}\right|^{2}
$$

Applying the induction hypothesis:

$$
\left|\mathscr{P}_{i}\right| \geq\left|\mathscr{P}_{i-1}\right|^{2} \geq\left(2^{\frac{2^{i-2}}{2}}\right)^{2}=2^{\left(2^{i-2}\right)}=2^{\frac{2^{\frac{i-1}{2}}}{2}}
$$

So it follows that: $|\mathscr{P}| \geq 2^{N / 2}$.

In other words, the number of partitions that can be extracted from a hierarchy with all leaves at the same depth grows exponentially with the number of regions of the original partition. For a generic hierarchy, therefore, the brute-force assessment would be unfeasible at least in the worst-case scenario. To get a flavor of the dimensionality, for a balanced tree constructed on only 64 regions, the number of different partitions that can be extracted is higher than four thousand millions.

### 5.2 Upper-Bound of a Local Measure: Directional Hamming

This section presents the algorithm to compute the upper-bound performance in terms of the Directional Hamming $D_{H}$ distance (see Section 4.2.1). In other words, we want to find the partition represented in the hierarchy that minimizes this measure with respect to a ground truth.

Intuitively, recalling Figure 5.5, the main idea behind our approach is to compute the best representation of $k$ regions at height $i$ as combinations of $j$ and $k-j$ regions on each subtree of height $i-1$. Starting at height 1 , only a representation with $k=1$ regions is possible, and then at each increase in height, only the best representations of the subtrees have to be explored, avoiding all the suboptimal representations.

This is a classical instance of problem to solve via dynamic programming, for which we need it to have a so-called optimal substructure, that is, we need that the global optimum can be formed via the local optimum of the subtrees. As we will show below, a sufficient condition is that the evaluation measure is local. Let us describe the algorithm formally.

Definition 1. Given a partition $P=\left\{R_{j}\right\}$, and a ground truth partition $G T$, an assessment measure $m(P, G T)$ is said to be local when there exists another measure $m^{l}$ such that:

$$
m(P, G T)=\sum_{j} m^{l}\left(R_{j}, G T\right)
$$

Let $t\left(R_{j}\right)$ be the height of the subtree rooted at node $R_{j}$. Let us denote the regions of a tree as $R_{1}, \ldots, R_{N}, \ldots, R_{2 N-1}$, numbered in increasing order of $t$, i.e.:

$$
1=t\left(R_{1}\right)=t\left(R_{2}\right)=\cdots=t\left(R_{N}\right) \leq \cdots \leq t\left(R_{2 N-1}\right)
$$

Note that, under this condition, $R_{1}, \ldots, R_{N}$ are the leaves and $R_{2 N-1}$ is the root. Note also that, in the case of hierarchies built by sequential merging, the merging order fulfills this requirement.

Definition 2. We define $s_{k}^{i}$ as the value of the addition of $m^{l}$ on the best representation by means of exactly $k$ regions from the subtree below $R_{i}$.

Following this definition, our objective is to compute $s_{k}^{2 N-1}$, that is, the upper-bound performance of the whole tree for $k=1 \ldots N$ regions. Formally, Algorithm 3 describes the procedure to find the upper-bound performance of a tree with respect to a local measure $m$, where $i l$ and $i r$ are the indices of the left and right sons of the node $R_{i}$, respectively; and $t^{\prime}\left(R_{i}\right)$ is the number of leaves in the subtree below $R_{i}$, so we have that $t^{\prime}\left(R_{j}\right)=t^{\prime}\left(R_{i l}\right)+t^{\prime}\left(R_{i r}\right)$.

```
Algorithm 3 Upper-bound tree assessment by dynamic programming
    for \(i=1, \ldots, 2 N-1\) do
        \(s_{1}^{i} \longleftarrow m^{l}\left(R_{i}, G T\right)\)
        if \(i>N\) then
            for \(k=2, \ldots, t^{\prime}\left(R_{i l}\right)+t^{\prime}\left(R_{i r}\right)\) do
            \(s_{k}^{i} \longleftarrow+\infty\)
            end for
            for \(p=1, \ldots, t^{\prime}\left(R_{i l}\right)-1\) do
            for \(q=1, \ldots, t^{\prime}\left(R_{i r}\right)-1\) do
                \(s_{p+q}^{i} \longleftarrow \min \left\{s_{p+q}^{i}, s_{p}^{i l}+s_{q}^{i r}\right\}\)
            end for
                end for
        end if
    end for
```

Note that we are assuming that the assessment measure is an error measure or a distance, in the sense that the lower the better, since we compute the minimum of the measure in the leaves of each node. We should change to the maximum if the measure is a similarity, i.e., the higher the measure, the better.

Lemma 5.5. The number of regions at height $h$ in a balanced tree is exactly $N 2^{1-h}$.

Proof. At height 1 there are $N$ leaves and, at each height increase, the number of regions is divided by 2.

Theorem 5.6. Algorithm 3 complexity is $O\left(N\left(\log _{2} N\right)^{2}\right)$.

Proof. The number of relevant $s_{k}^{i}$ updates in Algorithm 3 are:

$$
T(N)=2 N+1+\sum_{i=N+1}^{2 N-1} t^{\prime}\left(R_{i l}\right) \cdot t^{\prime}\left(R_{i r}\right)
$$

In the worst-case scenario, a height-balanced tree, the number of leaves below each region at height $h$ is exactly $h$, that is, $t^{\prime}\left(R_{i l}\right)$ is equal to the height of $R_{i l}$. Let us rewrite the summation by levels of height, that is, from $h=2$ to $\log _{2} N+1$. The number of regions exactly at height $h$ is $N 2^{1-h}$ (Lemma 5.5), so the total number of operations is:

$$
\begin{aligned}
T(N) & =2 N+1+\sum_{h=2}^{\log _{2} N+1} h \cdot h \cdot N 2^{1-h} \leq \\
& \leq 2 N+1+N \sum_{h=2}^{\log _{2} N+1} h \\
& =3 N+\frac{1}{2}\left(\log _{2} N+1\right)\left(\log _{2} N+2\right)=O\left(N\left(\log _{2} N\right)^{2}\right)
\end{aligned}
$$

That is, Algorithm 3 takes advantage of the hierarchical structure to find the upper-bound performance efficiently, which was not feasible by a brute-force analysis.

We will use the directional Hamming distance $D_{H}$ as evaluation measure in this case, given that it is a local measure. To prove it, let us recall the definition of $D_{H}$ :

$$
D_{H}(P, G T)=\sum_{R \in P} \max _{R^{\prime} \in G T}\left|R \cap R^{\prime}\right|
$$

We can trivially define the local version of $D_{H}$ as:

$$
D_{H}^{l}\left(R_{j}, G T\right)=\max _{R^{\prime} \in G T}\left|R_{j} \cap R^{\prime}\right|
$$

Then, we have that $D_{H}(P, G T)=\sum_{j} D_{H}^{l}\left(R_{j}, G T\right)$, thus fulfilling Definition 1 of a local measure.

## Experimental Validation

The remainder of this section is devoted to comparing the quality of the merging-sequence partitions with that of the optimal partitions. In other words, we evaluate how far from the optimum are the merging-sequence partitions in terms of $D_{H}$. We use the NWMC hierarchies [VMS08], starting at 300 regions (leaves), built on the 500 images from BSDS500 [AMFM11].

First, to illustrate how a typical result looks like, Figure 5.6 plots the evolution of the error $D_{H}$ on the trees built on three example images. As expected by definition, the quality obtained via the upper-bound performance technique is always better than the merging sequence analysis. Qualitatively, the evolution of the merging-sequence curve is stepped, which shows that, at some points, although increasing the number of regions, the technique is not capable of finding a better representation.


Figure 5.6: Merging sequence versus upper-bound $D_{H}$ for three example trees

To make the results statistically significant, Figure 5.7 shows the mean of $D_{H}$ for the whole set of 500 images of BSDS500, compared against the 2696 ground-truth partitions defined on these images. Please note that there is not training involved neither in the tree creation nor in the analysis, so it is fair to use the whole BSDS500 as testing.

The differences between the strategies are indeed kept in mean, thus showing that measuring the quality on the merging sequence does not provide the upper-bound performance.

To get a better quantitative idea of the relevance of the differences, Figure 5.8 plots the mean and variance of the percentage increase of the error of the merging sequence analysis with respect to the upper-bound performance.


Figure 5.7: Merging sequence versus upper-bound $D_{H}$ performance error mean in BSDS500


Figure 5.8: Analysis of the error increase percentage of merging sequence with respect to upper-bound-performance error in terms of $D_{H}$. Blue stars show the values for the three example images of Figure 5.9.

As a sanity check, the error both for 300 regions and 1 region is the same using both strategies, since there is only one partition with 300 regions (all the leaves of the tree), as well as with only one regions (the whole image).

The error percentage increase is maximum at around 40 regions, where it reaches $76 \%$. This value is clearly significant and could mislead the assessment performed when comparing different techniques or tuning a segmentation algorithm.

The high variance observed in the error percentage increase makes it even more crucial to use the upper-bound performance, since it means that the merging-sequence result is not consistent between images, and therefore it cannot be considered as a bias that does not affect the ranking of the results.

Finally, Figure 5.9 shows three examples of partitions from the ground truth, the merging sequence, and the upper-bound performance analysis in terms of $D_{H}$. The error increase percentage for these three examples is plotted in blue stars in Figure 5.8, selected at three levels of percentage of error increase. These examples graphically corroborate that the differences can indeed be significant.


Figure 5.9: Three example partitions with 20,30 , and 40 regions, respectively. First column: one of the ground-truth partition from BSDS500, second column: partition obtained from the merging sequence, and third column: partition reaching the upper-bound performance

### 5.3 Upper-Bound of a Global Measure: F Measure for Boundaries

The previous section shows how to compute the upper-bound performance based on any local measure, that is, any measure that can be decomposed as the addition of another measure computed locally. This section tackles the computation of the upper-bound performance with respect to the boundary-based $F$ measure $F_{b}$ (see Section 4.2.3).

The computation of $F_{b}$, however, is based on a global optimal matching between the set of boundary pixels of the partition to be assessed and those of the ground truth; so it is not a local measure. This makes it impossible to use dynamic programming to find the optimum.

To make the problem feasible, we propose an algorithm that performs a local matching between the ground truth and each of the pieces of region boundaries of the hierarchy. To combine them into a global optimum (it is not directly the addition as in the previous case), we model the problem as an LFCO, which combines the results of the local matchings into a global optimum. This allows us to efficiently find the upper bound of the optimal global matching for any represented partition.

Apart from the computation of the upper-bound performance per se, we believe that modeling these problems on hierarchies may inspire other researcher to adapt the approach or tools used to other practical problems, as in [XWC13].

Formally, let $P_{0}$ be the partition on which a hierarchy $H$ is built and $R_{1} \ldots R_{n}$ its regions. Let $R_{c 1}, R_{c 2}, \ldots, R_{c n_{i}}$ be the children regions merged at step $i$ to form the parent region $R_{p i}$, for
$i=1, \ldots, n_{m}$ ( $n_{m}$ is the number of merging steps to build $H$ ). We define $\sigma_{i}, i=1, \ldots, n_{m}$, as the common boundary between the regions that are merged at step $i$ of the merging sequence. Figure 5.10 shows a simplified hierarchy creation, where the common boundaries are highlighted.


Figure 5.10: Hierarchy creation process with the regions being merged at each step highlighted and the common boundary between them marked

Let $\mathscr{P}$ be the set of all partitions represented in the hierarchy $H$. Any partition $P \in H$ can be unequivocally described by the set of $\sigma_{i}$ that forms its boundaries. Let $\mathbf{p} \in\{0,1\}^{n_{m}}$ be a binary vector such that $p_{i}=1$ if the boundaries of $P$ contain $\sigma_{i}$. Recalling Figure 5.10, the set of merging-sequence partitions can be identified by the vectors: $\mathbf{p}=(1,1,1),(0,1,1),(0,0,1)$, and $(0,0,0)$.

This way, one can define a bijection between the set of partitions $\mathscr{P}$ and a subset $\chi \subset\{0,1\}^{n_{m}}$. Our approach to find the partition that entails the best matching relies on modeling the problem as a binary search in $\chi$ and solving it using computationally feasible techniques.

Specifically, we will model the upper-bound partition selection as a Linear Fractional Combinatorial Optimization (LFCO) problem [Rad92]:

$$
\begin{equation*}
\text { LFCO: } \quad \underset{\mathbf{x}}{\operatorname{maximize}} \frac{\mathbf{t} \cdot \mathbf{x}^{T}}{\mathbf{f} \cdot \mathbf{x}^{T}} \quad \text { s.t. } \mathbf{x} \in \chi \subset\{0,1\}^{n_{m}} \tag{5.1}
\end{equation*}
$$

being $\mathbf{f}, \mathbf{t} \in \mathbb{R}^{n_{m}}$ and all the constraints that define $\chi$ linear.
Section 5.3.1 explores the constraints that have to be imposed to vector $\mathbf{p}$ in order for the corresponding partition to be valid within the hierarchy (that is, define $\chi$ ) and how to make them linear. Next, Section 5.3.2 presents how the $F_{b}$ of a partition with respect to a ground truth can be obtained from $\mathbf{p}$ in the form of an LFCO as in Equation 5.1. Finally, Section 5.3.3 adds the needed constraints to be able to force a certain number of regions in the partitions.

### 5.3.1 Forcing the partition to be in the hierarchy

Not all combinations of boundaries $\sigma_{i}$ form a valid partition of the hierarchy and thus not all $\mathbf{p} \in\{0,1\}^{n_{m}}$ correspond to feasible solutions of our problem. Recalling the previous example hierarchy, Figure 5.11 shows the partition corresponding to $\mathbf{p}=(1,0,1)$, which is a valid partition in the hierarchy (although not in the merging sequence), and the representation corresponding to $\mathbf{p}=(1,0,0)$ or $\mathbf{p}=(1,1,0)$, which are clearly not partitions at all.


Figure 5.11: Valid values of $\mathbf{p}$ correspond to partitions in the hierarchy. Invalid representations of $\mathbf{p}$ do not correspond to partitions.

The intuitive idea we want to model to not allow the invalid representations is that if the boundary between some merged regions is not in the partition, the boundaries between any set of their children cannot be in the partition either.

Formally, let $\Sigma_{i}=\left\{i_{j} \mid j=1 \ldots n_{i}\right\}$ be the indices of the boundaries $\sigma_{i_{j}}$ between children regions of the parent regions that define $\sigma_{i}$. In the example of Figure 5.10, for $\sigma_{3}, \Sigma_{3}=\{1,2\}$, because $R_{1}, R_{2}, R_{3}$, and $R_{4}$ are children of $R_{5}$ and $R_{6}$ that form $\sigma_{3}$.

Then, if the regions that form $\sigma_{i}$ are merged ( $p_{i}=0$ ), all the pairs of regions that form the boundaries indexed by $\Sigma_{i}$ must also be merged ( $p_{i_{j}}=0$ ). Formally $p_{i}=0 \Rightarrow p_{i_{j}}=0 \quad \forall i_{j} \in \Sigma_{i}$, or equivalently the following constraints:

$$
\begin{equation*}
p_{i}=1 \quad \text { or } \quad \sum_{i_{j} \in \Sigma_{i}} p_{i_{j}}=0 \tag{5.2}
\end{equation*}
$$

The binary search problem we are modeling will be much more efficient to solve if it is linear. The following linear constraint is equivalent to Equation 5.2:

$$
\begin{equation*}
\sum_{i_{j} \in \Sigma_{i}} p_{i_{j}} \leq K p_{i} \tag{5.3}
\end{equation*}
$$

where $K$ is a sufficiently large constant, which in our problem can be set to $n$, the number of regions in the hierarchy. To conclude, the set of partitions represented in the hierarchy $H$ can be identified with the set:

$$
\chi=\left\{\mathbf{p} \in\{0,1\}^{n_{m}} \mid \sum_{i_{j} \in \Sigma_{i}} p_{i_{j}} \leq n p_{i}\right\} .
$$

In the sequel, any partition $P$ in the hierarchy $H$ will be identified by its corresponding binary vector $\mathbf{p} \in \chi$.

### 5.3.2 Upper-bound partition selection as an LFCO

For a given partition $P \in H(\mathbf{p} \in \chi)$, let $T P$ be the set of matched boundary pixels with the boundary pixels of a ground truth partition, i.e. true positives, and $F P$ the false positives set. We can write that:

$$
|T P|=\sum_{i=1}^{n_{m}} p_{i}\left|\sigma_{i}^{m}\right| \quad|F P|=\sum_{i=1}^{n_{m}} p_{i}\left|\sigma_{i}^{u}\right|
$$

where $\sigma_{i}=\sigma_{i}^{m} \cup \sigma_{i}^{u}$ is a division of the boundary pixels between matched and unmatched.
The first approach we propose is to perform a single matching between the boundary pixels of the original partition $P_{0}$ and those of the ground-truth partition, and define $\sigma_{i}^{m}$ and $\sigma_{i}^{u}$ as those sets of pixels of $\sigma_{i}$ matched or unmatched, respectively.

Defining $\boldsymbol{\sigma}^{m}=\left(\left|\sigma_{1}^{m}\right|, \ldots,\left|\sigma_{n_{m}}^{m}\right|\right) \in \mathbb{N}^{n_{m}}, \boldsymbol{\sigma}=\left(\left|\sigma_{1}\right|, \ldots,\left|\sigma_{n_{m}}\right|\right) \in \mathbb{N}^{n_{m}}$, the problem of finding the partition in the hierarchy with the best $F_{b}$ with respect to the ground truth can be written as:

$$
\begin{equation*}
\mathscr{F}: \underset{\mathbf{p}}{\operatorname{maximize}} F_{b}=2 \frac{\left(\boldsymbol{\sigma}^{m}, 0\right) \cdot(\mathbf{p}, 1)^{T}}{\left(\boldsymbol{\sigma},\left|\sigma_{g t}\right|\right) \cdot(\mathbf{p}, 1)^{T}}, \quad \text { subject to } \tag{5.3}
\end{equation*}
$$

where $\sigma_{g t}$ is the set of contours of the ground-truth partitions. As wanted, this problem is a Linear Fractional Combinatorial Optimization (LFCO) problem and can be solved efficiently via the algorithm proposed in [Rad92]. The remainder of this section is devoted to present the limitation of this approach: the ground-truth multi-matching and the solution we propose.

Ground-truth multi-matching: The previous matching strategy presents the following problem: the matching is carried out at the level of the original partition $P_{0}$, assuming it is optimal for all possible combinations of pieces of boundaries in the hierarchy. More precisely, this approach assumes that the sets $\sigma_{i}^{m}$ and $\sigma_{i}^{u}$ do not depend on the partition $\mathbf{p}$ being analyzed; or in other words, that the optimal matching for any partition $\mathbf{p}$ can be obtained from the initial matching on $P_{0}$.

But this is not fully correct. In order to illustrate the problem, Figure 5.12 depicts an example partition (a) and the correspondent ground truth (b). If pixels are matched globally, as presented in the previous section, let us assume that all pixels in $\sigma_{1}$ are matched to all $\left|\sigma_{g t}\right|=M$ ground-truth pixels. Then, we would have that $\left|\sigma_{1}^{m}\right|=M$ and $\left|\sigma_{2}^{m}\right|=0$, that is, no pixel in $\sigma_{2}$ would be matched at the level of $P_{0}$. When computing the number of matched ground-truth pixels for the partition identified by $\mathbf{p}=(0,1)$, we would find that the number of matched pixels is $\boldsymbol{\sigma}^{m} \cdot \mathbf{p}=0$, but the right portion of the ground-truth boundary should be matched to $\sigma_{2}$, that is, the correct result should be $\boldsymbol{\sigma}^{m} \cdot \mathbf{p}=M / 2$.


Figure 5.12: Ground-truth multi-matching representation: (a) Partition being assessed, (b) ground truth, (c) both partitions overlaid. The points are plotted to highlight the division of the boundary pixels into sets

The approach we propose to solve this issue is to perform $n_{m}$ matchings between the pixels of the ground-truth partition and those of each $\sigma_{i}$, and define $\sigma_{i}^{m}$ and $\sigma_{i}^{u}$ as the sets of pixels locally matched or unmatched, respectively. In other words, some pixels of the ground truth can be matched with more than one boundary segment, and thus we call it multi-matching.

Formally, once performed the $n_{m}$ matchings between the ground-truth boundary pixels and each $\sigma_{i}$, each boundary pixel of the ground truth may be matched to boundary pixels of some $\sigma_{i}$ (from 1 to $n_{m}$ ) of the partition. Understanding the set of indices of each $\sigma_{i}$ involved in the multi matching as a signature of each of the ground-truth boundary pixels, we divide these ground-truth boundary pixels into groups of equal signature.

This way, for instance, we will have a set of unmatched pixels, $n_{m}$ sets of single-matched pixels which we will denote as $\bar{\sigma}_{i}^{m}$ (see Figure 5.12), and the rest will have more than one index in
the signature. Intuitively, we will count a ground-truth boundary pixel as matched only if any of the $\sigma_{i}$ in its signature is in the partition but not counting it more than once.

To do so, and in order to have a compact modeling, let us group the set of ground-truth boundary pixels with equal signature and define the set as $\omega_{j}$. Moreover, let us assume we have $m$ different multiple-index sets of pixels $\omega_{j}$ with signatures $\Omega_{j}=\left\{s_{1}^{j}, \ldots, s_{k}^{j}\right\}$. For instance, the pixels in the set $\omega_{1}$ of the example of Figure 5.12 (see (c)) are each of them multi-matched to pixels in $\sigma_{1}$ and $\sigma_{2}$, then their signature is $\Omega_{j}=\{1,2\}$.

Let $\mathbf{q} \in\{0,1\}^{m}$ be a vector such that $q_{j}=1$ if the set of pixels in $\omega_{j}$ should be considered as matched. The value of $q_{j}$ is function of the values in the signature, that is, $q_{j}=1$ if any $p_{s_{i}^{j}}=1$ and 0 otherwise. Mathematically:

$$
q_{j}=p_{s_{1}^{j}} \text { or } p_{s_{2}^{j}} \text { or } \cdots \text { or } p_{s_{k_{j}}^{j}}
$$

The equivalent linear constraints that define this equation are:

$$
\begin{align*}
& q_{j} \leq \sum_{s \in \Omega_{j}} p_{s}  \tag{5.4}\\
& q_{j} \geq p_{s} \quad \forall s \in \Omega_{j} \tag{5.5}
\end{align*}
$$

Let us define $\overline{\boldsymbol{\sigma}}=\left(\left|\bar{\sigma}_{1}^{m}\right|, \ldots,\left|\bar{\sigma}_{n_{m}}^{m}\right|\right) \in \mathbb{N}^{n_{m}}$ be the vector of single-matched number of groundtruth boundary pixels for each $\sigma_{i}$, and $\omega=\left(\left|\omega_{1}\right|, \ldots,\left|\omega_{m}\right|\right) \in \mathbb{N}^{m}$ the vector of the number of ground-truth boundary pixels with equal signature. Then, the problem $\mathscr{F}$ can be rewritten as:

$$
\begin{align*}
\mathscr{F}: & \underset{\mathbf{p}, \mathbf{q}}{\operatorname{maximize}} F_{b}=2 \frac{(\overline{\boldsymbol{\sigma}}, \boldsymbol{\omega}, 0) \cdot(\mathbf{p}, \mathbf{q}, 1)^{T}}{\left(\boldsymbol{\sigma}, \mathbf{0},\left|\sigma_{g t}\right|\right) \cdot(\mathbf{p}, \mathbf{q}, 1)^{T}}  \tag{5.6}\\
& \text { subject to }
\end{align*}
$$

which, as wanted, fulfills the form of an LFCO as in Equation 5.1, identifying $\mathbf{x}=(\mathbf{p}, \mathbf{q}, 1)$ as the binary-valued variable of the problem.

### 5.3.3 Sweeping the number of regions

Problem 5.6 finds the optimal single partition in terms of $F_{b}$ so, in other words, it finds the upper-bound Optimal Image Scale (ubOIS) partition, defined as the extension of the Optimal Image Scale (OIS) [AMFM11] on the full set of partitions in a hierarchy. Given that a hierarchy represents a collection of partitions of varying number of regions, it would also be desirable to explore the upper-bound Optimal Dataset Scale (ubODS) from sweeping a varied range of number of regions, equivalently to the Optimal Dataset Scale (ODS), which is limited to the merging-sequence partitions. To do so, we add the following constraint, that forces the result to have a specific number of regions:

$$
\sum_{i=1}^{n_{m}} p_{i}=N
$$

and sweep all the values of $N$ between 1 and $n_{m}$.

### 5.3.4 Experimental Validation

We compare the upper-bound partition selection technique against the merging-sequence partition analysis on three SoA and one baseline hierarchies. As state-of-the-art hierarchies
we use gPb-UCM [AMFM11], NWMC [VMS08], and IID-KL [CM10]. As a baseline, we use the Random hierachy.

The trees are built on the 200 test images of the BSDS500 [AMFM11] and each of them is compared with each of the multiple ground-truth partitions available and the result averaged. In order for the comparison to be fair, the base partition $P_{0}$ on which the tree is built is the same for the four techniques: the one obtained with the gPb-UCM at 100 regions.

The upper-bound partition selection algorithm is implemented in MATLAB, and the optimization itself of the LFCO is done by the IBM ILOG CPLEX Optimizer (free of charge for academic use), which is called directly by the MATLAB code.

In turn, the boundary matching code used in all the experiments has been obtained from [MFM04]. Note that the original code represents the boundaries of a partition in the pixel grid, that is, as a mask in which the pixels swept by the boundaries moved half pixel up and left are activated, which leads to an ambiguous representation. This ambiguity can be solved using the contour grid [NMPG00], which we use in our code. The numerical impact of this change of representation is not significant but the code obtained is much simpler and more readable.

### 5.3.5 ODS and OIS

Figure 5.13 shows the mean ODS, OIS, ubODS, and ubOIS $F_{b}$ values on the BSDS500 test set for the four compared hierarchies. In terms of hierarchies comparison, gPb-UCM presents better results than the rest of hierarchies. The main objective of this section, however, is not to compare the hierarchies themselves, but the partition selection techniques on which the assessment is based.


Figure 5.13: Analysis of the $F_{b}$ values limited to the merging sequence (ODS, OIS) and computed on the full set of partitions represented in a tree (ubODS and ubOIS)

Regarding the comparison between ODS and OIS, the latter is coherently higher than the former both in the merging sequence and the upper-bound analysis. An improvement is also observed between the merging-sequence and the upper-bound techniques both on ODS and OIS, which is, again, coherent with the theory.

Moreover, what really makes the difference between comparison techniques is their relative values, that is, how well the assessment discriminates the quality between the different hierarchies. In particular, good assessment techniques should be able to correctly discriminate between a random tree and the other techniques. To evaluate this aspect, Figure 5.14 shows the relative values of ODS and OIS, that is, assigning 0 to the random tree, 1 to gPb-UCM, and scaling the rest of the values accordingly.


Figure 5.14: Relative ODS and OIS $F_{b}$ values for the merging-sequence and upper-bound partition selection techniques

If the measurement techniques were equivalent, the relative values should not change, but there are significant differences in these relative values, meaning that the conclusions extracted from the assessment can vary depending on the criterion used.

As introduced previously, a desirable property of the assessment techniques is a high discrimination of the random tree. In other words, it is obvious that the random trees must be far away from any real hierarchy. Under this point of view, the upper-bound assessment provides much better behavior. As an example, the IID-KL tree is much closer to the random tree than to the gPb-UCM tree for ODS, while for the upper-bound ODS (ubODS), the IID-KL tree is halfway between the two, which is much more coherent with the expected results.

The improvement obtained in the OIS case with respect to ODS highlights the relevance of the alignment algorithm on the results obtained. By alignment we mean how the results on each image are put in correspondence to average result in the database. (Typical examples are the number of regions or the UCM strength of the partitions.) The same way, the improvement of the upper-bound analysis ubODS and ubOIS with respect to ODS and OIS is an indicator of the impact of the partition selection algorithm on the assessment, that is, which partitions we select from the tree affects the final result of the evalaution significantly.

Being the upper-bound and the merging-sequence assessment not equivalent could also entail changes in the ranking order of the hierarchies quality. Focusing on the sorting of the algorithm quality for the two top-rated hierarchies gPb-UCM and NWMC, in 529 of the 1800 cases studied ( 9 parameterizations on 200 images), the ranking provided by the merging sequence analysis is not coherent with the one provided by the upper-bound. In other words, different partition selection strategies can lead to different decisions with respect to which is the best hierarchy based on a supervised assessment.

### 5.3.6 Upper-bound precision-recall curves

As in the case of flat partitions, precision-recall curves give us much richer information than the summary measures (in this case OIS, ODS, ubOIS, and ubODS).

Figure 5.15 shows the precision-recall curves for the four hierarchies studied in this section. In the figure of the left, the points have been obtained using the merging-sequence partition selection whereas, in the figure of the right, the proposed upper-bound partition selection has been used.


Figure 5.15: Merging-sequence (left) and upper-bound (right) precision-recall curves

In the range of interest of the hierarchies, that is, the range of better $F_{b}$, similarly to the results of the previous section, the upper-bound precision-recall curves better discriminate between the random hierarchy and the rest of trees. In the range of higher number of regions, close to the leaves of the tree, the different curves are much closer than in the merging sequence, which reflects that, in this range, the original partition is more influent than the hierarchy itself. Note that, coherently, all curves meet in the point corresponding to 100 regions, because each tree contains only one partition with the maximum level of detail: $P_{0}$.

To better visualize the differences between the precision-recall curves and their upper-bound equivalents, Figure 5.16 shows them both in the same axis, leaving the IDD-KL tree out for the sake of clarity of the plot.

Note that, for each type of hierarchy, both curves start from the same point at high number of regions and tend to converge for few regions. In the middle range, corresponding also to the better $F_{b}$ values, the gain obtained with the upper-bound assessment is much more relevant for the NWMC tree than for the rest of trees, which reinforces the possibility that different partition selection techniques can lead to discrepant results.

### 5.3.7 Computational cost

Although a supervised assessment is usually performed offline, a reduced computational cost is of paramount importance. The faster the method is, the larger the datasets in which researchers will tune and test their algorithms can be, which results in a more solid research. This section compares the computational cost of the proposed evaluation techniques (ubODS and ubOIS) in front of ODS and OIS.


Figure 5.16: Merging sequence (unfilled markers) versus upper-bound (filled markers)

ODS requires to compute the boundary matching for $k$ different number of regions, thus the whole time is $k$ times the cost of a boundary matching, which we will refer to as $t(B M)$. OIS requires the ODS computation and to find the $F_{b}$ maximum for each image, so the cost is also $k \cdot t(B M)$. The cost of ubODS is one boundary multi-matching $t(B M M)$ and $k$ LFCO optimizations $t(L F C O)$. Finally, the cost of ubOIS is $t(B M M)+t(L F C O)$, since one single optimization finds the optimal number of regions, thus not needing the computation of ubODS.

The mean values obtained in the experiments for each of these processes are: $t(B M)=0.34 \mathrm{~s}$, $t(B M M)=0.64 s$, and $t(L F C O)=0.21 s$. The mean time spent for each technique is therefore $t(O D S)=t(O I S)=k \cdot 0.34 s, t(u b O D S)=0.64+k \cdot 0.21 s$, and $t(u b O I S)=0.85 s$. Figure 5.17 shows the relative cost of the upper-bound techniques with respect to the cost of the mergingsequence ones. The higher the number of samples $k$, the lower the relative cost of the upperbound techniques. The computation of ubODS is approximately $25 \%$ faster than ODS and OIS, while ubOIS, thanks to the fact that a single optimization is enough, is considerably faster.


Figure 5.17: Computational cost analysis for varying number of samples ( $k$ )

### 5.3.8 Worst-discrepancy graphical results

To get a qualitative idea of the type of discrepancies between the region selection techniques, Figure 5.18 shows the most discrepant example of partition selection on the gPb-UCM tree for 6,10 , and 20 regions selected, that is, the three results whose partition selected in the merging sequence is more dissimilar with the upper-bound one.

The differences observed between the two strategies are visually relevant. In the first and second columns ( 6 and 10 regions), the merging sequence analysis obviates the main object of interest or part of it, while in the upper-bound partition selection the object is present in the selected partition. In the last column ( 20 regions) the upper-bound selection is capable of highlighting the higher importance of the background object with respect to the background as in the ground truth.

To sum up, the upper-bound partitions (Figure 5.18.d) represent the quality of the tree much better than those of the merging sequence (Figure 5.18.c), or in other words, the region selection masks the actual achievable quality of the tree.


Figure 5.18: Worst-case results on gPb-UCM trees: (a) images of the BSDS500 test set, (b) their multiple ground-truth partitions, (c) partitions selected from the merging sequence with 6 , 10 , and 20 regions, respectively, and (d) the upper-bound partitions with the same number of regions

### 5.4 Upper-Bound on the Full Soup of Partitions: F Measure for Boundaries

The previous section computed the upper-bound F measure for boundaries $F_{b}$ on the set of partitions that can be extracted from a hierarchy. Recalling Figure 5.4, the search space within a hierarchy is a subset of the whole set of partitions that can be formed by merging regions from the leaves partition.

If we start the hierarchy from pixels, this set contains all possible partitions, but handling a hierarchy with such a number of regions is not feasible in practice. The common approach is instead to start our hierarchies from super-pixels such as SLIC [ASS $\left.{ }^{+} 10\right]$ or the Oriented Watershed Transform (OWT) on the gPb boundary detector as done in [AMFM11].

The question that now may arise is therefore, how much performance are we potentially losing by not starting from pixels? In practice, boundary recall is used (e.g. [VdBBR $\left.{ }^{+} 12\right]$ ), given that it represents the number of boundaries we are missing, and in fact gPb-UCM has almost full boundary recall at their leaves. This, however, does not reflect what would be the precision that we would have to get that recall.

One may argue that we can greedily assign each super-pixel to the region which a higher overlap with it. But then again, if for the easiest task of region selection to form objects we proved that this approach does not get to the optimum representation in a significant number of cases (see Section 2.4.2), how would we be sure that we are actually getting the real upper bound?

Given the high boundary recall that current super-pixels have, the differences would not be significant in practice. Motivated by the fact that, as shown in the previous section, these models can serve as inspiration for other researchers to apply them in their practical problems, we believe it is worth the effort despite the direct application does not seem promising.

Formally, let $P$ be the partition we want to assess, and $R_{1}, \ldots, R_{n}$ its regions. Let $\sigma_{1}, \ldots, \sigma_{b}$ the boundaries between each pair of neighboring regions in the partition. Observe that, since we are handling the partition at a single scale, the number of pieces of boundaries will be much higher than in the hierarchical case.

Figure 5.19(a) shows an example partition with the corresponding pieces of boundary. Note that each $\sigma_{i}$ always begins and ends in a junction, where three or four pieces of boundary meet (including the borders).


Figure 5.19: (a) Original partition $P$, (b) valid partition formed by merging regions in $P$, and (c) boundary representation that do not correspond to a valid partition

Let $\mathbf{p}=\left(p_{1}, \ldots, p_{b}\right)$ be a binary vector where $p_{i}=1$ if, and only if, the piece of boundary $\sigma_{i}$ is
in the partition. The objective function and the multi-matching constraints will be exactly the same than in the previous section, so the first approach to modeling the problem of finding the upper-bound $F_{b}$ in flat partitions is:

$$
\begin{align*}
\mathscr{G}: \underset{\mathbf{p}, \mathbf{q}}{\operatorname{maximize}} & F_{b}=2 \frac{(\overline{\boldsymbol{\sigma}}, \boldsymbol{\omega}, 0) \cdot(\mathbf{p}, \mathbf{q}, 1)^{T}}{\left(\boldsymbol{\sigma}, \mathbf{0},\left|\sigma_{g t}\right|\right) \cdot(\mathbf{p}, \mathbf{q}, 1)^{T}}  \tag{5.7}\\
\text { subject to } & \text { (5.4), (5.5) }
\end{align*}
$$

where $\mathbf{q}$ is the vector of the multi-matched pieces of boundary, and we have removed the constraint (5.3) to force the partition to be in the hierarchy.

What is missing, therefore, is to add the needed constraints to limit the search space to that of the valid partitions formed by merging regions from the super-pixel partition. To get the intuition behind the problem, Figure 5.19 (b) and (c) show a correct partition, and an invalid situation that could be represented by the current model. These two situations correspond to the following $\mathbf{p}$ of the model: (a) $\mathbf{p}=(1,1,1,0,0,1,1)$ and (a) $\mathbf{p}=(1,0,0,0,0,0,1)$.

In sight of the example, the first approach to limiting the search is to impose constraints on each of the junctions of the original partition $P$. Figure 5.20 shows all possible situations in terms of number of incident boundaries on each junction.


Figure 5.20: Possible situation in each junction with respect to the number of activated incident boundaries. The only invalid situation is at 1 incident boundary.

Intuitively, therefore, we should avoid that the number of $\sigma_{i}$ that touches each junction $J_{k}$ is 1 . To model this behavior, we define $z_{k}, k=1, \ldots, n j$ ( $n j$ is the number of junctions), as a binary variable indicating whether junction $J_{k}$ is in the final partition. Let $\Phi_{k}$ be the set of indices $i$ of the $\sigma_{i}$ incident to $J_{k}$, then we can write:

$$
\sum_{i \in \Phi_{k}} p_{i} \neq 1 \quad k=1 \ldots n j
$$

Transforming this constraint to inequalities we can relate it to the junction variables $z_{k}$ :

$$
\begin{array}{ll}
\sum_{i \in \Phi_{k}} p_{i} \leq 4 z_{k} & k=1 \ldots n j \\
\sum_{i \in \Phi_{k}} p_{i} \geq 2 z_{k} & k=1 \ldots n j \tag{5.9}
\end{array}
$$

Getting back to the lateral motivation of this section of investigating about the modeling on image partitions, the current formulation allows us to mathematically model the existence or not of each of the junctions in the final partitions. This may have applications to algorithms extracting depth from images, for instance, since junctions are important cues in this regard.

To double check the results, we reconstruct the boundary map that a given $\mathbf{x}$ represents and compute the corresponding partition by means of a region labeling algorithm. We then com-
pute the boundary map of that partition, and in principle we should get back the same boundary representation. Performing tests on BSDS500, however, we found that many boundary maps where not correct.

Figure 5.21 (a) shows a simple example where the current model fails, in the sense that the boundary map obtained (b) does not represent any valid partition, although the junction constraints are correctly fulfilled.


Figure 5.21: Example where the model with constraints only on the junctions can lead to an invalid result (b). We detect them by computing paths that cross only one boundary (c), in red. Correct paths cross a different number of boundaries (in green).

Intuitively, we must constrain, therefore, that no circular path without self-crossings overlaps with exactly one boundary, as illustrated in Figure 5.21 (c), in red. Note that this constraint is a generalization of the junction constraints, by considering the path around the junction itself, in green. To model this behavior mathematically, let us give some definitions.

We can interpret the boundaries $\sigma_{i}$ as edges of a planar simple graph and the junctions $J_{k}$ as its vertices. We refer to this graph as the boundary graph of the partition. In this situation, the partition regions are represented by the faces of the graph.

The dual of this graph is the so-called Region Adjacency Graph (RAG), in which vertices represents regions, edges represent boundaries between pairs of regions, and faces represent junctions. Figure 5.22 represents the boundary graph and its dual RAG of the previous example. Please note that we are ignoring the outer boundaries and the external regions for better readability but they should also be represented in the graph.


Figure 5.22: Boundary graph and its dual RAG

In it we see that the paths we were describing on the image plane correspond exactly to cycles in the RAG. In the case of the red path in Figure 5.21, the corresponding cycle in the RAG would be $R_{1}-R_{2}-R_{4}$. Note also that the faces of the RAG correspond to junctions and the edges around that face correspond to the incident boundaries to that junction.

The model should impose, therefore, that for any cycle in the RAG, the number of activated boundaries $\sigma_{i}$ is different from 1, that is, it should impose constraints (5.8) and (5.9) for any
cycle. In this particular example, for instance, we should impose that:

$$
p_{1}+p_{2}+p_{3} \neq 1 \quad p_{1}+p_{3}+p_{4} \neq 1 \quad p_{2}+p_{3}+p_{4} \neq 1 \quad p_{1}+p_{2}+p_{4} \neq 1
$$

where the fourth constraint would not allow the invalid representation shown in Figure 5.21.
We have therefore, at least mathematically, solved the problem, if we are able to find all the cycles in the RAG. The problem in practice is that the number of cycles grows significantly. Since each cycle corresponds to two constraints, this approach is not feasible.

Our proposal is therefore to solve the problem ignoring the cycle constraints, check if the result is valid by region labeling, and if it is not, find a cycle in the representation with exactly one activated boundary. Then add the constraint that will avoid that particular representation and iterate the process until we find the correct optimal representation.

We use the Depth-First Search (DFS) to find a set of cycles that could be used as a base to find all cycles. By computing XORs between their incidence vectors, we can build the full set of cycles and find the one that does not fulfill the constraints.

In order to speed this process up, we take advantage of the fact that we are looking for a cycle with exactly one activated boundary to discard many cycles beforehand and reduce the search space.

## Experimental Validation

The rationale behind the upper-bound boundary F measure on flat partitions is to extend the evaluation to all partitions that can be formed by the leaves of a hierarchy, in order to quantify the loss in achievable quality when reducing the search space to those partitions represented in such a hierarchy.

In this case we use the SLIC superpixels [ASS $\left.{ }^{+} 10\right]$ to perform the test, since they are a potential tool to be used as leaves of the trees and allow us to easily tune the number of regions in the partitions. In order to be in a controlled environment we start by setting the partitions to have only 60 super pixels, although we acknowledge that SLIC may have some degree of under segmentation at that level.

Recalling that our goal is to find the best partition with respect to a ground-truth that can be formed by merging regions from an original partition, we will compare the results obtained by the optimal algorithm with a greedy baseline consisting in assigning each region to the ground-truth region with the highest overlap. We will segment the 200 images in the test set of BSDS500 and compare the result to the 1063 partitions in it.

The quality obtained by the greedy method is $F_{b}=0.65 \pm 0.11$, while the optimal method achieves a much better $F_{b}=0.77 \pm 0.06$. The optimal result is better than the baseline in a $99.3 \%$ of the cases. In exchange, the optimal technique takes around 54 seconds per image while the greedy takes around 2 seconds, both in an unoptimized Matlab code. So in other words, the optimal technique achieves significantly better partitions in terms of $F_{b}$ in exchange of being computationally expensive.

The algorithm performs 11.8 iterations in mean that add newer constraints to discard incoherent results between the modeled boundary map and the actual contours. When it finds those incoherences, it needs to find incorrect cycles in the regions adjacency graph. To do so,
we iteratively test XOR combinations of base cycles found by the depth-first search algorithm. We are not aware of any theoretical prove that an incorrect cycle will be found in a bounded number of iterations, but in practice the distribution of number of base cycles needed is as follows: $1 \%$ one cycle, $88.5 \%$ two cycles, $10.1 \%$ three cycles, and $0.4 \%$ four cycles. In the 1063 cases there was no need to go beyond four cycles.

On these experiments, therefore, it seems that the upper-bound $F_{b}$ on flat partitions allows us to discover better partitions, but let us analyze some qualitative results. Figure 5.23 shows five representative examples with the image, one of its human annotation, the SLIC partition evaluated, and the best partition according to the optimal and the greedy strategies.


Figure 5.23: Qualitative results comparing the optimal and greedy upper-bound $F_{b}$ on flat partitions

We observe that, although the achieved $F_{b}$ is consistently better in the optimal case, in general the partition obtained using the greedy algorithm seems more correct qualitatively. Our interpretation is that we are pushing the measure too hard, and it reaches complex combinations of regions to sweep all possible contours. These solutions, however, usually suffer from severe oversegmentation. The greedy solution, in contrast, does not match as many contours but it suffers much less oversegmentation, which makes the solutions more qualitative pleasant. This result reinforces one of the conclusions of the previous chapters: we should use both region and boundary-based measures to evaluate image segmentation.

Realistic superpixel algorithms, however, usually create partitions with at least one order of
magnitude more regions than the partititons tested in this section (60 superpixels). We tested our algorithm on realistic partitions and it failed to converge in a significant number of cases, in which the algorithm to find an incorrect cycle ended up stuck.

To solve this issue we could design a better heuristic to find the incorrect cycle faster, but given the poor qualitative results obtained in the test examples, we started wondering whether it was a path worth exploring.

### 5.5 Upper-Bound of a Global Measure: F Measure for Objects and Parts

This section is devoted to extending the F measure for objects and parts, presented in Section 4.3, to hierarchies. We want to find the partition that maximizes the similarity with the ground truth in terms of $F_{o p}$, that is, we want to find the upper-bound performance of the hierarchy with respect to this measure.

Recalling the model in Section 5.3, where we find the best partition in the hierarchy in terms of a boundary-based measure, we defined a vector $\mathbf{p}$ whose values reflected whether the $i$ th boundary remained in the partition. Since the measure we are using in this section is regionbased, we need a binary variable to reflect whether region $i$ is in the final partition. Let us therefore first adapt the model to the region-based point of view.

Let $R_{1}, \ldots, R_{n r}$ be the $n r$ regions in the hierarchy, being $R_{1}, \ldots, R_{n l}$ the $n l$ leaves and $m_{1} \ldots, m_{n m}$ be the $n m$ mergings that form the hierarchy. Let $x_{i}$ be a binary variable that indicates whether region $R_{i}$ is in the selected partition, and let $z_{j}$ indicate whether merging $j$ is not performed, that is, whether the boundaries between the merged regions at step $j$ are in the partition (equivalent to variables $p_{i}$ in Section 5.3).

We impose the constraints on Equation (5.3) to variables $z_{j}$ to force a valid partition representation. The next step is to relate variables $\mathbf{x}$ and $\mathbf{z}$, that is, for each partition represented by a $\mathbf{z}$ we need to find the regions $R_{i}$ that form the partition. Let $i a$ and $i d$ be the indices of the mergings that make $R_{i}$ appear and disappear, that is, the first and the last mergings where $R_{i}$ $i s$ in the merging-sequence partitions. In the case of leave regions, we have that $x_{i}=z_{i d}$, that is, region $R_{i}$ will be in the partition if, and only if, merging id has not been performed. In the case of the root, assuming it is the last region $R_{n r}$, we need merging $i a$ to be performed, that is $x_{i}=1-z_{i a}$. Figure 5.24 depicts a part of a hierarchy and the related variables.


Figure 5.24: Hierarchy illustration that relates region $R_{i}$ with the indices of the steps in the merging sequence in which $R_{i}$ appear (ia) and disappear (id)

In the case of non-leave non-root regions, for $R_{i}$ to be in the partition we need merging $i a$ to be done and id not to be done, so we need:

$$
x_{i}=\left(1-z_{i a}\right) z_{i d} \quad i=n l+1, \ldots, n r-1
$$

Linearizing this equality leads us to the following linear constraints:

$$
\begin{align*}
x_{i} & \leq z_{i d}  \tag{5.10}\\
x_{i} & \geq z_{i d}-z_{i a}  \tag{5.11}\\
x_{i} & \leq 2-z_{i d}-z_{i a} \tag{5.12}
\end{align*}
$$

Once we have modeled the search on the hierarchy from a region-based point of view, let us model the measure itself. Recalling the definition of $F_{o p}$ in Section 4.3, the main idea is to match pairs of regions between the partition and the ground truth and classify them into object candidates, part candidates, or fragmentation terms. To represent this mathematically, given a region $R_{i}$ in the hierarchy and a region $R_{j}^{\prime}$ in the ground truth that overlap, we define three binary variables $c_{i j}, p_{i j}, q_{i j}$ that indicate whether $R_{i}$ is an object candidate ( $c_{i j}=1$ ) matched to $R_{j}^{\prime}$, if $R_{i}$ is a part candidate ( $p_{i j}=1$ ) of $R_{j}^{\prime}$, or the other way around, $R_{j}^{\prime}$ is a part candidate $\left(q_{i j}=1\right)$ of $R_{i}$.

Each pair of intersecting regions $R_{i}-R_{j}^{\prime}$ is therefore described by the three binary variables:


The first step for these variables to correctly model the behavior in our measure is to force them to be zero if the corresponding overlap levels ( $O_{S}^{i j}$ and $O_{G}^{i j}$ defined in Section 4.3) are not fulfilled (lower than $\gamma_{o}$ or $\gamma_{p}$ ). If the overlap levels are fulfilled, we do not impose any constraint on the binary variables $c_{i j}, p_{i j}$, and $q_{i j}$ letting the optimization algorithm decide whether that region should be an object candidate, a part candidate, or should not even be in the selected partition.

For instance, for regions $R_{i}-R_{j}^{\prime}$ to be classified as object candidates we must have $O_{S}^{i j}>\gamma_{o}$ and $O_{G}^{i j}>\gamma_{o}$ (see Algorithm 2). To enforce this behavior we add the following constraints:

$$
\begin{align*}
& O_{S}^{i j}>\gamma_{o} c_{i j} \\
& O_{G}^{i j}>\gamma_{o} c_{i j} \tag{5.13}
\end{align*}
$$

which force the constraints to be fulfilled if $c_{i j}=1$ and impose no constraint if $c_{i j}=0$. The constraints for the part and fragmentation candidates are defined accordingly:

$$
\begin{array}{ll}
O_{S}^{i j}>\gamma_{o} p_{i j} & O_{S}^{i j}>\gamma_{p} q_{i j} \\
O_{G}^{i j}>\gamma_{p} p_{i j} & O_{G}^{i j}>\gamma_{o} q_{i j}
\end{array}
$$

We finally enforce that each region has at most one classification at a time, and only if that region is selected; which is fulfilled by the following constraint:

$$
\begin{equation*}
c_{i j}+p_{i j}+q_{i j} \leq x_{i} \tag{5.15}
\end{equation*}
$$

To find the expression of the objective function, let us first recall the expression of $F_{o p}$ from Section 4.3:

$$
P_{o p}=\frac{o c+f r+\beta p c}{|S|} \quad R_{o p}=\frac{o c^{\prime}+f r^{\prime}+\beta p c^{\prime}}{|G|}
$$

where $|S|$ and $|G|$ are the number of regions in the partition and in the ground truth, respectively. We first need, therefore, to find the expression of all counts involved as linear expressions from the variables defined. By abuse of notation, let $i j$ be the single index of the ni intersecting pairs of regions, then we have:

$$
\begin{gathered}
o c=o c^{\prime}=\sum_{i j=1}^{n i} c_{i j} \quad p c=\sum_{i j=1}^{n i} p_{i j} \quad p c^{\prime}=\sum_{i j=1}^{n i} q_{i j} \\
f r=\sum_{i j=1}^{n i} O_{G}^{i j} p_{i j} \quad f r^{\prime}=\sum_{i j=1}^{n i} O_{S}^{i j} q_{i j}
\end{gathered}
$$

And the number of regions in the partition can be obtained by:

$$
|S|=\sum_{i=1}^{n r} x_{i}
$$

If we substitute all the expressions to get the $F_{o p}$ expression we get to a Quadratic Linear Fractional Optimization (QFCO) problem because there appear crossed terms between the expression above. We optimize the arithmetic mean $A_{o p}$ between $P_{o p}$ and $R_{o p}$ instead of the harmonic mean $F_{o p}$, getting to the following objective function:

$$
A_{o p}=\frac{1}{2}\left(P_{o p}+R_{o p}\right)=\frac{1}{2|S||G|}\left[|S|(o c+f r+\beta p c)+|G|\left(o c^{\prime}+f r^{\prime}+\beta p c^{\prime}\right)\right]
$$

Given that $|S|$ is a linear combination of the variables, $A_{o p}$ is again a QFCO in this formulation. To make it linear, we have to impose the number of regions beforehand (that is, compute the ubODS) by imposing:

$$
\begin{equation*}
|S|=\sum_{i=1}^{n r} x_{i}=N_{r} \tag{5.16}
\end{equation*}
$$

This way, the final optimization problem to find the ubODS in terms of $A_{o p}$ is the following linear optimization problem:

$$
\begin{align*}
& \mathscr{K}: \underset{\mathbf{x}, \mathbf{z}, \mathbf{c}, \mathbf{p}, \mathbf{q}}{ }  \tag{5.17}\\
& \text { subject to } \\
& \text { (5.13),(5.14), (5.15),(5.16) }
\end{align*}
$$

To get the ubOIS we sweep the number of regions $N_{r}$ and combine the per-image optima.

## Experimental Validation

The algorithm to find the best partition in terms of the F measure for objects and parts is essentially a 4-class classification problem on the set of pairs of intersecting regions, that is, each pair of regions can be either an object match, a part candidate, a fragmentation candidate, or none of them. To model it as a binary problem we have therefore included three binary variables and some constraints per pair. Realistic problems have thousands of regions and thus the final model ended up being too big to solve in a reasonable time or with a reasonable amount of resources.

My advisor usually reminds me of the saying that when you only have a hammer everything looks like a nail and I believe in this case this is especially true: the problem of finding the optimal $F_{o p}$ in hierarchies does not fit anymore in the binary problem modeling used in the
previous sections of this thesis. We should, therefore, explore other approaches to solve the problem.

At this point of the thesis, however, we had the great opportunity to collaborate with Prof. Jitendra Malik's computer vision group at the University of California, Berkeley; working with Dr. Pablo Arbelaez in applying segmentation hierarchies to object detection and segmentation, specifically on segmented object candidate generation. We decided, therefore, to prioritize this new field of research to the detriment of finishing and polishing this last part of hierarchical segmentation evaluation. The findings on object candidate generation are described in the next chapter and the open doors are further discussed in the future work.

## Part III

## Object Candidates Generation

# Object Candidates Generation 

### 6.1 Introduction

Up until this point of the thesis, we have studied how to evaluate image segmentation techniques, both flat and hierarchical, comparing them both against annotated objects and full partitions. As a consequence, we have also gained knowledge about the state-of-the-art segmentation techniques.

In particular, one of the main conclusions of Chapter 3 is that working directly on hierarchies allowed us to represent objects with a certain quality using many less regions than when working on flat partitions. On top of that, we showed that the diversity coming from different hierarchies pushed the achievable quality even higher than when working on a single hierarchy, and merging up to three regions achieved the $90 \%$ of the maximum quality on some hierarchies.

Building on these three conclusions, this section goes beyond the pure supervised assessment of segmentation techniques and proposes Multiscale Combinatorial Grouping (MCG): an algorithm for object candidate generation. Given a set of varied hierarchies as input, MCG proposes a ranked set of segmented object candidates, that is, a set of object masks with an associated likelihood of being an object. MCG produces the candidates by learning how to combine up to three regions from a set of seven hierarchies. As we will show in the following sections, MCG outperforms the state of the art both in terms of object segmentation and localization, and in computational cost.

In contrast to some other approaches, MCG is class independent, in the sense that we do not particularize the algorithm for different classes of objects. In turn, MCG provides fullysegmented candidates, in contrast to only localizing the candidates in an image window.

The results shown in this chapter are the fruit of a collaboration with Professor Jitendra Malik's computer vision group at the University of California, Berkeley; working mainly with Dr. Pablo Arbeláez. The core of this chapter has been produced by Jordi Pont-Tuset, with the advise of both Dr. Arbeláez and Prof. Marques. The hierarchies on which this part of the thesis is based were proposed by Dr. Arbeláez and the rest of Berkeley's group and are briefly described in Section 6.3. The same section evaluates them in the terms proposed in previous chapters of this thesis.

The remainder of the chapter is organized as follows. First, Section 6.2 describes the state of the art in class-independent object candidate generation. Second, Section 6.3 briefly describes and evaluates the new hierarchies, proposed by Dr. Arbeláez and the rest of Berkeley's group in the framework of our collaboration, on which MCG is based. Then, Section 6.4 explains the core of MCG, that is, how we propose a set of ranked segmented object candidates
from the varied set of hierarchies described previously. Finally, Section 6.5 presents an extensive experimental validation of MCG on the database PASCAL 2012.

### 6.2 State of the Art

Class-independent methods that generate object hypotheses (candidates) can be divided into those whose output is an image window and those that generate segmented candidates.

Among the former, Alexe et al. [ADF12] propose an objectness measure to score randomlysampled image windows based on low-level features computed on the superpixels of [FH04]. They introduce the superpixels straddling measure based on [FH04] to test whether it is likely for an object to lie within a window. Our candidates are formed from combinations of superpixels, so the straddling is always zero.

Van de Sande et al. [vdSUGS11] present a selective window search based on segmentation. Starting with the superpixels of [FH04] for a variety of color spaces, they produce a set of segmentation hierarchies by region merging, which are used to produce a set of object candidate windows. While we also take advantage of different hierarchies to gain diversity, we leverage multiscale information rather than different color spaces. Furthermore, in contrast to [ADF12, vdSUGS11] we focus on the finer-grained task of object extraction, rather than on window selection.

Among the methods that produce segmented candidates, Carreira and Sminchisescu [CS12] hypothesize a set of placements of fore- and background seeds and, for each configuration, solve a Constrained Parametric Min-Cut (CPMC) problem to generate a pool of object hypotheses. Endres and Hoiem [EH10] base their category-independent object proposals on an iterative generation of a hierarchy of regions, based on the contour detector of [AMFM11] and occlusion boundaries of [HEH11]. Kim and Grauman [KG12] propose to match parts of the shape of exemplar objects, regardless of their class, to detected contours by [AMFM11]. They infer the presence and shape of a candidate object by adapting the matched object to the computed superpixels. The three approaches perform some type of graph-based segmentation on each of the candidates proposals, which adds a certain computational burden. Our approach avoids this computation by taking a purely combinatorial approach, which allows us to generate a much larger pool of candidates very efficiently.

Recently, two works proposed to train a cascade of classifiers to learn which sets of regions should be merged to form objects. [RS13b] produces full region hierarchies by iteratively merging pairs of regions and adapting the classifiers to different scales. [WT13] specializes the classifiers also to size and class of the annotated instances to produce object candidates. We differ from these approaches in the fact that we do not specialize to different scales or classes of objects, making us less prone to overfitting.

Malisiewicz and Efros [ME07] took one of the first steps towards combinatorial grouping, by running multiple segmenters with different parameters and merging up to three adjacent regions. Arbeláez et al. [ $\mathrm{AHG}^{+}$12] took another step, by considering hierarchical segmentations at three different scales and combining pairs and triplets of adjacent regions from the two coarser scales to produce object candidates. We also perform a combinatorial merging of adjacent pairs and triplets of regions but we enrich the set of candidates by combining candidates from varied hierarchies.

A substantial difference between our approach and previous work is that, instead of relying on pre-computed hierarchies or superpixels, we propose a unified approach that produces and groups high-quality multiscale regions. With respect to the combinatorial approaches of [ME07, $\mathrm{AHG}^{+}$12], our main contribution is to develop efficient algorithms to explore a much larger combinatorial space by taking into account a set of object examples, increasing the likelihood of having complete objects in the pool of candidates. Our approach has therefore the flexibility to adapt to specific applications and types of objects, and can produce candidates at any trade-off between their number and their accuracy.

### 6.3 Multiscale Hierarchical Segmentation

The multiscale hierarchical segmentation algorithm proposed by Dr. Arbeláez, Prof. Malik, and their group consists in building an improved version of gPb-UCM on multiple scales of the image, aligning them, and combining them in a single multiscale hierarchy. The resulting hierarchy keeps both the small details from the hierarchies built on the higher-resolution images, while containing the coarse structures of the lower-resolution ones. Specifically, the multiscale hierarchy is built from six single-scale hierarchies coming from images at $0.25,0.5$, $0.75,1,1.25$, and 1.5 times the original resolution. In this thesis we will refer to the multiscale hierarchy as UCB-Multi and the hierarchies at each scale as UCB-Single, to make it clear that these new hierarchies are not a contribution of this thesis and instead were proposed by the University of California, Berkeley (UCB).

The remainder of this section is devoted to evaluate these hierarchies in the terms proposed in previous chapters of this thesis, in order to validate the approach taken in the following sections. First, Figure 6.1 extends the study performed in Section 4.6 (Figure 4.12) by adding UCB-Multi. It shows the precision-recall curves from a partition perspective on BSDS500, both from the point of view of boundaries and from objects and parts. UCB-Multi ( - ) consistently outperforms the state of the art at all scales and on both measures.

From an object perspective, Figure 6.2 extends the study presented in Section 3.4 (Figure 3.5). The left-hand plot shows the upper-bound achievable quality when selecting regions directly from the hierarchies. UCB-Multi is the hierarchy with best achievable quality at all ranges, especially for more than 3-4 regions.

The right-hand plot shows the normalized quality, as the percentage of the achievable quality at the leaves that is kept at a given number of regions. In this case, ISCRA outperforms UCB-Multi, meaning that UCB-Multi starts on a partition with very good quality, but from there the quality decreases faster in percentage than that of ISCRA. In this regard, ISCRA hierarchies heavily rely on learning the hierarchy creation process, adapting the algorithm to different scales. Since we do not have access to the code but only the pre-computed hierarchies provided by the authors, we cannot evaluate whether ISCRA is over-fit on the PASCAL validation set. On the other hand, UCB-Multi has been trained on the BSDS500 training set and no further adjustment is performed.

This same behavior is also observed in Table 6.1, in terms of the number of regions to get to a certain percentage of the maximum quality, which only depends on the hierarchy structure, not on the leaves partition quality. We corroborate that ISCRA makes the most out of the original quality by needing a region less to get to the $99 \%$ of the maximum quality. The fact that UCB-Multi gets to the $90 \%$ in 3 regions corroborates a decision taken in the next section.


Figure 6.1: Precision-Recall curves for boundaries (left) and for objects and parts (right) on BSDS500. The curves represent the eight SoA segmentation methods and the quadtree. The marker on each curve is placed on the Optimal Dataset Scale (ODS). The isolated red asterisks refer to the human performance assessed on the same image and on a swapped image. In the legend, the F measure of the marked point on each curve is presented in brackets.

|  | UCB-Multi | gPb-UCM | ISCRA | NWMC | IID-KL | Quadtree | Random |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of regions at $100 \%$ | 21.33 | 15.98 | $\mathbf{1 5 . 7 0}$ | 21.67 | 22.69 | 27.61 | 45.37 |
| Number of regions at $99 \%$ | 7.47 | 7.21 | $\mathbf{6 . 5 6}$ | 9.55 | 10.56 | 12.96 | 14.81 |
| Number of regions at $90 \%$ | 3.03 | 3.21 | $\mathbf{2 . 7 6}$ | 4.02 | 5.40 | 7.71 | 11.61 |

Table 6.1: Mean number of regions needed to achieve $100 \%, 99 \%$, or $90 \%$ of the maximum quality on a hierarchy

Let us finally evaluate the region selection from the hierarchies at multiple scales proposed. We allow the optimal region selection algorithm to get regions from each of the six singlescale hierarchies. Figure 6.3 (left) shows the mean achievable $J$ obtained when combining regions from the six scales (-), only from UCB-Multi (-), and from each of the six scales separately (-).

First, the plot shows that UCB-Multi obtains a better result than any of the scales separately, showing that it is capable of keeping the properties from each scale. Second, combining multiple hierarchies achieves notably better results than any of the single-scale hierarchies separately, especially for a low number of regions, showing that the six techniques are indeed diverse, at the price of making the pool of regions six times larger. Despite this larger pool, however, the maximum level of quality is reached at only 17 regions, which is comparable to the original hierarchies.

With respect to combining the four state-of-the-art hierarchies as done in Section 3.4, the combination of the six scales of UCB-Single (-) outperforms the combined state-of-the-art (-) consistently at all ranges, corroborating the high diversity obtained from UCB-Single at multiple scales.


Figure 6.2: Mean achievable Jaccard index $J$, unnormalized (left) and normalized (right), with respect to the number of selected regions on state-of-the-art hierarchies. The number-ofregions axis is in logarithmic scale.


Figure 6.3: Multi-hierarchy region selection analysis. Best achievable quality when merging regions from the hierarchies at six scales to form PASCAL objects. Left: Achievable Jaccard index $J$ with respect to the number of selected regions. Right: Selected region distribution among the six scales.

The right-hand plot of Figure 6.3 shows the percentage of regions that are selected from each of the scales, that is, it shows from which hierarchy the regions come from in the combined result (-). The plot shows that the algorithm selects regions from all scales, almost equally distributed when just one region is selected. The more regions we allow, the more of them are selected from the fine scale and the less from the coarser one, which is indeed coherent with the intuition.

To sum up, UCB-Multi obtains the best results from a partition perspective at all ranges and on both measures. At object level, it reaches the best achievable quality on a single hierarchy;
and when combining the six UCB-Single hierarchies, the achievable quality is better that the rest of the state of the art combined.

### 6.4 Combinatorial Grouping of Candidates

One can interpret the regions of a hierarchy as ranked candidates of objects or their parts. Ranked in the sense that the higher in the hierarchy (e.g. more UCM strength), somehow the more probable to be an object or a part; and objects and parts as shown by our newlyproposed measure that evaluates precisely this aspect.

To account for object fragmentation, that is, to recover those objects that have been divided into more than one region even in the hierarchy, one can also consider pairs and triplets of these regions as object candidates [ME07, $\mathrm{AHG}^{+} 12$ ]. This is critical in objects with very contrasted parts, such as humans, for instance, where the trousers, the shirt, and the head usually do not have a similar color.

Given the diversity that we have shown that multiple hierarchies provide, our proposal is to create a large pool of candidates with a very high achievable quality by a combinatorial grouping of candidates from a ranked lists coming from diverse hierarchies. Specifically, we consider the singletons, pairs, and triplets of regions from the six individual scales (UCB-Single) and the multiscale hierarchy (UCB-Multi) as 21 lists of ranked candidates (recall that with triplets of regions we achieved the $90 \%$ of the maximum quality in the hierarchy).

As we will see in the experiments, the full joint set of candidates has around 15 million candidates per image and so it is highly redundant. Our next goal is therefore to reduce it, and we propose to do it by keeping only the top $N_{i}$ candidates from each ranked list $L_{i}$, which results in a total number of candidates $N_{c}=\sum N_{i}$.

At training time, we would like to find, for different values of $N_{c}$, the number of candidates from each list $\bar{N}_{i}$ such that the joint pool of $N_{c}$ candidates has the best achievable quality. We frame this learning problem as a Pareto front optimization [Ehr05] with two conflicting objective functions: number of candidates and achievable quality; the more candidates, the higher the achievable quality. In other words, we are interested in the sets of candidates that achieve a certain quality with the minimum number of candidates.

At test time, we select a working point on the Pareto front, represented by the $\left\{\bar{N}_{i}\right\}$ values, based either on the number of candidates $N_{c}$ we can handle or on the minimum achievable quality our application needs; and we combine the $\bar{N}_{i}$ top candidates from each ranked list. As shown in the experiments in the following section, this allows us to reduce the initial pool of 15 million candidates to 5 thousand in exchange of only reducing the achievable quality from 0.88 to 0.84 .

To further reduce the number of candidates below this point, while pushing the achievable quality as high as possible, we train a regressor to learn to rank the final set of candidates. Below we provide more details about each part of the algorithm.

### 6.4.1 Efficient learning

Formally, assuming $R$ ranked lists $L_{i}$, an exhaustive learning algorithm would consider all possible values of the $R$-tuple $\left\{N_{1}, \ldots, N_{R}\right\}$, where $N_{i} \in\left\{0, \ldots,\left|L_{i}\right|\right\}$; adding up to $\prod_{1}^{R}\left|L_{i}\right|$ pa-
rameterizations to try, which is intractable in our setting.
Figure 6.4 shows the diagram of our algorithm at training time. To reduce the dimensionality of the learning step, we start by selecting two ranked lists $L_{1}, L_{2}$ (green curves) and we sample each list at $S$ levels of number of candidates (green dots). We then scan the full set of $S^{2}$ different parameterizations to combine the candidates from both. Each of these sets is analyzed in the plane of number of candidates-achievable quality, so the full combination can be assessed as $S^{2}$ points in this plane (blue dots in the right-hand plot).


Figure 6.4: Training the combinatorial generation of candidates using the Pareto front: two ranked lists

The key step of the optimization consists in discarding those parameterizations whose quality point is not in the Pareto front (red curve), i.e., those parameterizations that can be substituted by another with better achievable quality with the same number of candidates, or by one with the same achievable quality with less candidates. As in the original ranked lists, we sample the Pareto front to $S$ points, each of which correspond to a different set of candidates. The $S$ points in the Pareto front can therefore be combined as the $S$ point in a ranked list, so we can iteratively combine a new ranked list to the resulting Pareto points.

Figure 6.5 shows the general diagram of the process. We iterate the process until all the ranked lists are combined, and at the end each point in the final Pareto front corresponds to a particular parameterization $\left\{N_{1}, \ldots, N_{R}\right\}$. We test different orders in the combination of the ranked lists but not significant difference is observed. The final Pareto curve provides a set of solutions of the trade-off between number of candidates and achievable quality. At test time, we choose a point on this curve (black star), either at a given number of candidates $N_{c}$ or at the achievable quality we are interested in, and combine the $\left\{\bar{N}_{1}, \ldots, \bar{N}_{R}\right\}$ top candidates from each ranked list. The number of sampled configurations using the proposed algorithm is $(R-1) S^{2}$, that is, we have reduced an exponential problem $\left(S^{R}\right)$ to a quadratic one. As it will be shown in the experiments, this reduction makes the problem feasible while not reducing the achievable quality significantly.

### 6.4.2 Regressed Ranking of Candidates

Up until this point we have tackled the reduction of candidates (from millions to thousands in practice) while keeping the achievable quality as high as possible. To further reduce their number below this point while keeping more quality, we deduplicate candidates and we train a regressor from low-level features.


Figure 6.5: Training the combinatorial generation of candidates using the Pareto front: iterative combination

More specifically, at training time we gather the candidates at the selected Pareto front point and we filter them by overlap, that is, we discard all those candidates whose overlap with another one is above a certain threshold. Once deduplicated, we compute the best overlap of each candidate with the ground-truth objects, which we aim at learning from low-level features.

Since the candidates proposed are all formed by a set of regions from a hierarchy, we focus on features that can be computed efficiently in a bottom-up fashion. This way, we can precompute all the features for the original regions and efficiently calculate the features for the candidates in a few operations. We compute the following features:

- Size and location: Area and perimeter of the candidate; area, position, and aspect ratio of the bounding box; and the area balance between the regions in the candidate.
- Shape: Perimeter (and sum of contour strength) divided by the squared root of the area; and area of the region divided by that of the bounding box.
- Contours: Sum of contour strength at the boundaries, mean contour strength at the boundaries; minimum and maximum UCM threshold of appearance and disappearance of the regions forming the candidate.

Once we have the features for all candidates and the quality with respect to the ground truth, we train a Random Forest using these features to regress the object overlap with the ground truth. We tune the Random Forest learning on half training set and validate on the other half. For the final results, we train on the training set and evaluate our candidates on the validation set of PASCAL 2012.

At test time, if we let the ranking be directly the regressor output, we would have many very similar candidates with high ranking. In order to diversify the candidates spatially, that is, in
order not to have many similar objects in correlative positions, we use the Maximum Marginal Relevance measures as in [CS12]. Intuitively, we iteratively add new candidates by balancing their good regressed quality and their low overlap with already added candidates.

### 6.5 Experimental Results

Evaluation Measures: We assess the generation of candidates in terms of achievable quality with respect to the number of candidates proposed, that is, the quality we would have if an oracle selected the best candidate among the pool of object hypotheses. As a measure of quality of a specific candidate with respect to an annotated object, we will consider the Jaccard index $J$, as in Part I of this thesis. The experiments are performed on the segmentation challenge of PASCAL 2012, which consists of 2913 images with 6934 segmented objects in the training and validation set.

When computing the overall quality for the whole database, we will consider two metrics. First, we define the Jaccard index at class level $\left(J_{c}\right)$ as the mean over classes of the Jaccard index of all pixels of each class (the segmentation accuracy of PASCAL). In other words, we consider all pixels of all objects of a given class as a single inter-image object and compute the per-class Jaccard index. Second, to avoid the bias of $J_{c}$ towards methods focusing on large objects, we define the Jaccard index at object level $\left(J_{o}\right)$ as the mean best Jaccard index for all the objects in the database (also Best Spatial Support score (BSS) [ME07]).
Learning Strategy Evaluation: This section estimates the loss in performance due to not sweeping all possible values of $\left\{N_{1}, \ldots, N_{R}\right\}$ via the efficient learning strategy proposed. To do so, we will compare it with the full combination on a reduced problem to make the latter feasible. Specifically, we combine the 7 ranked lists coming from the singletons at all scales, instead of the full 21 lists, and we limit the search to 20000 candidates, allowing us to discard all those solutions above this value, and thus speeding the process up.

In this situation, the mean loss in achievable quality along the full curve of parameterization is $J_{o}=0.0002$, with a maximum loss of $J_{o}=0.004$ ( $0.74 \%$ ). In exchange, our proposed learning strategy on the full 21 ranked lists takes about 5 minutes to compute on the training set of PASCAL 2012, while the limited full combination takes 4 days. We estimate that the complete full combination would take months.

Combinatorial Grouping: We extract the lists of candidates from the six scales and the multiscale hierarchy, for singletons, pairs, and triplets of regions, leading to $R=21$ lists, ranked by the minimum UCM strength of the regions forming each candidate.

Table 6.2 shows the number of candidates and achievable quality when combining the full 7 ranked lists on up to 1,2 , or 3 regions per candidate. Both the achievable quality and the number of candidates notably increase when considering pairs and triplets, proving that the original hierarchies indeed over-segment some objects.

Figure 6.6 shows the Pareto front evolution of $J_{c}$ with respect to the number of candidates for up to 1,2 , and 3 regions per candidate ( 7,14 , and 21 lists, respectively). In other words, each point of these curves represents the quality of the resulting set of merging the top $\left\{N_{1}, \ldots, N_{21}\right\}$ candidates from each hierarchy. As baselines, we plot the raw singletons from UCB-Multi, gPb-UCM, and Quadtree.

The improvement of considering the combination of all 1-region candidates from the 6 UCBSingle scales and the UCB-Multi (-) with respect to the raw UCB-Multi ( $-{ }^{-}$) is significant,

| Number of regions per cand. | 1 | $\leq 2$ | $\leq 3$ |
| :--- | ---: | ---: | ---: |
| Number of candidates $\left(N_{c}\right)$ | 21775 | 352022 | 15211858 |
| Jaccard at object level $\left(J_{o}\right)$ | 0.73 | 0.84 | 0.88 |
| Jaccard at class level $\left(J_{c}\right)$ | 0.75 | 0.85 | 0.89 |

Table 6.2: Maximum achievable quality and number of candidates per image on PASCAL 2012 segmentation training set for the full combination of up to $n=1,2,3$ regions per candidate


Figure 6.6: Object candidates achievable quality on PASCAL 2012 training set
which corroborates the diversity obtained from hierarchies at different scales. In turn, the addition of 2- and 3-region candidates noticeably improves the achievable quality, which is coherent with the upper-bound evaluation presented in Chapter 3.

The red asterisk (*) marks the selected configuration $\left\{\bar{N}_{1}, \ldots, \bar{N}_{21}\right\}$ we choose (black star in Figure 6.5), and the red plus sign (+) represents the set of candidates after de-duplicating those pairs whose overlap is above $J=0.95$. The candidates at this point (3620 in mean with $\left.J_{c}=0.84\right)$ are the ones that are ranked by the learnt regressor, the result of which is plotted in black (-).

In summary, the full set of candidates (i.e., combining the full 21 lists) contains 15211858 candidates per image, achieving a quality of $J_{c}=0.88$ in the validation set of PASCAL 2012. MCG allows us to reduce the number of candidates to 3536 , in exchange of decreasing the achievable $J_{c}$ to only 0.84 . The regressed ranking allows us to further reduce the number of candidates below this point while keeping the achievable quality as high as possible.

Comparison with State of the Art: We compare our results against [WT13, ADF12, KG12, CS12, $\mathrm{AHG}^{+}$12, vdSUGS11, EH10], using the implementations from the respective authors. Figures 6.7 and 6.8 show the achievable quality of all methods on the validation set of the segmentation task of PASCAL 2012 and PASCAL 2010, respectively. Please note that the techniques that provide a ranked set of candidates are represented as a line, where each point represents the set formed by the $n c$ first candidates in the ranking; while the techniques providing a set of candidates without a ranking are represented as a single point.

The plot on PASCAL 2010 is included for us to be able to compare to Scapel [WT13], given that the latter is not reproducible on PASCAL 2012 due to the lack of some needed window loca-
tions. We plot the raw regions of UCB-Multi, ISCRA, gPb-UCM, and QuadTree as baselines. To compare fairly with Selective Search [vdSUGS11], we adapted their boxes to the multiscale hierarchy by computing the deepest subtree included in the window.


Figure 6.7: Achievable quality with respect to the number of candidates on PASCAL VOC12


Figure 6.8: Achievable quality with respect to the number of candidates on PASCALVOC10, in order to include Scalpel [WT13]

At object level $\left(J_{o}\right)$, MCG candidates outperform the state of the art at all regimes, while at class level $\left(J_{c}\right)$, MCG practically achieves the same quality than CPMC. The loss of competitiveness of CPMC (and shape sharing) at object level shows that they are biased toward large objects, since missing small objects practically do not affect $J_{c}$; while $J_{o}$ gives the same weight to all objects, regardless of their size. In contrast, Regions and Parts [AHG ${ }^{+}$12] or the raw UCB-Multi and ISCRA cover all sizes uniformly, since they do not lose performance from $J_{c}$ to $J_{o}$.

In sight of the comparison with CPMC, one may argue that MCG is a refined version of CPMC just improving on small objects. To rebut this statement, we evaluate the complementarity between MCG and CPMC by computing the Pareto front of combining the two sets of ranked candidates; that is, we evaluate the sets of candidates corresponding to combining some candidates from MCG and CPMC. The curve obtained (dashed magenta---), shows a significant improvement, being of around $J_{c}=0.025$ at 650 candidates per image. In other words, MCG candidates improve CPMC not only by detecting the small objects but also by proposing better candidates than CPMC in some large objects.

To further show the complementarity of both methods, Figure 6.9 shows a scatter plot of the quality of all objects in PASCAL 2012 validation set, where we observe the lack of a strong correlation between the quality of both methods on each object. Furthermore, objects in the upper triangle are more common than in the lower triangle, meaning that it is more common that MCG achieves a better quality than CPMC. In particular, there are not many objects missed by MCG and correctly covered by CPMC.


Figure 6.9: MCG vs CPMC: Comparison of object candidates achievable quality among 300 candidates on the 3427 objects of PASCAL VOC12 segmentation validation set. Pearson correlation coefficient: $73.7 \%$.

To extend the comparison with the state of the art, Table 6.3 shows the quality $\left(J_{o}\right)$ on each of the 20 PASCAL classes at two different number of candidates ( 100 and 1100), comparing MCG with those state-of-the-art techniques that are relevant at each number of candidates. MCG outperforms all techniques on the two regimes at the global level and on the majority of classes.

|  | $N_{c}$ | Plane | Bicycle | Bird | Boat | Bottle | Bus | Car | Cat | Chair | Cow | Table | Dog | Horse | MBike | Person | Plant | Sheep | Sofa | Train | TV | Global |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MCG | 1100 | 80.8 | 47.7 | 85.9 | 77.9 | 68.4 | 78.9 | 67.9 | 91.4 | 68.5 | 86.0 | 79.4 | 87.7 | 80.8 | 73.1 | 73.1 | 71.0 | 83. | 83.7 | 78.8 | 86.3 | 76.0 |
| [EH10] | 100 | 75.1 | 49.1 | 80.7 | 68.8 | 62.8 | 76.4 | 63.3 | 89.4 | 64.6 | 83.0 | 80.3 | 83.7 | 78.4 | 78.0 | 66.9 | 66.2 | 69.5 | 82.0 | 84.3 | 81.8 | 71.6 |
| [ $\mathrm{AHG}^{+}$12] | 1100 | 74.4 | 46.6 | 80.5 | 69.4 | 64.6 | 73.5 | 61.2 | 89.0 | 65.1 | 80.5 | 78.4 | 85.2 | 77.2 | 70.6 | 67.9 | 68.8 | 73.5 | 81.6 | 75.8 | 82.0 | 71.4 |
| [KG12] | 1100 | 73.8 | 40.6 | 75.8 | 66.7 | 52.7 | 79.7 | 50.6 | 91.2 | 59.2 | 80.2 | 80.7 | 87.4 | 79.0 | 74.7 | 62.1 | 54.6 | 65.0 | 84.6 | 82.4 | 79.5 | 67.4 |
| [vdSUGS11] ad. | 1100 | 68.3 | 39.6 | 70.6 | 64.8 | 58.0 | 68.2 | 51.8 | 77.6 | 58.2 | 72.6 | 70.4 | 74.0 | 66.2 | 59.9 | 59.8 | 55.4 | 67.7 | 71.3 | 68.6 | 78.7 | 63.1 |
| [vdSUGS11] | 1100 | 55.9 | 34.6 | 56.0 | 62.0 | 55.1 | 76.2 | 50.4 | 70.7 | 52.4 | 67.7 | 65.0 | 67.4 | 58.2 | 59.9 | 55.2 | 53.5 | 59.5 | 68.5 | 70.8 | 85.7 | 58.9 |
| MCG | 100 | 72.0 | 40.4 | 78.5 | 64.7 | 54.7 | 69.0 | 47.5 | 85.0 | 53.2 | 75.2 | 68.2 | 82.5 | 73.6 | 64.2 | 58.9 | 52.7 | 72.6 | 73.1 | 68.9 | 73.3 | 63.6 |
| [EH10] | 100 | 70.6 | 40.8 | 74.8 | 59.9 | 49.6 | 65.4 | 50.4 | 81.5 | 54.5 | 74.9 | 68.1 | 77.3 | 69.3 | 66.8 | 56.2 | 54.3 | 64.1 | 72.0 | 71.6 | 69.9 | 61.7 |
| [CS12] | 100 | 72.7 | 36.2 | 73.6 | 63.3 | 45.4 | 67.4 | 39.5 | 84.1 | 47.7 | 73.2 | 64.0 | 81.1 | 72.2 | 64.3 | 52.8 | 42.9 | 62.2 | 72.9 | 74.3 | 69.5 | 59.0 |

Table 6.3: Per-class and global Jaccard index at object level ( $J_{o}$ ) at 1100 (upper part) and 100 (lower part) candidates per image. Class-level ( $J_{c}$ ) results show an equivalent behavior.

MCG Candidates as Object Windows: The previous evaluation methodology mixes how well MCG localizes the potential objects as well as how good the delineated shapes are. This section evaluates MCG purely in terms of object localization. To do so, we transform our candidates to image windows by computing their bounding boxes, and evaluate how well they overlap with the bounding boxes of the ground-truth objects. This way we are comparing fairly against the methods whose output are image windows, as Selective Search [vdSUGS11].

Figure 6.10 shows the percentage of ground-truth windows whose overlap (Jaccard index) with one of the proposed candidates is above a certain threshold. MCG outperforms Selective Search at all levels of overlap at the same number of candidates per image ( $1411 \mathrm{c} / \mathrm{i}$ ). On our full set of candidates per image ( $3536 \mathrm{c} / \mathrm{i}$ ), the results are even better at all ranges.


Figure 6.10: MCG as bounding boxes: each candidate and each object in the ground truth are transformed to its bounding box. Percentage of ground-truth bounding boxes that we would detect (recall) at different thresholds of Jaccard index $J$.

Table 6.4 shows the per-class localization results, which shows that MCG outperforms selective search in terms of object localization in 15 out of 20 classes. Please note that this per-class table is computed for a threshold of 0.5, which, as seen in Figure 6.10, is precisely the one for which selective search is closer to MCG.

|  | $N_{c}$ | Plane | Bicycle | Bird | Boat | Bottle | Bus | Car | Cat | Chair | Cow | Table | Dog | Horse | MBike | Person | Plant | Sheep | Sofa | Train | TV | Global |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MCG | 3537 | 97.3 | 96.1 | 96.4 | 93.5 | 74.1 | 97.4 | 78.7 | 100.0 | 96.8 | 98.5 | 100.0 | 100.0 | 99.0 | 100.0 | 89.7 | 93.6 | 92.2 | 100.0 | 100.0 | 100.0 | 93.0 |
| MCG | 1411 | 97.3 | 92.2 | 96.4 | 92.6 | 67.9 | 95.7 | 72.3 | 100.0 | 92.3 | 97.7 | 100.0 | 100.0 | 98.1 | 99.0 | 85.4 | 86.0 | 90.8 | 97.2 | 98.9 | 98.0 | 89.9 |
| [vdSUGS11] | 1411 | 95.5 | 93.2 | 95.7 | 87.0 | 67.9 | 94.8 | 72.3 | 100.0 | 95.5 | 97.0 | 98.8 | 100.0 | 96.2 | 100.0 | 84.6 | 90.1 | 83.7 | 100.0 | 97.8 | 96.9 | 89.5 |
| [ADF12] | 1740 | 45.5 | 65.0 | 64.3 | 44.4 | 43.8 | 62.9 | 35.3 | 66.7 | 53.0 | 54.5 | 50.0 | 74.0 | 74.0 | 69.9 | 52.3 | 48.0 | 52.9 | 57.5 | 58.1 | 57.1 | 54.5 |

Table 6.4: MCG as bounding boxes: Per-class and global recall at Jaccard index 0.5

MCG Speed: The combinatorial grouping takes $12 \pm 2$ seconds to generate 3536 candidates per image on the validation set of PASCAL 2012, limited to one thread. Taking advantage of the hierarchical structure used is at the core of such a good performance. The equivalent process of CPMC to generate 650 candidates on the same machine takes $92 \pm 44 \mathrm{~s}$.
MCG Qualitative Results: The following pages show some qualitative results of MCG. For some images on PASCAL 2012 validation set, we show the original image, the UCB-Multi hierarchy in which we base the generation of candidates, the ground-truth objects on that image, and the best candidate among a pool of 400 candidates for each object.



Multiscale hier.
Ground truth
MCG best candidates among 400



## Conclusions and Future Work

The first part of this Thesis has been devoted to analyze the assessment of image segmentation algorithms from an object perspective. To compare a partition or a hierarchy against an object ground-truth, we have evaluated the upper-bound performance that can be reached by selecting regions from them. We have reviewed how previous algorithms looked for this best representation and prove that none of them could find the actual optimum. To do so, we have modeled the problem mathematically as a Linear Fractional Combinatorial Optimization (LFCO) problem and solved it via successive linear optimization problems on iterations of the Newton algorithm.

We have conducted extensive experimental validation on the Pascal 2012 segmentation task and the DCU database. We have performed the region selection algorithms on a representative set of state-of-the-art algorithms, both flat and hierarchical, as well as on baseline segmentations to normalize the performance. Comparing the region selection techniques, we have shown that the non-optimal techniques in the literature fail at finding the upper-bound performance in a significant number of cases, and we have further analyzed the type of differences obtained.

From the point of view of comparing segmentation techniques, we have shown that hierarchies are capable of representing the objects with much less number of regions for the same achievable quality, or achieving a much better result with the same number of regions, than the flat segmentation techniques. We have also shown that selecting regions from a varied set of hierarchies can further improve the results significantly. We plan to submit the findings of this part of the Thesis on the upcoming European Conference on Computer Vision (ECCV) 2014.

The second part of the Thesis has been focused on the evaluation of image segmentation from a partition perspective. We have first extensively reviewed the state of the art in similarity measures, by structuring them into three interpretations of an image partition, deduplicating some previous work and homogenizing notation. We have presented a new precision-recall measure, filling the gaps we have noticed in the measure structure.

To compare the quality of the measures, we have proposed a set of qualitative and quantitative meta-measures, based on extensive ground-truth datasets and a large representation of state-of-the-art segmentation techniques. We have shown that the pair of precision-recall measures, both boundary-based and the newly proposed for objects and parts, outperforms the rest of the measures in terms of the presented meta-measures.

We have compared the state-of-the-art in terms of these two proposed measures, which has allowed us to further study the behavior, properties, and differences between the two selected measures. We have made publicly available a code to easily evaluate image segmentation in
terms of all the state-of-the-art evaluation measures. These findings were published in:

- J. Pont-Tuset and F. Marques, Measures and meta-measures for the supervised evaluation of image segmentation, in Computer Vision and Pattern Recognition (CVPR), 2013.

We have then extended some of the studied measures to hierarchies by finding the best represented partition in it in terms of a given measure. A first approach consists in extending the directional Hamming distance, which although not being among the best ones in terms of meta-measures, can be extended by means of dynamic programming algorithms, as published in:

- J. Pont-Tuset and F. Marques, Upper-bound assessment of the spatial accuracy of hierarchical region-based image representations, in International Conference on Acoustics, Speech, and Signal Processing (ICASSP), 2012.

The next step has been to extend the two best-performing measures. We have first focused on the boundary-based precision-recall curves, which has entailed an LFCO model with multimatching constraints. We have experimentally shown that finding the upper-bound measure in this case better reflected the quality of the hierarchies and that the measure behaved more accordingly to the intuition. This extension was published in:

- J. Pont-Tuset and F. Marques, Supervised assessment of segmentation hierarchies, in European Conference on Computer Vision (ECCV), 2012.

We have also found the upper-bound boundary-based precision-recall measure among all partitions that can be formed by merging super-pixels, which ended in a model that iteratively adds cycle constraints. This model is not efficient enough to be applied to realistic partitions with a high number of superpixels, so the future work in this regard is to improve the algorithm or to tackle the problem from another type of mathematical model.

We have finally extended the proposed precision-recall for objects and parts to hierarchies but, again, the model using combinatorial optimization is not well suited for hierarchies of realistic sizes. Future work can also be focused on finding new approaches to allow us to generalize the new measure to hierarchies.

The final part of this Thesis has been devoted to the application of image segmentation to object detection, and in particular to the generation of segmented object candidates. The algorithm takes the hierarchies computed at multiple scales to gain diversity, and combines singletons, pairs, and triplets of regions from all of them. It then learns the optimal way of combining the candidates from each hierarchy in a Pareto optimization framework and it finally ranks the candidates using low- and mid-level features to produce a final ranked list of candidates.

We have performed an extensive validation against an exhaustive representation of the state-of-the-art and have shown that our candidates outperform previous methods in a variety of measures and points of view. We have submitted the findings of this final part to the upcoming conference in Computer Vision and Pattern Recognition (CVPR) 2014.

The first steps we performed on using segmentation hierarchies were published in:

- J. Pont-Tuset and F. Marques, Contour detection using binary partition trees, in International Conference on Image Processing (ICIP), 2010.

We have also collaborated with other researchers in close topics to this thesis and published
the results in the following conferences and journals:

- X. Giró-i-Nieto, M. Martos, E. Mohedano, and J. Pont-Tuset, From global image annotation to interactive object segmentation, in Multimedia Tools and Applications, 2013.
- X. Giró-i-Nieto, C. Ventura, J. Pont-Tuset, S. Cortes, and F. Marques, System architecture of a web service for content-based image retrieval, in ACM International Conference on Image and Video Retrieval, 2010.
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