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## Abstract

Geometrical physics is a relatively young branch of applied mathematics that was initiated by the 60 's and the 70 's when A. Lichnerowicz, W.M. Tulczyjew and J.M. Souriau, among many others, began to study various topics in physics using methods of differential geometry. This "geometrization" provides a way to analyze the features of the physical systems from a global viewpoint, thus obtaining qualitative properties that help us in the integration of the equations that describe them. Since then, there has been a strong development in the intrinsic treatment of a variety of topics in theoretical physics, applied mathematics and control theory using methods of differential geometry.

Most of the work done in geometrical physics since its first days has been devoted to study first-order theories, that is, those theories whose physical information depends on (at most) first-order derivatives of the generalized coordinates of position (velocities). However, there are theories in physics in which the physical information depends explicitly on accelerations or higher-order derivatives of the generalized coordinates of position, and thus more sophisticated geometrical tools are needed to model them accurately.

In this Ph.D. Thesis we pretend to give a geometrical description of some of these higher-order theories. In particular, we focus on dynamical systems and field theories whose dynamical information can be given in terms of a Lagrangian function, or a Hamiltonian that admits Lagrangian counterpart. More precisely, we will use the Lagrangian-Hamiltonian unified approach in order to develop a geometric framework for higher-order autonomous and non-autonomous dynamical system, and for second-order field theories. This geometric framework will be used to study several relevant physical examples and applications, such as the Hamilton-Jacobi theory for higher-order mechanical systems, relativistic spin particles and deformation problems in mechanics, and the Korteweg-de Vries equation and other systems in field theory.
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## Introduction

## Geometric mechanics: motivation and historical note

Historically, the research in dynamical systems (including mechanical ones) had a major impact on other areas of mathematics and physics as well as in the development of various engineering technologies. Most of these advances have been based on applied numerical and analytical methods. However, in the 60 's, more sophisticated and powerful techniques were introduced in this area when A. Lichnerowicz [105, 106], J.M. Souriau [142, and W.M. Tulczyjew [143, 144, 145], among many others, began to study various topics in physics using methods of modern differential geometry.

This process of "geometrization" provides a natural framework where the features of the physical systems can be analyzed from a global viewpoint. That is, equations, constraints and solutions are translated to global and intrinsically defined geometric objects, and the particularities of each structure become well-known properties of the geometric object being considered. This enables us to establish a correspondence "physics $\leftrightarrow$ geometry". Some examples of this correspondence are the following:

- Differential equations defining a physical system are vector fields in the phase space of the system.
- Symmetries are identified with actions of Lie groups on the manifold that models the phase space of the system.
- The regularity or singularity of dynamical systems is characterized by the (non)-degeneracy of a form in the phase space.
- Constraints arising in the physical system give rise to submanifolds on the phase space of the system.
- Canonical transformations are fiber bundle isomorphisms between two phase spaces that preserve the geometrical objects (usually, symplectomorphisms).

Because of this, in recent decades, a strong development in the intrinsic study of a wide variety of topics in theoretical physics, control theory and applied mathematics has been done, using methods of differential geometry [1, 4, 64. Thus, the intrinsic formulation of Lagrangian and Hamiltonian formalisms has been developed for autonomous and non-autonomous systems, as well as field theories. This study has been carried out mainly for first-order theories; that is, those whose Lagrangian or Hamiltonian functions depend on the generalized coordinates of position and velocity (or momentum). From the geometric point of view, this means that the phase space of the system is in most cases a tangent (or cotangent) bundle for autonomous dynamical systems, or a first-order jet bundle (or the corresponding bundle of forms) for non-autonomous dynamical systems and field theories.

## Higher-order dynamical systems and field theories

Although the geometric study of physical systems has been carried out mainly for first-order theories, there are a significant number of relevant dynamical systems and field theories in which the dynamics
have explicit dependence on accelerations or higher-order derivatives of the generalized coordinates of position. These theories, usually called higher-order dynamical systems and higher-order field theories, respectively, can be modeled geometrically using higher-order tangent and jet bundles as the main tool [62, 138]. In recent years, much work has been devoted to the development of geometric formalisms for these kind of theories (see, for instance, [2, 17, 25, 62, 92, 93, 102, 140, and references therein).

Higher-order dynamical systems play a relevant role in certain branches of theoretical physics, applied mathematics and numerical analysis. In particular, they appear in theoretical physics, in the mathematical description of the interaction of relativistic particles with spin, string theories, from Polyakov and others, Hilbert's Lagrangian for gravitation, Podolsky's generalization of electromagnetism and others [9, 120, 127, 128, 154, as well as in some problems of fluid mechanics and classical physics (see, for instance, the regular example in [131 taken from [80]), and in numerical models arising from the discretization of first-order dynamical systems that preserve their inherent geometric structures [58. In these kinds of systems, the dynamics have explicit dependence on accelerations or higher-order derivatives of the generalized coordinates of position.

Nevertheless, although the geometrization of both higher-order Lagrangian and Hamiltonian formalisms was already developed for autonomous mechanical systems [17, 62, 92, a complete generalization to higher-order non-autonomous dynamical systems had yet to be developed.

For field theories, there have been some works giving a geometric formulation of higher-order field theories [15, 149] using a Skinner-Rusk approach (which is described in the following). However, ambiguities in the definition of the Poincaré-Cartan form arise when dealing with higher-order field theories, that is, given a Lagrangian density, there are non-equivalent Poincaré-Cartan forms from which we obtain the same Euler-Lagrange equations. Thus, due to its definition, these ambiguities in the Poincaré-Cartan form are transferred to the Legendre map, thus obtaining "different" Legendre maps for the same field theory. Up to our knowledge, the only unambiguous geometric formulations for higher-order field theories are those of first and second order field theories, and those on which the base manifold has dimension 1 (which corresponds to non-autonomous mechanics), regardless of the order [15]. Another approach is dealing with jet bundles of infinite order [149].

## Skinner-Rusk formalism

A generalization of the Lagrangian and Hamiltonian formalisms exists that compresses them into a single formalism. This is the so-called Lagrangian-Hamiltonian unified formalism, or Skinner-Rusk formalism due to the authors' names of the original paper. It was originally developed for first-order autonomous mechanical systems [141, and later generalized to non-autonomous dynamical systems [7, 39], control systems [6], first-order classical field theories [49, 70] and, more recently, to higher-order classical field theories [15, 149].

As we show in Section 2.1.3, in autonomous first-order dynamical systems, this formulation is based on the use of the Whitney sum of the tangent and cotangent bundles $\mathcal{W}=\mathrm{T} Q \times{ }_{Q} \mathrm{~T}^{*} Q$ (the velocity and momentum phase spaces of the system). Observe that $\mathcal{W}$ has obviously higher dimension than $\mathrm{T} Q$ and $\mathrm{T}^{*} Q$, and it is endowed with canonical projections over each factor and the configuration manifold.

The bundle $\mathcal{W}$ is endowed with a canonical presymplectic form $\Omega$, which is the pull-back of the canonical symplectic form in $\mathrm{T}^{*} Q$. Then, given a Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$, a Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ is determined, and we obtain a presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$. Thus, the standard geometric equation for a presymplectic Hamiltonian system, $i(X) \Omega=\mathrm{d} H$, can be stated, and the vector field $X$ solution to this equation gives the dynamics of the system.

Some advantages of this unified framework are the following:

1. The equations $p_{i}=\partial \mathcal{L} / \partial v^{i}$ defining the momenta (and, thus, the Legendre map $\mathcal{F} \mathcal{L}$ ) are obtained as constraints from the compatibility condition.
2. The dynamical equation contains the second-order condition $v^{i}=d q^{i} / d t$ for the Lagrangian vector field without any additional assumption, regardless of the regularity of the Lagrangian function.
3. The first constraint submanifold $\mathcal{W}_{c}$ is diffeomorphic to $\mathrm{T} Q$, thus allowing us to recover the Lagrangian formalism (structures, equations and solutions) from the unified one.
4. The Legendre map, obtained from the dynamical equations, and the canonical projection on $T^{*} Q$ allow us to recover the Hamiltonian formalism, including constraints (if $\mathcal{L}$ is singular).

Accordingly, the Skinner-Rusk formalism provides a suitable framework when dealing with dynamical systems described by singular Lagrangian functions, and allows us to obtain both the Lagrangian and Hamiltonian formalisms in a single geometrical equation, recovering each formalism to our convenience.

On the other hand, the main drawback of this formulation is that the Hamiltonian system $(\mathcal{W}, \Omega, H)$ is always presymplectic, since the 2 -form in $\mathcal{W}$ is defined as the pull-back of the symplectic form in $\mathrm{T}^{*} Q$ by a submersion with non-zero kernel. Thus, a constraint algorithm is needed in order to obtain the first constraint submanifold [88, 89, 90] (see also [44, 46] for formulations in jet bundles), and the tangency condition for the vector field solution to the dynamical equation must be checked at least once, even if the Lagrangian function is regular.

As we see in Chapter 2, in a more general situation (higher-order systems, non-autonomous dynamical systems or field theories), $\mathrm{T} Q$ and $\mathrm{T}^{*} Q$ are replaced by the corresponding Lagrangian and Hamiltonian phase spaces, respectively, and $\mathcal{W}$ is the fiber product of those. In addition, the presymplectic form $\Omega$ is the pull-back of the corresponding non-degenerate form in the Hamiltonian phase space (cosymplectic in non-autonomous mechanics and multisymplectic in field theories). Some technical issues are also needed in order to obtain the dynamical equations or the field equations.

## Geometric Hamilton-Jacobi theory

The Hamilton-Jacobi theory provides an important physical example of the deep connection between first-order partial differential equations and systems of first-order ordinary differential equations. It is well-known 98, 103] that the Hamilton-Jacobi equation for a first-order autonomous Hamiltonian function $H$, with $n$ degrees of freedom, can be written as

$$
H\left(q^{A}, \frac{\partial W}{\partial q^{A}}\right)=\text { const } .
$$

Its complete solution depends on $n$ arbitrary parameters (and one additive constant), $W \equiv W\left(q^{A}, \tilde{p}_{A}\right)+$ $c$. The function $W\left(q^{A}, \tilde{p}_{A}\right)$ can be considered as a generating function of a canonical transformation $\Psi:\left(q^{A}, p_{A}\right) \mapsto\left(\tilde{q}^{A}, \tilde{p}_{A}\right)$; that is,

$$
\frac{\partial W}{\partial \tilde{p}_{A}}=\tilde{q}^{A} \quad ; \quad \frac{\partial W}{\partial q^{A}}=p_{A} .
$$

This transformation leads the system to equilibrium $(\tilde{H}=0)$, and hence the Hamilton equations for the new coordinates are trivial

$$
\frac{d \tilde{p}_{A}}{d t}=0 \quad ; \quad \frac{d \tilde{q}^{A}}{d t}=0
$$

From these equations, and using $W\left(q^{A}, \tilde{p}_{A}\right)$, the dynamical solution $\left(q^{A}(t), p_{A}(t)\right)$ is obtained.
From a more geometrical point of view, the transformation $\Psi$ can be associated with a foliation in the cotangent bundle $\mathrm{T}^{*} Q$, which constitutes the phase space of the system. This foliation is transversal to the fibers of $\mathrm{T}^{*} Q$, is invariant under the dynamical evolution, and is Lagrangian with respect to the canonical symplectic structure of $\mathrm{T}^{*} Q$. In some particular situations (for instance, when dealing with bihamiltonian systems) the second aspect can be ignored (and then we obtain the so-called "generalized Hamilton-Jacobi problem"). On each leaf $S_{\lambda}$ of that foliation, the Hamiltonian dynamical vector field $X_{h}$ defines a vector field $\left.X_{h}\right|_{S_{\lambda}}$, and each of these gives rise to a vector field $X_{\lambda}$ on the base $Q$. The integral
curves of $X_{\lambda}$ provide the integral curves of $\left.X_{h}\right|_{S_{\lambda}}$, while the integral curves of all the set $\left\{X_{\lambda}\right\}$ provide all the integral curves of $X_{h}$. All these considerations can be made in the same way for the Lagrangian formalism.

The geometrical setting for Hamilton-Jacobi theory was pointed out in several works [1, 10, 67, 81, 107, 110], and has been finally established in [23] for first-order autonomous systems, both in the regular case and in constrained systems. More recently, it has been generalized to nonholonomic dynamical systems [24, 50, 97, 122], discrete mechanics [121], Lie affgebroids [112] and field theories [56, 66, 148, 150]. Nowadays, a geometrical Hamilton-Jacobi theory for singular systems has been developed using a SkinnerRusk approach [60]. However, up to our knowledge, there is not a definitive Hamilton-Jacobi theory for higher-order systems, not even a non-geometrical one.

## Structure of the dissertation

This dissertation is structured in 6 Chapters. The first two Chapters review the mathematical and physical backgrounds needed, and fix the notation used along the rest of the dissertation. The last four Chapters contain the main original contributions. A reader which is familiar with the geometric tools and formulations, and with the notation, can skip the first two Chapters and start with the main contributions of the thesis, in Chapter 3

Chapter 1 is devoted to introduce the main mathematical tools needed to give a geometric description of a physical theory. In particular, the concepts of symplectic, cosymplectic and multisymplectic manifolds are introduced, as well as jet bundles, higher-order tangent bundles and multivector fields. In addition, a purely geometric description of the classical constraint algorithm is given.

The second review, now focused on the background in mathematical physics, is found in Chapter 2, where the geometric formulations of several different theories are reviewed in detail. In particular, we give the geometric Lagrangian and Hamiltonian formalisms of first-order dynamical systems, both in the autonomous and non-autonomous cases; higher-order autonomous systems, first-order Hamilton-Jacobi theory, and first-order field theories. In addition, we also review the Lagrangian-Hamiltonian formalism of first-order dynamical systems (again, both in the autonomous and non-autonomous cases) and first-order field theories.

Main contributions of the thesis begin in Chapter 3, where we give the Lagrangian-Hamiltonian formalism for higher-order autonomous dynamical systems. In addition, we recover both the Lagrangian and Hamiltonian formalisms for higher-order autonomous systems from the unified setting, following the patterns of the original work [141 by R. Skinner and R. Rusk, which is reviewed in the previous Chapter. In this way we prove that our results are consistent with the Lagrangian and Hamiltonian formalisms for higher-order autonomous systems described by M. de León and P.R. Rodrigues in [62], which have been reviewed in the previous Chapter. Finally, two physical models are analyzed to show the application of the formalism: the Pais-Uhlenbeck oscillator and a second-order relativistic particle.

Next, Chapter 4 is devoted to generalize the geometric formulation of the Hamilton-Jacobi theory [23] to higher-order autonomous dynamical systems. More particularly, starting from the Lagrangian and Hamiltonian formalisms for higher-order dynamical systems [62], we generalize the construction in [23] to higher-order autonomous systems described by regular Lagrangian functions. In addition, using the results of Chapter 3 we also establish the unified formulation of the Hamilton-Jacobi problem for these systems, as a first-step to study the case of singular Lagrangian functions in further research. Finally, two regular examples are analyzed to illustrate the features of all the three formulations: the end of a thrown javelin and the shape of a homogeneous deformed elastic cylindrical beam with fixed ends.

In Chapter 5 we combine the geometric Lagrangian-Hamiltonian unified formalism for higher-order non-autonomous systems [7] with the geometric formulations for higher-order autonomous systems in 62] and Chapter 3 to state the Lagrangian-Hamiltonian formalism for higher-order non-autonomous systems. From this unified setting, and following the patterns in Chapter 3, we derive a complete description of both the Lagrangian and Hamiltonian formalisms for these systems. In addition, two physical models
are studied using our formulations: the shape of a non-homogeneous deformed elastic cylindrical beam with fixed ends and a second-order relativistic particle subjected to a time dependent potential.

Finally, Chapter 6 focuses on giving an unambiguous geometric formulation of second-order field theories using a similar approach as in Chapter 5 we first state the Lagrangian-Hamiltonian unified formalism for these theories, and then we derive both the Lagrangian and Hamiltonian formalisms from the unified setting. This formulation removes all the usual ambiguities of a second-order field theory introducing a relation of symmetry among the highest-order multimomentum coordinates. As a consequence of this, a unique Legendre map is obtained from the constraint algorithm and, therefore, a unique Poincaré-Cartan is obtained to state the Lagrangian formalism for second-order field theories. In addition, some comments on the general higher-order case are given. Finally, two physical models are studied with these formulations: the bending of a clamped plate under a uniform load and the classic Korteweg-de Vries equation.

Observe that, except for Chapter 4, where only the regular case is analyzed, there is a regular and a singular example in every Chapter.

All the manifolds are connected, second countable and $C^{\infty}$. The maps and the structures are assumed to be $C^{\infty}$. Summation over crossed repeated indexes is understood, although on some occasions the symbol of summation is written explicitly in order to avoid confusion.

## Chapter 1

## Mathematical background

In this first Chapter we review the main mathematical tools used along this dissertation: definitions, main results and, in some cases, fundamental examples that will be used further. This Chapter will also be useful to fix the common notation along different Chapters. Since this is a review Chapter, no proofs are given: several references containing proofs and details are included at the beginning of each Section. Note that only the results used in further Chapters are given, and therefore this Chapter should not be considered as a thorough introduction to any of the topics given.

The structure of this Chapter is the following: Section 1.1 introduces the concept of symplectic forms, that is, nondegenerate closed 2 -forms on a manifold, as well as consequences of having such a form on a manifold, and several geometric structures derived from it. Sections 1.2 and 1.3 introduce generalizations of the concept of symplectic form to odd-dimensional manifolds and forms of degree greater than 2, respectively. Sections 1.4 and 1.5 generalize the tangent bundle of a manifold to consider derivatives of higher-order and with respect to more than one independent variable. In Section 1.6 we introduce the concept of multivector fields as skew-symmetric contravariant tensors of arbitrary degree on a manifold, in an analogous way to differential forms of higher degree. Finally, Section 1.7 is devoted to study the problem of solving a geometric equation of the type $i(X) \omega=\alpha$, when the form $\omega$ is degenerate.

### 1.1 Symplectic geometry

In this first section we introduce the basic concepts on symplectic manifolds. Many references introduce the foundations on symplectic manifolds. For details and proofs, see, for example, 1, 16, 104, 151, 152, (among others).

Throughout this Section, $M$ will denote a finite-dimensional smooth manifold.

### 1.1.1 Symplectic forms. Darboux's Theorem. Symplectomorphisms

Definition 1.1. $A$ symplectic form in $M$ is a closed 2 -form $\omega \in \Omega^{2}(M)$ which is nondegenerate, that is, for every $p \in M, i\left(X_{p}\right) \omega_{p}=0$ if, and only if, $X_{p}=0$. If $\omega$ is closed and degenerate, it is called a presymplectic form. A symplectic manifold (resp., a presymplectic manifold) is a couple ( $M, \omega$ ), where $M$ is a smooth manifold and $\omega$ is a symplectic form (resp., a presymplectic form).

Remark. If $(M, \omega)$ is a symplectic manifold, then the nondegeneracy of $\omega$ implies that $M$ has even dimension, that is, $\operatorname{dim} M=2 n$.

The fundamental result in symplectic geometry is Darboux's Theorem, which gives a local model for every symplectic manifold.

Theorem 1.1 (Darboux). Let $(M, \omega)$ be a $2 n$-dimensional symplectic manifold. Then for every $p \in M$ there exists a local chart $\left(U ;\left(x^{i}, y_{i}\right)\right)$ on $p$, with $1 \leqslant i \leqslant n$, such that the coordinate expression of $\omega$ in this local chart is

$$
\left.\omega\right|_{U}=\mathrm{d} x^{i} \wedge \mathrm{~d} y_{i}
$$

Such a local chart is called Darboux, symplectic or canonical chart, and its coordinates are called Darboux, symplectic or canonical coordinates.

Remark. There is a similar result for presymplectic manifolds. Indeed, if $(M, \omega)$ is a $(2 n+k)$-dimensional presymplectic manifold and $\operatorname{rank}(\omega)=2 n$, then for every $p \in M$ there exists a local chart $\left(U ;\left(x^{i}, y_{i}, z^{j}\right)\right)$ on $p$, with $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant k$, such that the coordinate expression of $\omega$ in this local chart is

$$
\left.\omega\right|_{U}=\mathrm{d} x^{i} \wedge \mathrm{~d} y_{i}
$$

Finally, we define morphisms between symplectic manifolds.
Definition 1.2. Let $\left(M_{1}, \omega_{1}\right)$ and $\left(M_{2}, \omega_{2}\right)$ be two symplectic manifolds. A symplectic map is a smooth map $\Phi: M_{1} \rightarrow M_{2}$ such that $\Phi^{*} \omega_{2}=\omega_{1}$. If, in addition, $\Phi$ is a diffeomorphism then it is called a symplectomorphism.
Example 1.1 (The cotangent bundle). Let $Q$ be a $n$-dimensional smooth manifold, and consider its cotangent bundle $\mathrm{T}^{*} Q$. We define a 1 -form $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$ by

$$
\theta_{\alpha}\left(X_{\alpha}\right)=\alpha\left(\left(\mathrm{T}_{\alpha} \pi_{Q}\right)\left(X_{\alpha}\right)\right)
$$

where $X_{\alpha} \in \mathrm{T}_{\alpha}\left(\mathrm{T}^{*} Q\right)$ and $\alpha \in \mathrm{T}^{*} Q$. This 1-form is called the Liouville 1-form, or also canonical or tautological 1-form in $\mathrm{T}^{*} Q$. We now define on $\mathrm{T}^{*} Q$ the canonical 2-form

$$
\begin{equation*}
\omega=-\mathrm{d} \theta \tag{1.1}
\end{equation*}
$$

which is nondegenerate, and thus symplectic. It is called the Liouville 2-form, or also the canonical symplectic form of the cotangent bundle.

In coordinates, if $\left(q^{A}\right), 1 \leqslant A \leqslant n$ are local coordinates in $Q$, then the induced local coordinates in $\mathrm{T}^{*} Q$ are $\left(q^{A}, p_{A}\right)$. Then the local expression of the tautological form is

$$
\begin{equation*}
\theta=p_{A} \mathrm{~d} q^{A} \tag{1.2}
\end{equation*}
$$

from where the coordinate expression of the canonical symplectic form of $\mathrm{T}^{*} Q$ is

$$
\begin{equation*}
\omega=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A} \tag{1.3}
\end{equation*}
$$

Observe that the natural coordinates of the cotangent bundle coincide with the Darboux coordinates.
Remark. Notice that, from Darboux's Theorem, every symplectic manifold is locally symplectomorphic to a cotangent bundle.

### 1.1.2 Canonical isomorphism. Hamiltonian vector fields

Given a 2-form $\omega \in \Omega^{2}(M)$, we can define a linear bundle morphism between the tangent and cotangent bundles of $M$ as follows

$$
\begin{aligned}
\omega^{\mathrm{b}}: \mathrm{T} M & \longrightarrow \mathrm{~T}^{*} M \\
\left(p, v_{p}\right) & \longmapsto\left(p, i\left(v_{p}\right) \omega_{p}\right)
\end{aligned}
$$

This bundle morphism is extended to the modules of vector fields and 1-forms in a natural way, obtaining the following morphism of $C^{\infty}(M)$-modules (which, in an abuse of notation, we also denote by $\omega^{b}$ )

$$
\begin{aligned}
\omega^{b}: \mathfrak{X}(M) & \longrightarrow \Omega^{1}(M) \\
X & \longmapsto i(X) \omega
\end{aligned} .
$$

Now, given a $2 n$-dimensional smooth manifold and a closed form $\omega \in \Omega^{2}(M)$, it is clear that $\omega$ is nondegenerate (that is, symplectic) if, and only if, the map $\omega^{b}$ is an isomorphism.

Remark. If $M$ has infinite dimension, then the map $\omega^{b}$ can be injective but not bijective. In this case, it is said that $\omega$ is weakly nondegenerate (resp., strong nondegenerate) if, and only if, $\omega^{b}$ is injective (resp., bijective), and therefore we have weak and strong symplectic forms.
Definition 1.3. If $(M, \omega)$ is a symplectic manifold, the map $\omega^{b}: \mathfrak{X}(M) \rightarrow \Omega^{1}(M)$ defined above is the canonical isomorphism, or also musical or flat isomorphism. Its inverse is denoted $\omega^{\sharp}: \Omega^{1}(M) \rightarrow \mathfrak{X}(M)$, and is called sharp isomorphism.

Now, given a symplectic manifold $(M, \omega)$, every function $f \in C^{\infty}(M)$ has a unique vector field $X_{f} \in \mathfrak{X}(M)$ associated to it using the map $\omega^{\sharp} \circ \mathrm{d}: C^{\infty}(M) \rightarrow \mathfrak{X}(M)$, that is, $X_{f}$ is defined explicitly by $X_{f}=\omega^{\sharp}(\mathrm{d} f)$, or implicitly as the solution to the equation

$$
\begin{equation*}
i\left(X_{f}\right) \omega=\mathrm{d} f \tag{1.4}
\end{equation*}
$$

Remark. Notice that the map $\omega^{\sharp} \circ \mathrm{d}$ is not injective neither surjective. It is clear that it is not injective since two functions differing in a constant have the same exterior derivative, and therefore the same associated vector field. On the other hand, it is not surjective since, even if the sharp isomorphism gives a one-to-one correspondence between 1 -forms and vector fields, the 1-form obtained may not be exact (in general, not even closed).

As a consequence of this remark, we can give the following definition.
Definition 1.4. Let $(M, \omega)$ be a symplectic manifold. A vector field $X \in \mathfrak{X}(M)$ is a (global) Hamiltonian vector field if the 1 -form $i(X) \omega$ is exact. In this case, the function $f \in C^{\infty}(M)$ satisfying $i(X) \omega=\mathrm{d} f$ is the (global) Hamiltonian function of the vector field $X$.

Remark. Usually, the function $f \in C^{\infty}(M)$ is given, and we must look for the vector field $X_{f} \in \mathfrak{X}(M)$ solution to (1.4). In this cases, we refer to $X_{f}$ as the "Hamiltonian vector field associated to $f$ ".
Remark. There is a less restrictive definition of Hamiltonian vector fields, which comes from lessening the condition of $i(X) \omega$ being an exact 1-form to just a closed 1-form. These vector fields are called local Hamiltonian vector fields, and the local function $f$ satisfying locally (1.4, which exists due to Poincarés Lemma, is the local Hamiltonian function.

In coordinates, let $\left(U ;\left(x^{i}, y_{i}\right)\right), 1 \leqslant i \leqslant n$, be a symplectic chart on $M$. In these coordinates, a generic vector field and the exterior derivative of any function are given by

$$
X=A^{i} \frac{\partial}{\partial x^{i}}+B_{i} \frac{\partial}{\partial y_{i}} \quad ; \quad \mathrm{d} f=\frac{\partial f}{\partial x^{i}} \mathrm{~d} x^{i}+\frac{\partial f}{\partial y_{i}} \mathrm{~d} y_{i}
$$

Then, the vector field $X$ is a Hamiltonian vector field for $f$ if the following system of $2 n$ equations holds

$$
A^{i}=\frac{\partial f}{\partial y_{i}} \quad ; \quad B_{i}=-\frac{\partial f}{\partial x^{i}}
$$

that is, if $X$ is given by

$$
\begin{equation*}
X=\frac{\partial f}{\partial y_{i}} \frac{\partial}{\partial x^{i}}-\frac{\partial f}{\partial x^{i}} \frac{\partial}{\partial y_{i}} \tag{1.5}
\end{equation*}
$$

Finally, if $\gamma(t)=\left(x^{i}(t), y_{i}(t)\right)$ is an integral curve of $X$, then its component functions must satisfy the following system of $2 n$ ordinary differential equations

$$
\dot{x}^{i}=\frac{\partial f}{\partial y_{i}} \circ \gamma \quad ; \quad \dot{y}_{i}=-\frac{\partial f}{\partial x^{i}} \circ \gamma
$$

which are called Hamilton equations of the Hamiltonian vector field.
Remark. Observe that if $\gamma: \mathbb{R} \rightarrow M$ is an integral curve of a Hamiltonian vector field $X_{f}$ associated to a function $f$, that is, we have $\dot{\gamma}=X_{f} \circ \gamma$, then the curve $\gamma$ must satisfy the following geometric equation

$$
i(\dot{\gamma})(\omega \circ \gamma)=\mathrm{d}(f \circ \gamma)
$$

which is the analogous to equation $\sqrt{1.4}$ for curves.

### 1.1.3 Isotropic, coisotropic and Lagrangian submanifolds

The existence of a nondegenerate 2-form on symplectic manifolds enables us to define some particular submanifolds since, in some sense, the symplectic form may be seen as a skew-symmetric "inner product" on the tangent bundle of the manifold, in an analogous way to the case of a metric tensor. This allows us to give the following definition.

Definition 1.5. Let $(M, \omega)$ be a symplectic manifold, and $F \subseteq T M$ a vector subbundle. The $\omega$-orthogonal of $F$, or symplectic orthogonal, is the subbundle $F^{\perp} \subseteq \mathrm{TM}$ defined as

$$
F^{\perp}=\left\{\left(p, u_{p}\right) \in \mathrm{T} M \mid \omega_{p}\left(u_{p}, v_{p}\right)=0 \text { for every }\left(p, v_{p}\right) \in F\right\}
$$

Once the symplectic orthogonal of a subbundle is defined, we can "classify" the subbundles of TM in three classes, depending whether they contain their symplectic orthogonal, they are contained in it, or they are exactly the same subbundle.

Definition 1.6. Let $(M, \omega)$ be a symplectic manifold, and $F \subseteq \mathrm{TM}$ a vector subbundle of TM .

1. $F$ is an isotropic subbundle if $F \subseteq F^{\perp}$, that is, $\omega_{p}\left(u_{p}, v_{p}\right)=0$ for all $\left(p, u_{p}\right),\left(p, v_{p}\right) \in F$.
2. $F$ is a coisotropic subbundle if $F \supseteq F^{\perp}$, that is, $\omega_{p}\left(u_{p}, v_{p}\right)=0$ for every $\left(p, v_{p}\right) \in F$ implies $\left(p, u_{p}\right) \in F$.
3. $F$ is a Lagrangian subbundle if $F=F^{\perp}$, that is, if $F$ is both an isotropic and coisotropic subbundle.

Finally, the definition of isotropic, coisotropic and Lagrangian subbundles is generalized to immersed submanifolds as follows.

Definition 1.7. Let $(M, \omega)$ be a symplectic manifold, and $N \hookrightarrow M$ a submanifold with canonical embedding $i: N \hookrightarrow M$. Let us consider the subbundle $\mathrm{T} i(\mathrm{~T} N) \subseteq \mathrm{T} M$.

1. $N$ is an isotropic immersed submanifold if $\mathrm{Ti}(\mathrm{T} N)$ is an isotropic subbundle.
2. $N$ is a coisotropic immersed submanifold if $\mathrm{Ti}(\mathrm{TN})$ is a coisotropic subbundle.
3. $N$ is a Lagrangian immersed submanifold if $\mathrm{T}(\mathrm{T} N)$ is a Lagrangian subbundle.

Remark. In the following, we will call an isotropic (resp., coisotropic, Lagrangian) immersed submanifold simply as an isotropic (resp., coisotropic, Lagrangian) submanifold.

Remark. If the 2 -form $\omega$ is presymplectic (that is, closed and degenerate), we are still able to define the (pre)symplectic orthogonal with respect to $\omega$, exactly in the same way, and the notions of isotropic, coisotropic and Lagrangian submanifolds are defined analogously. See [86] for details.

Finally, some characterizations of both isotropic and Lagrangian submanifolds are the following.
Lemma 1.2. A submanifold $i: N \hookrightarrow M$ is isotropic if, and only if, $i^{*} \omega=0$.
Proposition 1.3. Let $(M, \omega)$ be a symplectic manifold, and $N \hookrightarrow M$ an embedded submanifold. Then, the following assertions are equivalent:

1. $N$ is a Lagrangian submanifold of $(M, \omega)$.
2. $N$ is an isotropic submanifold with $\operatorname{dim} N=\frac{1}{2} \operatorname{dim} M$.
3. $N$ is an isotropic submanifold and TN admits an isotropic complement, that is, there exists an isotropic subbundle $\left.E \subseteq \mathrm{~T} M\right|_{N}$ such that $\left.\mathrm{T} M\right|_{N}=\mathrm{T} N \oplus E$.

Example 1.2 (The graph of a closed 1-form). Let $Q$ be a $n$-dimensional smooth manifold, and let us consider the cotangent bundle of $Q$, endowed with the canonical symplectic form $\omega \in \Omega^{2}\left(\mathrm{~T}^{*} Q\right)$, as we have seen in Example 1.1. Let $\alpha \in \Omega^{1}(Q)$ be a 1-form on $Q$. Then, the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ is a Lagrangian submanifold of $\left(\mathrm{T}^{*} Q, \omega\right)$ if, and only if, $\alpha$ is closed.

In order to prove this, first observe that the canonical embedding $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ may be identified with the 1 -form $\alpha$ itself. Then, from the definition of the Liouville 1-form $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$, we have $\alpha^{*} \theta=\alpha$, and therefore

$$
\alpha^{*} \omega=\alpha^{*}(-\mathrm{d} \theta)=-\mathrm{d} \alpha^{*} \theta=-\mathrm{d} \alpha
$$

which proves that $\operatorname{Im}(\alpha)$ is an isotropic submanifold of $\mathrm{T}^{*} Q$ if, and only if, $\alpha$ is closed. However, since $\operatorname{dim} \operatorname{Im}(\alpha)=n=\frac{1}{2} \operatorname{dim} \mathrm{~T}^{*} Q$, this is equivalent to $\operatorname{Im}(\alpha)$ being a Lagrangian submanifold of $\mathrm{T}^{*} Q$.

### 1.1.4 Poisson bracket

In a symplectic manifold, the symplectic form induces in a natural way some well-known operations in analytical mechanics.

Definition 1.8. Let $(M, \omega)$ be a symplectic manifold. The Poisson bracket (induced by $\omega$ ) of two functions $f, g \in C^{\infty}(M)$ is the bilinear map defined as

$$
\begin{align*}
\{\cdot, \cdot\}: C^{\infty}(M) \times C^{\infty}(M) & \longrightarrow C^{\infty}(M)  \tag{1.6}\\
(f, g) & \longmapsto\{f, g\}
\end{align*}
$$

where $\{f, g\}=\omega\left(X_{f}, X_{g}\right)=i\left(X_{g}\right) i\left(X_{f}\right) \omega$, and $X_{f}, X_{g} \in \mathfrak{X}(M)$ are the Hamiltonian vector fields associated to $f$ and $g$, respectively.

The Poisson bracket satisfies the following properties:

1. Skew-symmetric: $\{f, g\}=-\{g, f\}$.
2. Jacobi identity: $\{f,\{g, h\}\}+\{g,\{h, f\}\}+\{h,\{f, g\}\}=0$.
3. $\{f, g\}=\mathrm{L}\left(X_{g}\right) f=-\mathrm{L}\left(X_{f}\right) g$.
4. $X_{\{f, g\}}=\left[X_{g}, X_{f}\right]$, where $[\cdot, \cdot]: \mathfrak{X}(M) \times \mathfrak{X}(M) \rightarrow \mathfrak{X}(M)$ is the usual Lie bracket of vector fields.

## Remarks.

- From properties 1 and 2 we conclude that $\left(C^{\infty}(M),\{\cdot, \cdot\}\right)$ is a Lie algebra. On the other hand, from the fourth property there exists an antihomomorphism of Lie algebras between $(\mathfrak{X}(M),[\cdot, \cdot])$ and $\left(C^{\infty}(M),\{\cdot, \cdot\}\right)$.
- The Poisson bracket can be extended to the set of differential 1-forms using the canonical isomorphisms. In particular, the Poisson bracket of 1-forms is the bilinear map

$$
\begin{align*}
\{\cdot, \cdot\}: \Omega^{1}(M) \times \Omega^{1}(M) & \longrightarrow \Omega^{1}(M) \\
(\alpha, \beta) & \longmapsto\{\alpha, \beta\}
\end{align*}
$$

defined by $\{\alpha, \beta\}=\omega^{b}\left(\left[\omega^{\sharp}(\alpha), \omega^{\sharp}(\beta)\right]\right)$.
In coordinates, let $\left(U ;\left(x^{i}, y_{i}\right)\right), 1 \leqslant i \leqslant n$, be a symplectic chart on $M$. Bearing in mind the local expression on a Darboux chart (1.5) of the Hamiltonian vector field associated to a function $f$, we have that the local expression of the Poisson bracket of two functions $f$ and $g$ is

$$
\begin{equation*}
\{f, g\}=\frac{\partial f}{\partial x^{i}} \frac{\partial g}{\partial y_{i}}-\frac{\partial f}{\partial y_{i}} \frac{\partial g}{\partial x^{i}} \tag{1.7}
\end{equation*}
$$

### 1.2 Cosymplectic geometry

Cosymplectic geometry is the natural extension of symplectic geometry to odd-dimensional manifolds. For details and proofs, see, for example, [21, 26, 65, 146].

Through this Section, $M$ will denote an odd-dimensional smooth manifold, that is, $\operatorname{dim} M=2 n+1$.

### 1.2.1 Cosymplectic structures. Darboux's Theorem

Definition 1.9. A cosymplectic structure on an odd-dimensional smooth manifold $M$ is a pair $(\omega, \eta)$, where $\omega \in \Omega^{2}(M)$ and $\eta \in \Omega^{1}(M)$ are both closed forms, such that the exterior product $\left(\Lambda^{n} \omega\right) \wedge \eta \equiv \omega^{n} \wedge \eta$ is a volume form on $M$. If this last condition fails, then $(\omega, \eta)$ is a precosymplectic structure. A (pre)cosymplectic manifold is an odd-dimensional smooth manifold endowed with a (pre)cosymplectic structure, that is, a triple $(M, \omega, \eta)$ where $\operatorname{dim} M=2 n+1$ and $(\omega, \eta)$ is a (pre)cosymplectic structure.

As in the symplectic geometry, a fundamental result in cosymplectic geometry is an analogous to Darboux's Theorem, which is also called "Darboux's Theorem", and that gives a local model for every cosymplectic manifold.

Theorem 1.4 (Darboux). Let $(M, \omega, \eta)$ be a $(2 n+1)$-dimensional cosymplectic manifold. Then for every $p \in M$ there exists a local chart $\left(U ;\left(t, x^{i}, y_{i}\right)\right)$ on $p$, with $1 \leqslant i \leqslant n$, such that the coordinate expressions of $\omega$ and $\eta$ in this local chart are

$$
\omega=\mathrm{d} x^{i} \wedge \mathrm{~d} y_{i} \quad ; \quad \eta=\mathrm{d} t
$$

Such a local chart is called a Darboux, canonical or cosymplectic chart, and its coordinates are called Darboux, canonical or cosymplectic coordinates.

Example 1.3. Let $Q$ be a $n$-dimensional smooth manifold, and let us consider its cotangent bundle $\mathrm{T}^{*} Q$. As we have seen in the example in Section 1.1, the cotangent bundle is endowed with a canonical symplectic form $\omega \in \Omega^{2}\left(\mathrm{~T}^{*} Q\right)$. Now let us consider the product of the real line with the cotangent bundle of $Q$, that is, $\mathbb{R} \times \mathrm{T}^{*} Q$. This manifold is endowed with a canonical projection over each factor, namely $\operatorname{pr}_{1}: \mathbb{R} \times \mathrm{T}^{*} Q \rightarrow \mathbb{R}$ and $\mathrm{pr}_{2}: \mathbb{R} \times \mathrm{T}^{*} Q \rightarrow \mathrm{~T}^{*} Q$. Since $\mathbb{R}$ is an oriented manifold, let $\eta \in \Omega^{1}(\mathbb{R})$ be the canonical volume form. Then, the pair $\left(\operatorname{pr}_{2}^{*} \omega, \operatorname{pr}_{1}^{*} \eta\right)$ is a cosymplectic structure on $\mathbb{R} \times \mathrm{T}^{*} Q$.

In coordinates, let $(t)$ be the global coordinate on $\mathbb{R}$ such that $\eta=\mathrm{d} t$ and $\left(q^{A}, p_{A}\right)$ the induced local coordinates on $\mathrm{T}^{*} Q$. Then, the induced coordinates in $\mathbb{R} \times \mathrm{T}^{*} Q$ adapted to the bundle structure are $\left(t, q^{A}, p_{A}\right)$, and they coincide with the Darboux coordinates of the cosymplectic manifold, since the forms $\operatorname{pr}_{2}^{*} \omega$ and $\operatorname{pr}_{1}^{*} \eta$ have the following coordinate expression

$$
\operatorname{pr}_{2}^{*} \omega=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A} \quad ; \quad \operatorname{pr}_{1}^{*} \eta=\mathrm{d} t
$$

### 1.2.2 Canonical isomorphism. Reeb vector fields

As in the case of symplectic geometry, given a 2 -form and a 1 -form on a manifold $M$, we can define a linear bundle morphism between the tangent and cotangent bundles of $M$ as follows

$$
\begin{aligned}
b: \mathrm{T} M & \longrightarrow \mathrm{~T}^{*} M \\
\left(p, v_{p}\right) & \longmapsto\left(p, i\left(v_{p}\right) \omega_{p}+\left\langle\eta_{p}, v_{p}\right\rangle \eta_{p}\right)
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle: \mathrm{T}_{p}^{*} M \times \mathrm{T}_{p} M \rightarrow \mathbb{R}$ is the canonical pairing between elements of the vector space $\mathrm{T}_{p} M$ and its dual $\mathrm{T}_{p}^{*} M$. This bundle morphism can be extended to the modules of vector fields and 1-forms in a natural way, obtaining the following morphism of $C^{\infty}(M)$-modules (which, in an abuse of notation, we also denote by $b$ )

$$
\begin{aligned}
b: \mathfrak{X}(M) & \longrightarrow \Omega^{1}(M) \\
X & \longmapsto i(X) \omega+(i(X) \eta) \eta .
\end{aligned}
$$

Now, if $M$ has $\operatorname{dim} M=2 n+1$ and both $\omega$ and $\eta$ are closed forms, then it is clear that the pair $(\omega, \eta)$ is a cosymplectic structure on $M$ if, and only if, the map $b$ is an isomorphism of $C^{\infty}(M)$-modules.

Definition 1.10. If $(M, \omega, \eta)$ is a cosymplectic manifold, the map $b: \mathfrak{X}(M) \rightarrow \Omega^{1}(M)$ defined above is the canonical isomorphism, or also musical or flat isomorphism. Its inverse is denoted $\sharp: \Omega^{1}(M) \rightarrow \mathfrak{X}(M)$ and is called sharp isomorphism.

Remark. Even if we denote them differently, we named this canonical isomorphism in the same way as we did for symplectic manifolds. In most cases, it will be clear to which isomorphism we refer to, but we will clarify it to avoid confusion in subsequent Chapters.

Since $b$ is an isomorphism between the modules of vector fields and 1-forms in the cosymplectic manifold $(M, \omega, \eta)$, we can take the pre-image of any 1-form in $M$ to obtain a unique vector field. In particular, we can take the pre-image of the closed 1-form $\eta$. The unique vector field $R \in \mathfrak{X}(M)$ satisfying $R=b^{-1}(\eta)=\sharp(\eta)$ is called the Reeb vector field of the cosymplectic manifold $(M, \omega, \eta)$. Note that the Reeb vector field is characterized by the equations

$$
\begin{equation*}
i(R) \omega=0 \quad ; \quad i(R) \eta=1 \tag{1.8}
\end{equation*}
$$

In coordinates, let $\left(U ;\left(t, x^{i}, y_{i}\right)\right), 1 \leqslant i \leqslant n$, be a cosymplectic chart on $(M, \omega, \eta)$. In these coordinates, a generic vector field is given by

$$
X=C \frac{\partial}{\partial t}+A^{i} \frac{\partial}{\partial x^{i}}+B_{i} \frac{\partial}{\partial y_{i}} .
$$

Then, the vector field $X$ is the Reeb vector field of the cosymplectic manifold $(M, \omega, \eta)$ if the following system of $2 n+1$ equations holds

$$
A^{i}=0 \quad ; \quad B_{i}=0 \quad ; \quad C=1
$$

that is, if $X$ is given by

$$
X=\frac{\partial}{\partial t} .
$$

Finally, if $\gamma(s)=\left(t(s), x^{i}(s), y_{i}(s)\right)$ is an integral curve of $X$, then its component functions must satisfy the following system of $2 n+1$ ordinary differential equations

$$
\dot{x}^{i}=0 \quad ; \quad \dot{y}_{i}=0 \quad ; \quad \dot{t}=1
$$

Remark. From a physical point of view, if we consider the coordinate $t$ on a cosymplectic manifold as the "time" of a time-dependent dynamical system, then the Reeb vector field is the vector field that fixes the progression of time to its "standard" value, that is, the Reeb vector field fixes the gauge among all the reparametrizations of the time coordinate on a time-dependent dynamical system.

### 1.3 Multisymplectic geometry

Multisymplectic forms are a natural generalization of the concept of symplectic forms to forms of degree greater than 2. That is, while a symplectic form is a closed 2-form which is nondegenerate, a multisymplectic form will be a closed $k$-form which is "nondegenerate" in some sense. For details and proofs, we refer to [19, 20, 69]

Along this section, $M$ will denote a smooth manifold with $\operatorname{dim} M=m$.
Definition 1.11. A multisymplectic $k$-form in $M$ is a closed $k$-form $\omega \in \Omega^{k}(M)$ which, in addition, is 1-nondegenerate, that is, for every $p \in M, i\left(X_{p}\right) \omega_{p}=0$ if, and only if, $X_{p}=0$. If $\omega$ is closed and 1-degenerate, it is called a premultisymplectic $k$-form. A manifold endowed with a multisymplectic $k$-form (resp., a premultisymplectic $k$-form) is called a multisymplectic manifold of order $k$ (resp., a premultisymplectic manifold of order $k$ ).

Observe that a necessary condition for a $k$-form to be 1 -nondegenerate is $1<k \leqslant \operatorname{dim} M$. The nondegeneracy condition is sometimes written in terms of the analog of the canonical isomorphism for symplectic manifolds given in Section 1.1.2. In particular, given a $k$-form $\omega \in \Omega^{k}(M)$ we define the following morphism of $C^{\infty}(M)$-modules

$$
\begin{aligned}
\omega^{b}: \mathfrak{X}(M) & \longrightarrow \Omega^{k-1}(M) \\
X & \longmapsto i(X) \omega
\end{aligned} .
$$

Then, a closed $k$-form $\omega \in \Omega^{k}(M)$ is 1-nondegenerate (that is, multisymplectic), and only if, the morphism $\omega^{b}$ defined above is injective.
Remark. Multisymplectic 2-forms are just symplectic forms, as defined in Section 1.1.1.
Example 1.4 (The multicotangent bundle). Let $Q$ be a $n$-dimensional smooth manifold, and let us consider the bundle of $k$-forms on $Q$, which is $\Lambda^{k}\left(\mathrm{~T}^{*} Q\right)$, that is, the $k$ th exterior power of the cotangent bundle of $Q$. This bundle is called the multicotangent bundle of order $k$ of $Q$, and is sometimes denoted by $\Lambda^{k}(Q)$, for short. Following the patterns in Example 1.1. we define a $k$-form $\theta \in \Omega^{k}\left(\Lambda^{k}\left(T^{*} Q\right)\right)$ by

$$
\theta_{\alpha}\left(X_{1}(\alpha), \ldots, X_{k}(\alpha)\right)=\alpha\left(\left(\mathrm{T}_{\alpha} \pi_{Q}^{k}\right)\left(X_{1}(\alpha)\right), \ldots,\left(\mathrm{T}_{\alpha} \pi_{Q}^{k}\right)\left(X_{k}(\alpha)\right)\right)
$$

where $X_{i}(\alpha) \in \mathrm{T}_{\alpha}\left(\Lambda^{k}\left(\mathrm{~T}^{*} Q\right)\right), 1 \leqslant i \leqslant k$, and $\alpha \in \Lambda^{k}\left(\mathrm{~T}^{*} Q\right)$. This $k$-form is called the tautological $k$-form of $\Lambda^{k}\left(\mathrm{~T}^{*} Q\right)$. Then, taking its exterior derivative, we define the following $(k+1)$-form on $\Lambda^{k}\left(\mathrm{~T}^{*} Q\right)$

$$
\omega=-\mathrm{d} \theta
$$

which, as we will see in the coordinate expression, is 1-nondegenerate, and thus multisymplectic. This $(k+1)$-form is called the canonical multisymplectic form on $\Lambda^{k}\left(\mathrm{~T}^{*} Q\right)$.

In coordinates, if $\left(q^{i}\right), 1 \leqslant i \leqslant n$, are local coordinates in $Q$, then the induced natural coordinates on $\Lambda^{k} \mathrm{~T}^{*} Q$ are $\left(q^{i}, p_{i_{1} \ldots i_{k}}\right), 1 \leqslant i_{1}<\ldots<i_{k} \leqslant n$. In these coordinates, the local expression of the tautological $k$-form $\theta$ is

$$
\theta=\sum_{1 \leqslant i_{1}<\ldots<i_{k} \leqslant n} p_{i_{1} \ldots i_{k}} \mathrm{~d} q^{i_{1}} \wedge \ldots \wedge \mathrm{~d} q^{i_{k}},
$$

from where the coordinate expression of the canonical multisymplectic form of $\Lambda^{k} \mathrm{~T}^{*} Q$ is

$$
\begin{equation*}
\omega=\sum_{1 \leqslant i_{1}<\ldots<i_{k} \leqslant n}-\mathrm{d} p_{i_{1} \ldots i_{k}} \wedge \mathrm{~d} q^{i_{1}} \wedge \ldots \wedge \mathrm{~d} q^{i_{k}} \tag{1.9}
\end{equation*}
$$

Example 1.5. Let $\pi: E \rightarrow M$ be a fiber bundle. Let us consider the bundle of $k$-forms on $E$ which are annihilated by the action of $r \pi$-vertical vector fields, that is

$$
\Lambda_{r}^{k}\left(\mathrm{~T}^{*} E\right) \equiv \Lambda_{r}^{k} E=\left\{\alpha \in \Lambda^{k}\left(\mathrm{~T}^{*} E\right) \mid i\left(V_{r}\right) \ldots i\left(V_{1}\right) \alpha=0, \forall V_{1}, \ldots, V_{r} \in \mathfrak{X}^{V(\pi)}(E)\right\}
$$

Then, the restriction of the canonical multisymplectic $(k+1)$-form of the multicotangent bundle $\Lambda^{k}\left(\mathrm{~T}^{*} E\right)$ to this subbundle $\Lambda_{r}^{k}\left(\mathrm{~T}^{*} E\right)$ is also a multisymplectic $(k+1)$-form. Note that, if $M=E$, then we recover the whole $\Lambda^{k}\left(\mathrm{~T}^{*} E\right)$.

### 1.4 Geometry of higher-order jet bundles

In this Section we generalize the definition of the tangent bundle of a manifold to consider derivatives with respect to several independent variables $x^{1}, \ldots, x^{m}$, instead of derivatives with respect to a single variable $t$, that is, "partial derivatives". The case of derivatives of higher-order is also introduced.

Along this Section, $M$ will denote a $m$-dimensional smooth manifold with no additional structure, $\pi: E \rightarrow M($ or $(E, \pi, M))$ will denote a smooth fiber bundle over $M$ with $\operatorname{dim} E=m+n$, and $\Gamma(\pi)$ the set of sections of $\pi$, that is, maps $\phi: M \rightarrow E$ satisfying $\pi \circ \phi=\operatorname{Id}_{M}$. Finally, $k \geqslant 1$ will be a fixed, but arbitrary, integer. We refer to 138 for details and proofs.

### 1.4.1 Multi-index notation

(See [13] (Appendix A) and 138] (§6.1) for details).
Given a function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$, it is usual to denote its partial derivatives as

$$
f_{i_{1}, i_{2}, \ldots, i_{k}}=\frac{\partial^{k} f}{\partial x_{i_{1}} \partial x_{i_{2}} \ldots \partial x_{i_{k}}} .
$$

Nevertheless, when smooth functions are considered, their cross derivatives coincide. In particular, the order in which the derivatives are taken is no longer relevant, but only the number of times with respect to each variable.

An alternative notation to denote partial derivatives is defined through "symmetric" multi-indexes. A multi-index $I$ is an $m$-tuple of non-negative integers. The components of $I$ are $I(i)$, with $1 \leqslant i \leqslant$ $m$. Addition and subtraction of multi-indexes are defined component-wise (although the result of a subtraction may not be a multi-index), that is, $(I \pm J)(i)=I(i) \pm J(i)$. Given a fixed $1 \leqslant k \leqslant m$, the symbol " $1_{k}$ " denotes the multi-index defined as $I(i)=\delta_{i}^{k}, 1 \leqslant j \leqslant m$, that is, all of its components are zero but the $k$ th, which takes the value 1 . The length and the factorial of a multi-index $I$ is

$$
|I|=\sum_{i=1}^{m} I(i) \quad ; \quad I!=\prod_{i=1}^{m}(I(i))!
$$

With these notations, the symbol $\partial^{|I|} / \partial x^{I}$ is defined as

$$
\frac{\partial^{|I|}}{\partial x^{I}}=\prod_{i=1}^{m}\left(\frac{\partial}{\partial x_{i}}\right)^{I(i)}
$$

where we adopt the convention that if $|I|=0$, then we have the identity operator.
As an example, let $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a smooth function. Then, the partial derivatives of $f$ with the multi-index notation are denoted by

$$
f_{I}=\frac{\partial^{|I|} f}{\partial x^{I}}=\frac{\partial^{I(1)+I(2)+\ldots+I(m)} f}{\partial x_{1}^{I(1)} \partial x_{2}^{I(2)} \ldots \partial x_{m}^{I(m)}}
$$

Then, first-order derivatives are denoted by

$$
f_{(1,0,0)} ; f_{(0,1,0)} ; f_{(0,0,1)}
$$

second-order derivatives are

$$
f_{(2,0,0)} ; f_{(0,2,0)} ; f_{(0,0,2)} ; f_{(1,1,0)} ; f_{(1,0,1)} ; f_{(0,1,1)},
$$

and so on.
Along this dissertation we will usually mix both notations. In particular, first-order partial derivatives of a smooth function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ will still be denoted by $f_{i}, 1 \leqslant i \leqslant m$, and multi-index notation will be kept for partial derivatives of order greater than 1.

Finally, sum over repeated multi-indexes will be understood, and expressions of the type "for every $|I|=k$ " and " $\sum_{|I|=k}$ " mean that the expression or the sum is taken for every multi-index of length $k$. The same applies for inequalities.

### 1.4.2 Definition and fiber bundle structures. Natural coordinates

Let $x \in M$ be a point, and $\Gamma_{x}(\pi)$ the set of sections of $\pi$ defined in a neighborhood of $x$. The first we need is to define an equivalence relation in the set $\Gamma_{x}(\pi)$, which will be introduced in coordinates. Thus,
let $\left(x^{i}\right), 1 \leqslant i \leqslant m$, be a system of coordinates in $M$, and $\left(x^{i}, u^{\alpha}\right), 1 \leqslant \alpha \leqslant n$, local coordinates in $E$ adapted to the bundle structure. If $\phi, \psi \in \Gamma_{x}(\pi)$, we denote $\phi^{\alpha}=u^{\alpha} \circ \phi$ and $\psi^{\alpha}=u^{\alpha} \circ \psi$, so that $\phi\left(x^{i}\right)=\left(x^{i}, \phi^{\alpha}\left(x^{i}\right)\right)$ and $\psi\left(x^{i}\right)=\left(x^{i}, \psi^{\alpha}\left(x^{i}\right)\right)$. With these notations, we have:

Definition 1.12. The local sections $\phi, \psi \in \Gamma_{x}(\pi)$ are $k$-equivalent at $x$ if

1. $\phi(x)=\psi(x)$.
2. In some adapted coordinate system $\left(x^{i}, u^{\alpha}\right)$ around $\phi(x)($ or $\psi(x))$ we have

$$
\left.\frac{\partial^{|I|} \phi^{\alpha}}{\partial x^{I}}\right|_{x}=\left.\frac{\partial^{|I|} \psi^{\alpha}}{\partial x^{I}}\right|_{x}
$$

for $1 \leqslant|I| \leqslant k$ and $1 \leqslant \alpha \leqslant n$.

This relation does not depend on the chosen coordinate system, and then we have a well-defined relation in the set of local sections $\Gamma_{x}(\pi)$.

Lemma 1.5. Let $x \in M$ be a point. The $k$-equivalence relation in the set of local sections $\Gamma_{x}(\pi)$ is independent of the chosen coordinate system.

In particular, the $k$-equivalence relation is a well-defined relation in the whole set $\Gamma_{x}(\pi)$, and it is easy to prove that it is an equivalence relation. The equivalence class containing $\phi$ is called the $k$-jet of $\phi$ at $x$, and is denoted $j_{x}^{k} \phi$.

Definition 1.13. The $k$-jet manifold of $\pi$ is the set

$$
J^{k} \pi=\left\{j_{x}^{k} \phi \mid x \in M, \phi \in \Gamma_{x}(\pi)\right\}
$$

The $k$-jet manifold of $\pi, J^{k} \pi$, has a natural structure of smooth manifold. In addition, it is endowed with the following natural projections: if $r \leqslant k$, then

$$
\begin{aligned}
\pi_{r}^{k}: \begin{array}{rlll}
J^{k} \pi & \longrightarrow J^{r} \pi \\
j_{r}^{k} \phi & \longmapsto j_{r}^{r} \phi
\end{array} \quad ; \quad \begin{aligned}
\pi^{k}: J^{k} \pi & \longrightarrow \\
j_{r}^{k} \phi & \longmapsto \phi(x)
\end{aligned} \quad ; \quad \bar{\pi}^{k}: J^{k} \pi & \longrightarrow \\
j_{r}^{k} \phi & \longmapsto
\end{aligned}
$$

which are called the $r$-jet, target and source projections, respectively, and all of them are smooth surjective submersions. Observe that $\pi_{r}^{s} \circ \pi_{s}^{k}=\pi_{r}^{k}, \pi_{0}^{k}=\pi^{k}$ (where $J^{0} \pi$ is canonically identified with $E$ ), $\pi_{k}^{k}=\operatorname{Id}_{J^{k} \pi}$, and $\bar{\pi}^{k}=\pi \circ \pi^{k}$.

Proposition 1.6. Let $(E, \pi, M)$ be a fibered manifold. Then the triples $\left(J^{k} \pi, \pi_{r}^{k}, J^{r} \pi\right)$ and $\left(J^{k} \pi, \pi^{k}, E\right)$ are fiber bundles, and $\left(J^{k} \pi, \bar{\pi}^{k}, M\right)$ is a fibered manifold. If $(E, \pi, M)$ is a fiber bundle, then the triple $\left(J^{k} \pi, \bar{\pi}^{k}, M\right)$ is also a fiber bundle.

Remark. If $x \in M$, then the fiber $\left(\bar{\pi}^{k}\right)^{-1}(x) \hookrightarrow J^{k} \pi$ will be denoted $J_{x}^{k} \pi$ rather than $\left(J^{k} \pi\right)_{x}$. Observe that $J_{x}^{k} \pi$ is a $m$-codimensional submanifold of $J^{k} \pi$.

In particular, the bundle $\left(J^{k} \pi, \pi_{k-1}^{k}, J^{k-1} \pi\right)$ is canonically endowed with additional structure.
Theorem 1.7. The triple $\left(J^{k} \pi, \pi_{k-1}^{k}, J^{k-1} \pi\right)$ is an affine bundle modeled on the vector bundle

$$
\left(\bar{\pi}^{k-1}\right)^{*}\left(S^{k} \mathrm{~T}^{*} M\right) \otimes_{J^{k-1} \pi}\left(\pi^{k-1}\right)^{*}(V(\pi))
$$

where $S^{k} \mathrm{~T}^{*} M$ is the space of symmetric covariant tensors of order $k$ over $M$ and $V(\pi)$ is the vertical bundle of $\pi$.

Local coordinates in $J^{k} \pi$ are defined as follows: let $\left(x^{i}\right), 1 \leqslant i \leqslant m$, be local coordinates in $M$, and $\left(x^{i}, u^{\alpha}\right), 1 \leqslant \alpha \leqslant n$, a set of local coordinates in $E$ adapted to the bundle structure. Let $\phi \in \Gamma(\pi)$ be a section with coordinate expression $\phi\left(x^{i}\right)=\left(x^{i}, \phi^{\alpha}\left(x^{i}\right)\right)$. Then, local coordinates in $J^{k} \pi$ are $\left(x^{i}, u^{\alpha}, u_{I}^{\alpha}\right)$, where

$$
u^{\alpha}=\phi^{\alpha} \quad ; \quad u_{I}^{\alpha}=\frac{\partial^{|I|} \phi^{\alpha}}{\partial x^{I}}
$$

with $1 \leqslant|I| \leqslant k$. We usually write $u_{\mathbf{0}}^{\alpha}$, with $|\mathbf{0}|=0$, instead of $u^{\alpha}$, and so the coordinates in $J^{k} \pi$ are $\left(x^{i}, u_{I}^{\alpha}\right)$, where now $0 \leqslant|I| \leqslant k$. Observe that the dimension of $J^{k} \pi$ is

$$
\operatorname{dim} J^{k} \pi=m+n\binom{m+k}{k}=m+n \sum_{r=0}^{k}\binom{m+r-1}{r}
$$

Using these coordinates, the local expressions of the natural projections are

$$
\pi_{r}^{k}\left(x^{i}, u_{I}^{\alpha}\right)=\left(x^{i}, u_{J}^{\alpha}\right) \quad ; \quad \pi^{k}\left(x^{i}, u_{I}^{\alpha}\right)=\left(x^{i}, u^{\alpha}\right) \quad ; \quad \bar{\pi}^{k}\left(x^{i}, u_{I}^{\alpha}\right)=\left(x^{i}\right)
$$

where $\left(x^{i}, u_{J}^{\alpha}\right)$, with $0 \leqslant|J| \leqslant r \leqslant k$ are the corresponding natural coordinates in $J^{r} \pi$.

### 1.4.3 Prolongation of sections. Holonomic sections

Definition 1.14. Let $\phi \in \Gamma(\pi)$ a (local) section of $\pi$ with domain $U \subseteq M$. The $k$ th prolongation of $\phi$ is the (local) section $j^{k} \phi \in \Gamma\left(\bar{\pi}^{k}\right)$ defined by

$$
j^{k} \phi(x)=j_{x}^{k} \phi
$$

for every $x \in M$.
Definition 1.15. A section $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ is holonomic of type $r$, $1 \leqslant r \leqslant k$, if $j^{k-r+1} \phi=\pi_{k-r+1}^{k} \circ \psi$, where $\phi=\pi^{k} \circ \psi \in \Gamma(\pi)$; that is, the section $\pi_{k-r+1}^{k} \circ \psi$ is the prolongation of a section $\phi \in \Gamma(\pi)$ up to the jet bundle $J^{k-r+1} \pi$.


In particular, a section $\psi$ is holonomic of type 1 (or simply holonomic) if $j^{k}\left(\pi^{k} \circ \psi\right)=\psi$; that is, $\psi$ is the canonical kth prolongation of a section $\phi=\pi^{k} \circ \psi \in \Gamma(\pi)$.

In coordinates, the $k$ th prolongation of a section $\phi\left(x^{i}\right)=\left(x^{i}, \phi^{\alpha}\left(x^{i}\right)\right)$ is locally given by

$$
j^{k} \phi\left(x^{i}\right)=\left(x^{i}, \phi^{\alpha}, \frac{\partial^{|I|} \phi^{\alpha}}{\partial x^{I}}\right)
$$

with $1 \leqslant|I| \leqslant k$. On the other hand, let $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ be given by $\psi\left(x^{i}\right)=\left(x^{i}, \psi^{\alpha}, \psi_{I}^{\alpha}\right)$, where $1 \leqslant|I| \leqslant k$, and let $1 \leqslant r \leqslant k$ be a fixed, but arbitrary, integer. Then the condition for $\psi$ to be holonomic of type $r$ gives the following system of partial differential equations

$$
\begin{equation*}
\psi_{I}^{\alpha}=\frac{\partial^{|I|} \psi^{\alpha}}{\partial x^{I}}, \quad 1 \leqslant|I| \leqslant k-r+1,1 \leqslant \alpha \leqslant n \tag{1.10}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\psi_{I+1_{i}}^{\alpha}=\frac{\partial \psi_{I}^{\alpha}}{\partial x^{i}}, \quad 0 \leqslant|I| \leqslant k-r, 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n \tag{1.11}
\end{equation*}
$$

### 1.4.4 Contact forms. Cartan distribution

Definition 1.16. Let $\phi \in \Gamma(\pi)$ be a section, $x \in M$ a point and $\bar{u} \equiv j_{x}^{k-1} \phi \in J^{k-1} \pi$. The vertical differential of $\phi$ at $\bar{u} \in J^{k-1} \pi$ is the map $d_{\bar{u}}^{\mathrm{v}} \phi: \mathrm{T}_{\bar{u}} J^{k-1} \pi \rightarrow \mathrm{~T}_{\bar{u}} J^{k-1} \pi$ defined as

$$
d_{\bar{u}}^{\mathrm{v}} \phi=\operatorname{Id}_{\bar{u}}-\mathrm{T}_{\bar{u}}\left(j^{k-1} \phi \circ \bar{\pi}^{k-1}\right) .
$$

Observe that $\mathrm{T}_{\bar{u}} \bar{\pi}^{k-1} \circ d_{\bar{u}} \phi=0$, and therefore $d_{\bar{u}}^{v}$ takes values in $V_{\bar{u}}\left(\bar{\pi}^{k-1}\right)$. In the natural coordinates $\left(x^{i}, u_{I}^{\alpha}\right)$ of $J^{k-1} \pi$, the vertical differential has the following coordinate expression

$$
\begin{equation*}
d_{\bar{u}}^{v} \phi=\left(\mathrm{d} u_{I}^{\alpha}-\frac{\partial^{|I|+1} \phi^{\alpha}}{\partial x^{I+1_{i}}} \mathrm{~d} x^{i}\right) \otimes \frac{\partial}{\partial u_{I}^{\alpha}}, \tag{1.12}
\end{equation*}
$$

from where it is clear that $d_{\bar{u}}^{v} \phi$ depends only on $j_{x}^{k} \phi$.
Definition 1.17. The canonical structure form of $J^{k} \pi$ is the 1 -form $\theta$ in $J^{k} \pi$ with values in $V\left(\bar{\pi}^{k-1}\right)$ defined by

$$
\theta_{j_{x}^{k} \phi}(v)=\left(d_{j_{x}^{k-1} \phi}^{\mathrm{v}} \phi\right)\left(\mathrm{T}_{j_{x}^{k} \phi} \pi_{k-1}^{k}(v)\right)
$$

where $v \in \mathrm{~T}_{j_{x}^{k} \phi} J^{k} \pi$.

The contraction of covectors in $\left(V\left(\bar{\pi}^{k-1}\right)\right)^{*}$ with $\theta$ defines a "distribution" in $\mathrm{T}^{*} J^{k} \pi$, which is called the contact module or Cartan codistribution of order $k$, and it is denoted $\mathcal{C}^{k}$. The annihilator of $\mathcal{C}^{k}$ is the Cartan distribution of order $k$.

In the natural coordinates of $J^{k} \pi$, and bearing in mind the coordinate expression $\sqrt[1.12]{ }$ of the vertical differential, the canonical structure form is given by

$$
\begin{equation*}
\theta=\left(\mathrm{d} u_{I}^{\alpha}-u_{I+1_{i}}^{\alpha} \mathrm{d} x^{i}\right) \otimes \frac{\partial}{\partial u_{I}^{\alpha}}, \quad 0 \leqslant|I| \leqslant k-1 \tag{1.13}
\end{equation*}
$$

The forms $\theta_{I}^{\alpha}=\mathrm{d} u_{I}^{\alpha}-u_{I+1_{i}} \mathrm{~d} x^{i} \in \mathcal{C}^{k}$ are the coordinate contact forms.
Proposition 1.8. Let $\left(x^{i}, u_{I}^{\alpha}\right)$ be adapted coordinates in $J^{k} \pi$. A basis of the Cartan codistribution is given by the coordinate contact forms $\theta_{I}^{\alpha}=\mathrm{d} u_{I}^{\alpha}-u_{I+1_{i}} \mathrm{~d} x^{i}$.

Contact forms may be distinguished from the rest of 1 -forms defined on $J^{k} \pi$ by their relation with prolongations of sections $\phi \in \Gamma(\pi)$, as it is shown in the following result.
Proposition 1.9. Let $\omega \in \Omega^{1}\left(J^{k} \pi\right)$ be a 1-form. Then, $\omega$ is a contact form if, and only if, $\left(j^{k} \phi\right)^{*} \omega=0$ for every $\phi \in \Gamma(\pi)$.

Finally, the following result relates this Section with the previous one.
Proposition 1.10. Let $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ be a section. The following assertions are equivalent:

1. $\psi$ is holonomic.
2. $\psi^{*} \theta=0$, where $\theta \in \Gamma\left(\mathrm{T}^{*} J^{k} \pi \otimes_{J^{k} \pi} V\left(\bar{\pi}^{k-1}\right)\right)$ is the canonical structure form.
3. $\psi^{*} \omega=0$ for every $\omega \in \mathcal{C}^{k}$.

### 1.4.5 The vertical endomorphisms

In this Section we will assume that $k=1$, since the vertical endomorphism cannot be generalized to higher-order jet bundles in a unique way. In fact, this is the main issue when we want to give a geometric formulation of higher-order field theories, since both the Cartan $m$-form and the Legendre map depend on the vertical endomorphism.
Definition 1.18. The vertical lift is a morphism of vector bundles $\mathcal{S}: \mathrm{T}^{*} M \otimes_{J^{1} \pi} V(\pi) \rightarrow V\left(\pi^{1}\right)$ over the identity of $J^{1} \pi$ defined as follows: given $j_{x}^{1} \phi \in J^{1} \pi$ and $\beta \in \mathrm{T}_{x}^{*} M \otimes V_{\phi(x)}(\pi)$, we have

$$
\mathcal{S}_{j_{x}^{1} \phi}(\beta)(f)=\left.\frac{d}{d t}\right|_{t=0} f\left(j_{x}^{1} \phi+t \beta\right), \quad \text { for every } f \in C^{\infty}\left(J_{\phi(x)}^{1} \pi\right) .
$$

Observe that $\mathrm{T} \pi^{1} \circ \mathcal{S}=0$, and therefore the image of $\mathcal{S}$ is certainly in $V\left(\pi^{1}\right)$. In addition, for every $j_{x}^{1} \phi \in J^{1} \pi$, the vertical lift at $j_{x}^{1} \phi, S_{j_{x}^{1} \phi}: \mathrm{T}_{x}^{*} M \otimes V_{\phi(x)}(\pi) \rightarrow V_{j_{x}^{1} \phi}(\pi)$, is a linear isomorphism.
Definition 1.19. The canonical vertical isomorphism $\mathcal{V}$ arises from the natural contraction between the factors in $V(\pi)$ of the structure canonical form $\theta$ and the factors in $(V(\pi))^{*}$ of the vertical lift $\mathcal{S}$, that is,

$$
\mathcal{V}=i(\mathcal{S}) \theta \in \Gamma\left(\mathrm{T}^{*} J^{1} \pi \otimes_{J^{1} \pi} \mathrm{~T} M \otimes_{J^{1} \pi} V\left(\pi^{1}\right)\right)
$$

In the natural coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right)$ if $J^{1} \pi$, the vertical lift is given by

$$
\mathcal{S}=\mathrm{d} u^{\alpha} \otimes \frac{\partial}{\partial x^{i}} \otimes \frac{\partial}{\partial u_{i}^{\alpha}}
$$

From here, and bearing in mind the coordinate expression 1.13) of the canonical structure form $\theta$ (taking $k=1$ ), the local expression of the vertical endomorphism is

$$
\begin{equation*}
\mathcal{V}=\left(\mathrm{d} u^{\alpha}-u_{j}^{\alpha} \mathrm{d} x^{j}\right) \otimes \frac{\partial}{\partial x^{i}} \otimes \frac{\partial}{\partial u_{i}^{\alpha}}=\theta^{\alpha} \otimes \frac{\partial}{\partial x^{i}} \otimes \frac{\partial}{\partial u_{i}^{\alpha}}, \tag{1.14}
\end{equation*}
$$

where $\theta^{\alpha}=\mathrm{d} u^{\alpha}-u_{j}^{\alpha} \mathrm{d} x^{j}$ are the coordinate contact forms.

### 1.4.6 Iterated jet bundles

From Proposition 1.6 we know that $\left(J^{k} \pi, \bar{\pi}^{k}, M\right)$ is a fiber bundle. Hence, we can consider the $r$ th-order jet bundle of $\bar{\pi}^{k}$, that is, repeated (or iterated) jet bundles. The $r$-jet manifold of $\bar{\pi}^{k}$, which will be denoted $J^{r} \bar{\pi}^{k}$, will contain $r$-jets of all the local sections of $\bar{\pi}^{k}$, that is, it is the manifold

$$
J^{r} \bar{\pi}^{k}=\left\{j_{x}^{r} \psi \mid x \in M, \psi \in \Gamma_{x}\left(\bar{\pi}^{k}\right)\right\}
$$

There is a distinguished subset in $J^{r} \bar{\pi}^{k}$ containing those elements $j_{x}^{r} \psi$, where the local section $\psi$ is holonomic, that is, $\psi$ itself is the $k$ th prolongation $j^{k} \phi$ of a local section $\phi \in \Gamma(\pi)$. This set is a submanifold of $J^{r} \pi^{k}$ which can be identified with the image of a highest-order jet bundle, $J^{r+k} \pi$, by the following embedding.

Definition 1.20. The canonical embedding is the map

$$
\begin{array}{rll}
\iota_{r, k}: J^{k+r} \pi & \longrightarrow & J^{r} \bar{\pi}^{k} \\
j_{x}^{k+r} \phi & \longmapsto & j_{x}^{r}\left(j^{k} \phi\right) \tag{1.15}
\end{array} .
$$

The elements in the image of $\iota_{r, k}$ are called holonomic.
Remark. It is important not to confuse this notion of holonomy with the one given in Definition 1.15. The former refers to the holonomy when considering iterated jets, the latter to the holonomy of a jet section itself.

Local coordinates in $J^{r} \bar{\pi}^{k}$ are constructed in an analogous way to $J^{k} \pi$. Let ( $x^{i}$ ) be local coordinates in $M$, and $\left(x^{i}, u_{I}^{\alpha}\right), 0 \leqslant|I| \leqslant k$, the induced natural coordinates in $J^{k} \pi$. Let $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ be a section locally given by $\psi\left(x^{i}\right)=\left(x^{i}, \psi_{I}^{\alpha}\left(x^{i}\right)\right)$, where we take $\psi_{I}^{\alpha}=u_{I}^{\alpha} \circ \psi$. Then, local coordinates in $J^{r} \bar{\pi}^{k}$ are $\left(x^{i}, u_{I ; J}^{\alpha}\right)$, where

$$
u_{I ; J}^{\alpha}=\frac{\partial^{|J|} \psi_{I}^{\alpha}}{\partial x^{J}}
$$

with $0 \leqslant|J| \leqslant r$. In these coordinates, the canonical embedding $\iota_{r, k}$ is given by

$$
\iota_{r, k}^{*} u_{I ; J}^{\alpha}=u_{I+J}^{\alpha} .
$$

It follows from this coordinate expression that $J^{k+r} \pi$ may be identified with the submanifold of $J^{r} \bar{\pi}^{k}$ given locally by

$$
J^{k+r} \pi=\left\{j_{x}^{r} \psi \in J^{r} \bar{\pi}^{k} \mid u_{I_{1} ; J_{1}}^{\alpha}=u_{I_{2} ; J_{2}}^{\alpha} \text { whenever } I_{1}+J_{1}=I_{2}+J_{2}\right\}
$$

### 1.4.7 Coordinate total derivatives

Definition 1.21. Let $x \in M, \phi \in \Gamma_{x}(\pi)$, and $v \in \mathrm{~T}_{x} M$. The $k$ th holonomic lift of $v$ by $\phi$ is defined as

$$
\left(\left(j^{k} \phi\right)_{*}(v), j_{x}^{k+1} \phi\right) \in\left(\pi_{k}^{k+1}\right)^{*} \mathrm{~T} J^{k} \pi
$$

From this definition, observe that we can split $\left(\pi_{k}^{k+1}\right)^{*}\left(\mathrm{~T} J^{k} \pi\right)_{j_{x}^{k+1} \phi}$ to distinguish the vectors which are $k$ th holonomic lifts of vectors in the base manifold from those which are not.
Theorem 1.11. Let $\pi: E \rightarrow M$ be a fiber bundle, and let $j_{x}^{k+1} \phi \in J^{k+1} \pi$. Then the vector space $\left(\pi_{k}^{k+1}\right)^{*}\left(\mathrm{~T} J^{k} \pi\right)_{j_{x}^{k+1} \pi}$ has a canonical decomposition as a direct sum of two subspaces

$$
\left(\pi_{k}^{k+1}\right)^{*}\left(\mathrm{~T} J^{k} \pi\right)_{j_{x}^{k+1} \phi}=\left(\pi_{k}^{k+1}\right)^{*}\left(V\left(\bar{\pi}^{k}\right)\right)_{j_{x}^{k+1} \phi} \oplus\left(j^{k} \phi\right)_{*}\left(\mathrm{~T}_{x} M\right)
$$

where $\left(j^{k} \phi\right)_{*}\left(\mathrm{~T}_{x} M\right)$ denotes the set of $k$ th holonomic lifts of tangent vectors in $\mathrm{T}_{x} M$ by $\phi$.
Since Theorem 1.11 gives a pointwise decomposition, we have the following result straightforwardly.
Corollary 1.12. The vector bundle $\left(\pi_{k}^{k+1}\right)^{*} \tau_{J^{k} \pi}:\left(\pi_{k}^{k+1}\right)^{*} \mathrm{~T} J^{k} \pi \rightarrow J^{k} \pi$ has a canonical splitting in the direct sum of two subbundles

$$
\left(\pi_{k}^{k+1}\right)^{*} \mathrm{~T} J^{k} \pi=\left(\pi_{k}^{k+1}\right)^{*} V\left(\bar{\pi}^{k}\right) \oplus H\left(\pi_{k}^{k+1}\right) \xrightarrow{\left(\pi_{k}^{k+1}\right)^{*} \tau_{J^{k} \pi}} J^{k} \pi
$$

where $H\left(\pi_{k}^{k+1}\right)$ is the reunion of the fibers $\left(j^{k} \phi\right)_{*}\left(\mathrm{~T}_{x} M\right)$, for $x \in M$.
In local coordinates, if $v \in \mathrm{~T}_{x} M$ is given by

$$
v=\left.v^{i} \frac{\partial}{\partial x^{i}}\right|_{x},
$$

the $k$ th holonomic lift of $v$ is then given by

$$
\begin{equation*}
\left(j^{k} \phi\right)_{*}(v)=v^{i}\left(\left.\frac{\partial}{\partial x^{i}}\right|_{j_{x}^{k} \phi}+\left.\sum_{|I|=0}^{k} u_{I+1_{i}}^{\alpha}\left(j_{x}^{k+1} \phi\right) \frac{\partial}{\partial u_{I}^{\alpha}}\right|_{j_{x}^{k} \phi}\right) \tag{1.16}
\end{equation*}
$$

Now, if $\mathfrak{X}\left(\pi_{k}^{k+1}\right)$ denotes the module of vector fields along the projection $\pi_{k}^{k+1}$, the submodule corresponding to sections of $\left.\left(\pi_{k}^{k+1}\right)^{*} \tau_{J^{k} \pi}\right|_{\left(\pi_{k}^{k+1}\right)^{*} V\left(\bar{\pi}^{k}\right)}$ is denoted by $\mathfrak{X}^{v}\left(\pi_{k}^{k+1}\right)$, and the submodule corresponding to sections of $\left.\left(\pi_{k}^{k+1}\right)^{*} \tau_{J^{k} \pi}\right|_{H\left(\pi_{k}^{k+1}\right)}$ is denoted by $\mathfrak{X}^{h}\left(\pi_{k}^{k+1}\right)$.

Definition 1.22. An element of the submodule $\mathfrak{X}^{h}\left(\pi_{k}^{k+1}\right)$ is called a total derivative.
Remark. Total derivatives may be defined in the following equivalent way. Since the contact forms are $\pi_{k}^{k+1}$-semibasic, they may be thought as forms along $\pi_{k}^{k+1}$ rather than in $J^{k+1} \pi$. Then, a total derivative is a vector field along $\pi_{k}^{k+1}$ which is annihilated by the Cartan codistribution (as forms along $\pi_{k}^{k+1}$ ). $\diamond$

The splitting given in Corollary 1.12 induces the following canonical splitting for the module $\mathfrak{X}\left(\pi_{k}^{k+1}\right)$ :

$$
\mathfrak{X}\left(\pi_{k}^{k+1}\right)=\mathfrak{X}^{v}\left(\pi_{k}^{k+1}\right) \oplus \mathfrak{X}^{h}\left(\pi_{k}^{k+1}\right) .
$$

Definition 1.23. Given a vector field $X \in \mathfrak{X}(M)$, a section $\phi \in \Gamma(\pi)$ and a point $x \in M$, the $k$ th holonomic lift of $X$ by $\phi, j^{k} X \in \mathfrak{X}^{h}\left(\pi_{k}^{k+1}\right)$, is defined as

$$
\left(j^{k} X\right)_{j_{x}^{k+1} \phi}=\left(j^{k} \phi\right)_{*}\left(X_{x}\right)
$$

In local coordinates, if $X \in \mathfrak{X}(M)$ is given by

$$
X=X^{i} \frac{\partial}{\partial x^{i}}
$$

then, bearing in mind the local expression (1.16) of the $k$ th holonomic lift for tangent vectors, the $k$ th holonomic lift of $X$ is

$$
j^{k} X=X^{i}\left(\frac{\partial}{\partial x^{i}}+\sum_{|I|=0}^{k} u_{I+1_{i}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}\right)
$$

Finally, the coordinate total derivatives are the holonomic lifts of the local vector fields $\partial / \partial x^{i} \in \mathfrak{X}(M)$, which are denoted by $d / d x^{i} \in \mathfrak{X}\left(\pi_{k}^{k+1}\right)$, and whose coordinate expressions are

$$
\frac{d}{d x^{i}}=\frac{\partial}{\partial x^{i}}+\sum_{|I|=0}^{k} u_{I+1_{i}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}} \quad(1 \leqslant i \leqslant m) .
$$

### 1.4.8 Dual jet bundles

Let us consider the iterated jet bundle $J^{1} \bar{\pi}^{k-1}$, and its dual space as an affine bundle over $J^{k-1} \pi$, which we denote by $\left(J^{1} \bar{\pi}^{k-1}\right)^{*}$. Since $J^{k} \pi$ is affinely embedded into $J^{1} \bar{\pi}^{k-1}$, we can restrict the elements of $\left(J^{1} \bar{\pi}^{k-1}\right)^{*}$ to the points of $J^{k} \pi$.

Definition 1.24. The $k$ th-order extended dual jet bundle of $\pi$, denoted $J^{k} \pi^{\circ}$, is the reunion of the affine maps from $J_{u}^{1} \bar{\pi}^{k-1}$ to $\left(\Lambda^{m} \mathrm{~T}^{*} M\right)_{\bar{\pi}^{k-1}(u)}$, where $u \in J^{k-1} \pi$, that is,

$$
J^{k} \pi^{\circ}=\bigcup_{u \in J^{k-1} \pi} \operatorname{Aff}\left(J_{u}^{1} \bar{\pi}^{k-1},\left(\Lambda^{m} \mathrm{~T}^{*} M\right)_{\bar{\pi}^{k-1}(u)}\right)
$$

The $k$ th-order extended dual jet bundle admits a structure of smooth manifold. Furthermore, it may be endowed with a fiber bundle structure, as shown in the following results.

Proposition 1.13. The kth-order extended dual jet bundle, $J^{k} \pi^{\circ}$, is diffeomorphic to the bundle of $\pi$-semibasic m-forms over $J^{k-1} \pi, \Lambda_{2}^{m}\left(\mathrm{~T}^{*} J^{k-1} \pi\right)$, that is, the manifold

$$
\Lambda_{2}^{m}\left(\mathrm{~T}^{*} J^{k-1} \pi\right)=\left\{\alpha \in \Lambda^{m}\left(\mathrm{~T}^{*} J^{k-1} \pi\right) \mid i\left(V_{2}\right) i\left(V_{1}\right) \alpha=0, \forall V_{1}, V_{2} \in \mathfrak{X}^{V\left(\bar{\pi}^{k-1}\right)}\left(J^{k-1} \pi\right)\right\}
$$

Remark. In the following we denote $J^{k} \pi^{\circ}$ by $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} J^{k-1} \pi\right)$, or $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ for short.

In addition to Proposition 1.13, the following result gives the precise structure of the extended dual jet bundle.

Proposition 1.14. The triple $\left(\Lambda_{2}^{m}\left(J^{k-1} \pi\right), \pi_{J^{k-1} \pi}, J^{k-1} \pi\right)$ is a smooth vector bundle.
Now, from Proposition 1.13 the $k$ th-order extended dual jet bundle is endowed with the following canonical projections:

The bundle $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ is endowed with some canonical structures. First, as we have seen in Examples 1.4 and 1.5. we can define a couple of forms in $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ as follows.

Definition 1.25. The Liouville $m$-form, or tautological or canonical $m$-form, on $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ is the form $\Theta_{k-1} \in \Omega^{m}\left(\Lambda_{2}^{m}\left(J^{k-1} \pi\right)\right)$ defined as

$$
\Theta_{k-1}(\omega)\left(X_{1}, \ldots, X_{m}\right)=\omega\left(\mathrm{T} \pi_{J^{k-1} \pi}\left(X_{1}\right), \ldots, \mathrm{T} \pi_{J^{k-1} \pi}\left(X_{m}\right)\right)
$$

where $\omega \in \Lambda_{2}^{m}\left(J^{k-1} \pi\right)$, and $X_{1}, \ldots, X_{m} \in \mathrm{~T}_{\omega} \Lambda_{2}^{m}\left(J^{k-1} \pi\right)$. The Liouville $(m+1)$-form, or canonical multisymplectic $(m+1)$-form, is the form $\Omega_{k-1} \in \Omega^{m}\left(\Lambda_{2}^{m}\left(J^{k-1} \pi\right)\right)$ given by

$$
\Omega_{k-1}=-\mathrm{d} \Theta_{k-1}
$$

The second canonical structure is the pairing due to the duality between $J^{1} \bar{\pi}^{k-1}$ and $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$, and the fact that $J^{k} \pi$ is embedded in the former.
Definition 1.26. The canonical pairing between the elements of $J^{k} \pi$ and the elements of $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ is the fibered map over $J^{k-1} \pi$ defined as follows

$$
\begin{aligned}
\mathcal{C}: J^{k} \pi \times{ }_{J^{k-1} \pi} \Lambda_{2}^{m}\left(J^{k-1} \pi\right) & \longrightarrow \Lambda_{1}^{m}\left(J^{k-1} \pi\right) \\
\left(j_{x}^{k} \phi, \omega\right) & \longmapsto\left(j^{k-1} \phi\right)_{j_{x}^{k-1} \phi}^{*} \omega
\end{aligned}
$$

Local coordinates in $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ are constructed as follows: let $\left(x^{i}\right)$ be a system of coordinates in $M$, and $\left(x^{i}, u_{I}^{\alpha}\right)$ the induced coordinates in $J^{k-1} \pi$, with $0 \leqslant|I| \leqslant k-1$. Then, local coordinates in $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$ are $\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I, i}\right)$, where $1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n$ and $0 \leqslant|I| \leqslant k-1$. In these coordinates, the canonical projections have the following local expressions

$$
\pi_{J^{k-1} \pi}\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I}\right)=\left(x^{i}, u_{I}^{\alpha}\right) \quad ; \quad \bar{\pi}_{J^{k-1} \pi}\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I}\right)=\left(x^{i}\right)
$$

On the other hand, the Liouville $m$ and ( $m+1$ )-forms have the following local expressions

$$
\begin{align*}
& \Theta_{k-1}=p \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+p_{\alpha}^{I i} \mathrm{~d} u_{I}^{\alpha} \wedge \mathrm{d}^{m-1} x_{i} \\
& \Omega_{k-1}=-\mathrm{d} p \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\mathrm{d} p_{\alpha}^{I i} \wedge \mathrm{~d} u_{I}^{\alpha} \wedge \mathrm{d}^{m-1} x_{i} \tag{1.17}
\end{align*}
$$

where $\mathrm{d}^{m} x=\mathrm{d} x^{1} \wedge \ldots \wedge \mathrm{~d} x^{m}$ and $\mathrm{d}^{m-1} x_{i}=i\left(\partial / \partial x^{i}\right) \mathrm{d}^{m} x$. Finally, the canonical pairing $\mathcal{C}$ has the following coordinate expression

$$
\begin{equation*}
\mathcal{C}\left(x^{i}, u^{\alpha}, u_{I}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I i}\right)=\left(p+p_{\alpha}^{I i} u_{I+1_{i}}^{\alpha}\right) \mathrm{d}^{m} x \tag{1.18}
\end{equation*}
$$

Using Proposition 1.14, we can now give the following definition.
Definition 1.27. The $k$ th-order reduced dual jet bundle of $\pi$, denoted $J^{k-1} \pi^{*}$, is the quotient of the $k$ th-order extended dual jet bundle, $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$, by constant affine transformations along the fibers of $\pi^{k}$, and is diffeomorphic to $\Lambda_{2}^{m}\left(J^{k-1} \pi\right) / \Lambda_{1}^{m}\left(J^{k-1} \pi\right)$. The quotient map is $\mu: \Lambda_{2}^{m}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi^{*}$.

It can be proved that $J^{k-1} \pi^{*}$ may be endowed with the structure of a smooth manifold and, moreover, $\left(\Lambda_{2}^{m}\left(J^{k-1} \pi\right), \mu, J^{k-1} \pi^{*}\right)$ is a smooth vector bundle of rank 1 . In addition, using the universal property of the quotient, from the canonical projections of the extended dual jet bundle and he natural quotient map $\mu: \Lambda_{2}^{m}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi^{*}$, we obtain the canonical projections of the restricted dual jet bundle

Finally, adapted coordinates $\left(x^{i}, u^{\alpha}\right)$ in $E$ induce coordinates $\left(x^{i}, u_{I}^{\alpha}, p_{\alpha}^{I i}\right)$ in $J^{k-1} \pi^{*}$ such that the coordinate expression of the natural quotient map is

$$
\mu\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I i}\right)=\left(x^{i}, u_{I}^{\alpha}, p_{\alpha}^{I i}\right)
$$

where $\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I i}\right)$ are the induced coordinates in $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$. In these coordinates, the natural projections are given by

$$
\pi_{J^{k-1} \pi}^{r}\left(x^{i}, u_{I}^{\alpha}, p_{\alpha}^{I i}\right)=\left(x^{i}, u_{I}^{\alpha}\right) \quad ; \quad \bar{\pi}_{J^{k-1} \pi}^{r}\left(x^{i}, u_{I}^{\alpha}, p_{\alpha}^{I i}\right)=\left(x^{i}\right)
$$

### 1.5 Geometry of higher-order tangent bundles

In this Section we generalize the definition of the tangent bundle of a manifold to consider not only first-order derivatives of the coordinates in the base $M$, but also derivatives of higher-order.

As we will see, all the canonical structures of the tangent bundle, namely the vertical endomorphism and the Liouville vector field, can be defined in higher-order tangent bundles, with some minor differences. In addition, new structures arise when considering derivatives of order greater than 1.

Along this Section, $M$ will denote a $m$-dimensional smooth manifold with no additional structure, and $k \geqslant 1$ will be a fixed, but arbitrary, integer. We refer to 62 for details and proofs.

### 1.5.1 Definition and fiber bundle structures. Natural coordinates

Let $p \in M$ be a point, and let $C(M, p)$ be the set of curves on $M$ passing through $p$ at $t=0$, that is,

$$
C(M, p)=\{\phi: \mathbb{R} \rightarrow M \mid \phi(0)=p\}
$$

We define in $C(M, p)$ the following relation: given $\phi_{1}, \phi_{2} \in C(M, p)$, then $\phi_{1} \sim_{k} \phi_{2}$ if, and only if, $D^{i} \widehat{\phi}_{1}(0)=D^{i} \widehat{\phi}_{2}(0)$ for every $i=0, \ldots, k$, where $\widehat{\phi}$ denotes the local expression of $\phi$ and $D^{i}$ is the $i$ th derivative. That is, $\phi_{1}$ and $\phi_{2}$ must pass through $p$ at $t=0$, and all of their derivatives up to order $k$ must coincide in $p$. It is easy to check that this defines an equivalence relation in $C(M, p)$.
Definition 1.28. The quotient set $\mathrm{T}_{p}^{k} M=C(M, p) / \sim_{k}$ is the $k$ th-order tangent space of $M$ at $p$, which has dimension $k m$. The $k$ th-order tangent bundle of $M$, denoted $\mathrm{T}^{k} M$ is the disjoint union, indexed by $p \in M$, of every $k$ th-order tangent space of $M$ at the point $p$, that is,

$$
\mathrm{T}^{k} M=\bigsqcup_{p \in M} \mathrm{~T}_{p}^{k} M
$$

which has dimension $(k+1) m$.
Remark. Taking $k=1$, we recover one of the usual definitions of the tangent bundle of $M$.
Bearing in mind the results stated in the previous Section on higher-order jet bundles, an alternative, but equivalent, definition of the $k$ th-order tangent bundle of $M$ is the following: the $k$ th-order tangent bundle of $M$ is the $(k+1) m$-dimensional manifold made of $k$-jets of the trivial bundle $\pi: \mathbb{R} \times M \rightarrow \mathbb{R}$ with source point $0 \in \mathbb{R}$, that is, $\mathrm{T}^{k} M=J_{0}^{k} \pi$. It is a 1-codimensional submanifold of $J^{k} \pi$.

Remark. Observe that if $\pi: \mathbb{R} \times M \rightarrow \mathbb{R}$, then $J^{k} \pi \simeq \mathbb{R} \times \mathrm{T}^{k} M$.
Hence, a point in $\mathrm{T}^{k} M$ will be denoted by $j_{0}^{k} \phi$, that is, the equivalence class of a curve $\phi: \mathbb{R} \rightarrow M$ by the $k$-jet relation at $t=0$. In addition, the canonical projections introduced in Section 1.4 .2 restrict to the $k$ th-order tangent bundle, and we have for $r \leqslant k$ :

$$
\begin{array}{rlrl}
\rho_{r}^{k}: \mathrm{T}^{k} M & \longrightarrow \mathrm{~T}^{r} M & \beta^{k}: \mathrm{T}^{k} M & \longrightarrow j_{0}^{r} \phi \\
j_{0}^{k} \phi & \longmapsto j_{0}^{k} \phi & \longmapsto \phi(0)
\end{array}
$$

Observe that $\rho_{r}^{s} \circ \rho_{s}^{k}=\rho_{r}^{k}$ for every $0 \leqslant r \leqslant s \leqslant k, \rho_{0}^{k}=\beta^{k}$, and $\rho_{k}^{k}=\mathrm{Id}_{\mathrm{T}^{k} M}$.
From the results in Section 1.4.2, the natural projections $\rho_{s}^{r}: \mathrm{T}^{r} M \rightarrow \mathrm{~T}^{s} M$ are surjective submersions for every $0 \leqslant s \leqslant r \leqslant k$. Furthermore, the triple ( $\mathrm{T}^{r} M, \rho_{s}^{r}, \mathrm{~T}^{s} M$ ) is a fiber bundle with fiber $\mathbb{R}^{(r-s) n}$. In particular, ( $\mathrm{T}^{k} M, \rho_{r}^{k}, \mathrm{~T}^{r} M$ ) is a fiber bundle with fiber $\mathbb{R}^{(k-r) n}$, for $0 \leqslant r \leqslant k$; that is, $\mathrm{T}^{k} M$ is canonically endowed with $k+1$ different fiber bundle structures given by the projections $\rho_{0}^{k}, \rho_{1}^{k}, \ldots, \rho_{k}^{k}$. In the sequel, we refer to this fiber bundle structure as the $\rho_{r}^{k}$-bundle structure of $\mathrm{T}^{k} M$.
Remark. Notice that $\rho_{k}^{k}=\mathrm{Id}_{\mathrm{T}^{k} M}$ and hence $\left(\mathrm{T}^{k} M, \mathrm{Id}_{\mathrm{T}^{k} M}, \mathrm{~T}^{k} M\right)$ is nor a relevant, neither interesting, fiber bundle. In the following, we restrict to the fiber bundle structures of $\mathrm{T}^{k} M$ given by the projections $\rho_{0}^{k}, \rho_{1}^{k}, \ldots, \rho_{k-1}^{k}$, and consider that $\mathrm{T}^{k} M$ is canonically endowed with $k$ different bundle structures.

Remark. The notation is changed with respect to Section 1.4 .2 to keep in mind that we are considering the equivalence class in a fixed point of the base manifold (the "autonomous" case), but also to take into account that higher-order tangent bundles can be defined independently of higher-order jet bundles. $\diamond$

If $\phi: \mathbb{R} \rightarrow M$ is a curve in $M$, the $k$ th-order lift of $\phi$ to $\mathrm{T}^{k} M$ is the curve $j_{0}^{k} \phi: \mathbb{R} \rightarrow \mathrm{T}^{k} M$ defined as $j_{0}^{k} \phi(t)=j_{t}^{k} \phi(0)$, that is, the $k$ th prolongation of $\phi$ evaluated in $t=0$.

Local coordinates in $\mathrm{T}^{k} M$ are constructed in a similar way to the local coordinates in the higher-order jet bundles. Let $(U, \varphi)$ be a local chart of $M$, with $\varphi=\left(\varphi^{i}\right), 1 \leqslant i \leqslant m$, and $\phi: \mathbb{R} \rightarrow M$ a curve in $M$ such that $\phi(0) \in U$. Then, by writing $\phi^{i}=\varphi^{i} \circ \phi$, the equivalence class $j_{0}^{k} \phi$ of $\phi$ is given in $\left(\beta^{k}\right)^{-1}(U)=\mathrm{T}^{k} U$ by $\left(x^{i}, x_{1}^{i}, \ldots, x_{k}^{i}\right)$, where

$$
x^{i}=\phi^{i}(0) \quad \text { and } \quad x_{j}^{i}=\left.\frac{d^{j} \phi^{i}}{d t^{j}}\right|_{t=0}
$$

with $1 \leqslant j \leqslant k$. Usually we write $x_{0}^{i}$ instead of $x^{i}$, and so we have the local chart $\left(\beta^{k}\right)^{-1}(U)$ in $\mathrm{T}^{k} M$ with local coordinates $\left(x_{0}^{i}, x_{1}^{i}, \ldots, x_{k}^{i}\right) \equiv\left(x_{j}^{i}\right)$, where $1 \leqslant i \leqslant m$ and $0 \leqslant j \leqslant k$. When dealing with tangent bundles over higher-order tangent bundles, that is, the manifold $\mathrm{T}\left(\mathrm{T}^{k} M\right)$, we will only consider the natural coordinates of the tangent bundle structure, which will be denoted $\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right) \equiv$ $\left(x_{j}^{i}, v_{j}^{i}\right)$, with $1 \leqslant i \leqslant m$ and $0 \leqslant j \leqslant k$.

Using these coordinates, the local expression of the canonical projections are

$$
\rho_{r}^{k}\left(x_{0}^{i}, \ldots, x_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{r}^{i}\right) \quad ; \quad \beta^{k}\left(x_{0}^{i}, \ldots, x_{k}^{i}\right)=\left(x_{0}^{i}\right) .
$$

Then, their tangent maps are given by

$$
\mathrm{T} \rho_{r}^{k}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{r}^{i}, v_{0}^{i}, \ldots, v_{r}^{i}\right) \quad ; \quad \mathrm{T} \beta^{k}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right)=\left(x_{0}^{i}, v_{0}^{i}\right)
$$

### 1.5.2 Geometric structures of higher-order tangent bundles

In order to define the canonical structures of the higher-order tangent bundles, we first need an auxiliary tool: the fundamental sequences. As we will see, every bundle structure of $\mathrm{T}^{k} M$ over $\mathrm{T}^{r} M$ defines an exact sequence of vector bundles over $\mathrm{T}^{k} M$.

Let $V\left(\rho_{r-1}^{k}\right)$ be the vertical bundle of the projection $\rho_{r-1}^{k}$, that is, $V\left(\rho_{r-1}^{k}\right)=\operatorname{ker} \mathrm{T} \rho_{r-1}^{k}$. In the natural coordinates of $\mathrm{T}\left(\mathrm{T}^{k} M\right)$ introduced in the previous Section, for every $p \in M$ and $u_{p} \in V_{p}\left(\rho_{r-1}^{k}\right)$, we have
that the components of $u_{p}$ are $u_{p}=\left(0, \ldots, 0, v_{r}^{i}, \ldots, v_{k}^{i}\right)$. Furthermore, if $i_{k-r+1}: V\left(\rho_{r-1}^{k}\right) \hookrightarrow \mathrm{T}\left(\mathrm{T}^{k} M\right)$ is the canonical embedding, then

$$
\begin{equation*}
i_{k-r+1}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{r}^{i}, \ldots, v_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{k}^{i}, 0, \ldots, 0, v_{r}^{i}, \ldots, v_{k}^{i}\right) \tag{1.19}
\end{equation*}
$$

Consider now the induced bundle of $\tau_{\mathrm{T}^{r-1} M}: \mathrm{T}\left(\mathrm{T}^{r-1} M\right) \rightarrow \mathrm{T}^{r-1} M$ by the canonical projection $\rho_{r-1}^{k}$, denoted by $\mathrm{T}^{k} M \times_{\mathrm{T}^{r-1} M} \mathrm{~T}\left(\mathrm{~T}^{r-1} M\right)$, which is a vector bundle over $\mathrm{T}^{k} M$. Recall that $\mathrm{T}^{k} M \times_{\mathrm{T}^{r-1} M}$ $\mathrm{T}\left(\mathrm{T}^{r-1} M\right)$ is the set of points $(p, u) \in \mathrm{T}^{k} M \times \mathrm{T}\left(\mathrm{T}^{r-1} M\right)$ such that $\rho_{r-1}^{k}(p)=\tau_{\mathrm{T}^{r-1} M}(u)$. Then we have the following commutative diagrams

where the dashed lines in the first diagram correspond to the canonical projections of the direct product $\mathrm{T}^{k} M \times \mathrm{T}\left(\mathrm{T}^{r-1} M\right)$ restricted to $\mathrm{T}^{k} M \times_{\mathrm{T}^{r-1} M} \mathrm{~T}\left(\mathrm{~T}^{r-1} M\right)$. Then, we have the following result.

Proposition 1.15. There exists a unique vector bundle morphism $s_{k-r+1}: \mathrm{T}\left(\mathrm{T}^{k} M\right) \rightarrow \mathrm{T}^{k} M \times_{\mathrm{T}^{r-1} M}$ $\mathrm{T}\left(\mathrm{T}^{r-1} M\right)$ such that the following diagram is commutative:


This vector bundle morphism is defined as follows: if $u \in \mathrm{~T}\left(\mathrm{~T}^{k} M\right)$, we have

$$
\begin{equation*}
s_{k-r+1}(u)=\left(\tau_{\mathrm{T}^{k} M}(u), \mathrm{T} \rho_{r-1}^{k}(u)\right) . \tag{1.20}
\end{equation*}
$$

In the natural coordinates of $\mathrm{T}^{k} M$ introduced in the previous Section, its coordinate expression is

$$
s_{k-r+1}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{r-1}^{i}, x_{r}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{r-1}^{i}\right) .
$$

From its coordinate expression, it is clear that $s_{k-r+1}$ is a surjective map. On the other hand, $i_{k-r+1}$ is an injective map, and in addition we have $\operatorname{Im} i_{k-r+1}=\operatorname{ker} s_{k-r+1}$. Therefore, we have constructed the following exact sequence of vector bundles over $\mathrm{T}^{k} M$ :

$$
0 \longrightarrow V\left(\rho_{r-1}^{k}\right) \xrightarrow{i_{k-r+1}} \mathrm{~T}\left(\mathrm{~T}^{k} M\right) \xrightarrow{s_{k-r+1}} \mathrm{~T}^{k} M \times_{\mathrm{T}^{r-1} M} \mathrm{~T}\left(\mathrm{~T}^{r-1} M\right) \longrightarrow 0
$$

which is called the $(k-r+1)$-fundamental exact sequence. In local coordinates, it is given by

$$
\begin{aligned}
& 0 \longmapsto\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{r}^{i}, \ldots, v_{k}^{i}\right) \longmapsto{ }^{i_{k-r+1}} \\
&\left.\quad\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right) \longmapsto x_{0}^{i}, \ldots, x_{k}^{i}, 0, \ldots, 0, v_{r}^{i}, \ldots, v_{k}^{i}\right) \\
& s_{k-r+1}\left(x_{0}^{i}, \ldots, x_{k}^{i} ; x_{0}^{i}, \ldots, x_{r-1}^{i}, v_{0}^{i}, \ldots, v_{r-1}^{i}\right) \longmapsto
\end{aligned}
$$

Thus, we have $k$ exact sequences of vector bundles given by

$$
\text { 1st }: 0 \longrightarrow V\left(\rho_{k-1}^{k}\right) \xrightarrow{i_{1}} \mathrm{~T}\left(\mathrm{~T}^{k} M\right) \xrightarrow{s_{1}} \mathrm{~T}^{k} M \times_{\mathrm{T}^{k-1} M} \mathrm{~T}\left(\mathrm{~T}^{k-1} M\right) \longrightarrow 0
$$

$$
r t h: 0 \longrightarrow V\left(\rho_{k-r}^{k}\right) \xrightarrow{i_{r}} \mathrm{~T}\left(\mathrm{~T}^{k} M\right) \xrightarrow{s_{r}} \mathrm{~T}^{k} M \times_{\mathrm{T}^{k-r} M} \mathrm{~T}\left(\mathrm{~T}^{k-r} M\right) \longrightarrow 0
$$

$$
k t h: 0 \longrightarrow V\left(\beta^{k}\right) \xrightarrow{i_{k}} \mathrm{~T}\left(\mathrm{~T}^{k} M\right) \xrightarrow{s_{k}} \mathrm{~T}^{k} M \times_{M} \mathrm{~T} M \longrightarrow 0
$$

These sequences can be connected by means of the following connecting maps

$$
h_{k-r+1}: \mathrm{T}^{k} M \times_{\mathrm{T}^{k-r} M} \mathrm{~T}\left(\mathrm{~T}^{k-r} M\right) \longrightarrow V\left(\rho_{r-1}^{k}\right)
$$

locally defined as

$$
\begin{equation*}
h_{k-r+1}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k-r}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{k}^{i}, 0, \ldots, 0, \frac{r!}{0!} v_{0}^{i}, \frac{(r+1)!}{1!} v_{1}^{i}, \ldots, \frac{k!}{(k-r)!} v_{k-r}^{i}\right) \tag{1.21}
\end{equation*}
$$

It can be easily proved that these maps are globally well-defined and are vector bundle isomorphisms over $\mathrm{T}^{k} M$. Then we have the following connection between two fundamental exact sequences:


Remark. The connecting maps $h_{k-r+1}$ defined above are just the generalization of the vertical lift of tangent vectors in higher-order tangent bundles.

## Canonical vector fields. Liouville vector field

The canonical embeddings defined in 1.15 restrict to the higher-order tangent bundles and enable us to define the following maps:

$$
\begin{align*}
j_{r}: \mathrm{T}^{k} M & \longrightarrow \mathrm{~T}\left(\mathrm{~T}^{r-1} M\right)  \tag{1.22}\\
j_{0}^{k} \phi & \longmapsto j_{0}^{1}\left(j_{0}^{r-1} \phi\right)
\end{align*}
$$

where $1 \leqslant r \leqslant k$. In the natural coordinates of $\mathrm{T}^{k} M$ we have

$$
\begin{equation*}
j_{r}\left(x_{0}^{i}, \ldots, x_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{r-1}^{i} ; x_{1}^{i}, x_{2}^{i}, \ldots, x_{r}^{i}\right) . \tag{1.23}
\end{equation*}
$$

Then, the following composition defines a vector field $\Delta_{r} \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$

$$
\mathrm{T}^{k} M \xlongequal{\mathrm{Id} \times j_{k-r+1}} \mathrm{~T}^{k} M \times_{\mathrm{T}^{k-r} M} \mathrm{~T}\left(\mathrm{~T}^{k-r} M\right) \xrightarrow{h_{k-r+1}} V\left(\rho_{r-1}^{k}\right) \xrightarrow{i_{k-r+1}} \mathrm{~T}\left(\mathrm{~T}^{k} M\right)
$$

that is, $\Delta_{r}=i_{k-r+1} \circ h_{k-r+1} \circ\left(\operatorname{Id} \times j_{k-r+1}\right)$. From the local expressions of $i_{k-r+1}, h_{k-r+1}$ and $j_{k-r+1}$ given by 1.19, 1.21 and 1.23 , respectively we obtain that

$$
\Delta_{r}\left(x_{0}^{i}, \ldots, x_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{k}^{i}, 0, \ldots, 0, r!x_{1}^{i},(r+1)!x_{2}^{i}, \ldots, \frac{k!}{(k-r)!} x_{k-r+1}^{i}\right)
$$

or, equivalently,

$$
\begin{equation*}
\Delta_{r}=\sum_{j=0}^{k-r} \frac{(r+j)!}{j!} x_{j+1}^{i} \frac{\partial}{\partial x_{r+j}^{i}}=r!x_{1}^{i} \frac{\partial}{\partial x_{r}^{i}}+(r+1)!x_{2}^{i} \frac{\partial}{\partial x_{r+1}^{i}}+\ldots+\frac{k!}{(k-r)!} x_{k-r+1}^{i} \frac{\partial}{\partial x_{k}^{i}} \tag{1.24}
\end{equation*}
$$

In particular, taking $r=1$, we obtain

$$
\begin{equation*}
\Delta_{1}=\sum_{j=1}^{k} j x_{j}^{i} \frac{\partial}{\partial x_{j}^{i}}=\sum_{j=0}^{k-1}(j+1) x_{j+1}^{i} \frac{\partial}{\partial x_{j+1}^{i}}=x_{1}^{i} \frac{\partial}{\partial x_{1}^{i}}+2 x_{2}^{i} \frac{\partial}{\partial x_{2}^{i}}+\ldots+k x_{k}^{i} \frac{\partial}{\partial x_{k}^{i}} \tag{1.25}
\end{equation*}
$$

Definition 1.29. The vector field $\Delta_{r} \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$ is the $r$ th-canonical vector field. In particular, $\Delta_{1}$ is called the Liouville vector field in $\mathrm{T}^{k} M$.

In the particular case $k=1$, we obtain a single vector field $\Delta \in \mathfrak{X}(\mathrm{T} M)$ locally given by

$$
\begin{equation*}
\Delta=v^{i} \frac{\partial}{\partial v^{i}} \tag{1.26}
\end{equation*}
$$

that is, the usual Liouville vector field of the tangent bundle.

## Almost-tangent structures. Vertical endomorphisms

Definition 1.30. A $k$ th-order almost-tangent structure on a $(k+1) n$-dimensional manifold $N$ is an endomorphism $J: \mathrm{T} N \rightarrow \mathrm{~T} N$ satisfying:

1. $J^{k+1}=0$.
2. $\operatorname{rank}(J)=k n$.

Observe that a first-order almost-tangent structure is an endomorphism $J: \mathrm{T} N \rightarrow \mathrm{~T} N$, where $\operatorname{dim} N=2 n$, such that $J^{2}=0$ and $\operatorname{rank}(J)=n$. In particular, the tangent bundle of every manifold $M$ is endowed with a canonical first-order almost-tangent structure given by the vertical endomorphism $J: \mathrm{T}(\mathrm{T} M) \rightarrow \mathrm{T}(\mathrm{T} M)$. This endomorphism is given in coordinates by

$$
\begin{equation*}
J=\mathrm{d} x^{i} \otimes \frac{\partial}{\partial v^{i}} \tag{1.27}
\end{equation*}
$$

In this Section we show that the $k$ th-order tangent bundle of $M$ is endowed with a canonical $k$ th-order almost-tangent structure.

Definition 1.31. For $1 \leqslant r \leqslant k$, let $i_{k-r+1}, h_{k-r+1}, s_{r}$ be the morphisms of the fundamental exact sequences introduced previously. The map

$$
J_{r}=i_{k-r+1} \circ h_{k-r+1} \circ s_{r}: \mathrm{T}\left(\mathrm{~T}^{k} M\right) \longrightarrow \mathrm{T}\left(\mathrm{~T}^{k} M\right)
$$

defined by the composition

is called the $r$ th vertical endomorphism of $\mathrm{T}\left(\mathrm{T}^{k} M\right)$.

From the local expressions of $i_{k-r+1}, s_{r}, h_{k-r+1}$ given by $1.19,1.20$ and 1.21 , respectively, we obtain the coordinate expression of the $r$ th vertical endomorphism, which is

$$
J_{r}\left(x_{0}^{i}, \ldots, x_{k}^{i}, v_{0}^{i}, \ldots, v_{k}^{i}\right)=\left(x_{0}^{i}, \ldots, x_{k}^{i}, 0, \ldots, 0, r!v_{0}^{i},(r+1)!v_{1}^{i}, \ldots, \frac{k!}{(k-r)!} v_{k-r}^{i}\right)
$$

that is,

$$
\begin{equation*}
J_{r}=\sum_{j=0}^{k-r} \frac{(r+j)!}{j!} \mathrm{d} x_{j}^{i} \otimes \frac{\partial}{\partial x_{r+j}^{i}} \tag{1.28}
\end{equation*}
$$

In particular, for $r=1$, we have

$$
\begin{equation*}
J_{1}=\sum_{j=0}^{k-1}(j+1) \mathrm{d} x_{j}^{i} \otimes \frac{\partial}{\partial x_{j+1}^{i}} \tag{1.29}
\end{equation*}
$$

Proposition 1.16. The rth-vertical endomorphism $J_{r}$ has constant rank $(k-r+1) n$ and satisfies that

$$
\left(J_{r}\right)^{s}= \begin{cases}J_{r s} & \text { if } r s \leqslant k \\ 0 & \text { if } r s>k\end{cases}
$$

As a consequence of this last result, the 1 st-vertical endomorphism $J_{1}$ defines a $k$ th-order almosttangent structure in $\mathrm{T}^{k} M$, which is called the canonical almost-tangent structure of $\mathrm{T}^{k} M$. In addition, every other vertical endomorphism $J_{r}$ is obtained by composing $J_{1}$ with itself $r$ times. Furthermore, we have the following result relating the canonical vector fields $\Delta_{s}$ with the vertical endomorphisms $J_{r}$.

Proposition 1.17. Let $1 \leqslant r, s \leqslant k$ be two integers. Then,

1. $J_{r} \circ \Delta_{s}= \begin{cases}\Delta_{r+s} & \text { if } r+s \leqslant k \\ 0 & \text { if } r+s>k\end{cases}$
2. $\left[\Delta_{r}, J_{s}\right]= \begin{cases}-s J_{r+s-1} & \text { if } r+s-1 \leqslant k \\ 0 & \text { if } r+s-1>k\end{cases}$
3. $\left[J_{r}, J_{s}\right]=0$, with $1 \leqslant r s \leqslant k$.

As a consequence, starting from the Liouville vector field and the vertical endomorphisms, we can recover all the canonical vector fields. However, since all the vertical endomorphisms are obtained from $J_{1}$, we conclude that all the canonical structures in $\mathrm{T}^{k} M$ are obtained from the Liouville vector field and the canonical almost-tangent structure.

Consider now the dual maps $J_{r}^{*}$ of $J_{r}, 1 \leqslant r \leqslant k$; that is, the maps $J_{r}^{*}: \mathrm{T}^{*}\left(\mathrm{~T}^{k} M\right) \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k} M\right)$, and their natural extensions to the exterior algebra $\Lambda \mathrm{T}^{*}\left(\mathrm{~T}^{k} M\right)$ (also denoted by $J_{r}^{*}$ ). Their action on the set of differential forms is given by

$$
\left(J_{r}^{*} \omega\right)\left(X_{1}, \ldots, X_{p}\right)=\omega\left(J_{r}\left(X_{1}\right), \ldots, J_{r}\left(X_{p}\right)\right)
$$

for $\omega \in \Omega^{p}\left(\mathrm{~T}^{k} M\right)$ and $X_{1}, \ldots, X_{p} \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$, and for every $f \in C^{\infty}\left(\mathrm{T}^{k} M\right)$ we write $J_{r}^{*}(f)=f$.
Definition 1.32. The endomorphism $J_{r}^{*}: \Omega\left(\mathrm{T}^{k} M\right) \rightarrow \Omega\left(\mathrm{T}^{k} M\right), 1 \leqslant r \leqslant k$, is called the rth vertical operator, and it is locally given by

$$
J_{r}^{*}(f)=f, \text { for every } f \in C^{\infty}\left(\mathrm{T}^{k} M\right) \quad ; \quad J_{r}^{*}\left(\mathrm{~d} x_{j}^{i}\right)= \begin{cases}\frac{j!}{(j-r)!} \mathrm{d} x_{j-r}^{i} & \text { if } j \geqslant r \\ 0 & \text { if } j<r\end{cases}
$$

### 1.5.3 Tulczyjew's derivation

In the set $\bigoplus_{k \geqslant 0} \Omega\left(\mathrm{~T}^{k} M\right)$ we define an equivalence relation as follows: for $\alpha \in \Omega\left(\mathrm{T}^{k} M\right)$ and $\beta \in \Omega\left(\mathrm{T}^{k^{\prime}} M\right)$,

$$
\alpha \sim \beta \Longleftrightarrow\left\{\begin{array}{ll}
\alpha=\left(\rho_{k^{\prime}}^{k}\right)^{*}(\beta) & \text { if } k^{\prime} \leqslant k \\
\beta=\left(p_{k}^{\prime}\right)^{*}(\alpha) & \text { if } k^{\prime} \geqslant k
\end{array} .\right.
$$

Then we consider the quotient set

$$
\Omega=\bigoplus_{k \geqslant 0} \Omega\left(\mathrm{~T}^{k} M\right) / \sim,
$$

which is a commutative graded algebra. In this set we can define the Tulczyjew's derivation, denoted by $d_{T}$, as follows: for every $f \in C^{\infty}\left(\mathrm{T}^{k} M\right)$ we construct the function $d_{T} f \in C^{\infty}\left(\mathrm{T}^{k+1} M\right)$ given by

$$
\left(d_{T} f\right)\left(j_{0}^{k+1} \phi\right)=\left(\mathrm{d}_{j_{\phi}^{k} \phi} \phi\right)\left(j_{k+1}\left(j_{0}^{k+1} \phi\right)\right),
$$

where $j_{k+1}: \mathrm{T}^{k+1} M \rightarrow \mathrm{~T}\left(\mathrm{~T}^{k} M\right)$ is the canonical injection introduced in 1.22 , and $d_{j_{0}^{k} \phi} f$ is the exterior derivative of $f$ in $j_{0}^{k} \phi \in \mathrm{~T}^{k} M$. From the coordinate expression (1.23) for $j_{k+1}$, we obtain that

$$
\begin{equation*}
d_{T} f\left(x_{0}^{i}, \ldots, x_{k+1}^{i}\right)=\sum_{j=0}^{k} x_{j+1}^{i} \frac{\partial f}{\partial x_{j}^{i}}\left(x_{0}^{i}, \ldots, x_{k}^{i}\right) . \tag{1.30}
\end{equation*}
$$

This map $d_{T}$ extends to a derivation of degree 0 in $\Omega$ and, as $d_{T} \mathrm{~d}=\mathrm{d} d_{T}$, it is determined by its action on functions and by the property $d_{T}\left(\mathrm{~d} x_{j}^{i}\right)=\mathrm{d} x_{j+1}^{i}$.
Remark. Bearing in mind the results in Section 1.4.7 the Tulczyjew's derivation can be defined in the following equivalent way: let us consider the fiber bundle $\pi: \mathbb{R} \times M \rightarrow \mathbb{R}, J^{k} \pi$ the $k$ th-order jet bundle of $\pi$, and $d / d t \in \mathfrak{X}\left(\pi_{k}^{k+1}\right)$ the total time derivative associated to the canonical vector field in $\mathbb{R}$. Let us consider the following commutative diagram

where we have used the identification $J^{k} \pi \simeq \mathbb{R} \times \mathrm{T}^{k} M$, and $\mathrm{pr}_{2}: \mathbb{R} \times \mathrm{T}^{k} M \rightarrow \mathrm{~T}^{k} M$ is the canonical projection on the second factor. Then, the total time derivative $d / d t$ induces an operator $T \in \mathfrak{X}\left(\rho_{k}^{k+1}\right)$ which satisfies

$$
T_{\mathrm{pr}_{2}\left(j_{p}^{k+1} \phi\right)}=\mathrm{Tpr}_{2}\left(\left.\frac{d}{d t}\right|_{j_{p}^{k+1} \phi}\right) .
$$

In coordinates,

$$
T=\sum_{j=0}^{k} x_{j+1}^{i} \frac{\partial}{\partial x_{j}^{i}}
$$

The derivation corresponding to $T$ is denoted $d_{T}$ and coincides with the Tulczyjew's derivation.

### 1.5.4 Higher-order semisprays

Definition 1.33. A curve $\psi: \mathbb{R} \rightarrow \mathrm{T}^{k} M$ is holonomic of type $r, 1 \leqslant r \leqslant k$, if, denoting $\phi=\beta^{k} \circ \psi$, then $j_{0}^{k-r+1} \phi=\rho_{k-r+1}^{k} \circ \psi$, where $j_{0}^{k-r+1} \phi$ is the canonical lifting of $\phi$ to $\mathrm{T}^{k-r+1} M$. That is, the following diagram is commutative


In particular, a curve $\psi: \mathbb{R} \rightarrow \mathrm{T}^{k} M$ is holonomic of type 1 , or simply holonomic if it is the canonical lifting of a curve $\phi: \mathbb{R} \rightarrow M$, that is, $j_{0}^{k} \phi=\psi$.
Definition 1.34. A vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$ is a semispray of type $r, 1 \leqslant r \leqslant k$, if every integral curve $\psi$ of $X$ is holonomic of type $r$. If $r=1$, the vector field is said to be a semispray of type $1, a k$ th-order differential equation ( $k$-O.D.E.), or a holonomic vector field.

In coordinates, let $\psi(t)=\left(\psi_{0}^{i}(t), \ldots, \psi_{k}^{i}(t)\right)$ be a curve in $\mathrm{T}^{k} M$. Then $\psi$ is holonomic of type $r$ if its component functions satisfy the following systems of differential equations

$$
\psi_{j}^{i}=\frac{d^{j} \psi_{0}^{i}}{d t^{j}}, \quad 1 \leqslant j \leqslant k-r+1,1 \leqslant i \leqslant m
$$

or, equivalently

$$
\psi_{j+1}^{i}=\frac{d \psi_{j}^{i}}{d t}, \quad 0 \leqslant j \leqslant k-r, 1 \leqslant i \leqslant m .
$$

From this, the local expression of a semispray of type $r$ is

$$
X=x_{1}^{i} \frac{\partial}{\partial x_{0}^{i}}+x_{2}^{i} \frac{\partial}{\partial x_{1}^{i}}+\ldots+x_{k-r+1}^{i} \frac{\partial}{\partial x_{k-r}^{i}}+X_{k-r+1}^{i} \frac{\partial}{\partial x_{k-r+1}^{i}}+\ldots+X_{k}^{i} \frac{\partial}{\partial x_{k}^{i}},
$$

and, in particular, the coordinate expression of a semispray of type 1 is

$$
X=x_{1}^{i} \frac{\partial}{\partial x_{0}^{i}}+x_{2}^{i} \frac{\partial}{\partial x_{1}^{i}}+\ldots+x_{k}^{i} \frac{\partial}{\partial x_{k-1}^{i}}+X_{k}^{i} \frac{\partial}{\partial x_{k}^{i}}
$$

From this coordinate expressions it is clear that every semispray of type $r$ is a semispray of type $s$, for $s \geqslant r$. In addition, we can state the following result.
Proposition 1.18. Let $X \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$ be a vector field. The following assertions are equivalent:

1. $X$ is a semispray of type $r$.
2. $\mathrm{T} \rho_{k-r}^{k} \circ X=j_{k-r+1}$, that is, the following diagram commutes

3. $J_{r} \circ X=\Delta_{r}$.

Remark. Taking $k=1$ in the previous Definitions we recover the definitions of holonomic curve in TM and the S.O.D.E. vector fields. Hence, holonomic curves of type 1 and semisprays of type 1 are the natural generalization of these concepts to the higher-order tangent bundles.

Definition 1.35. Let $X \in \mathfrak{X}\left(\mathrm{~T}^{k} M\right)$ be a semispray of type $r$. A curve $\phi: \mathbb{R} \rightarrow M$ is said to be $a$ path or solution of $X$ if $j_{0}^{k} \phi: \mathbb{R} \rightarrow \mathrm{T}^{k} M$ is an integral curve of $X$.

In coordinates, $\phi(t)=\left(\phi^{i}(t)\right)$ verifies the following system of differential equations of order $k+1$

$$
\frac{d^{k-r+2} \phi^{i}}{d t^{k-r+2}}=X_{k-r+1}^{i}\left(\phi, \frac{d \phi}{d t}, \ldots, \frac{d^{k} \phi}{d t^{k}}\right), \ldots, \frac{d^{k+1} \phi^{i}}{d t^{k+1}}=X_{k}^{i}\left(\phi, \frac{d \phi}{d t}, \ldots, \frac{d^{k} \phi}{d t^{k}}\right)
$$

### 1.6 Multivector fields

In this Section we introduce the analog to differential forms of arbitrary degree for vector fields: the multivector fields, which are just contravariant skew-symmetric tensors of arbitrary degree on a manifold M. We will study their relation with distributions. (See [75] for details).

Along this Section, $M$ will denote a $m$-dimensional smooth manifold.

### 1.6.1 (Locally) Decomposable multivector fields. Integrability conditions

Definition 1.36. A multivector field of degree $k$, or $k$-multivector field, is a section of the bundle $\Lambda^{k} \mathrm{TM}$. The set of all multivector fields of degree $k$ in $M$ is denoted $\mathfrak{X}^{k}(M)$.

In general, given a $k$-multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$, for every $p \in M$ there exists an open neighborhood $U_{p} \subseteq M$ and $X_{1}, \ldots, X_{r} \in \mathfrak{X}\left(U_{p}\right)$ such that the multivector field $\mathcal{X}$ can be written in $U_{p}$ as

$$
\begin{equation*}
\mathcal{X}=\sum_{1 \leqslant i_{1}<\ldots<i_{k} \leqslant r} f^{i_{1} \ldots i_{k}} X_{i_{1}} \wedge \ldots \wedge X_{i_{k}} \tag{1.31}
\end{equation*}
$$

with $f^{i_{1} \ldots i_{k}} \in C^{\infty}\left(U_{p}\right)$ and $k \leqslant r \leqslant \operatorname{dim} M$. Now, if for every $p$ we have $r=k$, we have the following definition.

Definition 1.37. A $k$-multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is decomposable if there are $X_{1}, \ldots, X_{k} \in \mathfrak{X}(M)$ such that $\mathcal{X}=X_{1} \wedge \ldots \wedge X_{k}$. The multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is locally decomposable if for every $p \in M$ there exists an open neighborhood $U_{p} \subseteq M$ and $X_{1}, \ldots, X_{k} \in \mathfrak{X}\left(U_{p}\right)$ such that $\mathcal{X}=X_{1} \wedge \ldots \wedge X_{k}$ on $U_{p}$.

Every multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ defines an operation $i(\mathcal{X})$ of degree $-k$ in the algebra of differential forms $\Omega(M)$. In particular, if $\omega \in \Omega^{n}(M)$ is a $n$-form in $M$, then bearing in mind (1.31) we have

$$
i(\mathcal{X}) \omega=\sum_{1 \leqslant i_{1}<\ldots<i_{k} \leqslant r} f^{i_{1} \ldots i_{k}} i\left(X_{i_{1}} \wedge \ldots \wedge X_{i_{k}}\right) \omega=\sum_{1 \leqslant i_{1}<\ldots<i_{k} \leqslant r} f^{i_{1} \ldots i_{k}} i\left(X_{i_{1}}\right) \ldots i\left(X_{i_{k}}\right) \omega
$$

if $n \geqslant k$, and it vanishes if $n<k$. A $n$-form $\omega$ is said to be $j$-nondegenerate, $1 \leqslant j \leqslant n-1$, if for every $p \in M$ and $\mathcal{X} \in \mathfrak{X}^{j}(M), i\left(\mathcal{X}_{p}\right) \omega_{p}=0$ if, and only if, $\mathcal{X}_{p}=0$.

Let $\mathcal{D}$ be a $k$-dimensional distribution in $M$, that is, a $k$-dimensional subbundle of $T M$. It is clear that sections of $\Lambda^{k} \mathcal{D}$ are $k$-multivector fields in $M$, and that the existence of a non-vanishing global section of $\Lambda^{k} \mathcal{D}$ is equivalent to the orientability of the distribution $\mathcal{D}$. Then, we want to study the relation between non-vanishing $k$-multivector fields in $M$ and $k$-dimensional distributions in TM.

Definition 1.38. A non-vanishing multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ and a $k$-dimensional distribution $\mathcal{D} \subset$ TM are locally associated if there exists a connected open set $U \subseteq M$ such that $\left.\mathcal{X}\right|_{U}$ is a section of $\left.\Lambda^{k} \mathcal{D}\right|_{U}$.

As a consequence of this last Definition we can introduce an equivalence relation on the set of nonvanishing $k$-multivector fields in $M$ as follows: two $k$-multivector fields $\mathcal{X}, \mathcal{X}^{\prime} \in \mathfrak{X}^{k}(M)$ are related if, and only if, they are both locally associated, on the same connected open set $U \subseteq M$, with the same distribution $\mathcal{D}$. In addition, in this case there exists a non-vanishing function $f \in C^{\infty}(U)$ such that $\mathcal{X}^{\prime}=f \mathcal{X}$ on $U$. The equivalence classes of this quotient set will be denoted by $\{\mathcal{X}\}_{U}$.

Theorem 1.19. There is a bijective correspondence between the set of $k$-dimensional orientable distributions $\mathcal{D} \subseteq T M$ and set of equivalence classes $\{\mathcal{X}\}_{M}$ of non-vanishing, locally decomposable $k$-multivector fields in $M$.

Remark. If $\mathcal{D} \subseteq T M$ is a non-orientable $k$-dimensional distribution, then for every $p \in M$ there exists an open neighborhood $U_{p} \subseteq M$ and a non-vanishing $k$-multivector field $\mathcal{X} \in \mathfrak{X}^{k}(U)$ such that $\left.\mathcal{D}\right|_{U_{p}}=\mathcal{D}_{U}(\mathcal{X})$. $\diamond$

If $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is a non-vanishing, locally decomposable $k$-multivector field and $U \subseteq M$ is a connected open set, then the distribution associated to the equivalence class $\{\mathcal{X}\}_{U}$ will be denoted by $\mathcal{D}_{U}(\mathcal{X})$. If $U=M$, then we write simply $\mathcal{D}(\mathcal{X})$.
Definition 1.39. Let $\mathcal{X} \in \mathfrak{X}^{k}(M)$ be a multivector field.

- A submanifold $N \hookrightarrow M$ with $\operatorname{dim} N=k$ is an integral manifold of $\mathcal{X}$ if for every $p \in N, \mathcal{X}_{p}$ spans $\Lambda^{k} \mathrm{~T}_{p} N$.
- Given an open subset $U \subseteq M, \mathcal{X}$ is integrable on $U$ if for every $p \in U$ there exists an integral manifold $N \hookrightarrow U$ of $\mathcal{X}$ containing $p$.
- $\mathcal{X}$ is integrable if it is integrable in $M$.

It is clear from the definition that every integrable multivector field is non-vanishing. Now, using Theorem 1.19 , we can give the following definitions.
Definition 1.40. Let $\mathcal{X} \in \mathfrak{X}^{k}(M)$ be a multivector field.

- Given a connected open set $U \subseteq M, \mathcal{X}$ is involutive on $U$ if it is locally decomposable in $U$ and its associated distribution $\mathcal{D}_{U}(\mathcal{X})$ is involutive.
- $\mathcal{X}$ is locally involutive around $p \in M$ if there exists a connected open neighborhood $U_{p} \ni p$ such that $\mathcal{X}$ is involutive on $U_{p}$.
- $\mathcal{X}$ is involutive if it is involutive on $M$ or, equivalently, if it is locally involutive around every $p \in M$.

These definitions enable us to reformulate the classical Frobenius' Theorem in the setting of multivector fields.
Theorem 1.20 (Frobenius). A non-vanishing and locally decomposable multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is integrable on a connected open set $U \subseteq M$ if, and only if, it is involutive on $U$.
Remark. If a multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is integrable, then so is every other multivector field in it equivalence class $\{\mathcal{X}\}$, and all of them have the same integral manifolds.

Recall that a $k$-dimensional distribution $\mathcal{D} \subseteq T M$ is integrable if, and only if, it is locally spanned by a set of vector fields $X_{1}, \ldots, X_{k} \in \mathfrak{X}(M)$ such that $\left[X_{i}, X_{j}\right]=0$ for every pair $X_{i}, X_{j}$. Then, a multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is integrable if, and only if, for every $p \in M$ there exists an open neighborhood $U_{p} \subseteq M$ and $X_{1}, \ldots, X_{k} \in \mathfrak{X}\left(U_{p}\right)$ such that

1. $X_{1}, \ldots, X_{k} \operatorname{span} \mathcal{D}_{U_{p}}(\mathcal{X})$.
2. $\left[X_{i}, X_{j}\right]=0$ for every pair $X_{i}, X_{j}$.

Then there exists a non-vanishing function $f \in C^{\infty}\left(U_{p}\right)$ such that $\mathcal{X}=f X_{1} \wedge \ldots \wedge X_{k}$.
Remark. In many applications we have locally decomposable multivector fields $\mathcal{X} \in \mathfrak{X}^{k}(M)$ which are not integrable in $M$, but integrable in a submanifold of $M$. A (local) algorithm for finding this submanifold as been developed [75].

Definition 1.41. A multivector field $\mathcal{X} \in \mathfrak{X}^{k}(M)$ is a dynamical multivector field if

1. $\mathcal{X}$ is integrable.
2. For every $p \in M$ there exists an open neighborhood $U_{p} \subseteq M$ and $X_{1}, \ldots, X_{k} \in \mathfrak{X}(M)$ such that $\left[X_{i}, X_{j}\right]=0$ for every pair $X_{i}, X_{j}$, and $\mathcal{X}=X_{1} \wedge \ldots \wedge X_{k}$ on $U_{p}$.

Proposition 1.21. Let $\{\mathcal{X}\} \subseteq \mathfrak{X}^{k}(M)$ be a class of integrable $k$-multivector fields. Then there is a representative $\mathcal{X}$ of the class which is a dynamical multivector field.

### 1.6.2 Multivector fields in fiber bundles and jet bundles. Holonomy condition

We are interested in the particular situation of a fiber bundle and, more precisely, of jet bundles.
First, let $\pi: E \rightarrow M$ be a fiber bundle, with $\operatorname{dim} M=m$ and $\operatorname{dim} E=m+n$. We are interested in the case where the integral manifolds of multivector fields are sections of the projection $\pi$.

Definition 1.42. A multivector field $\mathcal{X} \in \mathfrak{X}^{m}(M)$ is transverse to the projection $\pi$, or $\pi$-transverse, if at every point $y \in E$ we have

$$
\left(i(\mathcal{X})\left(\pi^{*} \omega\right)\right)_{y} \neq 0
$$

for every $\omega \in \Omega^{m}(M)$ satisfying $\omega(\pi(y))=0$.
Observe that if $\mathcal{X} \in \mathfrak{X}^{m}(E)$ is a locally decomposable multivector field, then $\mathcal{X}$ is $\pi$-transverse if, and only if, $\mathrm{T}_{y} \pi(\mathcal{D}(\mathcal{X}))=\mathrm{T}_{\pi(y)} M$ for every $y \in E$.

Theorem 1.22. Let $\mathcal{X} \in \mathfrak{X}^{m}(E)$ be an integrable multivector field. Then $\mathcal{X}$ is $\pi$-transverse if, and only if, its integral manifolds are local sections of $\pi$.

In this case, if $\phi: U \subseteq M \rightarrow E$ is a local section with $\phi(x)=y$ and $\phi(U)$ is the integral manifold of $\mathcal{X}$, then $\mathrm{T}_{y}(\operatorname{Im} \phi)=\mathcal{D}_{y}(\mathcal{X})$. Now, let us consider the following diagram

where $U \subseteq M$ is an open set. Then we have
Proposition 1.23. A multivector field $\mathcal{X} \in \mathfrak{X}^{m}(E)$ is integrable and $\pi$-transverse if, and only if, for every $y \in E$ there exists a local section $\phi \in \Gamma_{U}(\pi)$ such that $\phi(\pi(y))=y$ and a non-vanishing function $f \in C^{\infty}(E)$ such that $\Lambda^{m} \mathrm{~T} \phi=f \mathcal{X} \circ \phi \circ \Lambda^{m} \tau_{U}$.

Now, let us consider the $k$ th-order jet bundle of $\pi, J^{k} \pi$. We are interested in the case when the integral sections of the multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(J^{k} \pi\right)$ are the $k$ th prolongations of sections of $\pi$.

Definition 1.43. A multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(J^{k} \pi\right)$ is holonomic of type $r, 1 \leqslant r \leqslant k$, if

1. $\mathcal{X}$ is integrable.
2. $\mathcal{X}$ is $\bar{\pi}^{k}$-transverse.
3. The integral sections $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ of $\mathcal{X}$ are holonomic of type $r$.

In particular, a multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(J^{k} \pi\right)$ is holonomic of type 1 (or simply holonomic) if it is integrable, $\bar{\pi}^{k}$-transverse and its integral sections $\psi \in \Gamma\left(\bar{\pi}^{k}\right)$ are the kth prolongations of sections $\phi \in \Gamma(\pi)$.

In natural coordinates, let $\mathcal{X} \in \mathfrak{X}^{m}\left(J^{k} \pi\right)$ be a locally decomposable and $\bar{\pi}^{k}$-transverse multivector field. From Proposition 1.21, this multivector field $\mathcal{X}$ may be chosen to have the following coordinate expression

$$
\mathcal{X}=\bigwedge_{i=1}^{m} f_{i}\left(\frac{\partial}{\partial x^{i}}+F_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{I, i}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}\right), \quad(1 \leqslant|I| \leqslant k)
$$

with $f_{i}$ non-vanishing local functions. Then, the condition for $\mathcal{X}$ to be holonomic of type $r$ gives the following equations:

$$
\begin{equation*}
F_{i}^{\alpha}=u_{i}^{\alpha} \quad ; \quad F_{I, i}^{\alpha}=u_{I+1_{i}}^{\alpha}, \quad 1 \leqslant|I| \leqslant k-r, 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n \tag{1.32}
\end{equation*}
$$

Hence, the local expression of a locally decomposable holonomic of type $r$ multivector field is

$$
\mathcal{X}=\bigwedge_{i=1}^{m} f_{i}\left(\frac{\partial}{\partial x^{i}}+u_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+\sum_{|I|=1}^{k-r} u_{I+1_{i}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+\sum_{|I|=k-r+1}^{k} F_{I, i}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}\right)
$$

In the particular case $r=1$, that is, $\mathcal{X}$ being a locally decomposable holonomic multivector field, its local expression is

$$
\mathcal{X}=\bigwedge_{i=1}^{m} f_{i}\left(\frac{\partial}{\partial x^{i}}+u_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+\sum_{|I|=1}^{k-1} u_{I+1_{i}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{K, i}^{\alpha} \frac{\partial}{\partial u_{K}^{\alpha}}\right)
$$

where $|K|=k$.
Remark. It is important to point out that a locally decomposable and $\bar{\pi}^{k}$-transverse multivector field $\mathcal{X}$ satisfying the local equations 1.32 may not be holonomic of type $r$, since these local equations are not a sufficient nor necessary condition for the multivector field to be integrable. However, we can assure that if such a multivector field admits integral sections, then its integral sections are holonomic of type $r$. In first-order theories using jet bundles, these equations are equivalent to the so-called semi-holonomy condition (or S.O.P.D.E condition, from Second Order Partial Differential Equation) [75]. In the general setting, a locally decomposable and $\bar{\pi}^{k}$-transverse multivector field satisfying equations 1.32 is called semi-holonomic.

### 1.7 The constraint algorithm

There are many works devoted to the study of a constraint algorithm for implicit differential equations. See, for example, [88, 89, 90, 117, 118. Moreover, this algorithm has been generalized to many different situations, including time-dependent mechanical systems, both for a trivial bundle and a general bundle
over $\mathbb{R}$ endowed with a cosymplectic structure (see [27, 44, 45]), and field theories in the $k$-symplectic and multisymplectic settings (see [46, 94]).

In this Section we briefly review the constraint algorithm for presymplectic systems, which is a purely geometric algorithm based on the Dirac-Bergmann algorithm.

Let $M$ be a $m$-dimensional smooth manifold, $\omega \in \Omega^{2}(M)$ a closed 2-form on $M$, and $\alpha \in \Omega^{1}(M)$ a 1 -form on $M$. If $\omega$ is nondegenerate (that is, symplectic), then the equation

$$
\begin{equation*}
i(X) \Omega=\alpha \tag{1.33}
\end{equation*}
$$

has a unique solution $X \in \mathfrak{X}(M)$ for every 1-form $\alpha$ that we consider. In particular, the vector field solution to equation 1.33 is given by

$$
X=\omega^{\sharp}(\alpha)=\left(\omega^{b}\right)^{-1}(\alpha),
$$

where $\omega^{b}: \mathfrak{X}(M) \rightarrow \Omega^{1}(M)$ is the canonical isomorphism introduced in Section 1.1. Nevertheless, if $\omega$ is degenerate (that is, presymplectic), then equation (1.33) may not have a solution defined on the whole manifold $M$, but only on some points of $M$. The triple $(M, \omega, \alpha)$ is said to be a presymplectic system. The aim of the constraint algorithm, is to find a submanifold $N \hookrightarrow M$ such that the equation 1.33) has solutions in $N$ (if such a submanifold exists). More precisely, the constraint algorithm returns the maximal submanifold $N$ of $M$ such that there exists a vector field $X \in \mathfrak{X}(M)$ satisfying equation 1.33) with support on $N$.

The algorithm proceeds as follows. Since $\omega$ is degenerate, equation 1.33 has no solution in general, or the solutions are not defined everywhere. In the most favorable cases, equation (1.33) admits a global (but not unique) solution $X \in \mathfrak{X}(M)$. Otherwise, we consider the subset of points in $M$ where such a solution exists, that is, we define

$$
\begin{aligned}
M_{1} & =\left\{p \in M \mid \text { there exists } X_{p} \in \mathrm{~T}_{p} M \text { satisfying } i\left(X_{p}\right) \omega_{p}=\alpha_{p}\right\} \\
& =\{p \in M \mid(i(Y) \alpha)(p)=0 \text { for every } Y \in \operatorname{ker} \omega\}
\end{aligned}
$$

and we assume that it is a submanifold of $M$. The submanifold $M_{1} \hookrightarrow M$ is the compatibility submanifold, or the first constraint submanifold, of the system. Then, equation (1.33) admits a solution $X$ defined everywhere in $M_{1}$, but $X$ is not necessarily tangent to $M_{1}$, and thus it does not necessarily induce a dynamics on $M_{1}$. So we impose a tangency condition along $M_{1}$, and we obtain a new submanifold

$$
M_{2}=\left\{p \in M_{1} \mid \text { there exists } X_{p} \in \mathrm{~T}_{p} M_{1} \text { satisfying } i\left(X_{p}\right) \omega_{p}=\alpha_{p}\right\}
$$

A solution $X$ to equation 1.33 does exist in $M_{2}$ but, again, such an $X$ is not necessarily tangent to $M_{2}$, and this condition must be required. Following this process we obtain a sequence of submanifolds

$$
\ldots \hookrightarrow M_{i} \hookrightarrow \ldots \hookrightarrow M_{2} \hookrightarrow M_{1} \hookrightarrow M
$$

where the general description of $M_{i}$ is

$$
M_{i}=\left\{p \in M_{i-1} \mid \text { there exists } X_{p} \in \mathrm{~T}_{p} M_{i-1} \text { satisfying } i\left(X_{p}\right) \omega_{p}=\alpha_{p}\right\}
$$

If the algorithm terminates at a nonempty set, in the sense that at some $s \geqslant 1$ we have $M_{i+1}=M_{i}$ for every $i \geqslant s$, then we say that $M_{s}$ is the final constraint submanifold, which is denoted by $M_{f}$. It may still happen that $\operatorname{dim} M_{f}=0$, that is, $M_{f}$ is a discrete set of points, and in this case the system does not admit a proper dynamics. But if $\operatorname{dim} M_{f}>0$, by construction, there exists a well-defined solution $X$ of equation (1.33) along $M_{f}$.

## Chapter 2

## Mathematical physics background

In this second Chapter we review the geometric formulations of several kinds of physical systems. In particular, we focus on dynamical systems and field theories whose dynamical information is given in terms of a Lagrangian function or density. As for Chapter 1. this is a review Chapter. Hence, no proofs or detailed calculations are given: several references containing proofs, calculations and details are included within each Section.

The structure of the Chapter is the following. In Section 2.1, we review the Lagrangian, Hamiltonian and unified formalisms for first-order autonomous dynamical systems. Using this geometric setting, Section 2.2 is devoted to introduce the geometric version of the Hamilton-Jacobi problem for these kinds of systems, both in the Lagrangian and Hamiltonian formulations. Section 2.3 is devoted to give the geometric setting of both the Lagrangian and Hamiltonian formalisms for higher-order dynamical systems. Finally, in Sections 2.4 and 2.5 we review the Lagrangian, Hamiltonian and Skinner-Rusk formulations of non-autonomous first-order dynamical systems and first-order field theories, respectively.

We point out that the reader will find obvious similarities between the different Sections within this Chapter. In fact, since we assume that all our physical systems are given in terms of a Lagrangian, the geometrization of these kind of systems gives rise to similar geometric models that may be adapted from one particular situation to another.

### 2.1 First-order autonomous dynamical systems

Consider a first-order autonomous Lagrangian dynamical system with $n$ degrees of freedom. Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of this first-order dynamical system, and $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ a Lagrangian function describing the dynamics of the system.

### 2.1.1 Lagrangian formalism

(See 4 and 41, 118 for details).

## Geometric and dynamical structures

From the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ and the canonical structures of the tangent bundle, namely the vertical endomorphism $J: \mathfrak{X}(\mathrm{T} Q) \rightarrow \mathfrak{X}^{V\left(\tau_{Q}\right)}(\mathrm{T} Q)$ and the Liouville vector field $\Delta \in \mathfrak{X}(\mathrm{T} Q)$, we construct the following structures.

Definition 2.1. The Poincaré-Cartan 1-form associated to $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$, or Lagrangian 1-form, is the form $\theta_{\mathcal{L}} \in \Omega^{1}(\mathrm{~T} Q)$ defined as

$$
\theta_{\mathcal{L}}=i(J) \mathrm{d} \mathcal{L}=\mathrm{d} \mathcal{L} \circ J .
$$

From this, the Poincaré-Cartan 2-form associated to $\mathcal{L}$, or Lagrangian 2-form, is the form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$ defined as

$$
\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}}
$$

It is important to point out that, given an arbitrary Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$, the 2-form $\omega_{\mathcal{L}}$ may not have constant rank at every point in $\mathrm{T} Q$. If $\operatorname{rank} \omega_{\mathcal{L}}\left(p, v_{p}\right)=$ const. for every $\left(p, v_{p}\right) \in \mathrm{T} Q$, then $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is said to be a geometrically admissible Lagrangian. We will only consider Lagrangian functions satisfying this property.

Definition 2.2. The Lagrangian energy associated to $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is the function $E_{\mathcal{L}} \in C^{\infty}(\mathrm{T} Q)$ defined as

$$
E_{\mathcal{L}}=\Delta(\mathcal{L})-\mathcal{L} .
$$

Remark. In some references, the first term of the Lagrangian energy is referred to as Lagrangian action associated to $\mathcal{L}$, and it is denoted by $A_{\mathcal{L}}$. Then we have $E_{\mathcal{L}}=A_{\mathcal{L}}-\mathcal{L}$.

It is clear from these definitions that the phase space of a first-order autonomous Lagrangian dynamical system is the tangent bundle of the configuration manifold $Q$.

Definition 2.3. A first-order autonomous Lagrangian system is a pair $(\mathrm{T} Q, \mathcal{L})$, where $Q$ represents the configuration space and $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is the Lagrangian function.

In coordinates, bearing in mind the local expressions of the vertical endomorphism of the tangent bundle given by 1.27 ) and the Liouville vector field given by 1.26 , the coordinate expression of the Poincaré-Cartan 1-form is

$$
\begin{equation*}
\theta_{\mathcal{L}}=\frac{\partial \mathcal{L}}{\partial v^{A}} \mathrm{~d} q^{A} \tag{2.1}
\end{equation*}
$$

from which the coordinate expression of the Poincaré-Cartan 2-form is

$$
\begin{equation*}
\omega_{\mathcal{L}}=\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial q^{B}} \mathrm{~d} q^{A} \wedge \mathrm{~d} q^{B}+\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}} \mathrm{~d} q^{A} \wedge \mathrm{~d} v^{B} \tag{2.2}
\end{equation*}
$$

On the other hand, the Lagrangian energy has the following coordinate expression

$$
\begin{equation*}
E_{\mathcal{L}}=v^{A} \frac{\partial \mathcal{L}}{\partial v^{A}}-\mathcal{L}\left(q^{A}, v^{A}\right) \tag{2.3}
\end{equation*}
$$

Remark. From the coordinate expression (2.1), it is clear that the Lagrangian 1-form $\theta_{\mathcal{L}}$ is a semibasic form on $\mathrm{T} Q$ since $\theta_{\mathcal{L}} \in \operatorname{Im}\left(J^{*}\right)$, where $J^{*}: \mathrm{T}^{*} \mathrm{~T} Q \rightarrow \mathrm{~T}^{*} \mathrm{~T} Q$ is the conjugate of the vertical endomorphism. $\diamond$

Observe that, given an arbitrary Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$, the Poincaré-Cartan 2-form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$ is always closed by definition, but not necessarily nondegenerate. That is, the Lagrangian 2 -form is always presymplectic, but not necessarily symplectic. This leads to the following definition.
Definition 2.4. A Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is regular (and thus $(\mathrm{T} Q, \mathcal{L})$ is a regular system) if the Poincaré-Cartan 2 -form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$ associated to $\mathcal{L}$ is symplectic. Otherwise, the Lagrangian is said to be singular (and thus ( $\mathrm{T} Q, \mathcal{L}$ ) is a singular system).

From the coordinate expression (2.2) of the Poincaré-Cartan 2-form it is clear that the nondegeneracy of $\omega_{\mathcal{L}}$ is locally equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}}\right)\left(p, v_{p}\right) \neq 0, \text { for every }\left(p, v_{p}\right) \in \mathrm{T} Q
$$

That is, a Lagrangian function is regular if, and only if, its Hessian matrix with respect to the velocities is invertible at every point of $\mathrm{T} Q$.

## Dynamical vector field

The dynamical trajectories of the system are given by the integral curves of a holonomic vector field $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ satisfying

$$
\begin{equation*}
i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}} \tag{2.4}
\end{equation*}
$$

This equation is the Lagrangian equation, and a vector field $X_{\mathcal{L}}$ solution to (2.4) (if such a vector field exists) is called a Lagrangian vector field. If, in addition, $X_{\mathcal{L}}$ is holonomic, then it is called the EulerLagrange vector field, and its integral curves are solutions to the Euler-Lagrange equations.
Remark. Notice that, following the terminology introduced in Section 1.1.2, the vector field $X_{\mathcal{L}}$ solution to equation $\sqrt{2.4}$ is nothing but the Hamiltonian vector field associated to the Lagrangian energy $E_{\mathcal{L}}$. $\diamond$

In the natural coordinates of $\mathrm{T} Q$, a generic vector field $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ is given by

$$
X_{\mathcal{L}}=f^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}
$$

Then, bearing in mind the local expression (2.2) of the Lagrangian 2-form $\omega_{\mathcal{L}}$, and requiring equation 2.4 to hold, we obtain the following system of $2 n$ equations for the component functions of $X_{\mathcal{L}}$

$$
\begin{align*}
& F^{A} \frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}}=f^{A}\left(\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial q^{B}}-\frac{\partial^{2} \mathcal{L}}{\partial v^{B} \partial q^{A}}\right)-v^{A} \frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial q^{B}}+\frac{\partial \mathcal{L}}{\partial q^{B}}  \tag{2.5}\\
&\left(f^{A}-v^{A}\right) \frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}}=0 \tag{2.6}
\end{align*}
$$

Observe that equations 2.6 are the local equations for the holonomy condition of the vector field $X_{\mathcal{L}}$, while equations (2.5) are the dynamical equations. Observe that if the condition to be holonomic is required from the beginning, then equations 2.6 are an identity, and equations 2.5 reduce to

$$
\begin{equation*}
F^{A} \frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}}=\frac{\partial \mathcal{L}}{\partial q^{B}}-v^{A} \frac{\partial^{2} \mathcal{L}}{\partial q^{A} \partial v^{B}} \tag{2.7}
\end{equation*}
$$

In all of these equations the Hessian matrix of $\mathcal{L}$ with respect to the velocities appears alongside the coefficients to be determined. Therefore, we have the following result.
Proposition 2.1. If the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is regular, then there exists a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ solution to the equation (2.4) which, in addition, is holonomic.
Remark. Notice that the existence and uniqueness of the solution to equation (2.4) is also a straightforward consequence to the fact that $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is regular if, and only if, the 2 -form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$ is symplectic.

If the Lagrangian function provided is not regular, then the 2-form $\omega_{\mathcal{L}}$ is merely presymplectic, so the existence of solutions to the equation (2.4) is not assured, except in special cases or requiring some additional conditions to the Lagrangian function. In general, we must use the constraint algorithm described in Section 1.7 and, in the most favorable cases, there exists a submanifold $S_{f} \hookrightarrow \mathrm{~T} Q$ where the equation

$$
\begin{equation*}
\left.\left[i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}\right]\right|_{S_{f}}=0 \tag{2.8}
\end{equation*}
$$

admits a well-defined solution $X_{\mathcal{L}}$, which is tangent to $S_{f}$. Nevertheless, these vector fields solution are not necessarily holonomic on $S_{f}$, but only in the points of another submanifold $S_{f}^{h} \hookrightarrow S_{f}$.

## Integral curves

Let $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ be a holonomic vector field solution to the equation 2.4, and let $\psi_{\mathcal{L}}: \mathbb{R} \rightarrow \mathrm{T} Q$ be an integral curve of $X_{\mathcal{L}}$. Since $X_{\mathcal{L}}$ is a holonomic vector field, there exists a curve $\phi_{\mathcal{L}}: \mathbb{R} \rightarrow Q$ such that $\dot{\phi}_{\mathcal{L}}=\psi_{\mathcal{L}}$. Since $\dot{\psi}_{\mathcal{L}}=X_{\mathcal{L}} \circ \psi_{\mathcal{L}}$, the geometric equation for the dynamical trajectories of the system is

$$
i\left(\dot{\psi}_{\mathcal{L}}\right)\left(\omega_{\mathcal{L}} \circ \psi_{\mathcal{L}}\right)=\mathrm{d} E_{\mathcal{L}} \circ \psi_{\mathcal{L}}
$$

or, equivalently,

$$
i\left(\ddot{\phi}_{\mathcal{L}}\right)\left(\omega_{\mathcal{L}} \circ \dot{\phi}_{\mathcal{L}}\right)=\mathrm{d} E_{\mathcal{L}} \circ \dot{\phi}_{\mathcal{L}}
$$

In coordinates, the curve $\phi_{\mathcal{L}}: \mathbb{R} \rightarrow Q$ must satisfy the following system of $n$ second-order ordinary differential equations

$$
\begin{equation*}
\left.\frac{\partial \mathcal{L}}{\partial q^{A}}\right|_{\dot{\phi}_{\mathcal{L}}}-\left.\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial v^{A}}\right|_{\dot{\phi}_{\mathcal{L}}}=0 \tag{2.9}
\end{equation*}
$$

These are the Euler-Lagrange equations for this dynamical system.

### 2.1.2 Hamiltonian formalism associated to a Lagrangian system

(See [1, 4] for details).

## The Legendre map

The Legendre map in first-order dynamical systems can be introduced in several equivalent ways. In this dissertation we define this transformation using the fact that the Poincaré-Cartan 1-form is semibasic on $\mathrm{T} Q$, since it will be the easiest way when we generalize it to the higher-order setting in Section 2.3 .2 . For alternative definitions, see [1, 4, 16, 104].

Definition 2.5. The Legendre map associated to the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is the bundle morphism $\mathcal{F} \mathcal{L}: \mathrm{T} Q \rightarrow \mathrm{~T}^{*} Q$ over $Q$ defined as follows: for every $u \in \mathrm{TT} Q$,

$$
\theta_{\mathcal{L}}(u)=\left\langle\mathrm{T} \tau_{Q}(u), \mathcal{F} \mathcal{L}\left(\tau_{\mathrm{T} Q}(u)\right)\right\rangle
$$

It is clear from the definition that this map satisfies $\pi_{Q} \circ \mathcal{F} \mathcal{L}=\tau_{Q}$. Furthermore, if $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$ and $\omega=-\mathrm{d} \theta \in \Omega^{2}\left(\mathrm{~T}^{*} Q\right)$ are the canonical 1 and 2 forms of the cotangent bundle, we have that $\mathcal{F} \mathcal{L}^{*} \theta=\theta_{\mathcal{L}}$ and $\mathcal{F} \mathcal{L}^{*} \omega=\omega_{\mathcal{L}}$.

In coordinates, bearing in mind the local expressions of the Liouville 1-form $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$ given by (1.2) and the Poincaré-Cartan 1-form $\theta_{\mathcal{L}} \in \Omega^{1}(\mathrm{~T} Q)$ given by 2.1), we obtain the coordinate expression of the Legendre map, which is

$$
\begin{equation*}
\mathcal{F} \mathcal{L}^{*} q^{A}=q^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}=\frac{\partial \mathcal{L}}{\partial v^{A}} \tag{2.10}
\end{equation*}
$$

Observe that from this coordinate expression, the rank of the tangent map of $\mathcal{F} \mathcal{L}$ depends only on the rank of the Hessian matrix of $\mathcal{L}$ with respect to the velocities. Hence, $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is a regular Lagrangian function if, and only if, the Legendre map $\mathcal{F} \mathcal{L}: \mathrm{T} Q \rightarrow \mathrm{~T}^{*} Q$ is a local diffeomorphism.
Definition 2.6. A Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is hyperregular if the Legendre map $\mathcal{F} \mathcal{L}: \mathrm{T} Q \rightarrow$ $\mathrm{T}^{*} Q$ is a global diffeomorphism.

Remark. If the Lagrangian function is hyperregular, then the Legendre map is a symplectomorphism between the symplectic manifolds $\left(\mathrm{T} Q, \omega_{\mathcal{L}}\right)$ and $\left(\mathrm{T}^{*} Q, \omega\right)$.

In order to describe the dynamical trajectories in the canonical Hamiltonian formalism of a Lagrangian system, we distinguish between the regular and non-regular cases. In fact, the only singular kind of systems that we will consider are the almost-regular ones, since we must require the Lagrangian to satisfy some minimal regularity conditions in order to give a general description of these systems.

Definition 2.7. A Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is almost-regular if

1. $\mathcal{F} \mathcal{L}(\mathrm{T} Q) \hookrightarrow \mathrm{T}^{*} Q$ is a closed submanifold.
2. $\mathcal{F} \mathcal{L}$ is a surjective submersion onto its image.
3. For every $\left(p, u_{p}\right) \in \mathrm{T} Q$ the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(p, u_{p}\right)\right)$ are connected submanifolds of $\mathrm{T} Q$.

## Regular and hyperregular Lagrangian functions

Let us assume that the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is hyperregular, since the regular case is recovered from this one by restriction on the open sets where the Legendre map is a local diffeomorphism.

Since $\mathcal{F} \mathcal{L}: \mathrm{T} Q \rightarrow \mathrm{~T}^{*} Q$ is a global diffeomorphism, there exists a unique function $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$ such that $\mathcal{F} \mathcal{L}^{*} h=E_{\mathcal{L}}$.
Definition 2.8. The canonical Hamiltonian function is the unique function $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$ satisfying $\mathcal{F} \mathcal{L}^{*} h=E_{\mathcal{L}}$.

The dynamical trajectories of the system are given by the integral curves of a vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*} Q\right)$ satisfying

$$
\begin{equation*}
i\left(X_{h}\right) \omega=\mathrm{d} h \tag{2.11}
\end{equation*}
$$

This equation is the Hamiltonian equation, and the unique vector field solution to this equation is called the Hamiltonian vector field.

Remark. This concept of Hamiltonian vector field should not be confused with the one introduced in Section 1.1.2, although the vector field solution to equation (2.11) is obviously the Hamiltonian vector field (in the sense of Definition 1.4) of the function $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$.

Let us compute the coordinate expression of the Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$. Bearing in mind the local expressions 2.10) of the Legendre map $\mathcal{F} \mathcal{L}$ and 2.3) of the Lagrangian energy, we have

$$
h=\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} v^{A} p_{A}-\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} \mathcal{L} .
$$

Now, for the equation (2.11), let $X_{h} \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$ be a generic vector field given by

$$
X_{h}=f^{A} \frac{\partial}{\partial q^{A}}+G_{A} \frac{\partial}{\partial p_{A}}
$$

Bearing in mind the coordinate expression (1.3) of the canonical symplectic form of $\mathrm{T}^{*} Q$ we have that the equation 2.11 gives locally the following system of $2 n$ equations

$$
\begin{equation*}
f^{A}=\frac{\partial h}{\partial p_{A}} \quad ; \quad G_{A}=-\frac{\partial h}{\partial q^{A}} \tag{2.12}
\end{equation*}
$$

Finally, we establish the relation between the vector fields solution to the dynamical equation (2.4) in the Lagrangian formalism and the vector fields solution to the dynamical equation (2.11) in the Hamiltonian formalism associated to a hyperregular Lagrangian system.
Theorem 2.2. Let $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ be a hyperregular Lagrangian function. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ be the unique holonomic vector field solution to equation 2.4. Then the vector field $X_{h}=\mathcal{F} \mathcal{L}_{*} X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{*} Q\right)$ is a solution to equation 2.11.
2. Conversely, let $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*} Q\right)$ be the unique vector field solution to equation 2.11 . Then the vector field $X_{\mathcal{L}}=\left(\mathcal{F} \mathcal{L}^{-1}\right)_{*} X_{h} \in \mathfrak{X}(\mathrm{TQ})$ is holonomic, and is a solution to equation 2.4).

Now, if $\psi_{h}: \mathbb{R} \rightarrow \mathrm{T}^{*} Q$ is an integral curve of $X_{h}$, the geometric equation for the dynamical trajectories of the system is

$$
i\left(\dot{\psi}_{h}\right)\left(\omega \circ \psi_{h}\right)=\mathrm{d} h \circ \psi_{h}
$$

In coordinates, if the curve $\psi_{h}$ is given by $\psi_{h}(t)=\left(q^{A}(t), p_{A}(t)\right)$, then its component functions must satisfy the following system of $2 n$ first-order ordinary differential equations

$$
\begin{equation*}
\dot{q}^{A}=\left.\frac{\partial h}{\partial p_{A}}\right|_{\psi_{h}} \quad ; \quad \dot{p}_{A}=-\left.\frac{\partial h}{\partial q^{A}}\right|_{\psi_{h}} \tag{2.13}
\end{equation*}
$$

These are the Hamilton equations for this dynamical system.

## Singular (almost-regular) Lagrangian functions

In the case of almost-regular Lagrangian systems, the Legendre map is no longer a diffeomorphism, and therefore the image of $\mathcal{F} \mathcal{L}$ is a proper submanifold of $\mathrm{T}^{*} Q$. Let $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathrm{T}^{*} Q$ be the image set of the Legendre map, with natural embedding $\jmath: \mathcal{P} \hookrightarrow \mathrm{T}^{*} Q$, and we denote by $\mathcal{F} \mathcal{L}_{o}: \mathrm{T} Q \rightarrow \mathcal{P}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. With these notations, we have the following result.

Proposition 2.3. The Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}(\mathrm{T} Q)$ is $\mathcal{F} \mathcal{L}_{o}$-projectable.
As a consequence of this last result, we can define a Hamiltonian function in $\mathcal{P}$ as follows.
Definition 2.9. The canonical Hamiltonian function is the unique function $h_{o} \in C^{\infty}(\mathcal{P})$ such that $\mathcal{F} \mathcal{L}_{o}^{*} h_{o}=E_{\mathcal{L}}$.

Then, taking $\omega_{o}=\jmath^{*} \omega \in \Omega^{2}(\mathcal{P})$, we can state the Hamilton equation for this system: we look for a vector field $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ satisfying

$$
i\left(X_{h_{o}}\right) \omega_{o}=\mathrm{d} h_{o}
$$

Since the 2 -form $\omega_{o} \in \Omega^{2}(\mathcal{P})$ is, in general, presymplectic, we must apply the constraint algorithm described in Section 1.7. In the most favorable cases, this equation admits a vector field solution only on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P} \hookrightarrow \mathrm{~T}^{*} Q$, and is tangent to it, so the following equation holds

$$
\begin{equation*}
\left.\left[i\left(X_{h_{o}}\right) \omega_{o}-\mathrm{d} h_{o}\right]\right|_{\mathcal{P}_{f}}=0 \tag{2.14}
\end{equation*}
$$

This vector field is not unique, in general.
In this situation, we have an analogous result to Theorem 2.2
Theorem 2.4. Let $\mathcal{L} \in \mathfrak{X}(\mathrm{T} Q)$ be an almost-regular Lagrangian function. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ be a holonomic vector field solution to equation 2.8) in the points of a submanifold $S_{f} \hookrightarrow \mathrm{~T} Q$. Then there exists a vector field $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ which is $\mathcal{\mathcal { F }} \mathcal{L}_{o}$-related to $X_{\mathcal{L}}$ and is a solution to equation 2.14, where $\mathcal{P}_{f}=\mathcal{F} \mathcal{L}_{o}\left(S_{f}\right) \hookrightarrow \mathcal{P}$.
2. Conversely, let $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ be a vector field solution to equation 2.14 on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P}$. Then there exist vector fields $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h_{o}}$, and are solutions to equation 2.8, where $S_{f}=\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{P}_{f}\right)$.

Observe that the vector fields $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h_{o}}$ may not be holonomic, since this condition can not be assured in the singular case. These $\mathcal{F} \mathcal{L}_{o}$-projectable holonomic vector fields could be defined only on the points of another submanifold $M_{f} \hookrightarrow S_{f}$.

### 2.1.3 Lagrangian-Hamiltonian unified formalism

(See 141 for details).

## Unified phase space. Geometric and dynamical structures

Let us consider the bundle

$$
\mathcal{W}=\mathrm{T} Q \times_{Q} \mathrm{~T}^{*} Q
$$

that is, the product over $Q$ of the Lagrangian and Hamiltonian phase spaces. This bundle is endowed with canonical projections over each factor, namely $\rho_{1}: \mathcal{W} \rightarrow \mathrm{T} Q$ and $\rho_{2}: \mathcal{W} \rightarrow \mathrm{T}^{*} Q$. Using these
projections, and the canonical projections of the tangent and cotangent bundles of $Q$, we introduce the following commutative diagram


Local coordinates in $\mathcal{W}$ are constructed as follows: if $(U, \varphi)$ is a local chart of $Q$ with $\varphi=\left(q^{A}\right), 1 \leqslant A \leqslant n$, then the induced local charts in $\mathrm{T} Q$ and $\mathrm{T}^{*} Q$ are $\left(\tau_{Q}^{-1}(U),\left(q^{A}, v^{A}\right)\right)$ and $\left(\pi_{Q}^{-1}(U),\left(q^{A}, p_{A}\right)\right)$, respectively. Therefore, natural coordinates in the open set $\left(\tau_{Q} \circ \rho_{1}\right)^{-1}(U)=\left(\pi_{Q} \circ \rho_{2}\right)^{-1}(U) \subseteq \mathcal{W}$ are $\left(q^{A}, v^{A}, p_{A}\right)$. Observe that $\operatorname{dim} \mathcal{W}=3 \operatorname{dim} Q=3 n$. Using these coordinates, the above projections have the following local expressions

$$
\rho_{1}\left(q^{A}, v^{A}, p_{A}\right)=\left(q^{A}, v^{A}\right) \quad ; \quad \rho_{2}\left(q^{A}, v^{A}, p_{A}\right)=\left(q^{A}, p_{A}\right) .
$$

The bundle $\mathcal{W}$ is endowed with some canonical geometric structures. First, let $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$ be the Liouville 1-form on the cotangent bundle, and $\omega=-\mathrm{d} \theta \in \Omega^{2}\left(\mathrm{~T}^{*} Q\right)$ the canonical symplectic form on $\mathrm{T}^{*} Q$. From this we can define a 2 -form $\Omega$ in $\mathcal{W}$ as

$$
\Omega=\rho_{2}^{*} \omega \in \Omega^{2}(\mathcal{W})
$$

It is clear that $\Omega$ is a closed 2 -form, since

$$
\Omega=\rho_{2}^{*} \omega=\rho_{2}^{*}(-\mathrm{d} \theta)=-\mathrm{d} \rho_{2}^{*} \theta
$$

Nevertheless, this form is degenerate, and therefore it is a presymplectic form. Indeed, let $X \in \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$. Then we have

$$
i(X) \Omega=i(X) \rho_{2}^{*} \omega=\rho_{2}^{*}(i(Y) \omega)
$$

where $Y \in \mathfrak{X}\left(\mathrm{~T}^{*} Q\right)$ is a vector field $\rho_{2}$-related to $X$. However, since $X$ is vertical with respect to $\rho_{2}$, we have $Y=0$, and therefore

$$
\rho_{2}^{*}(i(Y) \omega)=\rho_{2}^{*}(i(0) \omega)=0
$$

In particular, $\{0\} \nsubseteq X^{V\left(\rho_{2}\right)}(\mathcal{W}) \subseteq \operatorname{ker} \Omega$, and thus $\Omega$ is a degenerate 2-form.
In coordinates, bearing in mind the local expression of the canonical symplectic form of the cotangent bundle given by (1.3) and the local expression of the projection $\rho_{2}$ given above, the coordinate expression of the presymplectic form $\Omega$ is

$$
\begin{equation*}
\Omega=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A} \tag{2.15}
\end{equation*}
$$

From this local expression it is clear that $\Omega$ is closed and that its kernel is locally given by

$$
\operatorname{ker} \Omega=\left\langle\frac{\partial}{\partial v^{A}}\right\rangle=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})
$$

The second relevant geometric structure in $\mathcal{W}$ is the following.
Definition 2.10. Let $p \in Q$ be a point, $v_{p} \in \mathrm{~T}_{p} Q$ a tangent vector at $p$ and $\alpha_{p} \in \mathrm{~T}_{p}^{*} Q$ a covector on $p$. Then we define the coupling function $\mathcal{C} \in C^{\infty}(\mathcal{W})$ as

$$
\mathcal{C}\left(p, v_{p}, \alpha_{p}\right)=\left\langle\alpha_{p}, v_{p}\right\rangle
$$

where $\left\langle\alpha_{p}, v_{p}\right\rangle \equiv \alpha_{p}\left(v_{p}\right)$ is the canonical pairing between the elements of the vector space $\mathrm{T}_{p} Q$ and its dual $\mathrm{T}_{p}^{*} Q$.

In local coordinates, if we consider a local chart on $p \in Q$ such that $\alpha_{p}=\left.p_{A} \mathrm{~d} q^{A}\right|_{p}$ and $v_{p}=\left.v^{A} \frac{\partial}{\partial q^{A}}\right|_{p}$, then the local expression of the coupling function is

$$
\mathcal{C}\left(p, v_{p}, \alpha_{p}\right)=\left\langle\alpha_{p}, v_{p}\right\rangle=\left\langle\left. p_{A} \mathrm{~d} q^{A}\right|_{p},\left.v^{A} \frac{\partial}{\partial q^{A}}\right|_{p}\right\rangle=\left.p_{A} v^{A}\right|_{p} .
$$

Using the coupling function defined above and the given Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$, we define the Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ by

$$
\begin{equation*}
H=\mathcal{C}-\rho_{1}^{*} \mathcal{L} \tag{2.16}
\end{equation*}
$$

whose local expression is

$$
\begin{equation*}
H\left(q^{A}, v^{A}, p_{A}\right)=p_{A} v^{A}-\mathcal{L}\left(q^{A}, v^{A}\right) \tag{2.17}
\end{equation*}
$$

## Dynamical vector fields in $\mathcal{W}$

Hence, we have constructed a presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$. The dynamical equation for this kind of systems is

$$
\begin{equation*}
i(X) \Omega=\mathrm{d} H, X \in \mathfrak{X}(\mathcal{W}) \tag{2.18}
\end{equation*}
$$

Observe that, since the system is presymplectic, the above equation may not admit a global solution $X \in \mathfrak{X}(\mathcal{W})$, and we have to use the constraint algorithm given in Section 1.7. From the algorithm given in the aforementioned Section, we can state the following result.
Proposition 2.5. Given the presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$, a solution $X \in \mathfrak{X}(\mathcal{W})$ to equation 2.18 exists only on the points of the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ defined by

$$
\mathcal{W}_{\mathcal{L}}=\{w \in \mathcal{W} \mid(i(Y) \mathrm{d} H)(w)=0, \forall Y \in \operatorname{ker} \Omega\}
$$

with natural embedding $j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$.
We have the following characterization of the first constraint submanifold $\mathcal{W}_{\mathcal{L}}$.
Proposition 2.6. The submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ is the graph of the Legendre map defined by $\mathcal{L}$, that is, $\mathcal{W}_{\mathcal{L}}=\operatorname{graph} \mathcal{F} \mathcal{L}$.

Remark. If we denote by $\mathfrak{X}_{\mathcal{W}_{\mathcal{L}}}(\mathcal{W})$ the set of vector fields in $\mathcal{W}$ at support on $\mathcal{W}_{\mathcal{L}}$, then the dynamical equation for the presymplectic system $(\mathcal{W}, \Omega, H)$ can be stated as follows: we look for vector fields $X \in \mathfrak{X}_{\mathcal{W}_{\mathcal{L}}}(\mathcal{W})$ which are solutions to the equation

$$
\left.[i(X) \Omega-\mathrm{d} H]\right|_{\mathcal{W}_{\mathcal{L}}}=0
$$

Nevertheless, since we do not have a distinguished system of coordinates in $\mathcal{W}_{\mathcal{L}}$, we will stick to the general setting: we consider a vector field $X \in \mathfrak{X}(\mathcal{W})$ and the equation 2.18), and at the end we require the vector field $X$ to be tangent to the submanifold $\mathcal{W}_{\mathcal{L}}$.

In the natural coordinates of $\mathcal{W}$, a generic vector field $X \in \mathfrak{X}(\mathcal{W})$ is given by

$$
X=f^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+G_{A} \frac{\partial}{\partial p_{A}}
$$

Then, bearing in mind the local expressions (2.15) of the presymplectic form $\Omega$ and (2.17) of the Hamiltonian function $H$, the equation 2.18 gives the following system of $3 n$ equations

$$
\begin{array}{r}
f^{A}=v^{A}, \\
G_{A}=\frac{\partial \mathcal{L}}{\partial q^{A}}, \\
p_{A}-\frac{\partial \mathcal{L}}{\partial v^{A}}=0 \tag{2.21}
\end{array}
$$

where $1 \leqslant A \leqslant n$. Then a vector field $X \in \mathfrak{X}(\mathcal{W})$ solution to equation 2.18 has the following coordinate expression

$$
X=v^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+\frac{\partial \mathcal{L}}{\partial q^{A}} \frac{\partial}{\partial p_{A}}
$$

Observe that equations (2.19) are the holonomy condition for a vector field in the Lagrangian formalism, as we have seen in Section 2.1.1. On the other hand, equations 2.21 are a compatibility condition that state that the vector fields $X$ exist only with support on the submanifold defined as the graph of the Legendre map. So we recover, in coordinates, the result stated in Propositions 2.5 and 2.6. Finally, equations 2.20) are the dynamical equations of the system.

Remark. It is important to point out that the holonomy of the vector field $X \in \mathfrak{X}(\mathcal{W})$ is obtained regardless of the regularity of the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ provided.

Notice that the component functions $F^{A}$ of the vector field remain undetermined. This is due to the fact that these functions are the components of the $\rho_{2}$-vertical part of the vector field $X$, and therefore they are annihilated by the presymplectic form $\Omega$. Nevertheless, since $X$ is defined at support on the submanifold $\mathcal{W}_{\mathcal{L}}$, we must study the tangency of $X$ along this submanifold. That is, we must require that $\left.\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{\mathcal{L}}} \equiv X(\xi)\right|_{\mathcal{W}_{\mathcal{L}}}=0$ for every constraint function $\xi$ defining $\mathcal{W}_{\mathcal{L}}$. From Proposition 2.6 we have that the submanifold $\mathcal{W}_{\mathcal{L}}$ is defined by the $n$ constraints

$$
\xi^{B} \equiv p_{B}-\frac{\partial \mathcal{L}}{\partial v^{B}}=0, B=1, \ldots, n
$$

and therefore the tangency condition for $X$ along $\mathcal{W}_{\mathcal{L}}$ leads to the following $n$ equations

$$
X\left(\xi^{B}\right)=\left(v^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+\frac{\partial \mathcal{L}}{\partial q^{A}} \frac{\partial}{\partial p_{A}}\right)\left(p_{B}-\frac{\partial \mathcal{L}}{\partial v^{B}}\right)=\frac{\partial \mathcal{L}}{\partial q^{B}}-v^{A} \frac{\partial^{2} \mathcal{L}}{\partial q^{A} \partial v^{B}}-F^{A} \frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}}=0
$$

Notice that these are the Lagrangian equations for the components of a vector field once the holonomy condition is satisfied, as we have seen in 2.7). These equations can be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian function. In particular, we have

Proposition 2.7. If $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is a regular Lagrangian function, then there exists a unique vector field $X \in \mathfrak{X}(\mathcal{W})$ which is a solution to equation 2.18 and is tangent to $\mathcal{W}_{\mathcal{L}}$.

If the Lagrangian $\mathcal{L}$ is not regular, the above equations can be compatible or not, and new constraints may arise from them, thus requiring the constraint algorithm to continue. In the most favorable cases, there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (it could be $\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}$ ) such that there exist vector fields $X \in$ $\mathfrak{X}_{\mathcal{W}_{f}}(\mathcal{W})$, tangent to $\mathcal{W}_{f}$, which are solutions to the equation

$$
\begin{equation*}
\left.[i(X) \Omega-\mathrm{d} H]\right|_{\mathcal{W}_{f}}=0 \tag{2.22}
\end{equation*}
$$

## Lagrangian dynamics

Now we study how to recover the Lagrangian vector fields from the dynamical vector fields in the unified setting. In fact, we will show that there exists a bijective correspondence between the set of vector fields solution to the dynamical equation in the unified setting and the set of vector fields solution to the dynamical equation in the Lagrangian formalism.

The first fundamental result is the following.
Proposition 2.8. The map $\rho_{1}^{\mathcal{L}}=\rho_{1} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T} Q$ is a diffeomorphism.
This result allows us to recover the geometric and dynamical structures of the Lagrangian formalism from the unified setting. In particular, we have the following results.

Lemma 2.9. If $\omega \in \Omega^{2}\left(\mathrm{~T}^{*} Q\right)$ is the canonical symplectic form in $\mathrm{T}^{*} Q$, and $\omega_{\mathcal{L}}=\mathcal{F} \mathcal{L}^{*} \omega \in \Omega^{2}(\mathrm{~T} Q)$ is the Poincaré-Cartan 2-form, then $\Omega=\rho_{1}^{*} \omega_{\mathcal{L}}$.
Lemma 2.10. There exists a unique function $E_{\mathcal{L}} \in C^{\infty}(\mathrm{T} Q)$ such that $\rho_{1}^{*} E_{\mathcal{L}}=H$.
The function obtained in this last result is the Lagrangian energy from Section 2.1.1. With all these results, we can now state the equivalence theorem.

Theorem 2.11. Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field solution to equation 2.18 and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ). Then there exists a unique holonomic vector field $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ which is a solution to equation (2.4) (at least on the points of $S_{f}=\rho_{1}^{\mathcal{L}}\left(\mathcal{W}_{f}\right)$ ).
Conversely, if $X_{\mathcal{L}} \in \mathfrak{X}(\mathcal{W})$ is a holonomic vector field solution to equation (2.4) (at least on the points of a submanifold $\left.S_{f} \hookrightarrow \mathrm{~T} Q\right)$, then there exists a unique vector field $X \in \mathcal{X}(\mathcal{W})$ which is a solution to equation 2.18 and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of the submanifold $\mathcal{W}_{f}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\left(S_{f}\right)$ ).

Note that Theorem 2.11 states that there is a one-to-one correspondence between vector fields $X \in$ $\mathfrak{X}(\mathcal{W})$ which are solutions to equation (2.18) and vector fields $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ which are solution to (2.4), but it does not state the uniqueness of any of them. In fact, the uniqueness can not be assured in the general case, but only when the Lagrangian function is regular, as it is stated in Proposition 2.7 .

## Hamiltonian dynamics

As in the usual formulation of the Hamiltonian formalism described in Section 2.1.2, in order to recover the Hamiltonian dynamics from the unified setting we must distinguish between regular and singular (almost-regular) Lagrangian functions.

Hyperregular and regular Lagrangians. Assume that the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is hyperregular (the regular case is recovered from this by restriction on the corresponding open sets where the Legendre map is a local diffeomorphism), and let $\rho_{2}^{\mathcal{L}}=\rho_{2} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{*} Q$. Then, we have the following commutative diagram


In particular, $\rho_{2}^{\mathcal{L}}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}$ is a diffeomorphism, since both $\mathcal{F} \mathcal{L}$ and $\rho_{1}^{\mathcal{L}}$ are diffeomorphisms. Therefore, we can state the following result.
Lemma 2.12. There exists a unique function $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$ such that $\rho_{2}^{*} h=H$.
The function obtained in this last result is the Hamiltonian function from Section 2.1.2, Now we can state the equivalence theorem in this case.
Theorem 2.13. Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field solution to equation 2.18 and tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a unique vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*} Q\right)$ which is a solution to equation 2.11).

Conversely, if $X_{h} \in \mathfrak{X}\left(T^{*} Q\right)$ is a vector field solution to equation 2.11, then there exists a unique vector field $X \in \mathfrak{X}(\mathcal{W})$ which is a solution to equation 2.18) and tangent to $\mathcal{W}_{\mathcal{L}}$.

Singular (almost-regular) Lagrangian functions. If the Lagrangian function is not regular, then we can not recover the Hamiltonian dynamics straightforwardly from the unified setting, but rather passing through the Lagrangian formalism.

Remember that, for almost-regular Lagrangian functions, only in the most favorable cases we can assure the existence of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ and vector fields $X \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{f}$ which are solutions to equation 2.22 . Thus, we can consider the submanifold $S_{f}=\rho_{1}\left(\mathcal{W}_{f}\right) \hookrightarrow \mathrm{T} Q$ and then, using Theorem 2.11, from the vector fields $X \in \mathfrak{X}(\mathcal{W})$ we obtain the corresponding holonomic vector fields $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$ solutions to 2.8 . With these elements, we can apply the procedure described in Section 2.1 .2 for singular (almost-regular) Lagrangian functions, and recover the Hamiltonian dynamics from the Lagrangian formalism.

## Integral curves

After studying the vector fields which are solutions to the dynamical equations, we analyze their integral curves, showing how to recover the Lagrangian and Hamiltonian dynamical trajectories from the dynamical trajectories in the unified formalism.

Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field tangent to $\mathcal{W}_{\mathcal{L}}$ which is a solution to the equation 2.18, and let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of $X$. Since $\dot{\psi}=X \circ \psi$, the geometric equation for the dynamical trajectories of the system is

$$
i(\dot{\psi})(\Omega \circ \psi)=\mathrm{d} H \circ \psi
$$

In coordinates, if $\psi(t)=\left(q^{A}(t), v^{A}(t), p_{A}(t)\right)$, the condition $\dot{\psi}=X \circ \psi$ gives the following system of differential equations for the component functions of $\psi$

$$
\dot{q}^{A}(t)=v^{A} \circ \psi \quad ; \quad \dot{p}_{A}(t)=\frac{\partial \mathcal{L}}{\partial q^{A}} \circ \psi,
$$

together with the equations defining locally the Legendre map.
Now, for the Lagrangian dynamical trajectories we have the following result:
Proposition 2.14. Let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of a vector field $X$ solution to equation (2.18) on $\mathcal{W}_{\mathcal{L}}$. Then the curve $\psi_{\mathcal{L}}=\rho_{1} \circ \psi: I \rightarrow \mathrm{~T} Q$ is holonomic and is an integral curve of $X_{\mathcal{L}}$.

Remark. Since $\psi_{\mathcal{L}}$ is holonomic, there is a curve $\phi_{\mathcal{L}}: \mathbb{R} \rightarrow Q$ such that $\dot{\phi}_{\mathcal{L}}=\psi_{\mathcal{L}}$.
And for the Hamiltonian trajectories, we have:
Proposition 2.15. Let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of a vector field $X$ solution to equation (2.18) on $\mathcal{W}_{\mathcal{L}}$. Then the curve $\psi_{h}=\rho_{2} \circ \psi: I \rightarrow \mathrm{~T}^{*} Q$ is an integral curve of $X_{h}$.

The relation among all these integral curves is summarized in the following diagram.


Remark. Observe that in Propositions 2.14 and 2.15 we make no assumptions on the regularity of the system. In fact, the only considerations in the almost-regular case are that, in general, the curves lie in some submanifolds which are determined by the constraint algorithm described in Section 1.7.

### 2.2 Hamilton-Jacobi theory for first-order autonomous systems

(See [1, 4] and [23] for details).
Let us consider a first-order autonomous Lagrangian dynamical system with $n$ degrees of freedom. Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of this first-order dynamical system, and $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ a Lagrangian function describing the dynamics of the system. Along this Section, we assume that the Lagrangian function $\mathcal{L}$ is regular (see Definition 2.4).

Remark. The geometric Hamilton-Jacobi problem has been established also in the unified LagrangianHamiltonian formalism in a recent paper [60]. The goal of the paper is to give a geometric formulation of the Hamilton-Jacobi theory for dynamical systems described by singular Lagrangian functions, and therefore no distinction between the generalized and standard Hamilton-Jacobi problems is made, but rather between the cases of regular and singular Lagrangian functions. In this Section we do not review this paper, which is beyond the scope of this dissertation.

### 2.2.1 Lagrangian formulation of the Hamilton-Jacobi problem

Since $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is a regular Lagrangian function, the Poincaré-Cartan 2-form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$ is symplectic, and hence the equation (2.4) admits a unique solution, which in addition is holonomic. Thus, let $X_{\mathcal{L}} \in C^{\infty}(\mathrm{T} Q)$ be the unique holonomic vector field solution to equation 2.4).

## Generalized Lagrangian Hamilton-Jacobi problem

Definition 2.11. The generalized Lagrangian Hamilton-Jacobi problem consists in finding a vector field $X \in \mathfrak{X}(Q)$ such that if $\gamma: \mathbb{R} \rightarrow Q$ is an integral curve of $X$, then its canonical lifting $\dot{\gamma}: \mathbb{R} \rightarrow \mathrm{T} Q$ is an integral curve of $X_{\mathcal{L}}$; that is,

$$
X \circ \gamma=\dot{\gamma} \Rightarrow X_{\mathcal{L}} \circ \dot{\gamma}=\ddot{\gamma}
$$

$X$ is said to be a solution to the generalized Lagrangian Hamilton-Jacobi problem.
Theorem 2.16. Let $X \in \mathfrak{X}(Q)$. The following assertions are equivalent:

1. $X$ is a solution to the generalized Lagrangian Hamilton-Jacobi problem.
2. $X$ and $X_{\mathcal{L}}$ are $X$-related, that is, $X_{\mathcal{L}} \circ X=\mathrm{T} X \circ X$.
3. The submanifold $\operatorname{Im}(X) \hookrightarrow \mathrm{T} Q$ is invariant by the Euler-Lagrange vector field $X_{\mathcal{L}}$ (that is, $X_{\mathcal{L}}$ is tangent to the submanifold $X(Q)$ ).
4. $X$ satisfies the equation

$$
i(X)\left(X^{*} \omega_{\mathcal{L}}\right)=\mathrm{d}\left(X^{*} E_{\mathcal{L}}\right)
$$

In coordinates, let $\left(U ;\left(q^{A}\right)\right), 1 \leqslant A \leqslant n$, be a local chart in $Q$, and let $\left(q^{A}, v^{A}\right)$ be the induced natural coordinates in $\tau_{Q}^{-1}(U) \subseteq \mathrm{T} Q$. In these coordinates, a generic vector field $X \in \mathfrak{X}(Q)$ has the following coordinate expression

$$
X=X^{A} \frac{\partial}{\partial q^{A}}
$$

and the Euler-Lagrange vector field is given locally by

$$
X_{\mathcal{L}}=v^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}
$$

where the functions $F^{A}$ are the unique solutions to the system of $n$ equations (2.7). Then, bearing in mind that the submanifold $\operatorname{Im}(X) \hookrightarrow \mathrm{T} Q$ is locally defined by the constraints $v^{A}-X^{A}=0$, and the third
item in Theorem 2.16, the condition for $X$ to be a solution to the generalized Lagrangian Hamilton-Jacobi problem gives the following system of $n$ partial differential equations for the component functions of $X$

$$
\begin{equation*}
F^{A}-\left.X^{B} \frac{\partial X^{A}}{\partial q^{B}}\right|_{\operatorname{Im}(X)}=0 \tag{2.23}
\end{equation*}
$$

## Lagrangian Hamilton-Jacobi problem

In general, to solve the generalized Lagrangian Hamilton-Jacobi problem is a difficult task, since it amounts to finding $n$-codimensional $X_{\mathcal{L}}$-invariant submanifolds of $\mathrm{T} Q$. Thus, it is convenient to consider a less general problem.

Definition 2.12. The Lagrangian Hamilton-Jacobi problem consists in finding solutions $X \in \mathfrak{X}(Q)$ to the generalized Lagrangian Hamilton-Jacobi problem satisfying that $X^{*} \omega_{\mathcal{L}}=0$. Such a vector field is called $a$ solution to the Lagrangian Hamilton-Jacobi problem.

Observe that the condition required to the vector field $X$ is equivalent to require an isotropy condition to the submanifold $\operatorname{Im}(X)$, which in addition satisfies $\operatorname{dim} \operatorname{Im}(X)=n=\frac{1}{2} 2 n=\frac{1}{2} \operatorname{dim} T Q$. Hence, we have the following result as a straightforward consequence of Theorem 2.16.

Theorem 2.17. Let $X \in \mathfrak{X}(Q)$ be a vector field satisfying $X^{*} \omega_{\mathcal{L}}=0$. Then, the following assertions are equivalent:

1. $X$ is a solution to the Lagrangian Hamilton-Jacobi problem.
2. $\mathrm{d}\left(X^{*} E_{\mathcal{L}}\right)=0$.
3. $\operatorname{Im}(X)$ is a Lagrangian submanifold of $\mathrm{T} Q$ invariant by $X_{\mathcal{L}}$.
4. The integral curves of $X_{\mathcal{L}}$ with initial conditions in $\operatorname{Im}(X)$ project onto the integral curves of $X$.

In the induced natural coordinates $\left(q^{A}, v^{A}\right)$ of $\mathrm{T} Q$, bearing in mind the coordinate expression 2.2 of the Poincaré-Cartan 2-form $\omega_{\mathcal{L}} \in \Omega^{2}(\mathrm{~T} Q)$, the local expression of equation $X^{*} \omega_{\mathcal{L}}=0$ is

$$
\begin{equation*}
\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial q^{B}}+\left.\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{C}} \frac{\partial X^{C}}{\partial q^{B}}\right|_{\operatorname{Im}(X)}=0 \tag{2.24}
\end{equation*}
$$

or, equivalently, bearing in mind the coordinate expression 2.3 of the Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}(\mathrm{T} Q)$, the local expression of equation $\mathrm{d}\left(X^{*} E_{\mathcal{L}}\right)=X^{*}\left(\mathrm{~d} E_{\mathcal{L}}\right)=0$ is

$$
\begin{equation*}
\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial v^{B}} \frac{\partial X^{B}}{\partial q^{C}} X^{C}+\frac{\partial^{2} \mathcal{L}}{\partial v^{A} \partial q^{B}} X^{B}-\left.\frac{\partial \mathcal{L}}{\partial q^{A}}\right|_{\operatorname{Im}(X)}=0 . \tag{2.25}
\end{equation*}
$$

Therefore, a vector field $X \in \mathfrak{X}(Q)$ is a solution to the Lagrangian Hamilton-Jacobi problem if, and only if, its component functions satisfy the system of partial differential equations given by (2.23) and 2.24), or, equivalently, the system of partial differential equations given by 2.23 and 2.25 .

In addition, in this case we can obtain the classical Hamilton-Jacobi equation in the Lagrangian formalism as follows. As $\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}}$, we have $0=X^{*} \omega_{\mathcal{L}}=-X^{*} \mathrm{~d} \theta_{\mathcal{L}}=-\mathrm{d}\left(X^{*} \theta_{\mathcal{L}}\right)$, that is, $X^{*} \theta_{\mathcal{L}} \in \Omega^{1}(Q)$ is a closed form. In particular, using Poincaré's Lemma, we have that every point in $Q$ has an open neighborhood $U \subseteq Q$ where there exists a local function $W \in C^{\infty}(U)$ such that $X^{*} \theta_{\mathcal{L}}=\mathrm{d} W$ (in $U$ ). Then, bearing in mind the coordinate expression (2.1) of the Poincaré-Cartan 1-form, we have

$$
X^{*} \theta_{\mathcal{L}}=\left.\frac{\partial \mathcal{L}}{\partial v^{A}}\right|_{\operatorname{Im}(X)} \mathrm{d} q^{A}
$$

from which the equation $X^{*} \theta_{\mathcal{L}}=\mathrm{d} W$ gives the following system of $n$ partial differential equations

$$
\begin{equation*}
\frac{\partial W}{\partial q^{A}}=\left.\frac{\partial \mathcal{L}}{\partial v^{A}}\right|_{\operatorname{Im}(X)} \tag{2.26}
\end{equation*}
$$

which are the standard Hamilton-Jacobi equations in the Lagrangian formalism.

## Complete solutions

Observe that, in the previous Sections, we established the general setting to obtain a particular solution of the system, since only the integral curves of $X_{\mathcal{L}}$ whose initial conditions lie in the submanifold $\operatorname{Im}(X)$ can be recovered. Hence, in order to obtain a complete solution to the problem, it is clear that we need to foliate $\mathrm{T} Q$ with Lagrangian submanifolds invariant by the Euler-Lagrange vector field $X_{\mathcal{L}} \in \mathfrak{X}(\mathrm{T} Q)$.

Definition 2.13. A complete solution to the Lagrangian Hamilton-Jacobi problem is a local diffeomorphism $\Phi: Q \times U \rightarrow \mathrm{~T} Q$, with $U \subseteq \mathbb{R}^{n}$ an open set, such that for every $\lambda \in U$, the vector field $\Phi(\bullet, \lambda) \equiv X_{\lambda} \in \mathfrak{X}(Q)$ is a solution to the Lagrangian Hamilton-Jacobi problem.

Remark. Usually, it is the set of vector fields $\left\{X_{\lambda} \mid \lambda \in U\right\}$ which is called a complete solution of the Lagrangian Hamilton-Jacobi problem, instead of the map $\Phi$. Both definitions are clearly equivalent

It is clear from the definition that a complete solution endows $\mathrm{T} Q$ with a foliation transverse to the fibers, and such that every leaf is Lagrangian and invariant by the Euler-Lagrange vector field $X_{\mathcal{L}}$.

If $\left\{X_{\lambda} \mid \lambda \in U\right\}$ is a complete solution, the integral curves of $X_{\lambda}$, for different $\lambda \in U$, will provide all the integral curves of the Euler-Lagrange vector field $X_{\mathcal{L}}$. That is, if $\left(q_{o}, v_{o}\right) \in \mathrm{T} Q$, then there exists $\lambda_{o} \in U$ such that $X_{\lambda_{o}}\left(q_{o}\right)=\left(q_{o}, v_{o}\right)$, and the integral curves of $X_{\lambda_{o}}$ through $q_{o}$ lifted to $\mathrm{T} Q$ by $X_{\lambda_{o}}$ give the integral curves of $X_{\mathcal{L}}$ through $\left(q_{o}, v_{o}\right)$.

### 2.2.2 Hamiltonian formulation of the Hamilton-Jacobi problem

Since the Lagrangian function $\mathcal{L} \in C^{\infty}(\mathrm{T} Q)$ is regular, the associated Legendre map $\mathcal{F} \mathcal{L}: \mathrm{T} Q \rightarrow \mathrm{~T}^{*} Q$ is, at least, a local diffeomorphism. For simplicity, we will assume that the Lagrangian function is hyperregular, so the associated Legendre map will be a symplectomorphism between ( $\mathrm{T} Q, \omega_{\mathcal{L}}$ ) and ( $\mathrm{T}^{*} Q, \omega$ ) (see Section 2.1.2. In particular, let $h \in C^{\infty}\left(\mathrm{T}^{*} Q\right)$ be the canonical Hamiltonian function and $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*} Q\right)$ the Hamiltonian vector field solution to equation 2.11.
(The regular, but not hyperregular case, is recovered by restriction in the open sets where $\mathcal{F} \mathcal{L}$ is a local diffeomorphism).

## Generalized Hamiltonian Hamilton-Jacobi problem

Definition 2.14. The generalized Hamiltonian Hamilton-Jacobi problem consists in finding a vector field $X \in \mathfrak{X}(Q)$ and a 1 -form $\alpha \in \Omega^{1}(Q)$ such that, if $\gamma: \mathbb{R} \rightarrow Q$ is an integral curve of $X$, then $\alpha \circ \gamma: \mathbb{R} \rightarrow T^{*} Q$ is an integral curve of $X_{h}$; that is,

$$
\begin{equation*}
X \circ \gamma=\dot{\gamma} \Rightarrow X_{h} \circ(\alpha \circ \gamma)=\overline{\alpha \circ \gamma} \tag{2.27}
\end{equation*}
$$

It is clear from the definition that the vector field $X \in \mathfrak{X}(Q)$ and the 1-form $\alpha \in \Omega^{1}(Q)$ can not be chosen independently. In particular, we have the following result.

Proposition 2.18. The pair $(\alpha, X) \in \Omega^{1}(Q) \times \mathfrak{X}(Q)$ satisfies the condition 2.27) if, and only if, $X$ and $X_{h}$ are $\alpha$-related, that is, $X_{h} \circ \alpha=\mathrm{T} \alpha \circ X$.

Now, from Proposition 2.18, composing both sides of the equality with $\mathrm{T} \pi_{Q}$, and bearing in mind that $\alpha \in \Omega^{1}(Q)=\Gamma\left(\pi_{Q}\right)$, we obtain the following result.
Corollary 2.19. If the pair $(\alpha, X) \in \Omega^{1}(Q) \times \mathfrak{X}(Q)$ satisfies the condition 2.27, then $X=\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha$.
Hence, $X$ is determined by $\alpha$. This enables us to introduce the following definition.
Definition 2.15. $A$ solution to the generalized Hamiltonian Hamilton-Jacobi problem is a 1 -form $\alpha \in$ $\Omega^{1}(Q)$ such that, if $\gamma: \mathbb{R} \rightarrow Q$ is an integral curve of $X=\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha \in \mathfrak{X}(Q)$, then $\alpha \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{*} Q$ is an integral curve of $X_{h}$; that is,

$$
\begin{equation*}
\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha \circ \gamma=\dot{\gamma} \Rightarrow X_{h} \circ(\alpha \circ \gamma)=\overline{\alpha \circ \gamma} \tag{2.28}
\end{equation*}
$$

The vector field $X=\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha \in \mathfrak{X}(Q)$ is said to be the vector field associated with $\alpha$.
Theorem 2.20. Let $\alpha \in \Omega^{1}(Q)$. The following assertions are equivalent:

1. $\alpha$ is a solution to the generalized Hamiltonian Hamilton-Jacobi problem.
2. The submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ is invariant by the Hamiltonian vector field $X_{h}$ (that is, $X_{h}$ is tangent to the submanifold $\operatorname{Im}(\alpha))$.
3. $\alpha$ satisfies the equation

$$
i(X) \mathrm{d} \alpha=-\mathrm{d}\left(\alpha^{*} h\right),
$$

where $X=\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha$ is the vector field associated with $\alpha$.
In coordinates, let $\left(U ; q^{A}\right), 1 \leqslant A \leqslant n$, be a local chart in $Q$, and let $\left(q^{A}, v^{A}\right)$ be the induced natural coordinates in $\mathrm{T}^{*} Q$. In these coordinates, a generic 1-form $\alpha \in \Omega^{1}(Q)$ has the following coordinate expression

$$
\alpha=\alpha_{A} \mathrm{~d} q^{A}
$$

and the Hamiltonian vector field is given by

$$
X_{h}=\frac{\partial h}{\partial p_{A}} \frac{\partial}{\partial q^{A}}-\frac{\partial h}{\partial q^{A}} \frac{\partial}{\partial p_{A}}
$$

Then, taking into account that the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ is locally defined by the constraints $p_{A}-\alpha_{A}=0$, and the second item in Theorem 2.20, the condition for $\alpha$ to be a solution to the generalized Hamiltonian Hamilton-Jacobi problem gives the following system of $n$ partial differential equations for the component functions $\alpha_{A}$ of $\alpha$

$$
\begin{equation*}
\frac{\partial h}{\partial q^{A}}+\left.\frac{\partial h}{\partial p_{B}} \frac{\partial \alpha_{A}}{\partial q^{B}}\right|_{\operatorname{Im}(\alpha)}=0 \tag{2.29}
\end{equation*}
$$

## Hamiltonian Hamilton-Jacobi problem

As in the Lagrangian setting, to solve the generalized Hamiltonian Hamilton-Jacobi problem is, in general, a difficult task, and thus we require some additional conditions to the 1-form $\alpha$ to consider a less general problem.
Definition 2.16. The Hamiltonian Hamilton-Jacobi problem consists in finding 1-forms $\alpha \in \Omega^{1}(Q)$ solution to the generalized Hamiltonian Hamilton-Jacobi problem, which are, moreover, closed, that is, $\mathrm{d} \alpha=0$. Such a 1 -form is called a solution to the Hamiltonian Hamilton-Jacobi problem.

Observe that, since $\theta \in \Omega^{1}\left(\mathrm{~T}^{*} Q\right)$ is the tautological form of the cotangent bundle, we have $\alpha^{*} \theta=\alpha$ for every $\alpha \in \Omega^{1}(Q)$, and thus

$$
\alpha^{*} \omega=-\alpha^{*} \mathrm{~d} \theta=-\mathrm{d}\left(\alpha^{*} \theta\right)=-\mathrm{d} \alpha
$$

In particular, $\alpha$ is a closed 1-form if, and only if, $\alpha^{*} \omega=0$, that is, the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ is a Lagrangian submanifold. Hence, we have the following result as a straightforward consequence of Theorem 2.20

Theorem 2.21. Let $\alpha \in \Omega^{1}(Q)$ be a closed 1 -form. Then, the following assertions are equivalent:

1. $\alpha$ is a solution to the Hamiltonian Hamilton-Jacobi problem.
2. $\mathrm{d}\left(\alpha^{*} h\right)=0$.
3. $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*} Q$ is a Lagrangian submanifold invariant by $X_{h}$.
4. The integral curves of $X_{h}$ with initial conditions in $\operatorname{Im}(\alpha)$ project onto the integral curves of $X=$ $\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha$.

In the induced natural coordinates $\left(q^{A}, p_{A}\right)$ of $\mathrm{T}^{*} Q$, if the 1 -form $\alpha \in \Omega^{1}(Q)$ is locally given by $\alpha=\alpha_{A} \mathrm{~d} q^{A}$, then its differential is

$$
\mathrm{d} \alpha=\frac{\partial \alpha_{A}}{\partial q^{B}} \mathrm{~d} q^{B} \wedge \mathrm{~d} q^{A}
$$

and thus the condition for $\alpha$ to be closed gives the following system of partial differential equations

$$
\begin{equation*}
\frac{\partial \alpha_{A}}{\partial q^{B}}-\frac{\partial \alpha_{B}}{\partial q^{A}}=0, \text { for } A \neq B \tag{2.30}
\end{equation*}
$$

Therefore, a 1-form $\alpha \in \Omega^{1}(Q)$ is a solution to the Hamiltonian Hamilton-Jacobi problem if, and only if, its component functions satisfy the system of partial differential equations given by (2.29) and (2.30).

In addition, in this case we can obtain the classical Hamilton-Jacobi equation. Since $\alpha \in \Omega^{1}(Q)$ is a closed form, using Poincaré's Lemma, every point in $Q$ admits an open neighborhood $U \subseteq Q$ where there exists a local function $W \in C^{\infty}(U)$ such that $\alpha=\mathrm{d} W$ (in $U$ ). Then, we obtain the following system of partial differential equations

$$
\frac{\partial W}{\partial q^{A}}=\alpha_{A}
$$

Finally, taking into account that $\mathrm{d}\left(\alpha^{*} h\right)=0$, then we have that $h \circ \mathrm{~d} W$ must be constant, and therefore

$$
\begin{equation*}
h\left(q^{A}, \frac{\partial W}{\partial q^{A}}\right)=\text { const. } \tag{2.31}
\end{equation*}
$$

which is the standard Hamilton-Jacobi equation.

## Complete solutions

As in the Lagrangian setting, up to this point we have stated the equation to obtain a particular solution of the dynamical system, rather than a complete solution, since only the integral curves of $X_{h}$ with initial conditions lying in the submanifold $\operatorname{Im}(\alpha)$ can be recovered. In order to obtain a complete solution of the system, we proceed in an analogous way than we did for the Lagrangian formalism.

Definition 2.17. A complete solution to the Hamiltonian Hamilton-Jacobi problem is a local diffeomorphism $\Phi: Q \times U \rightarrow \mathrm{~T}^{*} Q$, with $U \subseteq \mathbb{R}^{n}$ an open set, such that for every $\lambda \in U$, the 1-form $\Phi(\bullet, \lambda)=\alpha_{\lambda} \in \Omega^{1}(Q)$ is a solution to the Hamiltonian Hamilton-Jacobi problem.
Remark. It is usually the set of 1-forms $\left\{\alpha_{\lambda} \mid \lambda \in U\right\}$ which is called a complete solution of the Hamiltonian Hamilton-Jacobi problem, instead of the map $\Phi$. Both definitions are clearly equivalent. $\diamond$

We deduce from the definition that a complete solution provides $\mathrm{T}^{*} Q$ with a foliation transverse to the fibers, and such that every leaf is Lagrangian and invariant by the Hamiltonian vector field $X_{h}$.

If $\left\{\alpha_{\lambda} \mid \lambda \in U\right\}$ is a complete solution, the integral curves of the vector fields associated with $\alpha_{\lambda}$, for different $\lambda \in U$, will provide all the integral curves of the Hamiltonian vector field $X_{h}$. That is, if $\left(q_{o}, p_{o}\right) \in \mathrm{T}^{*} Q$, then there exists $\lambda_{o} \in U$ such that $\alpha_{\lambda_{o}}\left(q_{o}\right)=\left(q_{o}, p_{o}\right)$, and the integral curves of $\mathrm{T} \pi_{Q} \circ X_{h} \circ \alpha_{\lambda_{o}}$ through $q_{o}$ lifted to $\mathrm{T}^{*} Q$ by $\alpha_{\lambda_{o}}$ give the integral curves of $X_{h}$ through $\left(q_{o}, p_{o}\right)$.

### 2.3 Higher-order autonomous dynamical systems

Let us consider a $k$ th-order autonomous Lagrangian dynamical system with $n$ degrees of freedom. Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of this $k$ th-order dynamical system, and $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ a $k$ th-order Lagrangian function describing the dynamics of the system.

We refer to [9, 17, 62, 83, 92, 93, (114, 120, for details and proofs.

### 2.3.1 Lagrangian formalism

## Geometric and dynamical structures

From the Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ and the canonical structures of the $k$ th-order tangent bundle, namely the vertical endomorphisms $J_{r}: \mathfrak{X}\left(\mathrm{T}^{k} Q\right) \rightarrow \mathfrak{X}^{V\left(\rho_{r}^{k}\right)}\left(\mathrm{T}^{k} Q\right)$ and the canonical vector fields $\Delta_{r} \in \mathfrak{X}\left(\mathrm{~T}^{k} Q\right)$, we construct the following structures.
Definition 2.18. The $k$ th-order Poincaré-Cartan 1-form associated to $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$, or $k$ th-order Lagrangian 1-form, is the form $\theta_{\mathcal{L}} \in \Omega^{1}\left(\mathrm{~T}^{2 k-1} Q\right)$ defined as

$$
\theta_{\mathcal{L}}=\sum_{i=1}^{k}(-1)^{i-1} \frac{1}{i!} d_{T}^{i-1}\left(i\left(J_{i}\right) \mathrm{d} \mathcal{L}\right)
$$

From this, the $k$ th-order Poincaré-Cartan 2-form associated to $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$, or $k$ th-order Lagrangian 2 -form, is the form $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ defined as

$$
\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}}
$$

As in the first-order formalism described in Section 2.1.1 the 2 -form $\omega_{\mathcal{L}}$ may not have constant rank at every point of $\mathrm{T}^{2 k-1} Q$ for an arbitrary $k$ th-order Lagrangian function. If rank $\left(\omega_{\mathcal{L}}\left(j_{0}^{2 k-1} \phi\right)\right)=$ const. for every $j_{0}^{2 k-1} \phi \in \mathrm{~T}^{2 k-1} Q$, then $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is said to be a geometrically admissible $k$ th-order Lagrangian. Again, we will only consider $k$ th-order Lagrangian functions satisfying this property.

Definition 2.19. The $k$ th-order Lagrangian energy associated to $\mathcal{L}$ is the function $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$ defined as

$$
\left.E_{\mathcal{L}}=\left(\sum_{i=1}^{k}(-1)^{i-1} \frac{1}{i!} d_{T}^{i-1}\left(\Delta_{i}(\mathcal{L})\right)\right)\right)-\left(\rho_{k}^{2 k-1}\right)^{*} \mathcal{L}
$$

(In an abuse of notation, in the following we write simply $\mathcal{L}$ instead of $\left(\rho_{k}^{2 k-1}\right)^{*} \mathcal{L}$.)
From these definitions, it is clear that the phase space of a $k$ th-order Lagrangian dynamical system is the $(2 k-1)$ th-order tangent bundle of the configuration manifold $Q$.
Definition 2.20. A Lagrangian system of order $k$ is a pair $\left(\mathrm{T}^{2 k-1} Q, \mathcal{L}\right)$, where $Q$ represents the configuration space and $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is the $k$ th-order Lagrangian function.

In coordinates, bearing in mind the coordinate expressions 1.28 of the vertical endomorphisms and 1.30 of the Tulczyjew's derivation, we obtain, after a long but straightforward calculation, the local expression of the $k$ th-order Lagrangian 1-form, which is

$$
\begin{equation*}
\theta_{\mathcal{L}}=\sum_{r=1}^{k} \sum_{i=0}^{k-r}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{r+i}^{A}}\right) \mathrm{d} q_{r-1}^{A} \tag{2.32}
\end{equation*}
$$

where the terms $d_{T}(\bullet)$ are not expanded to avoid a long expression involving higher derivatives of the $k$ th-order Lagrangian function. The coordinate expression of the $k$ th-order Lagrangian 2 -form is omitted
for the same reason. Now, for the $k$ th-order Lagrangian energy, bearing in mind the local expressions (1.24) of the canonical vector fields and 1.30 of the Tulczyjew's derivation, we have

$$
\begin{equation*}
E_{\mathcal{L}}=\sum_{r=1}^{k} q_{r}^{A} \sum_{i=0}^{k-r}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{r+i}^{A}}\right)-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right) . \tag{2.33}
\end{equation*}
$$

Remark. From the coordinate expression (2.32) we deduce that the $k$ th-order Lagrangian 1-form is a $\rho_{k-1}^{2 k-1}$-semibasic 1-form in $\mathrm{T}^{2 k-1} Q$, sinc $\theta_{\mathcal{L}} \in \operatorname{Im}\left(J_{k}^{*}\right)$.

Observe that, given an arbitrary $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$, the $k$ th-order Lagrangian 2-form is always closed by definition. In addition, note that $\operatorname{dim} \mathrm{T}^{2 k-1} Q=(2 k-1+1) n=2 k n$, that is, $\mathrm{T}^{2 k-1} Q$ has even dimension for every $k \in \mathbb{N}$. In particular, $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ may be nondegenerate, and therefore a symplectic form on $\mathrm{T}^{2 k-1} Q$. This leads to the following definition.

Definition 2.21. A kth-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular (and thus ( $\left.\mathrm{T}^{2 k-1} Q, \mathcal{L}\right)$ is a $k$ th-order regular system) if the kth-order Lagrangian 2 -form $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ associated to $\mathcal{L}$ is symplectic. Otherwise, the kth-order Lagrangian is said to be singular (and thus $\left(\mathrm{T}^{2 k-1} Q, \mathcal{L}\right)$ is a $k$ th-order singular system).

After a long and tedious calculation in coordinates, we can prove that the nondegeneracy of the 2-form $\omega_{\mathcal{L}}$ is locally equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{A} \partial q_{k}^{B}}\right)\left(j_{0}^{2 k-1} \phi\right) \neq 0, \text { for every } j_{0}^{2 k-1} \phi \in \mathrm{~T}^{2 k-1} Q
$$

That is, a $k$ th-order Lagrangian function is regular if, and only if, the Hessian matrix of $\mathcal{L}$ with respect to the "velocities" of highest order is invertible at every point of $\mathrm{T}^{2 k-1} Q$.

## Dynamical vector field

The dynamical trajectories of this $k$ th-order system are given by the integral curves of a semispray of type $1, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$, satisfying

$$
\begin{equation*}
i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}} \tag{2.34}
\end{equation*}
$$

This equation is the $k$ th-order Lagrangian equation, and a vector field $X_{\mathcal{L}}$ solution to (2.34) (if such a vector field exists) is called a $k$ th-order Lagrangian vector field. If, in addition, $X_{\mathcal{L}}$ is a semispray of type 1 , then it is called the $k$ th-order Euler-Lagrange vector field, and its integral curves are solutions to the $k$ th-order Euler-Lagrange equations.

In the natural coordinates of $\mathrm{T}^{2 k-1} Q$, let $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ be a generic vector field locally given by

$$
X_{\mathcal{L}}=f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}=f_{0}^{A} \frac{\partial}{\partial q_{0}^{A}}+\ldots+f_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}
$$

Taking into account the coordinate expression (2.33) of the $k$ th-order Lagrangian energy and after a long and tedious calculation, from equation 2.34 we obtain the following system of $2 k n$ equations for the component functions of $X_{\mathcal{L}}$

$$
\left.\begin{array}{c}
\left(f_{0}^{B}-q_{1}^{B}\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}=0  \tag{2.35}\\
-\left(f_{0}^{B}-q_{1}^{B}\right)(\cdots \cdots)=0 \\
\vdots \\
\left(f_{i}^{B}-q_{i+1}^{B}\right)(\cdots \cdots)=0
\end{array}\right\}
$$

$$
\begin{equation*}
(-1)^{k}\left(f_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial L}{\partial q_{i}^{A}}\right)-\sum_{i=0}^{2 k-2}\left(f_{i}^{B}-q_{i+1}^{B}\right)(\cdots \cdots)=0 \tag{2.36}
\end{equation*}
$$

where the terms in brackets $(\cdots \cdots)$ contain relations involving partial derivatives of the $k$ th-order Lagrangian and applications of $d_{T}$, which for simplicity are not written. These are the local equations arising from the $k$ th-order Lagrangian equation for $X_{\mathcal{L}}$.

Observe that the $(2 k-1) n$ equations 2.35 are the local equations for the condition of semispray of type 1 that we require to the vector field $X_{\mathcal{L}}$. If this condition is required from the beginning, then equations 2.35 are an identity, and equations 2.36 reduce to

$$
\begin{equation*}
(-1)^{k}\left(f_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial L}{\partial q_{i}^{A}}\right)=0 \tag{2.37}
\end{equation*}
$$

which are clearly a generalization of equations (2.7) to higher-order systems.
On the other hand, notice that in all of the equations (2.35 and (2.36) the Hessian matrix of $\mathcal{L}$ with respect to the highest order "velocities" appears alongside the coefficients to be determined. Therefore, we have the following result.
Proposition 2.22. If the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular, then there exists a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ solution to equation (2.34) which, in addition, is a semispray of type 1 in $\mathrm{T}^{2 k-1} Q$.
Remark. As in the first-order formalism described in Section 2.1.1, the existence and uniqueness of the solution to equation (2.34) is a direct consequence to the fact that $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular if, and only if, the $k$ th-order Lagrangian 2-form $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ is symplectic.

If the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is not regular, then the 2-form $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ is degenerate, and hence the existence of solutions to the equation 2.34) can not be assured in general, but only in some special cases or requiring some additional conditions to the $k$ th-order Lagrangian function. In general, we must use the constraint algorithm described in Section 1.7 and, in the most favorable cases, there exists a submanifold $S_{f} \hookrightarrow \mathrm{~T}^{2 k-1} Q$ where the equation

$$
\begin{equation*}
\left.\left[i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}\right]\right|_{S_{f}}=0 \tag{2.38}
\end{equation*}
$$

admits a well-defined solution $X_{\mathcal{L}}$, which is tangent to $S_{f}$. Nevertheless, these vector fields solution are not necessarily semisprays of type 1 on $S_{f}$, but only in the points of another submanifold $S_{f}^{h} \hookrightarrow S_{f}$.

## Integral curves

Let $X_{\mathcal{L}}$ be a semispray of type 1 in $\mathrm{T}^{2 k-1} Q$ solution to the equation 2.34 , and let $\psi_{\mathcal{L}}: \mathbb{R} \rightarrow \mathrm{T}^{2 k-1} Q$ be an integral curve of $X_{\mathcal{L}}$. Since $X_{\mathcal{L}}$ is a semispray of type 1 , the curve $\psi_{\mathcal{L}}$ is holonomic, and therefore there exists a curve $\phi_{\mathcal{L}}: \mathbb{R} \rightarrow Q$ such that $j_{0}^{2 k-1} \phi_{\mathcal{L}}=\psi_{\mathcal{L}}$; that is, $\phi$ is a path of $X_{\mathcal{L}}$, in the sense of Definition 1.35. From the condition of being an integral curve, we deduce the following geometric equation for the curve $\psi_{\mathcal{L}}$

$$
\begin{equation*}
i\left(\dot{\psi}_{\mathcal{L}}\right)\left(\omega_{\mathcal{L}} \circ \psi_{\mathcal{L}}\right)=\mathrm{d} E_{\mathcal{L}} \circ \psi_{\mathcal{L}} \tag{2.39}
\end{equation*}
$$

or, equivalently, the following geometric equation for $\phi_{\mathcal{L}}$

$$
\left.i \overline{\left(j_{0}^{2 k-1} \phi_{\mathcal{L}}\right.}\right)\left(\omega_{\mathcal{L}} \circ j_{0}^{2 k-1} \phi_{\mathcal{L}}\right)=\mathrm{d} E_{\mathcal{L}} \circ j_{0}^{2 k-1} \phi_{\mathcal{L}}
$$

In coordinates, the curve $\phi_{\mathcal{L}}: \mathbb{R} \rightarrow Q$ must satisfy the following system of $n$ ordinary differential equations of order $2 k$

$$
\begin{equation*}
\left.\sum_{i=0}^{k}(-1)^{i} \frac{\partial \mathcal{L}}{\partial q_{i}^{A}}\right|_{j_{0}^{2 k-1} \phi_{\mathcal{L}}}=0 \tag{2.40}
\end{equation*}
$$

These are the $k$ th-order Euler-Lagrange equations for this dynamical system.

### 2.3.2 Hamiltonian formalism associated to a Lagrangian system

## The Legendre-Ostrogradsky map

Definition 2.22. The Legendre-Ostrogradsky map associated to the kth-order Lagrangian function $\mathcal{L}$ is the fiber bundle morphism $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ over $\mathrm{T}^{k-1} Q$ defined as follows: for every $u \in \mathrm{~T}\left(\mathrm{~T}^{2 k-1} Q\right)$,

$$
\begin{equation*}
\theta_{\mathcal{L}}(u)=\left\langle\mathrm{T} \rho_{k-1}^{2 k-1}(u), \mathcal{F} \mathcal{L}\left(\tau_{\mathrm{T}^{2 k-1} Q}(u)\right\rangle\right. \tag{2.41}
\end{equation*}
$$

From the definition we have that $\pi_{\mathrm{T}^{k-1} Q} \circ \mathcal{F} \mathcal{L}=\rho_{k-1}^{2 k-1}$. In addition, if $\theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ and $\omega_{k-1}=-\mathrm{d} \theta_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ are the canonical 1 and 2 forms of the cotangent bundle $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, then $\mathcal{F} \mathcal{L}^{*} \theta_{k-1}=\theta_{\mathcal{L}}$ and $\mathcal{F} \mathcal{L}^{*} \omega_{k-1}=\omega_{\mathcal{L}}$.

In the natural coordinates of $\mathrm{T}^{2 k-1} Q$, we define the following local functions

$$
\hat{p}_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{r+i}^{A}}\right) .
$$

Observe that we have the following relation between $\hat{p}_{A}^{r}$ and $\hat{p}_{A}^{r-1}$

$$
\begin{equation*}
\hat{p}_{A}^{r-1}=\frac{\partial \mathcal{L}}{\partial q_{r}^{A}}-d_{T}\left(\hat{p}_{A}^{r}\right) \quad, \quad \text { for } 1 \leqslant r \leqslant k-1 \tag{2.42}
\end{equation*}
$$

Thus, bearing in mind the local expression 2.32 of the form $\theta_{\mathcal{L}}$, we can write

$$
\begin{equation*}
\theta_{\mathcal{L}}=\sum_{r=1}^{k} \hat{p}_{A}^{r-1} \mathrm{~d} q_{r-1}^{A} \tag{2.43}
\end{equation*}
$$

On the other hand, let $\left(q^{A}\right), 1 \leqslant A \leqslant n$, be a set of local coordinates in an open set $U \subseteq Q$, and $\left(q_{i}^{A}\right)$, $0 \leqslant i \leqslant k-1$, the induced natural coordinates in $\mathrm{T}^{k-1} Q$. Then, natural coordinates in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ are $\left(q_{i}^{A}, p_{A}^{i}\right)$, with $1 \leqslant A \leqslant n$ and $0 \leqslant i \leqslant k-1$. In these coordinates, the canonical 1 and 2 forms of $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ have the following coordinate expressions

$$
\begin{equation*}
\theta_{k-1}=p_{A}^{i} \mathrm{~d} q_{i}^{A} \quad ; \quad \omega_{k-1}=-\mathrm{d} \theta_{k-1}=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i} \tag{2.44}
\end{equation*}
$$

Finally, taking into account the local expressions 2.43) of $\theta_{\mathcal{L}}$ and 2.44) of $\theta_{k-1}$, the coordinate expression of the Legendre-Ostrogradsky map associated to $\mathcal{L}$ is

$$
\begin{equation*}
\mathcal{F} \mathcal{L}^{*} q_{r-1}^{A}=q_{r-1}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{r-1}=\hat{p}_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{r+i}^{A}}\right) \tag{2.45}
\end{equation*}
$$

where $1 \leqslant r \leqslant k$.
From the local expression 2.45 ), the rank of the tangent map $\mathrm{T} \mathcal{F} \mathcal{L}: \mathrm{T}\left(\mathrm{T}^{2 k-1} Q\right) \rightarrow \mathrm{T}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ depends only of the rank of the Hessian matrix of $\mathcal{L}$ with respect to the highest order "velocities". Therefore, $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a regular $k$ th-order Lagrangian function if, and only if, the LegendreOstrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a local diffeomorphism. As a consequence of this, we have that if $\mathcal{L}$ is a $k$ th-order regular Lagrangian then the set $\left(q_{i}^{A}, \hat{p}_{A}^{i}\right), 0 \leqslant i \leqslant k-1$, is a set of local coordinates in $\mathrm{T}^{2 k-1} Q$, and ( $\hat{p}_{A}^{i}$ ) are called the Jacobi-Ostrogradsky momentum coordinates.

Remark. The relation 2.42 means that we can recover all the Jacobi-Ostrogradsky momentum coordinates from the set of highest order momenta $\left(\hat{p}_{A}^{k-1}\right)$.

Definition 2.23. A kth-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is hyperregular if the LegendreOstrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a global diffeomorphism.

Remark. If the $k$ th-order Lagrangian function is hyperregular, then the Legendre-Ostrogradsky map is a symplectomorphism between the symplectic manifolds $\left(\mathrm{T}^{2 k-1} Q, \omega_{\mathcal{L}}\right)$ and $\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}\right)$.

As in the first-order Hamiltonian formalism described in Section 2.1.2, we will distinguish between the regular and non-regular cases to describe the dynamical trajectories of the system. Nevertheless, as in the first-order setting, the only singular systems that we will consider are the almost-regular ones.
Definition 2.24. A kth-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is almost-regular if

1. $\mathcal{F} \mathcal{L}\left(\mathrm{T}^{2 k-1} Q\right) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a closed submanifold.
2. $\mathcal{F L}$ is a surjective submersion onto its image.
3. For every $j_{0}^{2 k-1} \phi \in \mathrm{~T}^{2 k-1} Q$ the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(j_{0}^{2 k-1} \phi\right)\right)$ are connected submanifolds of $\mathrm{T}^{2 k-1} Q$.

## Regular and hyperregular Lagrangian functions

Suppose that the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is hyperregular (the regular case is recovered from this one by restriction on the open sets where the Legendre-Ostrogradsky map is a local diffeomorphism). Since $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a global diffeomorphism, there exists a unique function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ such that $\mathcal{F} \mathcal{L}^{*} h=E_{\mathcal{L}}$.

Definition 2.25. The canonical $k$ th-order Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is the unique function satisfying $\mathcal{F} \mathcal{L}^{*} h=E_{\mathcal{L}}$.

The dynamical trajectories of the system are given by the integral curves of a vector field $X_{h} \in$ $\mathfrak{X}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ satisfying

$$
\begin{equation*}
i\left(X_{h}\right) \omega_{k-1}=\mathrm{d} h \tag{2.46}
\end{equation*}
$$

This equation is the $k$ th-order Hamiltonian equation, and the unique vector field solution to this equation is called the $k$ th-order Hamiltonian vector field.

In coordinates, bearing in mind the local expressions 2.45 of the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}$ and (2.33) of the $k$ th-order Lagrangian energy, we have

$$
h=\sum_{i=0}^{k-2} q_{i+1}^{A} p_{A}^{i}+\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{k}^{A} p_{A}^{k-1}-\left(\rho_{k}^{2 k-1} \circ \mathcal{F} \mathcal{L}^{-1}\right)^{*} \mathcal{L}
$$

Now, for the equation (2.46), let $X_{h} \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ be a generic vector field given by

$$
X_{h}=f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

Then, bearing in mind the coordinate expression (2.44) of the canonical symplectic form of $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, equation 2.46 gives the following system of $2 k n$ equations

$$
\begin{equation*}
f_{i}^{A}=\frac{\partial h}{\partial p_{A}^{i}} \quad ; \quad G_{A}^{i}=-\frac{\partial h}{\partial q_{i}^{A}} . \tag{2.47}
\end{equation*}
$$

Finally, as in the first-order setting, we establish the relation between the solutions to the dynamical equation (2.34) in the Lagrangian formalism and the solutions to the dynamical equation 2.46 in the Hamiltonian formalism associated to a hyperregular Lagrangian system.
Theorem 2.23. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be a hyperregular kth-order Lagrangian function. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ be the unique semispray of type 1 solution to equation 2.34). Then the vector field $X_{h}=\mathcal{F} \mathcal{L}_{*} X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is a solution to equation 2.46).
2. Conversely, let $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right.$ ) be the unique vector field solution to equation (2.46). Then the vector field $X_{\mathcal{L}}=\left(\mathcal{F} \mathcal{L}^{-1}\right)_{*} X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{2 k-1} Q\right)$ is a semispray of type 1 , and is a solution to equation 2.34.

Now, if $\psi_{h}: \mathbb{R} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is an integral curve of $X_{h}$, the geometric equation for the dynamical trajectories of the system is

$$
\begin{equation*}
i\left(\dot{\psi}_{h}\right)\left(\omega_{k-1} \circ \psi_{h}\right)=\mathrm{d} h \circ \psi_{h} \tag{2.48}
\end{equation*}
$$

In coordinates, if the curve $\psi_{h}$ is given by $\psi_{h}(t)=\left(q_{i}^{A}(t), p_{A}^{i}(t)\right)$, then its component functions must satisfy the following system of $2 k n$ first-order differential equations

$$
\begin{equation*}
\dot{q}_{i}^{A}=\left.\frac{\partial h}{\partial p_{A}^{i}}\right|_{\psi_{h}} \quad ; \quad \dot{p}_{A}^{i}=-\left.\frac{\partial h}{\partial q_{i}^{A}}\right|_{\psi_{h}} \tag{2.49}
\end{equation*}
$$

These are the $k$ th-order Hamilton equations for this dynamical system.

## Singular (almost-regular) Lagrangian functions

Suppose now that the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is almost-regular. This implies that the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is no longer a diffeomorphism, and therefore its image set is a proper submanifold of $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. Let $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ be the image set of the Legendre-Ostrogradsky map, with natural embedding $\jmath: \mathcal{P} \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, and we denote by $\mathcal{F} \mathcal{L}_{o}: \mathrm{T}^{2 k-1} Q \rightarrow \mathcal{P}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. With these notations, we have the following result.
Proposition 2.24. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be a kth-order almost-regular Lagrangian function. Then the kth-order Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$ is $\mathcal{F} \mathcal{L}_{o}$-projectable.

As a consequence of this last result, we can define a Hamiltonian function in $\mathcal{P}$ as follows.
Definition 2.26. The canonical Hamiltonian function is the unique function $h_{o} \in C^{\infty}(\mathcal{P})$ such that $\mathcal{F} \mathcal{L}_{o}^{*} h_{o}=E_{\mathcal{L}}$.

Then, taking $\omega_{o}=\jmath^{*} \omega \in \Omega^{2}(\mathcal{P})$, we can state the $k$ th-order Hamilton equation for this system: we look for a vector field $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ satisfying

$$
i\left(X_{h_{o}}\right) \omega_{o}=\mathrm{d} h_{o}
$$

Since the form $\omega_{o}$ is, in general, presymplectic, we must apply the constraint algorithm described in Section 1.7. In the most favorable cases, this equation admits a solution only on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P} \hookrightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, and is tangent to it, so the following equation holds

$$
\begin{equation*}
\left.\left[i\left(X_{h_{o}}\right) \omega_{o}-\mathrm{d} h_{o}\right]\right|_{\mathcal{P}_{f}}=0 \tag{2.50}
\end{equation*}
$$

This vector field is not unique, in general.
In this situation, we have an analogous result to Theorem 2.23
Theorem 2.25. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be an almost-regular Lagrangian function. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ be a semispray of type 1 solution to equation 2.38 in the points of a submanifold $S_{f} \hookrightarrow \mathrm{~T}^{2 k-1} Q$. Then there exists a vector field $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ which is $\mathcal{F} \mathcal{L}_{o}$-related to $X_{\mathcal{L}}$ and is a solution to equation 2.50, where $\mathcal{P}_{f}=\mathcal{F} \mathcal{L}_{o}\left(S_{f}\right) \hookrightarrow \mathcal{P}$
2. Conversely, let $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ be a vector field solution to equation 2.50 on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P}$. Then there exist vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h_{o}}$, and are solutions to equation 2.38, where $S_{f}=\mathcal{F} \mathcal{L}_{o}^{-1}\left(\mathcal{P}_{f}\right)$.

Observe that the vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h_{o}}$ may not be semisprays of type 1 , since this condition can not be assured in the singular case. These $\mathcal{F} \mathcal{L}_{o}$-projectable semisprays of type 1 could be defined only on the points of another submanifold $S_{f}^{h} \hookrightarrow S_{f}$. (See 92, 93] for a detailed exposition of all these topics).

### 2.4 First-order non-autonomous dynamical systems

Let us consider a first-order non-autonomous Lagrangian dynamical system with $n$ degrees of freedom. The configuration space for this system is a bundle $\pi: E \rightarrow \mathbb{R}$, with $\operatorname{dim} E=n+1$. The dynamical information is given in terms of a Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$, which is a $\bar{\pi}^{1}$-semibasic 1 -form. Because of this, we usually write $\mathcal{L}=L \cdot\left(\bar{\pi}^{1}\right)^{*} \eta$, where $\eta \in \Omega^{1}(\mathbb{R})$ is the canonical volume form in $\mathbb{R}$ and $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated to $\mathcal{L}$ and $\eta$.

### 2.4.1 Lagrangian formalism

(See [21, 27, 44, 45, 73, 108 for details).

## Geometric and dynamical structures

From the Lagrangian density $\mathcal{L}$ and the vertical endomorphism $\mathcal{V} \in \Gamma\left(\mathrm{T}^{*} J^{1} \pi \otimes_{J^{1} \pi} \mathrm{~T} M \otimes_{J^{1} \pi} V\left(\pi^{1}\right)\right)$ of the jet bundle $J^{1} \pi$, we construct the following structures.
Definition 2.27. The Poincaré-Cartan 1-form associated to $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ and $\eta \in \Omega^{1}(\mathbb{R})$ is the 1 -form $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{1} \pi\right)$ defined as

$$
\Theta_{\mathcal{L}}=i(\mathcal{V}) \mathrm{d} \mathcal{L}+\mathcal{L}
$$

From this, the Poincaré-Cartan 2-form associated to $\mathcal{L}$ and $\eta$ is the 2 -form $\Omega_{\mathcal{L}} \in \Omega^{2}\left(J^{1} \pi\right)$ defined as

$$
\Omega_{\mathcal{L}}=-\mathrm{d} \Theta_{\mathcal{L}}
$$

As in the autonomous setting, given an arbitrary Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$, the PoincaréCartan 2 -form may not have constant rank at every point in $J^{1} \pi$. If $\operatorname{rank}\left(\Omega_{\mathcal{L}}\left(j_{t}^{1} \phi\right)\right)=$ const. for every $j_{t}^{1} \phi \in J^{1} \pi$, then the Lagrangian density $\mathcal{L}$ is said to be a geometrically admissible Lagrangian. We will only consider Lagrangian densities satisfying this property.

It is clear from the previous definitions that the phase space of a first-order non-autonomous Lagrangian dynamical system is the first-order jet bundle of the configuration bundle $\pi: E \rightarrow \mathbb{R}$.
Definition 2.28. $A$ first-order non-autonomous Lagrangian system is a pair $\left(J^{1} \pi, \mathcal{L}\right)$, where $(E, \pi, \mathbb{R})$ is the configuration bundle, and $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ the Lagrangian density.

In the natural coordinates $\left(t, q^{A}, v^{A}\right)$ of $J^{1} \pi$, bearing in mind the local expression 1.14) of the vertical endomorphism $\mathcal{V}$, the coordinate expression of the Poincaré-Cartan 1-form is

$$
\begin{equation*}
\Theta_{\mathcal{L}}=\frac{\partial L}{\partial v^{A}} \mathrm{~d} q^{A}-\left(v^{A} \frac{\partial L}{\partial v^{A}}-L\right) \mathrm{d} t \tag{2.51}
\end{equation*}
$$

from which the coordinate expression of the Poincaré-Cartan 2-form is

$$
\begin{align*}
& \Omega_{\mathcal{L}}=\frac{\partial^{2} L}{\partial v^{A} \partial q^{B}} \mathrm{~d} q^{A} \wedge \mathrm{~d} q^{B}+\frac{\partial^{2} L}{\partial v^{A} \partial v^{B}} \mathrm{~d} q^{A} \wedge \mathrm{~d} v^{B} \\
&  \tag{2.52}\\
& \quad+\left(v^{A} \frac{\partial^{2} L}{\partial v^{A} \partial q^{B}}-\frac{\partial L}{\partial q^{B}}\right) \mathrm{d} q^{B} \wedge \mathrm{~d} t+v^{A} \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}} \mathrm{~d} v^{B} \wedge \mathrm{~d} t
\end{align*}
$$

Remark. As in the autonomous formulation, it is clear from the coordinate expression 2.51) that the Poincaré-Cartan 1-form $\Theta_{\mathcal{L}}$ is $\pi^{1}$-semibasic.

Notice that, given an arbitrary Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$, the Poincaré-Cartan 2-form is always a closed form.

Definition 2.29. A Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is regular (and thus $\left(J^{1} \pi, \mathcal{L}\right)$ is a regular system) if the pair $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{1}\right)^{*} \eta\right)$ is a cosymplectic structure on $J^{1} \pi$. Otherwise, the Lagrangian density is said to be singular (and thus $\left(J^{1} \pi, \mathcal{L}\right)$ is a singular system).

Bearing in mind the coordinate expression 2.52 of the Poincaré-Cartan 2-form, it is clear that the regularity condition for the Lagrangian density $\mathcal{L}$ is locally equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}\right)\left(j_{t}^{1} \phi\right) \neq 0, \text { for every } j_{t}^{1} \phi \in J^{1} \pi
$$

where $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated to $\mathcal{L}$ and $\eta$. That is, a Lagrangian density is regular if, and only it, the Hessian matrix of its associated Lagrangian function with respect to the velocities is invertible at every point of $J^{1} \pi$. Observe also that this condition is equivalent to require $\Omega_{\mathcal{L}}$ to have maximal rank $2 n$ in $J^{1} \pi$.

## Dynamical equations for sections

The first-order Lagrangian problem for sections associated with the system $\left(J^{1} \pi, \mathcal{L}\right)$ consists in finding sections $\phi \in \Gamma(\pi)$ characterized by the condition

$$
\begin{equation*}
\left(j^{1} \phi\right)^{*} i(X) \Omega_{\mathcal{L}}=0, \text { for every } X \in \mathfrak{X}\left(J^{1} \pi\right) \tag{2.53}
\end{equation*}
$$

where $j^{1} \phi \in \Gamma\left(\bar{\pi}^{1}\right)$ is the first prolongation of $\phi$ to $J^{1} \pi$.
In the natural coordinates of $J^{1} \pi$, the section $\phi \in \Gamma(\pi)$ must satisfy the following system $n$ secondorder differential equations

$$
\left.\frac{\partial L}{\partial q^{A}}\right|_{j^{1} \phi}-\left.\frac{d}{d t} \frac{\partial L}{\partial v^{A}}\right|_{j^{1} \phi}=0
$$

These equations are the non-autonomous Euler-Lagrange equations.

## Dynamical equations for vector fields

If we assume that the first prolongations of the sections $\phi \in \Gamma(\pi)$ which are solutions to the equation (2.53) are the integral curves of some vector fields in $J^{1} \pi$, then we can state the problem in terms of vector fields. The first-order Lagrangian problem for vector fields consists in finding holonomic vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ satisfying the following equations

$$
\begin{equation*}
i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0 \quad ; \quad i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{1}\right)^{*} \eta \neq 0 \tag{2.54}
\end{equation*}
$$

Remark. The second equation in 2.54 is just a transverse condition for the vector field $X_{\mathcal{L}}$ with respect to the projection onto the base manifold. This equation is usually considered with a fixed non-zero value, which is equivalent in physics to fixing the Gauge of the system. In most cases we take 1, which gives the following equations

$$
\begin{equation*}
i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0 \quad ; \quad i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{1}\right)^{*} \eta=1 \tag{2.55}
\end{equation*}
$$

Observe that, in this case, $X_{\mathcal{L}}$ is nothing but the Reeb vector field of the (pre)cosymplectic structure $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{1}\right)^{*} \eta\right)$ (see Section 1.2 .2 ).

In the natural coordinates $\left(t, q^{A}, v^{A}\right)$ of $J^{1} \pi$, let $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ be a generic vector field given by

$$
X_{\mathcal{L}}=f \frac{\partial}{\partial t}+f^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}
$$

Then, bearing in mind the coordinate expression 2.52 of the Poincaré-Cartan 2-form, and requiring equations (2.54) to hold, we obtain the following system of $(2 n+1)$ equations

$$
\begin{array}{r}
F^{A} \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}=-\frac{\partial^{2} L}{\partial t \partial v^{B}}+f^{A}\left(\frac{\partial^{2} L}{\partial v^{A} \partial q^{B}}-\frac{\partial^{2} L}{\partial v^{B} \partial q^{A}}\right)-f\left(v^{A} \frac{\partial^{2} L}{\partial v^{A} \partial q^{B}}-\frac{\partial L}{\partial q^{B}}\right) \\
\left(f^{A}-f v^{A}\right) \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}=0 \\
f \neq 0 \tag{2.58}
\end{array}
$$

where equation 2.58 arises from the second equation in 2.54. The extra equation alongside the form $\mathrm{d} t$ has been omitted, since it is a combination of the others and gives no additional information. Fixing the non-zero value to 1 by the equation 2.55 , we obtain the system

$$
\begin{array}{r}
F^{A} \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}=-\frac{\partial^{2} \hat{L}}{\partial t \partial v^{B}}+f^{A}\left(\frac{\partial^{2} L}{\partial v^{A} \partial q^{B}}-\frac{\partial^{2} L}{\partial v^{B} \partial q^{A}}\right)-v^{A} \frac{\partial^{2} L}{\partial v^{A} \partial q^{B}}+\frac{\partial L}{\partial q^{B}} \\
\left(f^{A}-v^{A}\right) \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}=0 \\
f=1 \tag{2.61}
\end{array}
$$

Observe that equations (2.59) and 2.60 are exactly equations 2.5 and 2.6 in the autonomous setting, and the same comments apply in this case. In particular, equations 2.60 are the local equations for the holonomy condition required to the vector field $X_{\mathcal{L}}$, while equations 2.59 are the dynamical equations. Notice that, as in the autonomous case, if the holonomy condition is required from the beginning, then equations 2.60 are an identity, and equations 2.59 reduce to

$$
\begin{equation*}
F^{A} \frac{\partial^{2} L}{\partial v^{A} \partial v^{B}}=\frac{\partial L}{\partial q^{B}}-\frac{\partial^{2} L}{\partial t \partial v^{B}}-v^{A} \frac{\partial^{2} L}{\partial q^{A} \partial v^{B}} \tag{2.62}
\end{equation*}
$$

Note that in equations (2.59) and 2.60 the Hessian of the Lagrangian function $L$ associated to the Lagrangian density $\mathcal{L}$ and the volume form $\eta$ appears alongside the coefficients to be determined. Therefore, we have the following result.

Proposition 2.26. If the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is regular, then there exists a unique vector field $X_{\mathcal{L}}$ solution to the equations 2.55 which, in addition, is holonomic.

If the Lagrangian density is not regular, then the pair $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{1}\right)^{*} \eta\right)$ is just a precosymplectic structure on $J^{1} \pi$, and so the existence of solutions to equations 2.55 (or 2.54 ) can not be assured in the general case. Hence, an adapted version of the constraint algorithm described in Section 1.7 for time-dependent Lagrangian systems or jet bundle formulations must be used (see [27, 44, 45]), and, in the most favorable cases, there exists a submanifold $S_{f} \hookrightarrow J^{1} \pi$ where the equations

$$
\begin{equation*}
\left.\left[i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right]\right|_{S_{f}}=0 \quad ;\left.\quad\left[i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{1}\right)^{*} \eta-1\right]\right|_{S_{f}}=0 \tag{2.63}
\end{equation*}
$$

admit a well-defined solution $X_{\mathcal{L}}$, which is tangent to $S_{f}$. Nevertheless, these vector fields solution are not necessarily holonomic on $S_{f}$, but only in the points of another submanifold $S_{f}^{h} \hookrightarrow S_{f}$.

Remark. Notice that the second equation in (2.63) is redundant, since a vector field which is $\bar{\pi}^{1}$ transverse in $J^{1} \pi$ is also $\bar{\pi}^{1}$-transverse in every submanifold of $J^{1} \pi$.

### 2.4.2 Extended Hamiltonian formalism

In the extended Hamiltonian formalism associated to a Lagrangian system $\left(J^{1} \pi, \mathcal{L}\right)$, two phase spaces are considered: the extended momentum bundle and the restricted momentum bundle. The former is exactly the extended dual jet bundle $\Lambda_{2}^{1}\left(J^{0} \pi\right)$ of $J^{1} \pi$ described in Section 1.4.8, which in this case reduces simply to $\mathrm{T}^{*} E$, while the latter is the reduced dual jet bundle $\Lambda_{2}^{1}\left(J^{0} \pi\right) / \Lambda_{1}^{1}\left(J^{0} \pi\right)$. To avoid confusion with the notation, we denote the restricted momentum bundle by $J^{0} \pi^{*}$, instead of $E^{*}$. The quotient map is denoted by $\mu: \mathrm{T}^{*} E \rightarrow J^{0} \pi^{*}$. Natural coordinates in $\mathrm{T}^{*} E$ are $\left(t, q^{A}, p, p_{A}\right)$, and the induced natural coordinates in $J^{0} \pi^{*}$ are $\left(t, q^{A}, p_{A}\right)$.
(See [26, 48, 73, 108, 134 for details).

## The extended and restricted Legendre maps

As in the autonomous setting described in Section 2.1.2 we begin by introducing the Legendre map. Since the Poincaré-Cartan 1-form $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{1} \pi\right)$ is $\pi^{1}$-semibasic, we can give the following definition.
Definition 2.30. The extended Legendre map associated to the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is the bundle morphism $\widetilde{\mathcal{F L}}: J^{1} \pi \rightarrow \mathrm{~T}^{*} E$ over $E$ defined as follows: for every $u \in \mathrm{~T} J^{1} \pi$,

$$
\Theta_{\mathcal{L}}(u)=\left\langle\mathrm{T} \pi^{1}(u), \widetilde{\mathcal{F} \mathcal{L}}\left(\tau_{J^{1} \pi}(u)\right)\right\rangle,
$$

where $\tau_{J^{1} \pi}: \mathrm{T}\left(J^{1} \pi\right) \rightarrow J^{1} \pi$ is the canonical submersion.
It is clear from the definition that $\pi_{E} \circ \widetilde{\mathcal{F L}}=\pi^{1}$, where $\pi_{E}: \mathrm{T}^{*} E \rightarrow E$ is the canonical submersion. Furthermore, let $\Theta \in \Omega^{1}\left(\mathrm{~T}^{*} E\right)$ be the tautological form of $\mathrm{T}^{*} E$, and $\Omega=-\mathrm{d} \Theta \in \Omega^{2}\left(\mathrm{~T}^{*} E\right)$ the canonical symplectic form. Then, we have $\widetilde{\mathcal{F}}^{*} \Theta=\Theta_{\mathcal{L}}$ and $\widetilde{\mathcal{F}}^{*} \Omega=\Omega_{\mathcal{L}}$. From Example 1.1 the coordinate expression of $\Theta$ in this case is

$$
\Theta=p_{A} \mathrm{~d} q^{A}+p \mathrm{~d} t
$$

Thus, the canonical symplectic form $\Omega$ in $\mathrm{T}^{*} E$ is given in coordinates by

$$
\begin{equation*}
\Omega=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A}+\mathrm{d} t \wedge \mathrm{~d} p \tag{2.64}
\end{equation*}
$$

Then, bearing in mind the coordinate expression 2.51) of the Poincaré-Cartan 1-form $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{1} \pi\right)$, the coordinate expression of the extended Legendre map is

$$
\begin{equation*}
\widetilde{\mathcal{F}}^{*} t=t \quad ; \quad \widetilde{\mathcal{F}}^{*}{ }^{*} q^{A}=q^{A} \quad ; \quad \widetilde{\mathcal{F}}^{*} p_{A}=\frac{\partial L}{\partial v^{A}} \quad ; \quad \widetilde{\mathcal{F}}^{*} p=L-v^{A} \frac{\partial L}{\partial v^{A}} . \tag{2.65}
\end{equation*}
$$

Now, composing the extended Legendre map with the quotient map $\mu: \mathrm{T}^{*} E \rightarrow J^{0} \pi^{*}$, we can give the following definition.

Definition 2.31. The restricted Legendre map associated to the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is the map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ defined as $\mathcal{F} \mathcal{L}=\mu \circ \widetilde{\mathcal{F} \mathcal{L}}$.

In the natural coordinates of $J^{0} \pi^{*}$, the coordinate expression of the restricted Legendre map is

$$
\mathcal{F} \mathcal{L}^{*} t=t \quad ; \quad \mathcal{F} \mathcal{L}^{*} q^{A}=q^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}=\frac{\partial L}{\partial v^{A}}
$$

A fundamental result relating both Legendre maps is the following.
Proposition 2.27. For every $j_{t}^{1} \phi \in J^{1} \pi$ we have that $\operatorname{rank}\left(\widetilde{\mathcal{F} \mathcal{L}}\left(j_{t}^{1} \phi\right)\right)=\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{t}^{1} \phi\right)\right)$.

We refer to 44 for the proof of this result. As a consequence of Proposition 2.27, and bearing in mind the coordinate expressions of both Legendre maps and the results stated in Section 2.4.1, we have the following result.

Proposition 2.28. Let $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ be a Lagrangian density. The following statements are equivalent:

1. $\Omega_{\mathcal{L}}$ has maximal rank $2 n$ on $J^{1} \pi$.
2. The pair $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{1}\right)^{*} \eta\right)$ is a cosymplectic structure on $J^{1} \pi$.
3. In the natural coordinates of $J^{1} \pi$, we have

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial v^{B} \partial v^{A}}\right)\left(j_{t}^{1} \phi\right) \neq 0
$$

for every $j_{t}^{1} \phi \in J^{1} \pi$, where $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated with $\mathcal{L}$ and $\eta$.
4. The restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ is a local diffeomorphism.
5. The extended Legendre map $\widetilde{\mathcal{F L}}: J^{1} \pi \rightarrow \mathrm{~T}^{*} E$ is an immersion.

In this case, $\mathcal{L}$ is a regular Lagrangian density.
Definition 2.32. A Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is hyperregular if the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ is a global diffeomorphism.

Now, let $\widetilde{\mathcal{P}}=\operatorname{Im}(\widetilde{\mathcal{F} \mathcal{L}}) \hookrightarrow \mathrm{T}^{*} E$ be the image of the extended Legendre map, with natural embedding $\tilde{\jmath}: \widetilde{\mathcal{P}} \hookrightarrow \mathrm{T}^{*} E$, and $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow J^{0} \pi^{*}$ the image of the restricted Legendre map, with canonical embedding $\jmath: \mathcal{P} \hookrightarrow J^{0} \pi^{*}$. Let $\bar{\pi}_{\mathcal{P}}=\bar{\pi}_{E}^{r} \circ \jmath: \mathcal{P} \rightarrow \mathbb{R}$ be the canonical projection, and $\mathcal{F} \mathcal{L}_{o}: J^{1} \pi \rightarrow \mathcal{P}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. We can now give the following definition.
Definition 2.33. A Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is almost-regular if

1. $\mathcal{P}$ is a closed submanifold of $J^{0} \pi^{*}$.
2. $\mathcal{F} \mathcal{L}$ is a submersion onto its image.
3. For every $j_{t}^{1} \phi \in J^{1} \pi$, the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(j_{t}^{1} \phi\right)\right)$ are connected submanifolds of $J^{1} \pi$.

Observe that, as a consequence of Proposition 2.27, we have that $\widetilde{\mathcal{P}}$ is diffeomorphic to $\mathcal{P}$. This diffeomorphism is just $\mu$ restricted on the image set $\mathcal{P}$, and we denote it by $\widetilde{\mu}$. Then, we have the following definition.
Definition 2.34. The canonical Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ is defined as the map $h=\widetilde{\mu}^{-1}: \mathcal{P} \rightarrow \widetilde{\mathcal{P}}$.
Remark. Observe that the Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ depends only on the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$, since both $\widetilde{\mathcal{P}}$ and $\mathcal{P}$ depend only on the Legendre maps and, more particularly, on the Lagrangian density.

From the Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ we can define the following forms on $\mathcal{P}$.
Definition 2.35. The Hamilton-Cartan forms are the forms $\Theta_{h} \in \Omega^{1}(\mathcal{P})$ and $\Omega_{h} \in \Omega^{2}(\mathcal{P})$ defined as

$$
\Theta_{h}=(\tilde{\jmath} \circ h)^{*} \Theta \quad ; \quad \Omega_{h}=(\tilde{\jmath} \circ h)^{*} \Omega=-\mathrm{d} \Theta_{h}
$$

where $\Theta$ and $\Omega$ are the canonical Liouville forms of the cotangent bundle $\mathrm{T}^{*} E$.
The triple $\left(\mathcal{P}, \Omega_{h}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right)$ is called the Hamiltonian system associated with the Lagrangian system $\left(J^{1} \pi, \mathcal{L}\right)$.

## Regular and hyperregular Lagrangian densities

Suppose that the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is hyperregular, since the regular case can be recovered from this by restriction on the open sets where the restricted Legendre map is a local diffeomorphism.

In the hyperregular case we have $\mathcal{P}=J^{0} \pi^{*}$, and that $\widetilde{\mathcal{P}}$ is a 1 -codimensional and $\mu$-transverse submanifold of $\mathrm{T}^{*} E$ which is diffeomorphic to $J^{0} \pi^{*}$. In addition, in this case the Hamiltonian section may be defined equivalently as $h=\widetilde{\mathcal{F} \mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1}$.

In the natural coordinates of $J^{0} \pi^{*}$, the Hamiltonian section is specified by a Hamiltonian function $H \in C^{\infty}\left(J^{0} \pi^{*}\right)$ as

$$
h\left(t, q^{A}, p_{A}\right)=\left(t, q^{A},-H\left(t, q^{A}, p_{A}\right), p_{A}\right)
$$

with the Hamiltonian function $H$ being locally given by

$$
H\left(t, q^{A}, p_{A}\right)=p_{A}\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} v^{A}-\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} L\left(t, q^{A}, v^{A}\right)
$$

where $\left(t, q^{A}, v^{A}\right)$ are the natural coordinates in $J^{1} \pi$. From this, and bearing in mind the coordinate expressions of the canonical Liouville forms of the cotangent bundle given in Example 1.1, the local expressions of the Hamilton-Cartan forms are

$$
\begin{equation*}
\Theta_{h}=p_{A} \mathrm{~d} q^{A}-H \mathrm{~d} t \quad ; \quad \Omega_{h}=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A}+\mathrm{d} H \wedge \mathrm{~d} t \tag{2.66}
\end{equation*}
$$

Then, the first-order Hamiltonian problem for sections associated with the system $\left(J^{0} \pi^{*}, \Omega_{h},\left(\bar{\pi}_{E}^{r}\right)^{*} \eta\right)$ consists in finding sections $\psi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ satisfying the equation

$$
\begin{equation*}
\psi^{*} i(X) \Omega_{h}=0, \text { for every } X \in \mathfrak{X}\left(J^{0} \pi^{*}\right) \tag{2.67}
\end{equation*}
$$

In the natural coordinates of $J^{0} \pi^{*}$, the section $\psi(t)=\left(t, q^{A}(t), p_{A}(t)\right) \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ must satisfy the following system of $2 n$ first-order differential equations

$$
\dot{q}^{A}=\left.\frac{\partial H}{\partial p_{A}}\right|_{\psi} \quad ; \quad \dot{p}_{A}=-\left.\frac{\partial H}{\partial q^{A}}\right|_{\psi}
$$

These are the non-autonomous Hamilton equations.
Now, if we assume that the sections $\psi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ solution to the equation 2.67) are the integral curves of some vector fields in $J^{0} \pi^{*}$, we can state the problem in terms of vector fields. The first-order Hamiltonian problem for vector fields consists in finding vector fields $X_{h} \in \mathfrak{X}\left(J^{0} \pi^{*}\right)$ satisfying the equations

$$
\begin{equation*}
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right)\left(\bar{\pi}_{E}^{r}\right)^{*} \eta \neq 0 \tag{2.68}
\end{equation*}
$$

Remark. As in the Lagrangian formalism, the second equation in 2.68 is just a transverse condition for the vector field $X_{h}$ with respect to the projection onto $\mathbb{R}$, and it is usual to take the non-zero value equal to 1 , thus giving the following equations for $X_{h}$

$$
\begin{equation*}
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right)\left(\bar{\pi}_{E}^{r}\right)^{*} \eta=1 \tag{2.69}
\end{equation*}
$$

In this case, $X_{h}$ is the Reeb vector field of the cosymplectic structure $\left(\Omega_{h},\left(\bar{\pi}_{E}^{r}\right)^{*} \eta\right)$.
In the natural coordinates $\left(t, q^{A}, p_{A}\right)$ of $J^{0} \pi^{*}$, let $X_{h}$ in $\mathfrak{X}\left(J^{0} \pi^{*}\right)$ be a generic vector field given by

$$
X_{h}=f \frac{\partial}{\partial t}+f^{A} \frac{\partial}{\partial q^{A}}+G_{A} \frac{\partial}{\partial p_{A}}
$$

Now, bearing in mind the coordinate expression 2.66 of the Hamilton-Cartan 2-form, and requiring equations 2.68) to hold, we obtain the following system of $(2 n+1)$ equations

$$
\begin{equation*}
f^{A}=f \frac{\partial H}{\partial p_{A}} \quad ; \quad G_{A}=-f \frac{\partial H}{\partial q^{A}} \tag{2.70}
\end{equation*}
$$

$$
\begin{equation*}
f \neq 0 \tag{2.71}
\end{equation*}
$$

where equation 2.71) arises from the second equation in 2.68. As in the Lagrangian formalism, the extra equation alongside the form $\mathrm{d} t$ is a combination from the others, and we omit it. Fixing the non-zero value of $f$ to 1 by the second equation in 2.69 , we obtain the system

$$
\begin{array}{r}
f^{A}=\frac{\partial H}{\partial p_{A}} \quad ; \quad G_{A}=-\frac{\partial H}{\partial q^{A}} \\
f=1 \tag{2.73}
\end{array}
$$

Observe that equations 2.72 are exactly equations 2.12 in the autonomous setting.
Finally, we establish the a one-to-one correspondence between the vector fields solution to equations (2.54) and the vector fields solution to equations 2.68.

Theorem 2.29. Let $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ be a hyperregular Lagrangian density. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ be the unique holonomic vector field solution to equations 2.54 . Then the vector field $X_{h}=\mathcal{F} \mathcal{L}_{*} X_{\mathcal{L}} \in \mathfrak{X}\left(J^{0} \pi^{*}\right)$ is a solution to equations 2.68).
2. Conversely, let $X_{h} \in \mathfrak{X}\left(J^{0} \pi^{*}\right)$ be the unique vector field solution to equations (2.68). Then the vector field $X_{\mathcal{L}}=\left(\mathcal{F} \mathcal{L}^{-1}\right)_{*} X_{h} \in \mathfrak{X}\left(J^{1} \pi\right)$ is holonomic, and is a solution to equations (2.54).

Remark. There is an analogous result to Theorem 2.29 for sections, which is a straightforward consequence of this last theorem bearing in mind that the sections solution to equations (2.53) (respectively, to equations (2.67) are integral curves of the vector fields solution to equations 2.54) (respectively, to equations (2.68).

## Singular (almost-regular) Lagrangian densities

For almost-regular Lagrangian densities, the restricted Legendre map is no longer a (local) diffeomorphism, and therefore the image of $\mathcal{F} \mathcal{L}$ is a proper submanifold of $J^{0} \pi^{*}$. Nevertheless, we can still state a Hamiltonian formulation for an almost-regular Lagrangian system $\left(J^{1} \pi, \mathcal{L}\right)$.

The first-order Hamiltonian problem for sections in this case consists in finding sections $\psi_{o} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ characterized by the condition

$$
\psi_{o}^{*} i\left(X_{o}\right) \Omega_{h}=0, \text { for every } X_{o} \in \mathfrak{X}(\mathcal{P})
$$

On the other hand, the first-order Hamiltonian problem for vector fields consists in finding vector fields $X_{h} \in \mathfrak{X}(\mathcal{P})$ satisfying the equations

$$
\begin{equation*}
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right) \bar{\pi}_{\mathcal{P}}^{*} \eta \neq 0 \tag{2.74}
\end{equation*}
$$

Since the pair ( $\Omega_{h}, \bar{\pi}_{\mathcal{P}}$ ) is, in general, a precosymplectic structure in $\mathcal{P}$, we must apply an adaptation of the constraint algorithm given in Section 1.7 for precosymplectic structures. In the most favorable cases, equations (2.74) admit a solution only on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P}$, and is tangent to it. In this case, the following equations hold

$$
\begin{equation*}
\left.\left[i\left(X_{h}\right) \Omega_{h}\right]\right|_{\mathcal{P}_{f}}=0 \quad ;\left.\quad\left[i\left(X_{h}\right) \bar{\pi}_{\mathcal{P}}^{*} \eta\right]\right|_{\mathcal{P}_{f}} \neq 0 \tag{2.75}
\end{equation*}
$$

Note that this vector field is not unique, in general.
As in the autonomous setting, we have an analogous result to Theorem 2.29.
Theorem 2.30. Let $\mathcal{L} \in \mathfrak{X}\left(J^{1} \pi\right)$ be an almost-regular Lagrangian density. Then we have:

1. Let $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ be a holonomic vector field solution to equations 2.63) in the points of a submanifold $S_{f} \hookrightarrow J^{1} \pi$. Then there exists a vector field $X_{h} \in \mathfrak{X}(\mathcal{P})$ which is $\mathcal{F} \mathcal{L}_{o}$-related to $X_{\mathcal{L}}$ and is a solution to equations 2.75), where $\mathcal{P}_{f}=\mathcal{F} \mathcal{L}_{o}\left(S_{f}\right) \hookrightarrow \mathcal{P}$.
2. Conversely, let $X_{h} \in \mathfrak{X}(\mathcal{P})$ be a vector field solution to equations 2.75 on the points of some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P}$. Then there exist vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h}$, and are solutions to equations 2.63), where $S_{f}=\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{P}_{f}\right)$.

Notice that the vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ which are $\mathcal{F} \mathcal{L}_{o}$-related to $X_{h}$ are not necessarily holonomic, since this condition can not be assured in the singular case. These $\mathcal{F} \mathcal{L}_{o}$-projectable holonomic vector fields could be defined only on the points of another submanifold $S_{f}^{h} \hookrightarrow S_{f}$.

### 2.4.3 Lagrangian-Hamiltonian unified formalism

(See [7, 39] for details).

## Unified phase spaces. Geometric and dynamical structures

As in the extended Hamiltonian formalism stated in the previous Section, we consider two phase spaces in this formulation, which are the bundles

$$
\mathcal{W}=J^{1} \pi \times_{E} \mathrm{~T}^{*} E \quad ; \quad \mathcal{W}_{r}=J^{1} \pi \times_{E} J^{0} \pi^{*}
$$

known as the extended jet-momentum bundle and the restricted jet-momentum bundle, respectively. These bundles are endowed with the canonical projections

$$
\begin{gathered}
\rho_{1}: \mathcal{W} \rightarrow J^{1} \pi \quad ; \quad \rho_{2}: \mathcal{W} \rightarrow \mathrm{T}^{*} E \quad ; \quad \rho_{E}: \mathcal{W} \rightarrow E \quad ; \quad \rho_{\mathbb{R}}: \mathcal{W} \rightarrow \mathbb{R} \\
\rho_{1}^{r}: \mathcal{W}_{r} \rightarrow J^{1} \pi \quad ; \quad \rho_{2}^{r}: \mathcal{W}_{r} \rightarrow J^{0} \pi^{*} \quad ; \quad \rho_{E}^{r}: \mathcal{W}_{r} \rightarrow E \quad ; \quad \rho_{\mathbb{R}}^{r}: \mathcal{W}_{r} \rightarrow \mathbb{R}
\end{gathered}
$$

In addition, the natural quotient map $\mu: \mathrm{T}^{*} E \rightarrow J^{0} \pi^{*}$ induces a surjective submersion $\mu_{\mathcal{W}}: \mathcal{W} \rightarrow \mathcal{W}_{r}$. Hence, we have the following diagram


Local coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are constructed in an analogous way to the autonomous setting. Let $\left(t, q^{A}\right), 1 \leqslant A \leqslant n$, be a set of local coordinates in $E$ adapted to the bundle structure and such that the canonical volume form in $\mathbb{R}$ is given locally by $\eta=\mathrm{d} t$. Then, the induced natural coordinates in $J^{1} \pi, \mathrm{~T}^{*} E$ and $J^{0} \pi^{*}$ are $\left(t, q^{A}, v^{A}\right),\left(t, q^{A}, p, p_{A}\right)$ and $\left(t, q^{A}, p_{A}\right)$, respectively. Therefore, the natural coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are $\left(t, q^{A}, v^{A}, p, p_{A}\right)$ and $\left(t, q^{A}, v^{A}, p_{A}\right)$, respectively. Observe that $\operatorname{dim} \mathcal{W}=3 n+2$ and $\operatorname{dim} \mathcal{W}_{r}=3 n+1$. In these coordinates, the above projections have the following coordinate expressions $\rho_{1}\left(t, q^{A}, v^{A}, p, p_{A}\right)=\left(t, q^{A}, v^{A}\right) \quad ; \quad \rho_{2}\left(t, q^{A}, v^{A}, p, p_{A}\right)=\left(t, q^{A}, p, p_{A}\right) \quad ; \quad \rho_{E}\left(t, q^{A}, v^{A}, p, p_{A}\right)=\left(t, q^{A}\right)$,

$$
\begin{gathered}
\rho_{1}^{r}\left(t, q^{A}, v^{A}, p_{A}\right)=\left(t, q^{A}, v^{A}\right) \quad ; \quad \rho_{2}^{r}\left(t, q^{A}, v^{A}, p_{A}\right)=\left(t, q^{A}, p_{A}\right) \quad ; \quad \rho_{E}^{r}\left(t, q^{A}, v^{A}, p_{A}\right)=\left(t, q^{A}\right), \\
\rho_{\mathbb{R}}\left(t, q^{A}, v^{A}, p, p_{A}\right)=t \quad ; \quad \rho_{\mathbb{R}}^{r}\left(t, q^{A}, v^{A}, p_{A}\right)=t .
\end{gathered}
$$

Let us introduce some canonical structures on the extended jet-momentum bundle $\mathcal{W}$. First, let $\Theta \in \Omega^{1}\left(\mathrm{~T}^{*} E\right)$ and $\Omega=-\mathrm{d} \Theta \in \Omega^{2}\left(\mathrm{~T}^{*} E\right)$ be the canonical Liouville forms of the cotangent bundle. Then, we define the following forms in $\mathcal{W}$

$$
\Theta_{\mathcal{W}}=\rho_{2}^{*} \Theta \in \Omega^{1}(\mathcal{W}) \quad ; \quad \Omega_{\mathcal{W}}=\rho_{2}^{*} \Omega=-\mathrm{d} \Theta_{\mathcal{W}} \in \Omega^{2}(\mathcal{W})
$$

Bearing in mind the coordinate expressions of the Liouville forms of the cotangent bundle given in Example 1.1 and the local expression of the projection $\rho_{2}$ given above, the forms $\Theta_{\mathcal{W}}$ and $\Omega_{\mathcal{W}}$ are given locally by

$$
\Theta_{\mathcal{W}}=p_{A} \mathrm{~d} q^{A}+p \mathrm{~d} t \quad ; \quad \Omega_{\mathcal{W}}=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A}-\mathrm{d} p \wedge \mathrm{~d} t
$$

It is clear from these coordinate expressions that $\Omega_{\mathcal{W}}$ is a closed 2 -form, and that the 2 -form $\Omega_{\mathcal{W}}$ is degenerate, since we have

$$
i\left(\partial / \partial v^{A}\right) \Omega_{\mathcal{W}}=0, \quad \text { for every } 1 \leqslant A \leqslant n
$$

In particular, a local basis of ker $\Omega_{\mathcal{W}}$ is given by

$$
\operatorname{ker} \Omega_{\mathcal{W}}=\left\langle\frac{\partial}{\partial v^{A}}\right\rangle=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) .
$$

Thus, the pair $\left(\Omega_{\mathcal{W}}, \rho_{\mathbb{R}}^{*} \eta\right)$ is a precosymplectic structure in $\mathcal{W}$.
The second canonical structure in $\mathcal{W}$ is the following.
Definition 2.36. The coupling form in $\mathcal{W}$ is the $\rho_{\mathbb{R}}$-semibasic 1-form $\hat{\mathcal{C}} \in \Omega^{1}(\mathcal{W})$ defined as follows: for every $w=\left(j_{t}^{1} \phi, \alpha\right) \in \mathcal{W}$ (that is, $\left.\alpha \in \mathrm{T}_{\rho_{E}(w)}^{*} E\right)$ and $v \in \mathrm{~T}_{w} \mathcal{W}$, then

$$
\langle\hat{\mathcal{C}}(w), v\rangle=\left\langle\alpha, \mathrm{T}_{w}\left(\phi \circ \rho_{\mathbb{R}}\right) v\right\rangle
$$

Since $\hat{\mathcal{C}}$ is a $\rho_{\mathbb{R}}$-semibasic form, there exists a function $\hat{C} \in C^{\infty}(\mathcal{W})$ such that $\hat{\mathcal{C}}=\hat{C} \rho_{\mathbb{R}}^{*} \eta=\hat{C} \mathrm{~d} t$. A straightforward computation in coordinates gives the following local expression for the coupling form

$$
\begin{equation*}
\hat{\mathcal{C}}=\left(p+p_{A} v^{A}\right) \mathrm{d} t \tag{2.76}
\end{equation*}
$$

Given a Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$, we denote $\hat{\mathcal{L}}=\rho_{1}^{*} \mathcal{L} \in \Omega^{1}(\mathcal{W})$. As the Lagrangian density is a $\bar{\pi}^{1}$-semibasic form, we have that $\hat{\mathcal{L}}$ is a $\rho_{\mathbb{R}}$-semibasic form, and thus we can write $\hat{\mathcal{L}}=\hat{L} \rho_{\mathbb{R}}^{*} \eta$, where $\hat{L}=\rho_{2}^{*} L \in C^{\infty}(\mathcal{W}), L \in C^{\infty}\left(J^{1} \pi\right)$ being the Lagrangian function associated to $\mathcal{L}$ and $\eta$. Then we define a Hamiltonian submanifold

$$
\mathcal{W}_{o}=\{w \in \mathcal{W} \mid \hat{\mathcal{L}}(w)=\hat{\mathcal{C}}(w)\} \stackrel{j_{o}}{\hookrightarrow} \mathcal{W} .
$$

Since both $\hat{\mathcal{C}}$ and $\hat{\mathcal{L}}$ are $\rho_{\mathbb{R}}$-semibasic 1-forms, the submanifold $\mathcal{W}_{o}$ is defined by the regular constraint $\hat{C}-\hat{L}=0$. In the natural coordinates of $\mathcal{W}$, bearing in mind the local expression (2.76) of $\hat{\mathcal{C}}$, the constraint function is locally given by

$$
\hat{C}-\hat{L}=p+p_{A} v^{A}-\hat{L}\left(t, q^{A}, v^{A}\right)=0
$$

Proposition 2.31. The submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ is 1-codimensional, $\mu_{\mathcal{W}}$-transverse and diffeomorphic to $\mathcal{W}_{r}$ via the map $\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}_{r}$.

As a consequence of this last Proposition, the submanifold $\mathcal{W}_{o}$ induces a section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ defined as $\hat{h}=j_{o} \circ\left(\mu_{\mathcal{W}} \circ j_{o}\right)^{-1}: \mathcal{W}_{r} \rightarrow \mathcal{W}$. This section is called the Hamiltonian $\mu_{\mathcal{W}}$-section, and is specified by giving the local Hamiltonian function

$$
\hat{H}=-\hat{L}+p_{A} v^{A}
$$

that is, $\hat{h}\left(t, q^{A}, v^{A}, p_{A}\right)=\left(t, q^{A}, v^{A},-\hat{H}, p_{A}\right)$.

Remark. If the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is, at least, almost-regular, then from the Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ in the unified formalism we can recover the Hamiltonian $\mu$-section $h \in \Gamma(\mu)$ in the extended Hamiltonian formalism. In fact, given $[\alpha] \in J^{0} \pi^{*}$, the section $\hat{h}$ maps every point $\left(j_{t}^{1} \phi,[\alpha]\right) \in\left(\rho_{2}^{r}\right)^{-1}([\alpha])$ into $\rho_{2}^{-1}\left(\rho_{2}\left(\hat{h}\left(j_{t}^{1} \phi,[\alpha]\right)\right)\right)$. Hence, the crucial point is the $\rho_{2}$-projectability of the local function $\hat{H}$. However, since $\partial / \partial v^{A}$ is a local basis for $\operatorname{ker} \mathrm{T} \rho_{2}$, the local function $\hat{H}$ is $\rho_{2}$-projectable if, and only if, $p_{A}=\partial \hat{L} / \partial v^{A}$, and this condition is fulfilled when $[\alpha] \in \mathcal{P}=\operatorname{Im} \mathcal{F} \mathcal{L} \hookrightarrow J^{0} \pi^{*}$, which implies that $\rho_{2}\left(\hat{h}\left(\left(\rho_{2}^{r}\right)^{-1}([\alpha])\right)\right) \in \widetilde{\mathcal{P}}=\operatorname{Im} \widetilde{\mathcal{F} \mathcal{L}} \hookrightarrow \mathrm{T}^{*} E$. Then, the Hamiltonian section $h$ is defined as

$$
h([\alpha])=\left(\rho_{2} \circ \hat{h}\right)\left(\left(\rho_{2}^{r}\right)^{-1}(\jmath([\alpha]))\right)=\left(\tilde{\jmath} \circ \widetilde{\mu}^{-1}\right)([\alpha]),
$$

for every $[\alpha] \in \mathcal{P}$.
Finally, we can define the forms

$$
\Theta_{r}=\hat{h}^{*} \Theta_{\mathcal{W}} \in \Omega^{1}\left(\mathcal{W}_{r}\right) \quad ; \quad \Omega_{r}=\hat{h}^{*} \Omega_{\mathcal{W}} \in \Omega^{2}\left(\mathcal{W}_{r}\right)
$$

with local expressions

$$
\begin{equation*}
\Theta_{r}=p_{A} \mathrm{~d} q^{A}+\left(\hat{L}-p_{A} v^{A}\right) \mathrm{d} t \quad ; \quad \Omega_{r}=\mathrm{d} q^{A} \wedge \mathrm{~d} p_{A}+\mathrm{d}\left(p_{A} v^{A}-\hat{L}\right) \wedge \mathrm{d} t \tag{2.77}
\end{equation*}
$$

Then, the triple $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ is a precosymplectic Hamiltonian system.

## Dynamical equations for sections

The first-order Lagrangian-Hamiltonian problem for sections associated with the system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ consists in finding sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ characterized by the condition

$$
\begin{equation*}
\psi^{*} i(Y) \Omega_{r}=0, \quad \text { for every } Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \tag{2.78}
\end{equation*}
$$

In the natural coordinates of $\mathcal{W}_{r}$, if the section $\psi$ is locally given by $\psi(t)=\left(t, q^{A}(t), v^{A}(t), p_{A}(t)\right)$, then, bearing in mind the coordinate expression 2.77) of the 2 -form $\Omega_{r}$, the equation 2.78) gives the following system of $3 n$ equations

$$
\begin{array}{r}
\dot{q}^{A}=v^{A}, \\
\dot{p}_{A}=\frac{\partial \hat{L}}{\partial q^{A}}, \\
p_{A}-\frac{\partial \hat{L}}{\partial v^{A}}=0 . \tag{2.81}
\end{array}
$$

Observe that equations 2.79 and 2.80 are differential equations whose solutions are the component functions of the section $\psi$. More particularly, equations (2.79) give the holonomy condition for the section $\psi$ that must be satisfied once it is projected to $J^{1} \pi$, while equations 2.80) are the real dynamical equations of the system. On the other hand, equations 2.81 do not involve any derivative of the component functions: they are point-wise algebraic equations that must satisfy every section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ to be a solution to equation 2.78 . These equations arise from the $\rho_{2}^{r}$-vertical component of the vector fields $Y$. In particular, we have the following result.
Lemma 2.32. If $Y \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)$, then $i(Y) \Omega_{r}$ is a $\rho_{\mathbb{R}^{r}}^{r}$ semibasic 1 -form.
As a consequence of this result, we can define the submanifold

$$
\mathcal{W}_{\mathcal{L}}=\left\{[w] \in \mathcal{W}_{r} \mid\left(i(Y) \Omega_{r}\right)([w])=0 \text { for every } Y \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)\right\} \stackrel{j_{\mathcal{L}}}{\hookrightarrow} \mathcal{W}_{r}
$$

where every section solution to equation 2.78 must take values. Locally, the submanifold $\mathcal{W}_{\mathcal{L}}$ is defined by the constraint $p_{A}-\partial \hat{L} / \partial v^{A}=0$. Moreover, we have the following characterization of $\mathcal{W}_{\mathcal{L}}$.

Proposition 2.33. $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ is the graph of the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$.

As a consequence of this result, since $\mathcal{W}_{\mathcal{L}}$ is the graph of the restricted Legendre map, then it is diffeomorphic to $J^{1} \pi$. In addition, every section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is of the form $\psi=\left(\psi_{\mathcal{L}}, \psi_{h}\right)$, with $\psi_{\mathcal{L}}=$ $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{1}\right)$ and $\psi_{h}=\mathcal{F} \mathcal{L} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$. In this way, every constraint, differential equation, etc., in the unified formalism can be translated to the Lagrangian and Hamiltonian formalisms by projection to the first factor of the product bundle or using the Legendre map. Hence, we have the following result.

Theorem 2.34. Let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be a section solution to equation 2.78. Then we have

1. The section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{1}\right)$ is holonomic, and is a solution to equation 2.53.
2. The section $\psi_{h}=\mathcal{F} \mathcal{L} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ is a solution to equation 2.67).

## Dynamical equations for vector fields

As in the Lagrangian and Hamiltonian formalisms, if we assume that the sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solutions to equation 2.78) are the integral curves of some vector fields in $\mathcal{W}_{r}$, then we can state the problem in terms of vector fields. The first-order Lagrangian-Hamiltonian problem for vector fields consists in finding vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ satisfying the following equations

$$
\begin{equation*}
i(X) \Omega_{r}=0 \quad ; \quad i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta \neq 0 \tag{2.82}
\end{equation*}
$$

Remark. As in previous sections, the second equation in 2.82 is just a transverse condition for the vector field $X$ with respect to the projection onto $\mathbb{R}$, and the non-zero value is usually fixed to 1 , thus giving the following equations

$$
i(X) \Omega_{r}=0 \quad ; \quad i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta=1
$$

Recall that que pair $\left(\Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ is a precosymplectic structure on $\mathcal{W}_{r}$. Hence, equations 2.82) may not admit a global solution $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, and an adapted version of the constraint algorithm to precosymplectic structures must be used. From the algorithm, we can state the following result.

Proposition 2.35. Given the precosymplectic Hamiltonian system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$, a solution $X \in$ $\mathfrak{X}\left(\mathcal{W}_{r}\right)$ to equations 2.82 exists only on the points of the submanifold $\mathcal{S}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined by

$$
\mathcal{S}_{\mathcal{L}}=\left\{[w] \in \mathcal{W}_{r} \mid(i(Y) \mathrm{d} \hat{H})([w])=0 \text { for every } Y \in \operatorname{ker} \Omega_{\mathcal{W}}\right\}
$$

As in the autonomous setting described in Section 2.1.3, we have the following characterization of the submanifold $\mathcal{S}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$.

Proposition 2.36. The submanifold $\mathcal{S}_{\mathcal{L}}$ is the graph of the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$, and therefore $\mathcal{S}_{\mathcal{L}}=\mathcal{W}_{\mathcal{L}}$.

In the natural coordinates of $\mathcal{W}_{r}$, let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field locally given by

$$
X=f \frac{\partial}{\partial t}+f^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+G_{A} \frac{\partial}{\partial p_{A}} .
$$

Then, bearing in mind the coordinate expression 2.77) of the 2 -form $\Omega_{r}$, the equation 2.82 gives in
coordinates the following system of $3 n+1$ equations for the component functions of $X$

$$
\begin{array}{r}
f^{A}=f v^{A}, \\
G_{A}=f \frac{\partial \hat{L}}{\partial q^{A}}, \\
f\left(p_{A}-\frac{\partial \hat{L}}{\partial v^{A}}\right)=0 \\
f \neq 0 \tag{2.86}
\end{array}
$$

where equation (2.86) arises from the second equation in (2.82). Fixing the non-zero value of $f$ to 1 , the above equations become

$$
\begin{array}{r}
f^{A}=v^{A}, \\
G_{A}=\frac{\partial \hat{L}}{\partial q^{A}}, \\
p_{A}-\frac{\partial \hat{L}}{\partial v^{A}}=0, \\
f=1, \tag{2.90}
\end{array}
$$

Note that equations (2.87) are the holonomy condition for a vector field in the Lagrangian formalism, as we have seen in Section 2.4.1, while equations 2.88 are the dynamical equations of the system. On the other hand, equations $(2.89)$ are a compatibility condition stating that the vector fields solution to equations 2.82 exist only with support on the submanifold defined as the graph of the restricted Legendre map. Thus we recover, in coordinates, the result stated in Propositions 2.35 and 2.36 .

Remark. As in the autonomous setting, the holonomy of the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is obtained regardless of the regularity of the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ provided.

Therefore, a vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equation 2.82 is locally given by

$$
X=\frac{\partial}{\partial t}+v^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+\frac{\partial \hat{L}}{\partial q^{A}} \frac{\partial}{\partial p_{A}} .
$$

Observe that the component functions $F^{A}$ of the vector field $X$ remain undetermined. However, since the vector field $X$ is defined at support on the submanifold $\mathcal{W}_{\mathcal{L}}$, we must study the tangency of $X$ along this submanifold. That is, we must require that $\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{\mathcal{L}}}=0$ for every constraint function defining $\mathcal{W}_{\mathcal{L}}$. From Proposition 2.36 the submanifold $\mathcal{W}_{\mathcal{L}}$ is the graph of the restricted Legendre map, and so it is defined by the $n$ constraints

$$
\xi^{B} \equiv p_{B}-\frac{\partial \hat{L}}{\partial v^{B}}=0, B=1, \ldots, n .
$$

Therefore, the tangency condition for $X$ along $\mathcal{W}_{\mathcal{L}}$ gives the following $n$ equations

$$
\begin{aligned}
\mathrm{L}(X) \xi_{B} & =\left(\frac{\partial}{\partial t}+v^{A} \frac{\partial}{\partial q^{A}}+F^{A} \frac{\partial}{\partial v^{A}}+\frac{\partial \hat{L}}{\partial q^{A}} \frac{\partial}{\partial p_{A}}\right)\left(p_{B}-\frac{\partial \hat{L}}{\partial v^{B}}\right) \\
& =\frac{\partial \hat{L}}{\partial q^{B}}-\frac{\partial^{2} \hat{L}}{\partial t \partial v^{B}}-v^{A} \frac{\partial^{2} \hat{L}}{\partial q^{A} \partial v^{B}}-F^{A} \frac{\partial^{2} \hat{L}}{\partial v^{A} \partial v^{B}}=0
\end{aligned}
$$

Observe that these are the Lagrangian equations for a vector field once the holonomy condition is satisfied, as we have seen in 2.62 . These equations can be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian density. In particular, we have the following analogous result to Proposition 2.7 in Section 2.1.3.

Proposition 2.37. If $\mathcal{L} \in \Omega^{1}\left(J^{1} \pi\right)$ is a regular Lagrangian density, then there exists a unique vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is a solution to equation 2.82 and is tangent to $\mathcal{W}_{\mathcal{L}}$.

If the Lagrangian density $\mathcal{L}$ is singular, then the above equations can be compatible or not, and new constraints may arise from them, thus requiring the constraint algorithm to continue. In the most favorable cases, there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (it could be $\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}$ ) such that there exist vector fields $X \in \mathfrak{X}_{\mathcal{W}_{f}}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{f}$, which are solutions to the equation

$$
\left.\left[i(X) \Omega_{r}\right]\right|_{\mathcal{W}_{f}}=0
$$

Now, the equivalence of the unified formalism with the Lagrangian and Hamiltonian formalisms can be recovered as follows.

Theorem 2.38. Let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a vector field solution to equations 2.82 ) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\left.\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}\right)$. Then the vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{1} \pi\right)$ defined by $X_{\mathcal{L}} \circ \rho_{1}^{r}=\mathrm{T} \rho_{1}^{r} \circ X$ is holonomic, and is a solution to equations 2.54) (at least on the points of a submanifold $\left.\mathcal{S}_{f}=\rho_{1}^{r}\left(\mathcal{W}_{f}\right) \hookrightarrow J^{1} \pi\right)$.
Moreover, every holonomic vector field $X_{\mathcal{L}} \in \mathfrak{X}^{1}\left(J^{1} \pi\right)$ solution to equations 2.54 (at least on the points of a submanifold $\mathcal{S}_{f} \hookrightarrow J^{1} \pi$ ) can be recovered in this way from a vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equations 2.82) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ).

Finally, the Hamiltonian formalism is recovered from the Lagrangian one using Theorem 2.29 in the regular case and Theorem 2.30 in the singular case.

### 2.5 First-order classical field theories

Let us consider a first-order classical field theory with $n$ fields depending on $m$ independent variables. The configuration space for this theory is a bundle $\pi: E \rightarrow M$, where $M$ is a $m$-dimensional orientable smooth manifold with fixed volume form $\eta \in \Omega^{m}(M)$, and $\operatorname{dim} E=m+n$. The physical information is given in terms of a Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$, which is a $\bar{\pi}^{1}$-semibasic $m$-form. Because of this, we can write $\mathcal{L}=L \cdot\left(\bar{\pi}^{1}\right)^{*} \eta$, where $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated to $\mathcal{L}$ and $\eta$.

### 2.5.1 Lagrangian formalism

(See [3, 22, 74, 75, 83, 84, 85, 124, 135, for details).

## Geometrical setting

Using the Lagrangian density $\mathcal{L}$ and the vertical endomorphism $\mathcal{V} \in \Gamma\left(\mathrm{T}^{*} J^{1} \pi \otimes_{J^{1} \pi} \mathrm{~T} M \otimes_{J^{1} \pi} V\left(\pi^{1}\right)\right)$ described in Section 1.4.5 we can construct the following forms in $J^{1} \pi$.

Definition 2.37. The Poincaré-Cartan $m$-form associated to $\mathcal{L}$ and $\eta$ is the form $\Theta_{\mathcal{L}} \in \Omega^{m}\left(J^{1} \pi\right)$ defined as

$$
\Theta_{\mathcal{L}}=i(\mathcal{V}) \mathrm{d} \mathcal{L}+\mathcal{L}
$$

Then, the Poincaré-Cartan $(m+1)$-form associated to $\mathcal{L}$ and $\eta$ is the form $\Omega_{\mathcal{L}} \in \Omega^{m+1}\left(J^{1} \pi\right)$ defined as

$$
\Omega_{\mathcal{L}}=-\mathrm{d} \Theta_{\mathcal{L}}
$$

From the previous definitions it is clear that the phase space of a first-order classical field theory described by a Lagrangian density is the first-order jet bundle of the configuration bundle $\pi: E \rightarrow M$.

Definition 2.38. A first-order Lagrangian field theory is a pair $\left(J^{1} \pi, \mathcal{L}\right)$, where $\pi: E \rightarrow M$ is the configuration bundle and $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ the Lagrangian density.

In the natural coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right)$ of $J^{1} \pi$, and bearing in mind the local expression 1.14) of the vertical endomorphism $\mathcal{V}$, the coordinate expression of the Poincaré-Cartan $m$-form is

$$
\begin{equation*}
\Theta_{\mathcal{L}}=\frac{\partial L}{\partial u_{i}^{\alpha}} \mathrm{d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\left(\frac{\partial L}{\partial u_{i}^{\alpha}} u_{i}^{\alpha}-L\right) \mathrm{d}^{m} x \tag{2.91}
\end{equation*}
$$

From this, the coordinate expression of the Poincaré-Cartan $(m+1)$-form is

$$
\begin{align*}
\Omega_{\mathcal{L}}= & \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u^{\beta}} \mathrm{d} u^{\alpha} \wedge \mathrm{d} u^{\beta} \wedge \mathrm{d}^{m-1} x_{i}+\frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}} \mathrm{d} u^{\alpha} \wedge \mathrm{d} u_{j}^{\beta} \wedge \mathrm{d}^{m-1} x_{i}  \tag{2.92}\\
& +\left(u_{i}^{\alpha} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u^{\beta}}-\frac{\partial L}{\partial u^{\beta}}\right) \mathrm{d} u^{\beta} \wedge \mathrm{d}^{m} x+u_{i}^{\alpha} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}} \mathrm{d} u_{j}^{\beta} \wedge \mathrm{d}^{m} x
\end{align*}
$$

Remark. As in the autonomous and non-autonomous formulations described in previous Sections, it is clear from the coordinate expression 2.91) that the Poincaré-Cartan 1-form $\Theta_{\mathcal{L}}$ is $\pi^{1}$-semibasic.

Notice that, given an arbitrary Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$, the Poincaré-Cartan $(m+1)$-form is always a closed form (in fact, it is an exact form). Nevertheless, we can not assure the 1-nondegeneracy of $\Omega_{\mathcal{L}}$. Hence, we introduce the following definition.
Definition 2.39. A Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is regular (and thus $\left(J^{1} \pi, \mathcal{L}\right)$ is a regular field theory) if $\Omega_{\mathcal{L}}$ is a multisymplectic $(m+1)$-form on $J^{1} \pi$. Otherwise, the Lagrangian density is said to be singular (and thus $\left(J^{1} \pi, \mathcal{L}\right)$ is a singular field theory).

From the coordinate expression 2.92 of the Poincaré-Cartan $(m+1)$-form, it is clear that the regularity of the Lagrangian density $\mathcal{L}$ is locally equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}\right)\left(j_{x}^{1} \phi\right) \neq 0, \text { for every } j_{x}^{1} \phi \in J^{1} \pi
$$

where $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated to $\mathcal{L}$ and $\eta$.

## Lagrangian field equations

The Lagrangian problem for first-order field theories consists in finding a distribution $\mathcal{D}$ in $J^{1} \pi$ satisfying

1. $\mathcal{D}$ is $m$-dimensional.
2. $\mathcal{D}$ is $\bar{\pi}^{1}$-transverse.
3. $\mathcal{D}$ is integrable.
4. The integral manifolds of $\mathcal{D}$ are the first prolongations of the critical sections of the Hamilton principle.

As we have seen in Section 1.6, these kinds of integrable distributions are associated with classes of integrable (that is, non-vanishing, locally decomposable and involutive) $\bar{\pi}^{1}$-transverse multivector fields $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{1} \pi\right)$. In the natural coordinates of $J^{1} \pi$, the local expression of an element of one of these classes is

$$
\mathcal{X}_{\mathcal{L}}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+f_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{j, i}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}\right)
$$

where $f \in C^{\infty}\left(J^{1} \pi\right)$ is a non-vanishing function. If, in addition, the integral sections of the distribution $\mathcal{D}$ are holonomic, then the associated classes of multivector fields are also holonomic (see Section 1.6.2). Then, we have the following result.

Theorem 2.39. Let $\left(J^{1} \pi, \mathcal{L}\right)$ be a Lagrangian field theory. The following assertions on a section $\phi \in \Gamma(\pi)$ are equivalent.

1. The section $\phi$ is a solution to the equation

$$
\begin{equation*}
\left(j^{1} \phi\right)^{*} i(X) \Omega_{\mathcal{L}}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{1} \pi\right) \tag{2.93}
\end{equation*}
$$

2. In the natural coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right)$ of $J^{1} \pi$, the first prolongation of the section $\phi \in \Gamma(\pi)$, $j^{1} \phi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right), \frac{\partial u^{\alpha}}{\partial x^{j}}\left(x^{i}\right)\right)$, satisfies the Euler-Lagrange equations

$$
\begin{equation*}
\left.\frac{\partial L}{\partial u^{\alpha}}\right|_{j^{1} \phi}-\left.\frac{d}{d x^{i}} \frac{\partial L}{\partial u_{i}^{\alpha}}\right|_{j^{1} \phi}=0 . \tag{2.94}
\end{equation*}
$$

3. $j^{1} \phi$ is an integral section of a class of holonomic multivector fields $\left\{\mathcal{X}_{\mathcal{L}}\right\} \subseteq \mathfrak{X}^{m}\left(J^{1} \pi\right)$ satisfying

$$
\begin{equation*}
i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0, \quad \text { for every } \mathcal{X}_{\mathcal{L}} \in\left\{\mathcal{X}_{\mathcal{L}}\right\} \tag{2.95}
\end{equation*}
$$

Semi-holonomic (but not necessarily integrable) multivector fields which are solutions to equation 2.95 are called Euler-Lagrange multivector fields.

Let us compute in coordinates the equation 2.95). Let $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{1} \pi\right)$ be a locally decomposable and $\bar{\pi}^{1}$-transverse multivector field locally given by

$$
\mathcal{X}_{\mathcal{L}}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+f_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{j, i}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}\right)
$$

where $f$ is a non-vanishing function. Then, taking $f=1$ as a representative of the equivalence class, and bearing in mind the coordinate expression 2.92 of the Poincaré-Cartan $(m+1)$-form $\Omega_{\mathcal{L}}$, the equation 2.95 gives the following system of $n(m+1)$ equations

$$
\begin{align*}
& \frac{\partial L}{\partial u^{\alpha}}-\frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial x^{i}}-f_{i}^{\beta} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u^{\beta}}-F_{j, i}^{\beta} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}+\left(f_{i}^{\beta}-u_{i}^{\beta}\right) \frac{\partial^{2} L}{\partial u_{i}^{\beta} \partial u^{\alpha}}=0  \tag{2.96}\\
&\left(f_{j}^{\beta}-u_{j}^{\beta}\right) \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}=0 \tag{2.97}
\end{align*}
$$

Observe that equations (2.96) and 2.97) correspond exactly to equations 2.59 and 2.60 in the formulation of non-autonomous dynamical systems, respectively, and to equations 2.5 and (2.6) in the formulation of autonomous dynamical systems, respectively. In particular, equations 2.97) are the local equations for the semi-holonomy condition required to the multivector field $\mathcal{X}_{\mathcal{L}}$. If the holonomy condition is required from the beginning, then $\mathcal{X}_{\mathcal{L}}$ is also semi-holonomic, and therefore equations (2.97) are an identity. Then, equations (2.96) become

$$
\begin{equation*}
\frac{\partial L}{\partial u^{\alpha}}-\frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial x^{i}}-u_{i}^{\beta} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u^{\beta}}-F_{j, i}^{\beta} \frac{\partial^{2} L}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}=0 \tag{2.98}
\end{equation*}
$$

From the coordinate expression of equation we observe that if $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is a regular Lagrangian density then Euler-Lagrange multivector fields do exist in $J^{1} \pi$, although they are not necessarily integrable. Otherwise, if the Lagrangian density is singular, in the most favorable cases a semi-holonomic multivector field solution to equation (2.95) exists only on the points of a submanifold $S_{f} \hookrightarrow J^{1} \pi$, which can be obtained after applying a suitable adapted version of the constraint algorithm described in Section 1.7 (see [46]). In these cases, the following equation holds

$$
\begin{equation*}
\left.\left[i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right]\right|_{S_{f}}=0 \tag{2.99}
\end{equation*}
$$

### 2.5.2 Extended Hamiltonian formalism

As in the Hamiltonian formulation for non-autonomous dynamical systems, the extended Hamiltonian formalism associated to a Lagrangian field theory $\left(J^{1} \pi, \mathcal{L}\right)$ makes use of two phase spaces: the extended multimomentum bundle and the restricted multimomentum bundle. The former is exactly the extended dual jet bundle $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} J^{0} \pi\right)=\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ of $J^{1} \pi$ described in Section 1.4.8 while the latter is the reduced dual jet bundle $\Lambda_{2}^{m}\left(J^{0} \pi\right) / \Lambda_{1}^{m}\left(J^{0} \pi\right)$. As in Section 2.4.2 we denote the restricted multimomentum bundle by $J^{0} \pi^{*}$, instead of $E^{*}$, to avoid confusion. The quotient map is denoted by $\mu: \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \rightarrow J^{0} \pi^{*}$. Natural coordinates in $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ are $\left(x^{i}, u^{\alpha}, p, p_{\alpha}^{i}\right)$, and the induced natural coordinates in $J^{0} \pi^{*}$ are $\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right), 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n$.
(See [19, 68, 72, 78, 79, 83, 85, 95, 124 for details).

## The extended and restricted Legendre maps

As in previous Sections, we begin by introducing the Legendre map that relates the Lagrangian formulation with the Hamiltonian one. Recall that, from the coordinate expression (2.91), it is clear that the Poincaré-Cartan $m$-form $\Theta_{\mathcal{L}} \in \Omega^{m}\left(J^{1} \pi\right)$ is $\pi^{1}$-semibasic. Then, we can give the following definition.
Definition 2.40. The extended Legendre map associated with the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is the bundle morphism $\widetilde{\mathcal{F L}}: J^{1} \pi \rightarrow \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ over $E$ defined as follows:

$$
\left(\Theta_{\mathcal{L}}\left(j_{x}^{1} \phi\right)\right)\left(Y_{1}\left(j_{x}^{1} \phi\right), \ldots, Y_{m}\left(j_{x}^{1} \phi\right)\right)=\left(\widetilde{\mathcal{F} \mathcal{L}}\left(j_{x}^{1} \phi\right)\right)\left(\left(\mathrm{T}_{j_{x}^{1} \phi} \pi^{1} Y_{1}\right)(\phi(x)), \ldots,\left(\mathrm{T}_{j_{x}^{1} \phi} \pi^{1} Y_{m}\right)(\phi(x))\right)
$$

where $Y_{i} \in \mathfrak{X}\left(J^{1} \pi\right)$, and therefore $\mathrm{T} \pi^{1} Y_{i} \in \mathfrak{X}(E)$.
It is clear from the definition that $\pi_{E} \circ \widetilde{\mathcal{F L}}=\pi^{1}$, where $\pi_{E}: \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \rightarrow E$ is the canonical submersion. In addition, if $\Theta \in \Omega^{m}\left(\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)\right)$ is the canonical $m$-form of $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ and $\Omega=-\mathrm{d} \Theta \in$ $\Omega^{m+1}\left(\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)\right)$ the canonical multisymplectic $(m+1)$-form, then we have $\widetilde{\mathcal{F L}}^{*} \Theta=\Theta_{\mathcal{L}}$ and $\widetilde{\mathcal{F} \mathcal{L}}{ }^{*} \Omega_{=} \Omega_{\mathcal{L}}$. From Examples 1.4 and 1.5 the coordinate expression of $\Theta$ in this case is

$$
\Theta=p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+p \mathrm{~d}^{m} x
$$

from where the coordinate expression of the multisymplectic $(m+1)$-form is

$$
\begin{equation*}
\Omega=-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\mathrm{d} p \wedge \mathrm{~d}^{m} x \tag{2.100}
\end{equation*}
$$

Hence, bearing in mind the coordinate expression 2.91) of the Poincaré-Cartan $m$-form $\Theta_{\mathcal{L}} \in \Omega^{m}\left(J^{1} \pi\right)$, the coordinate expression of the extended Legendre map is

$$
\begin{equation*}
\widetilde{\mathcal{F}}^{*} x^{i}=x^{i} \quad ; \quad \widetilde{\mathcal{F}}^{*} u^{\alpha}=u^{\alpha} \quad ; \quad \widetilde{\mathcal{F}}^{*} p_{\alpha}^{i}=\frac{\partial L}{\partial u_{i}^{\alpha}} \quad ; \quad \widetilde{\mathcal{F}}^{*} p=L-u_{i}^{\alpha} \frac{\partial L}{\partial u_{i}^{\alpha}} \tag{2.101}
\end{equation*}
$$

Now, if we compose the extended Legendre map with the natural quotient map $\mu: \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \rightarrow J^{0} \pi^{*}$, we obtain a bundle morphism $\mu \circ \widetilde{\mathcal{F} \mathcal{L}}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ which leads to the following definition.

Definition 2.41. The restricted Legendre map associated to the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is the bundle morphism $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ over $E$ defined as $\mathcal{F} \mathcal{L}=\mu \circ \widetilde{\mathcal{F} \mathcal{L}}$.

In the natural coordinates of $J^{0} \pi^{*}$, the local expression of the restricted Legendre map is

$$
\mathcal{F} \mathcal{L}^{*} x^{i}=x^{i} \quad ; \quad \mathcal{F} \mathcal{L}^{*} u^{\alpha}=u^{\alpha} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{\alpha}^{i}=\frac{\partial L}{\partial u_{i}^{\alpha}}
$$

As in the Hamiltonian formulation for first-order non-autonomous systems, a fundamental result relating both Legendre maps is the following.

Proposition 2.40. For every $j_{x}^{1} \phi \in J^{1} \pi$ we have that $\operatorname{rank}\left(\widetilde{\mathcal{F} \mathcal{L}}\left(j_{x}^{1} \phi\right)\right)=\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{1} \phi\right)\right)$.
The proof of this result follows the patterns in 44 for non-autonomous dynamical systems. As a consequence of Proposition 2.40, from the coordinate expressions of both Legendre maps, and bearing in mind the results of Section 2.5.1. we have the following result.

Proposition 2.41. Let $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ be a Lagrangian density. The following statements are equivalent:

1. $\Omega_{\mathcal{L}}$ is 1-nondegenerate, that is, it is a multisymplectic $(m+1)$-form in $J^{1} \pi$.
2. In the natural coordinates of $J^{1} \pi$, we have

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial u_{j}^{\beta} \partial u_{i}^{\alpha}}\right)\left(j_{x}^{1} \phi\right) \neq 0
$$

for every $j_{x}^{1} \phi \in J^{1} \pi$, where $L \in C^{\infty}\left(J^{1} \pi\right)$ is the Lagrangian function associated with $\mathcal{L}$ and $\eta$.
3. The restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ is a local diffeomorphism.
4. The extended Legendre map $\widetilde{\mathcal{F L}}: J^{1} \pi \rightarrow \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ is an immersion.

In this case, $\mathcal{L}$ is a regular Lagrangian density.
Definition 2.42. A Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is hyperregular if the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$ is a global diffeomorphism.

Now, let $\widetilde{\mathcal{P}}=\operatorname{Im}(\widetilde{\mathcal{F} \mathcal{L}}) \hookrightarrow \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ be the image of the extended Legendre map, with natural embedding $\tilde{\jmath}: \widetilde{\mathcal{P}} \hookrightarrow \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$, and $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow J^{0} \pi^{*}$ the image of the restricted Legendre map, with canonical embedding $\jmath: \mathcal{P} \hookrightarrow J^{0} \pi^{*}$. Let $\bar{\pi}_{\mathcal{P}}=\bar{\pi}_{E}^{r} \circ \jmath: \mathcal{P} \rightarrow \mathbb{R}$ be the canonical projection, and $\mathcal{F} \mathcal{L}_{o}: J^{1} \pi \rightarrow \mathcal{P}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. We can now give the following definition.

Definition 2.43. A Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is almost-regular if

1. $\mathcal{P}$ is a closed submanifold of $J^{0} \pi^{*}$.
2. $\mathcal{F} \mathcal{L}$ is a submersion onto its image.
3. For every $j_{x}^{1} \phi \in J^{1} \pi$, the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{1} \phi\right)\right)$ are connected submanifolds of $J^{1} \pi$.

As in the Hamiltonian formalism for non-autonomous dynamical systems, from Proposition 2.40 we have that the map $\widetilde{\mu}: \widetilde{\mathcal{P}} \rightarrow \mathcal{P}$ is a diffeomorphism, where $\widetilde{\mu}$ is the restriction of $\mu$ on the image set $\widetilde{\mathcal{P}}$. Then, we have the following definition.
Definition 2.44. The canonical Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ is defined as the map $h=\widetilde{\mu}^{-1}: \mathcal{P} \rightarrow \widetilde{\mathcal{P}}$.
From the Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ we can define the following forms on $\mathcal{P}$.
Definition 2.45. The Hamilton-Cartan forms $\Theta_{h} \in \Omega^{m}(\mathcal{P})$ and $\Omega_{h} \in \Omega^{m+1}(\mathcal{P})$ are defined as

$$
\Theta_{h}=(\tilde{\jmath} \circ h)^{*} \Theta \quad ; \quad \Omega_{h}=(\tilde{\jmath} \circ h)^{*} \Omega=-\mathrm{d} \Theta_{h}
$$

where $\Theta$ and $\Omega$ are the canonical $m$ and $(m+1)$-forms of $\Lambda_{2}^{m}\left(T^{*} E\right)$.
The pair $\left(\mathcal{P}, \Omega_{h}\right)$ is the Hamiltonian field theory associated with the Lagrangian field theory $\left(J^{1} \pi, \mathcal{L}\right)$.

## Hamiltonian field equations

Let us suppose first that the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is hyperregular. The regular, but not hyperregular, case can be recovered by restriction on the open sets where the restricted Legendre map is a local diffeomorphism.

In the hyperregular case we have $\mathcal{P}=J^{0} \pi^{*}$, and $\widetilde{\mathcal{P}}$ is a 1 -codimensional and $\mu$-transverse submanifold of $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ which is diffeomorphic to $J^{0} \pi^{*}$. In addition, in this case the Hamiltonian section may be defined equivalently as $h=\widetilde{\mathcal{F} \mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1}$.

In the natural coordinates of $J^{0} \pi^{*}$, the Hamiltonian section is specified by a Hamiltonian function $H \in C^{\infty}\left(J^{0} \pi^{*}\right)$ as

$$
h\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha},-H\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right), p_{\alpha}^{i}\right),
$$

with the Hamiltonian function $H$ being locally given by

$$
H\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right)=p_{\alpha}^{i}\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} u_{i}^{\alpha}-\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} L\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right)
$$

From this, and bearing in mind the coordinate expressions of the canonical forms of $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ given in Section 1.4.8, the local expressions of the Hamilton-Cartan forms are

$$
\begin{equation*}
\Theta_{h}=p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-H \mathrm{~d}^{m} x \quad ; \quad \Omega_{h}=-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\mathrm{d} H \wedge \mathrm{~d}^{m} x \tag{2.102}
\end{equation*}
$$

As in the Lagrangian formalism, the Hamiltonian problem for first-order field theories consists in finding a distribution $\mathcal{D}$ in $J^{0} \pi^{*}$ such that

1. $\mathcal{D}$ is $m$-dimensional.
2. $\mathcal{D}$ is $\bar{\pi}_{E}^{r}$-transverse.
3. $\mathcal{D}$ is integrable.
4. The integral manifolds of $\mathcal{D}$ are the critical sections of the Hamilton-Jacobi principle.

As in the Lagrangian formalism, these kinds of integrable distributions are associated with classes of integrable and $\bar{\pi}_{E}^{r}$-transverse multivector fields $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{0} \pi^{*}\right)$. In the natural coordinates of $J^{0} \pi^{*}$, the local expression of an element of one of those classes is

$$
\mathcal{X}_{h}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+f_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+G_{\alpha, i}^{j} \frac{\partial}{\partial p_{\alpha}^{j}}\right)
$$

where $f \in C^{\infty}\left(J^{0} \pi^{*}\right)$ is a non-vanishing function. Then, we have the following result.
Theorem 2.42. Let $\left(J^{0} \pi^{*}, \Omega_{h}\right)$ be a Hamiltonian field theory. The following assertions on a section $\psi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ are equivalent.

1. The section $\psi$ is a solution to the equation

$$
\begin{equation*}
\psi^{*} i(X) \Omega_{h}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{0} \pi^{*}\right) \tag{2.103}
\end{equation*}
$$

2. In the natural coordinates $\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right)$ of $J^{0} \pi^{*}$, the section $\psi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ given locally by $\psi\left(x^{i}\right)=$ $\left(x^{i}, u^{\alpha}\left(x^{i}\right), p_{\alpha}^{i}\left(x^{i}\right)\right)$, satisfies the Hamilton-De Donder-Weyl equations

$$
\begin{equation*}
\left.\frac{\partial u^{\alpha}}{\partial x^{i}}\right|_{\psi}=\left.\frac{\partial H}{\partial p_{\alpha}^{i}}\right|_{\psi} \quad ;\left.\quad \sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}\right|_{\psi}=-\left.\frac{\partial H}{\partial u^{\alpha}}\right|_{\psi} . \tag{2.104}
\end{equation*}
$$

3. $\psi$ is an integral section of a class of locally decomposable, integrable and $\bar{\pi}_{E}^{r}$-transverse multivector fields $\left\{\mathcal{X}_{h}\right\} \subseteq \mathfrak{X}^{m}\left(J^{0} \pi^{*}\right)$ satisfying

$$
\begin{equation*}
i\left(\mathcal{X}_{h}\right) \Omega_{h}=0, \quad \text { for every } \mathcal{X}_{h} \in\left\{\mathcal{X}_{h}\right\} \tag{2.105}
\end{equation*}
$$

The $\bar{\pi}_{E}^{r}$-transverse and locally decomposable multivector fields which are solutions to equation 2.105 , but are not necessarily integrable, are called Hamilton-De Donder-Weyl multivector fields.

Let us compute in coordinates the equation 2.105). Let $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{0} \pi^{*}\right)$ be a locally decomposable and $\bar{\pi}_{E}^{r}$-transverse multivector field locally given by

$$
\mathcal{X}_{h}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+f_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+G_{\alpha, i}^{j} \frac{\partial}{\partial p_{\alpha}^{j}}\right)
$$

where $f$ is a non-vanishing function. Then, taking $f=1$ as a representative of the equivalence class, and bearing in mind the coordinate expression 2.102 of the Hamilton-Cartan $(m+1)$-form $\Omega_{h}$, the equation 2.105 gives the following system of $(m+1) n$ equations

$$
\begin{equation*}
f_{i}^{\alpha}=\frac{\partial H}{\partial p_{\alpha}^{i}} \quad ; \quad \sum_{i=1}^{m} G_{\alpha, i}^{i}=-\frac{\partial H}{\partial u^{\alpha}} \tag{2.106}
\end{equation*}
$$

From this coordinate expression we can assure the local existence of classes of locally decomposable and $\bar{\pi}_{E}^{r}$-transverse multivector fields $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{0} \pi^{*}\right)$ solution to equation 2.105). The corresponding global solutions are then obtained using a partition of unity subordinated to a covering of $J^{0} \pi^{*}$ made of local natural charts.

Finally, we can establish the equivalence between the Lagrangian and Hamiltonian formalisms in the hyperregular case.

Theorem 2.43. Let $\left(J^{1} \pi, \mathcal{L}\right)$ be a hyperregular Lagrangian field theory, and $\left(J^{0} \pi^{*}, \Omega_{h}\right)$ the associated Hamiltonian field theory.

1. If $\phi \in \Gamma(\pi)$ is a solution to equation 2.93), then the section $\psi=\mathcal{F} \mathcal{L} \circ j^{1} \phi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ is a solution to equation 2.103
2. Conversely, if $\psi \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ is a solution to equation 2.103), then the section $\phi=\pi_{E}^{r} \circ \psi \in \Gamma(\pi)$ is a solution to equation (2.93).
Remark. This last Theorem can be stated also in terms of multivector fields.
Now, let us assume that the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is almost-regular. In this setting, the Legendre map is no longer a local diffeomorphism and, in particular, $\mathcal{P} \hookrightarrow J^{0} \pi^{*}$ is a proper submanifold. Nevertheless, the Hamiltonian section $h \in \Gamma(\widetilde{\mu})$ and the Hamilton-Cartan forms can still be defined. Therefore, the field equations can be stated as in Theorem 2.42 .

If $\Omega_{h} \in \Omega^{m+1}(\mathcal{P})$ is a premultisymplectic form, Hamilton-De Donder-Weyl multivector fields exist only, in the most favorable cases, in some submanifold $\mathcal{P}_{f} \hookrightarrow \mathcal{P}$, and they are not necessarily integrable. As in the Lagrangian formulation, this submanifold $\mathcal{P}_{f}$ can be obtained using a suitable adapted version of the constraint algorithm described in Section 1.7 [46]. Then, the analogous result to Theorem 2.43 in the almost-regular case can be obtained.

### 2.5.3 Lagrangian-Hamiltonian unified formalism

(See [70] for details).

## Unified phase spaces. Geometric structures

As in the extended Hamiltonian formalism stated in the previous Section and the unified framework for non-autonomous first-order dynamical systems stated in Section 2.4.3, in the Skinner-Rusk formulation for first-order classical field theories we consider two phase spaces, which are the bundles

$$
\mathcal{W}=J^{1} \pi \times_{E} \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \quad ; \quad \mathcal{W}_{r}=J^{1} \pi \times_{E} J^{0} \pi^{*}
$$

These bundles are called the extended jet-multimomentum bundle and the restricted jet-multimomentum bundle, respectively. These bundles are endowed with the canonical projections

$$
\begin{gathered}
\rho_{1}: \mathcal{W} \rightarrow J^{1} \pi \quad ; \quad \rho_{2}: \mathcal{W} \rightarrow \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \quad ; \quad \rho_{E}: \mathcal{W} \rightarrow E \quad ; \quad \rho_{M}: \mathcal{W} \rightarrow M \\
\rho_{1}^{r}: \mathcal{W}_{r} \rightarrow J^{1} \pi \quad ; \quad \rho_{2}^{r}: \mathcal{W}_{r} \rightarrow J^{0} \pi^{*} \quad ; \quad \rho_{E}^{r}: \mathcal{W}_{r} \rightarrow E \quad ; \quad \rho_{M}^{r}: \mathcal{W}_{r} \rightarrow M
\end{gathered}
$$

In addition, the natural quotient map $\mu: \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right) \rightarrow J^{0} \pi^{*}$ induces a projection, that is, a surjective submersion $\mu_{\mathcal{W}}: \mathcal{W} \rightarrow \mathcal{W}_{r}$. Hence, we have the same diagram that we have in Section 2.4.3, on page 66, replacing $\mathrm{T}^{*} E$ by $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ and $\mathbb{R}$ by $M$.

Local coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are constructed in an analogous way to the autonomous and nonautonomous formulations of dynamical systems. Let $\left(x^{i}, u^{\alpha}\right), 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n$, be a set of local coordinates in $E$ adapted to the bundle structure and such that the fixed volume form $\eta \in \Omega^{m}(M)$ is given locally by $\eta=\mathrm{d}^{m} x$. Then, the induced natural coordinates in $J^{1} \pi, \Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$ and $J^{0} \pi^{*}$ are $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right),\left(x^{i}, u^{\alpha}, p, p_{\alpha}^{i}\right)$ and $\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right)$, respectively. Therefore, the natural coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)$ and $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)$, respectively. Observe that $\operatorname{dim} \mathcal{W}=m+n+2 m n+1$ and $\operatorname{dim} \mathcal{W}_{r}=m+n+2 m n$.

In these coordinates, the above projections have the following coordinate expressions

$$
\begin{gathered}
\rho_{1}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right) ; \rho_{2}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}, p, p_{\alpha}^{i}\right) ; \rho_{E}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}\right), \\
\rho_{1}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right) ; \quad \rho_{2}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}, p_{\alpha}^{i}\right) ; \rho_{E}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}\right), \\
\rho_{M}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)=\left(x^{i}\right) ; \quad \rho_{M}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}\right)=\left(x^{i}\right) .
\end{gathered}
$$

The extended jet-multimomentum bundle is endowed with some canonical structures. First, let $\Theta \in$ $\Omega^{m}\left(\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)\right)$ and $\Omega=-\mathrm{d} \Theta \in \Omega^{m+1}\left(\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)\right)$ be the canonical forms of $\Lambda_{2}^{m}\left(\mathrm{~T}^{*} E\right)$. Then, we define the following forms in $\mathcal{W}$

$$
\Theta_{\mathcal{W}}=\rho_{2}^{*} \Theta \in \Omega^{m}(\mathcal{W}) \quad ; \quad \Omega_{\mathcal{W}}=\rho_{2}^{*} \Omega=-\mathrm{d} \Theta_{\mathcal{W}} \in \Omega^{m+1}(\mathcal{W})
$$

Then, bearing in mind the coordinate expressions of the forms $\Theta$ and $\Omega$ given in Examples 1.4 and 1.5 , and also in (2.100), and the local expression of the projection $\rho_{2}$ given above, the forms $\Theta_{\mathcal{W}}$ and $\Omega_{\mathcal{W}}$ are given locally by

$$
\Theta_{\mathcal{W}}=p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+p \mathrm{~d}^{m} x \quad ; \quad \Omega_{\mathcal{W}}=-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\mathrm{d} p \wedge \mathrm{~d}^{m} x .
$$

It is clear from these coordinate expressions that $\Omega_{\mathcal{W}}$ is a closed $(m+1)$-form, and that it is 1-degenerate, since we have

$$
i\left(\partial / \partial u_{i}^{\alpha}\right) \Omega_{\mathcal{W}}=0, \quad \text { for every } 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n
$$

In particular, a local basis of ker $\Omega_{\mathcal{W}}$ is given by

$$
\operatorname{ker} \Omega_{\mathcal{W}}=\left\langle\frac{\partial}{\partial u_{i}^{\alpha}}\right\rangle=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) .
$$

Thus, the form $\Omega_{\mathcal{W}}$ is a premultisymplectic $(m+1)$-form in $\mathcal{W}$.
The second canonical structure in $\mathcal{W}$ is the following.
Definition 2.46. The coupling form in $\mathcal{W}$ is the $\rho_{M}$-semibasic m-form $\hat{\mathcal{C}} \in \Omega^{m}(\mathcal{W})$ defined as follows: for every $w=\left(j_{x}^{1} \phi, \alpha\right) \in \mathcal{W}$ (that is, $\alpha \in \Lambda_{2}^{m}\left(\mathrm{~T}_{\rho_{E}(w)}^{*} E\right)$ ) and $v_{1}, \ldots, v_{m} \in \mathrm{~T}_{w} \mathcal{W}$, we have

$$
\hat{\mathcal{C}}(w)\left(v_{1}, \ldots, v_{m}\right)=\alpha\left(\mathrm{T}_{w}\left(\phi \circ \rho_{M}\right) v_{1}, \ldots, \mathrm{~T}_{w}\left(\phi \circ \rho_{M}\right) v_{m}\right) .
$$

Since $\hat{\mathcal{C}} \in \Omega^{m}(\mathcal{W})$ is $\rho_{M}$-semibasic, there exists a function $\hat{C} \in C^{\infty}(\mathcal{W})$ such that $\hat{\mathcal{C}}=\hat{C} \rho_{M}^{*} \eta=\hat{C} \mathrm{~d}^{m} x$. An easy computation in coordinates gives the following local expression for the coupling form

$$
\begin{equation*}
\hat{\mathcal{C}}=\left(p+p_{\alpha}^{i} u_{i}^{\alpha}\right) \mathrm{d}^{m} x \tag{2.107}
\end{equation*}
$$

Given a Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$, we denote $\hat{\mathcal{L}}=\rho_{1}^{*} \mathcal{L} \in \Omega^{m}(\mathcal{W})$. Since the Lagrangian density is $\bar{\pi}^{1}$-semibasic, then $\hat{\mathcal{L}}$ is $\rho_{M}$-semibasic, and hence we can write $\hat{\mathcal{L}}=\hat{L} \rho_{M}^{*} \eta$, where $\hat{L}=\rho_{2}^{*} L \in$ $C^{\infty}(\mathcal{W}), L \in C^{\infty}\left(J^{1} \pi\right)$ being the Lagrangian function associated to $\mathcal{L}$ and $\eta$. Then we define a Hamiltonian submanifold

$$
\mathcal{W}_{o}=\{w \in \mathcal{W} \mid \hat{\mathcal{L}}(w)=\hat{\mathcal{C}}(w)\} \stackrel{j_{o}}{\longrightarrow} \mathcal{W} .
$$

Since both $\hat{\mathcal{C}}$ and $\hat{\mathcal{L}}$ are $\rho_{M}$-semibasic forms, the submanifold $\mathcal{W}_{o}$ is defined by the regular constraint function $\hat{C}-\hat{L} \in C^{\infty}(\mathcal{W})$. In the natural coordinates of $\mathcal{W}$, bearing in mind the local expression 2.107) of $\hat{\mathcal{C}}$, the constraint function is locally given by

$$
\hat{C}-\hat{L}=p+p_{A}^{i} u_{i}^{\alpha}-\hat{L}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right) .
$$

Proposition 2.44. The submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ is 1 -codimensional, $\mu_{\mathcal{W}}$-transverse and diffeomorphic to $\mathcal{W}_{r}$. This diffeomorphism is given by the map $\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}_{r}$.

As a consequence of this last Proposition, the submanifold $\mathcal{W}_{o}$ induces a section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ defined as $\hat{h}=j_{o} \circ\left(\mu_{\mathcal{W}} \circ j_{o}\right)^{-1}: \mathcal{W}_{r} \rightarrow \mathcal{W}$. This section is called the Hamiltonian $\mu_{\mathcal{W}}$-section, and is specified by giving the local Hamiltonian function

$$
\hat{H}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)=-\hat{L}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right)+p_{\alpha}^{i} u_{i}^{\alpha}
$$

that is, $\hat{h}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha},-\hat{H}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}\right), p_{\alpha}^{i}\right)$.
Remark. As in the unified formalism for non-autonomous dynamical systems described in Section 2.4.3, if the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ is, at least, almost-regular, then from the Hamiltonian $\mu_{\mathcal{W}^{-}}$ section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ in the unified formalism we can recover the Hamiltonian $\mu$-section $h \in \Gamma(\mu)$ in the extended Hamiltonian formalism. In fact, given $[\alpha] \in J^{0} \pi^{*}$, the section $\hat{h}$ maps every point $\left(j_{x}^{1} \phi,[\alpha]\right) \in$ $\left(\rho_{2}^{r}\right)^{-1}([\alpha])$ into $\rho_{2}^{-1}\left(\rho_{2}\left(\hat{h}\left(j_{x}^{1} \phi,[\alpha]\right)\right)\right)$. Hence, the crucial point is the $\rho_{2}$-projectability of the local function $\hat{H}$. However, since $\partial / \partial u_{i}^{\alpha}$ is a local basis for ker $\mathrm{T} \rho_{2}$, the local function $\hat{H}$ is $\rho_{2}$-projectable if, and only if, $p_{\alpha}^{i}=\partial \hat{L} / \partial u_{i}^{\alpha}$, and this condition is fulfilled when $[\alpha] \in \mathcal{P}=\operatorname{Im} \mathcal{F} \mathcal{L} \hookrightarrow J^{0} \pi^{*}$, which implies that $\rho_{2}\left(\hat{h}\left(\left(\rho_{2}^{r}\right)^{-1}([\alpha])\right)\right) \in \widetilde{\mathcal{P}}=\operatorname{Im} \widetilde{\mathcal{F} \mathcal{L}} \hookrightarrow \mathrm{T}^{*} E$. Then, the Hamiltonian section $h$ is defined as

$$
h([\alpha])=\left(\rho_{2} \circ \hat{h}\right)\left(\left(\rho_{2}^{r}\right)^{-1}(\jmath([\alpha]))\right)=\left(\tilde{\jmath} \circ \widetilde{\mu}^{-1}\right)([\alpha]) .
$$

for every $[\alpha] \in \mathcal{P}$.
Finally, we can define the forms

$$
\Theta_{r}=\hat{h}^{*} \Theta_{\mathcal{W}} \in \Omega^{m}\left(\mathcal{W}_{r}\right) \quad ; \quad \Omega_{r}=\hat{h}^{*} \Omega_{\mathcal{W}} \in \Omega^{m+1}\left(\mathcal{W}_{r}\right)
$$

with local expressions

$$
\begin{equation*}
\Theta_{r}=p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\left(\hat{L}-p_{\alpha}^{i} u_{i}^{\alpha}\right) \mathrm{d}^{m} x ; \Omega_{r}=-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\mathrm{d}\left(p_{\alpha}^{i} u_{i}^{\alpha}-\hat{L}\right) \wedge \mathrm{d}^{m} x \tag{2.108}
\end{equation*}
$$

Then, the pair $\left(\mathcal{W}_{r}, \Omega_{r}\right)$ is a premultisymplectic Hamiltonian field theory.

## Field equations for sections

The Lagrangian-Hamiltonian problem for sections associated with the field theory $\left(\mathcal{W}_{r}, \Omega_{r}\right)$ consists in finding sections $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ characterized by the condition

$$
\begin{equation*}
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \tag{2.109}
\end{equation*}
$$

As in the Lagrangian and Hamiltonian formalisms described in previous Sections, the LagrangianHamiltonian problem for sections stated above is equivalent to find a distribution $\mathcal{D}$ in $\mathcal{W}_{r}$ such that

1. $\mathcal{D}$ is $m$-dimensional.
2. $\mathcal{D}$ is $\rho_{M}^{r}$-transverse.
3. $\mathcal{D}$ is integrable.
4. The integral manifolds of $\mathcal{D}$ are the sections solution to equation 2.109).

In the natural coordinates of $\mathcal{W}_{r}$, if the section $\psi$ is locally given by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right), u_{i}^{\alpha}\left(x^{i}\right), p_{\alpha}^{i}\left(x^{i}\right)\right)$, then, taking into account the local expression 2.108) of the $(m+1)$-form $\Omega_{r}$, the equation (2.109) gives the following system of $(2 m+1) n$ equations

$$
\begin{array}{r}
\frac{\partial u^{\alpha}}{\partial x^{i}}=u_{i}^{\alpha} \\
\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}=\frac{\partial \hat{L}}{\partial u^{\alpha}} \\
p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}=0 \tag{2.112}
\end{array}
$$

In an analogous way as in the unified formalism for non-autonomous systems described in Section 2.4.3, equations 2.110 and 2.111 are partial differential equations whose solutions are the component functions of the section $\psi$. More particularly, equations (2.110) give the holonomy condition for the section $\psi$ that must be satisfied once it is projected to $J^{1} \pi$, while equations (2.111) are the actual field equations. On the other hand, equations 2.112 do not involve any derivative of the component functions: they are point-wise algebraic equations that must satisfy every section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ to be a solution to equation 2.109). These equations arise from the $\rho_{2}^{r}$-vertical component of the vector fields $X$. In particular, we have the following result.
Lemma 2.45. If $X \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)$, then $i(X) \Omega_{r}$ is a $\rho_{M^{r}}^{r}$-semibasic m-form.
As a consequence of this result, we can define the submanifold

$$
\mathcal{W}_{\mathcal{L}}=\left\{[w] \in \mathcal{W}_{r} \mid\left(i(X) \Omega_{r}\right)([w])=0 \text { for every } X \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)\right\} \stackrel{j_{\mathcal{L}}}{\hookrightarrow} \mathcal{W}_{r}
$$

where every section solution to equation 2.109 must take values. Locally, the submanifold $\mathcal{W}_{\mathcal{L}}$ is defined by the constraints $p_{\alpha}^{i}-\partial \hat{L} / \partial u_{i}^{\alpha}=0$. Moreover, we have the following characterization of $\mathcal{W}_{\mathcal{L}}$.
Proposition 2.46. $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ is the graph of the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$.
As a consequence of this result, since $\mathcal{W}_{\mathcal{L}}$ is the graph of the restricted Legendre map, then it is diffeomorphic to $J^{1} \pi$. In addition, every section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is of the form $\psi=\left(\psi_{\mathcal{L}}, \psi_{h}\right)$, with $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{1}\right)$ and $\psi_{h}=\mathcal{F} \mathcal{L} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$. In this way, every constraint, differential equation, etc., in the unified formalism can be translated to the Lagrangian and Hamiltonian formalisms by projection to the first factor of the product bundle or using the Legendre map. Hence, we have the following result.
Theorem 2.47. Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a section solution to equation 2.109. Then we have

1. The section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{1}\right)$ is holonomic, and is a solution to equation 2.93.
2. The section $\psi_{h}=\mathcal{F} \mathcal{L} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{E}^{r}\right)$ is a solution to equation 2.103).

## Field equations for multivector fields

As in the Lagrangian and Hamiltonian formalisms, if we assume that the sections $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ solutions to equation (2.109) are the integral sections of a class of locally decomposable, integrable and $\rho_{M^{r}}^{r}$-transverse multivector fields, then we can state the problem in terms of multivector fields defined in $\mathcal{W}_{r}$. The Lagrangian-Hamiltonian problem for multivector fields consists in finding $m$-vector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ satisfying the above conditions and the following equation

$$
\begin{equation*}
i(\mathcal{X}) \Omega_{r}=0 \tag{2.113}
\end{equation*}
$$

Since the $(m+1)$-form $\Omega_{r}$ is premultisymplectic on $\mathcal{W}_{r}$, we must use a suitable adaptation of the constraint algorithm described in Section 1.7 in order to find a submanifold of $\mathcal{W}_{r}$ where the equation 2.113 is compatible. From the algorithm, we can state the following result.

Proposition 2.48. Given the premultisymplectic Hamiltonian field theory $\left(\mathcal{W}_{r}, \Omega_{r}\right)$, a m-vector field $\mathcal{X}$ solution to equation 2.113) exists only on the points of the submanifold $\mathcal{S}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined by

$$
\mathcal{S}_{\mathcal{L}}=\left\{[w] \in \mathcal{W}_{r} \mid(i(X) \mathrm{d} \hat{H})([w])=0 \text { for every } X \in \operatorname{ker} \Omega_{\mathcal{W}}\right\}
$$

As in the unified formulations for autonomous and non-autonomous dynamical systems described in previous Sections we have the following characterization of the submanifold $\mathcal{S}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$.

Proposition 2.49. The submanifold $\mathcal{S}_{\mathcal{L}}$ is the graph of the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{1} \pi \rightarrow J^{0} \pi^{*}$, and therefore $\mathcal{S}_{\mathcal{L}}=\mathcal{W}_{\mathcal{L}}$.

In the natural coordinates of $\mathcal{W}_{r}$, let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a locally decomposable and $\rho_{M}^{r}$-transverse multivector field locally given by

$$
\mathcal{X}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+f_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{j, i}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}+G_{\alpha, i}^{j} \frac{\partial}{\partial p_{\alpha}^{j}}\right)
$$

Now, taking $f=1$ as a representative of the equivalence class and using the local expression (2.108) of the $(m+1)$-form $\Omega_{r}$, the equation 2.113 gives rise to the following system of $(2 m+1) n$ equations for the component functions of $\mathcal{X}$

$$
\begin{array}{r}
f_{i}^{\alpha}=u_{i}^{\alpha}, \\
\sum_{i=1}^{m} G_{\alpha, i}^{i}=\frac{\partial \hat{L}}{\partial u^{\alpha}}, \\
p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}=0, \tag{2.116}
\end{array}
$$

Note that equations (2.114) are the holonomy condition for a multivector field in the Lagrangian formalism, as we have seen in Section 2.5.1, while equations equations 2.115 are the field equations of the system. On the other hand, equations 2.116 are a compatibility condition stating that the multivector fields solution to equations 2.113 exist only with support on the submanifold defined as the graph of the restricted Legendre map. Thus we recover, in coordinates, the result stated in Propositions 2.48 and 2.49

Remark. As in the previous unified formulations described in Sections 2.1.3 and 2.4.3, the holonomy condition is obtained regardless of the regularity of the Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{1} \pi\right)$ provided.

Therefore, a multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ solution to equation 2.113 is locally given by

$$
\mathcal{X}=f \bigwedge_{i=1}^{m}\left(\frac{\partial}{\partial x^{i}}+u_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{j, i}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}+G_{\alpha, i}^{j} \frac{\partial}{\partial p_{\alpha}^{j}}\right)
$$

Observe that most of the component functions of the multivector field $\mathcal{X}$ remain undetermined, even if we take into account equations 2.115) relating the component functions $G_{\alpha, i}^{j}$. However, since the multivector field $\mathcal{X}$ is defined at support on the submanifold $\mathcal{W}_{\mathcal{L}}$, we must study the tangency of $\mathcal{X}$ along this submanifold. Since $\mathcal{X}$ is locally decomposable, that is, we have $\mathcal{X}=X_{1} \wedge \ldots \wedge X_{m}$ on an open neighborhood around every point, the tangency of $\mathcal{X}$ is equivalent to the tangency of every $X_{i}$ along $\mathcal{W}_{\mathcal{L}}$. That is, we must require that $\left.\mathrm{L}\left(X_{k}\right) \xi\right|_{\mathcal{W}_{\mathcal{L}}}=0$ for every constraint function $\xi$ defining $\mathcal{W}_{\mathcal{L}}$ and for every $1 \leqslant k \leqslant m$. From Proposition 2.49 the submanifold $\mathcal{W}_{\mathcal{L}}$ is the graph of the restricted Legendre map, and so it is defined by the $m n$ constraints

$$
\xi_{j}^{\beta} \equiv p_{\beta}^{j}-\frac{\partial \hat{L}}{\partial u_{j}^{\beta}}=0, j=1, \ldots, m, \beta=1, \ldots, n
$$

Therefore, the tangency condition for $\mathcal{X}$ along $\mathcal{W}_{\mathcal{L}}$ gives the following $n$ equations

$$
\begin{aligned}
\mathrm{L}\left(X_{k}\right) \xi_{j}^{\beta} & =\left(\frac{\partial}{\partial x^{k}}+u_{k}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, k}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+G_{\alpha, k}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}\right)\left(p_{\beta}^{j}-\frac{\partial \hat{L}}{\partial u_{j}^{\beta}}\right) \\
& =G_{\beta, k}^{j}-\frac{\partial^{2} \hat{L}}{\partial x^{k} \partial u_{j}^{\beta}}-u_{k}^{\alpha} \frac{\partial^{2} \hat{L}}{\partial u^{\alpha} \partial u_{j}^{\beta}}-F_{i, k}^{\alpha} \frac{\partial^{2} \hat{L}}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}=0 .
\end{aligned}
$$

This first step enables us to determine the $m^{2} n$ functions $G_{\alpha, k}^{j}$ in terms of the functions $F_{k, i}^{\alpha}$. Now, replacing this last expression in 2.115, we obtain

$$
\frac{\partial \hat{L}}{\partial u^{\beta}}-\frac{\partial^{2} \hat{L}}{\partial x^{i} \partial u_{i}^{\beta}}-u_{i}^{\alpha} \frac{\partial^{2} \hat{L}}{\partial u^{\alpha} \partial u_{i}^{\beta}}-F_{i, j}^{\alpha} \frac{\partial^{2} \hat{L}}{\partial u_{i}^{\alpha} \partial u_{j}^{\beta}}=0
$$

Observe that these are the Lagrangian equations for a multivector field once the holonomy condition is satisfied, as we have seen in 2.98. These equations can be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian density, as we have seen in Section 2.5.1. If the Lagrangian density $\mathcal{L}$ is singular, then in the most favorable cases, there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (it could be $\left.\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}\right)$ such that there exist multivector fields $\mathcal{X} \in \mathfrak{X}_{\mathcal{W}_{f}}^{m}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{f}$, which are solutions to the equation

$$
\left.\left[i(\mathcal{X}) \Omega_{r}\right]\right|_{\mathcal{W}_{f}}=0
$$

Now, the equivalence of the unified formalism with the Lagrangian and Hamiltonian formalisms can be recovered as follows.

Theorem 2.50. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a $\rho_{M}^{r}$-transverse and integrable multivector field solution to equations (2.113) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ). Then the multivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{1} \pi\right)$ defined by $\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{r}=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \mathcal{X}$ is holonomic, and is a solution to equation 2.95 (at least on the points of a submanifold $\left.\mathcal{S}_{f}=\rho_{1}^{r}\left(\mathcal{W}_{f}\right) \hookrightarrow J^{1} \pi\right)$.

Moreover, every holonomic multivector field $X_{\mathcal{L}} \in \mathfrak{X}^{1}\left(J^{1} \pi\right)$ solution to equation 2.95) (at least on the points of a submanifold $\mathcal{S}_{f} \hookrightarrow J^{1} \pi$ ) can be recovered in this way from a $\rho_{M}^{r}$-transverse and integrable multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ solution to the equation 2.113) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ).

Finally, the Hamiltonian formalism is recovered from the Lagrangian one using Theorem 2.43

## Chapter 3

## Unified formalism for higher-order autonomous dynamical systems

In this Chapter we state the Lagrangian-Hamiltonian unified formalism for higher-order autonomous dynamical systems. That is, we generalize the unified formulation described in Section 2.1 .3 to the higher-order case described in Section 2.3 .

The structure of the Chapter is the following. In Section 3.1 we introduce the phase space where the formulation takes place, we construct the local coordinates in this phase space and we define some canonical structures used in the formulation. The dynamical equations are then stated and analyzed in Section 3.2, both in terms of vector fields and integral curves. Then, Sections 3.3 and 3.4 are devoted to recover the Lagrangian and Hamiltonian formalisms for higher-order autonomous dynamical systems described in Sections 2.3.1 and 2.3.2, respectively. Finally, two physical models are studied using this formulation in Section 3.5 the Pais-Uhlenbeck oscillator and a second-order relativistic particle.

### 3.1 Geometrical setting

Let us consider a $k$ th-order autonomous Lagrangian dynamical system with $n$ degrees of freedom. Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of this $k$ th-order dynamical system, and $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ a $k$ th-order Lagrangian function describing the dynamics of the system.

### 3.1.1 Unified phase space and bundle structures. Local coordinates

As we have seen in Section 2.3, the Lagrangian and Hamiltonian phase spaces for a $k$ th-order autonomous system are $\mathrm{T}^{2 k-1} Q$ and $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, respectively. Hence, following the patterns in Section 2.1.3, let us consider the bundle

$$
\mathcal{W}=\mathrm{T}^{2 k-1} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)
$$

that is, the fiber product over $\mathrm{T}^{k-1} Q$ of the Lagrangian and Hamiltonian phase spaces.
Remark. There is an alternative approach to this formulation, which consists in considering the bundle $\mathcal{W}^{\prime}=\mathrm{T}^{k} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ as the phase space of the dynamical system, instead of the bundle $\mathcal{W}$ given above (see [13, 14, 15, 28, 31, 32, 33, 34] for several formulations on different situations and systems). The similarities and differences between these two approaches are pointed out along the Chapter.

The bundle $\mathcal{W}$ is endowed with the canonical projections

$$
\rho_{1}: \mathcal{W} \rightarrow \mathrm{T}^{2 k-1} Q \quad ; \quad \rho_{2}: \mathcal{W} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)
$$

With these projections and the canonical projections of $\mathrm{T}^{2 k-1} Q$ and $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ over $\mathrm{T}^{k-1} Q$, we have the following commutative diagram


Local coordinates in $\mathcal{W}$ are constructed as follows. Let $\left(U, q^{A}\right), 1 \leqslant A \leqslant n$, be a local chart in $Q$, and $\left(\left(\beta^{2 k-1}\right)^{-1}(U) ;\left(q_{i}^{A}, q_{j}^{A}\right)\right)$ and $\left(\left(\beta^{k-1} \circ \pi_{\mathrm{T}^{k-1} Q}\right)^{-1}(U) ;\left(q_{i}^{A}, p_{A}^{i}\right)\right), 1 \leqslant A \leqslant n, 0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1$, the induced natural charts in $\mathrm{T}^{2 k-1} Q$ and $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, respectively. Then, the natural coordinates in the open set $\left(\beta^{2 k-1} \circ \rho_{1}\right)^{-1}(U)=\left(\beta^{k-1} \circ \pi_{\mathrm{T}^{k-1} Q} \circ \rho_{2}\right)^{-1}(U) \subseteq \mathcal{W}$ are $\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)$. Note that $\operatorname{dim} \mathcal{W}=3 k n$.

In these coordinates, the above projections have the following local expressions

$$
\rho_{1}\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(q_{i}^{A}, q_{j}^{A}\right) \quad ; \quad \rho_{2}\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(q_{i}^{A}, p_{A}^{i}\right)
$$

### 3.1.2 Canonical geometric structures

The bundle $\mathcal{W}$ is endowed with some canonical geometric structures. In particular, we generalize to the higher-order setting the definitions of the presymplectic 2 -form and the coupling function given in Section 2.1.3.

Let $\theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ be the tautological form, and $\omega_{k-1}=-\mathrm{d} \theta_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ the canonical symplectic form of the cotangent bundle. Then, we define a 2 -form $\Omega$ in $\mathcal{W}$ as

$$
\Omega=\rho_{2}^{*} \omega_{k-1} \in \Omega^{2}(\mathcal{W})
$$

It is clear from the definition that $\Omega$ is closed, since we have

$$
\Omega=\rho_{2}^{*} \omega_{k-1}=\rho_{2}^{*}\left(-\mathrm{d} \theta_{k-1}\right)=-\mathrm{d} \rho_{2}^{*} \theta_{k-1}
$$

Nevertheless, this form is degenerate, and therefore it is a presymplectic form. Indeed, let $X \in \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$. Then we have

$$
i(X) \Omega=i(X) \rho_{2}^{*} \omega_{k-1}=\rho_{2}^{*}\left(i(Y) \omega_{k-1}\right)
$$

where $Y \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is a vector field $\rho_{2}$-related to $X$. However, since $X$ is vertical with respect to $\rho_{2}$, we have $Y=0$, and therefore

$$
\rho_{2}^{*}\left(i(Y) \omega_{k-1}\right)=\rho_{2}^{*}\left(i(0) \omega_{k-1}\right)=0
$$

In particular, $\{0\} \nsubseteq \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) \subseteq \operatorname{ker} \Omega$, and thus $\Omega$ is a degenerate 2-form.
Bearing in mind the local expression of the projection $\rho_{2}$ given in the previous Section and the coordinate expression 2.44 ) of the symplectic form $\omega_{k-1}$, we have that the 2 -form $\Omega$ is given locally by

$$
\begin{equation*}
\Omega=\rho_{2}^{*} \omega_{k-1}=\rho_{2}^{*}\left(\mathrm{~d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}\right)=\mathrm{d} \rho_{2}^{*}\left(q_{i}^{A}\right) \wedge \mathrm{d} \rho_{2}^{*}\left(p_{A}^{i}\right)=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i} \tag{3.1}
\end{equation*}
$$

From this local expression it is clear that a local base for the kernel of $\Omega$ is

$$
\begin{equation*}
\operatorname{ker} \Omega=\left\langle\frac{\partial}{\partial q_{k}^{A}}, \ldots, \frac{\partial}{\partial q_{2 k-1}^{A}}\right\rangle=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) \tag{3.2}
\end{equation*}
$$

The second geometric structure in $\mathcal{W}$ is the following.
Definition 3.1. Let $p=j_{0}^{2 k-1} \phi \in \mathrm{~T}^{2 k-1} Q, q=j_{0}^{k-1} \phi=\rho_{k-1}^{2 k-1}(p) \in \mathrm{T}^{k-1} Q$, and $\alpha_{q} \in \mathrm{~T}_{q}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. The $k$ th-order coupling function $\mathcal{C} \in C^{\infty}(\mathcal{W})$ is defined as follows:

$$
\begin{aligned}
\mathcal{C}: \mathrm{T}^{2 k-1} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right) & \longrightarrow \mathbb{R} \\
\left(p, \alpha_{q}\right) & \longmapsto\left\langle\alpha_{q}, j_{k}(p)_{q}\right\rangle_{k-1}
\end{aligned},
$$

where $j_{k}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}\left(\mathrm{~T}^{k-1} Q\right)$ is the map defined in 1.22$), j_{k}(p)_{q} \in \mathrm{~T}_{q}\left(\mathrm{~T}^{k-1} Q\right)$ is the corresponding tangent vector to $\mathrm{T}^{k-1} Q$ in $q=j_{0}^{k-1} \phi$, and $\langle\bullet, \bullet\rangle_{k-1}$ denotes the canonical pairing between the elements of the vector space $\mathrm{T}_{q}\left(\mathrm{~T}^{k-1} Q\right)$ and the elements of its dual $\mathrm{T}_{q}^{*}\left(\mathrm{~T}^{k-1} Q\right)$.

In the natural coordinates of the bundle $\mathcal{W}$, if $p=j_{0}^{2 k-1} \phi=\left(q_{0}^{A}, \ldots, q_{k-1}^{A}, q_{k}^{A}, \ldots, q_{2 k-1}^{A}\right)$, then $q=\rho_{k-1}^{2 k-1}(p)=j_{0}^{k-1} \phi=\left(q_{0}^{A}, \ldots, q_{k-1}^{A}\right)$ and, bearing in mind the coordinate expression 1.23 of the map $j_{k}$, we have $j_{k}(p)=\left(q_{0}^{A}, \ldots, q_{k-1}^{A}, q_{1}^{A}, \ldots, q_{k}^{A}\right)$. Therefore, if $j_{k}(p)_{q}$ and $\alpha_{q}$ are locally given by

$$
j_{k}(p)_{q}=\left.q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}\right|_{q} \quad ; \quad \alpha_{q}=\left.p_{A}^{i} \mathrm{~d} q_{i}^{A}\right|_{q}
$$

then we obtain the following coordinate expression for the $k$ th-order coupling function $\mathcal{C}$

$$
\begin{equation*}
\mathcal{C}\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left\langle\left. p_{A}^{i} \mathrm{~d} q_{i}^{A}\right|_{q},\left.q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}\right|_{q}\right\rangle_{k-1}=p_{A}^{i} q_{i}^{A} \tag{3.3}
\end{equation*}
$$

Remark. Taking $k=1$, the map $j_{1}: \mathrm{T} Q \rightarrow \mathrm{~T} Q$ is the identity on the tangent bundle, and hence we recover the coupling function defined in Section 2.1 .3 for first-order autonomous systems.

From the $k$ th-order coupling function $\mathcal{C} \in C^{\infty}(\mathcal{W})$ and the $k$ th-order Lagrangian function $\mathcal{L} \in$ $C^{\infty}\left(\mathrm{T}^{k} Q\right)$ provided, we define a Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ as

$$
\begin{equation*}
H=\mathcal{C}-\left(\rho_{k}^{2 k-1} \circ \rho_{1}\right)^{*} \mathcal{L} \tag{3.4}
\end{equation*}
$$

Doing an abuse of notation, in the following we denote $\left(\rho_{k}^{2 k-1} \circ \rho_{1}\right)^{*} \mathcal{L} \in C^{\infty}(\mathcal{W})$ simply by $\mathcal{L}$. Bearing in mind the coordinate expression (3.3) of the $k$ th-order coupling function $\mathcal{C}$, we deduce that the Hamiltonian function $H$ is given locally by

$$
\begin{equation*}
H\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=p_{A}^{i} q_{i+1}^{A}-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right) \tag{3.5}
\end{equation*}
$$

Therefore, we have constructed a presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$.
Finally, in order to give a complete description of the dynamics of higher-order Lagrangian systems in terms of the unified formalism, we need to introduce the following concepts.
Definition 3.2. A curve $\psi: I \subset \mathbb{R} \rightarrow \mathcal{W}$ is holonomic of type $r$ in $\mathcal{W}, 1 \leqslant r \leqslant 2 k-1$, if the curve $\psi_{1}=\rho_{1} \circ \psi: I \rightarrow \mathrm{~T}^{2 k-1} Q$ is holonomic of type $r$ in $\mathrm{T}^{2 k-1} Q$, in the sense of Definition 1.33 .
Definition 3.3. A vector field $X \in \mathfrak{X}(\mathcal{W})$ is said to be a semispray of type $r$ in $\mathcal{W}, 1 \leqslant r \leqslant 2 k-1$, if every integral curve $\psi: I \subset \mathbb{R} \rightarrow \mathcal{W}$ of $X$ is holonomic of type $r$ in $\mathcal{W}$.

In the natural coordinates of $\mathcal{W}$, the local expression of a semispray of type $r$ in $\mathcal{W}$ is

$$
X=\sum_{i=0}^{2 k-1-r} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+\sum_{i=2 k-r}^{2 k-1} X_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+\sum_{i=0}^{k-1} G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}},
$$

and, in particular, for a semispray of type 1 in $\mathcal{W}$ we have

$$
X=\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+X_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\sum_{i=0}^{k-1} G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

### 3.2 Dynamical equations

In this Section we state the dynamical equations for a $k$ th-order autonomous dynamical system in the unified formalism, both for vector fields and integral curves.

### 3.2.1 Dynamical vector fields

Following the patterns given in Section 2.1.3, the dynamical equation of the presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$ is geometrically written in terms of vector fields as

$$
\begin{equation*}
i(X) \Omega=\mathrm{d} H, X \in \mathfrak{X}(\mathcal{W}) \tag{3.6}
\end{equation*}
$$

As in the first-order formalism described in the aforementioned Section, the form $\Omega$ is presymplectic and thus the equation (3.6) may not admit a global solution $X \in \mathfrak{X}(\mathcal{W})$. From the constraint algorithm described in Section 1.7 we have the following result, which gives the first constraint submanifold of the system.

Proposition 3.1. Given the presymplectic Hamiltonian system $(\mathcal{W}, \Omega, H)$, a solution $X \in \mathfrak{X}(\mathcal{W})$ to equation (3.6) exists only on the points of the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}$ defined by

$$
\mathcal{W}_{c}=\{w \in \mathcal{W} \mid(i(Y) \mathrm{d} H)(w)=0, \forall Y \in \operatorname{ker} \Omega\}
$$

In the natural coordinates of $\mathcal{W}$, let us compute the constraint functions defining locally the submanifold $\mathcal{W}_{c}$. Taking into account the coordinate expression (3.5) of the Hamiltonian function $H \in C^{\infty}(\mathcal{W})$, then its differential is locally given by

$$
\begin{equation*}
\mathrm{d} H=\sum_{i=0}^{k-1}\left(q_{i+1}^{A} \mathrm{~d} p_{A}^{i}+p_{A}^{i} \mathrm{~d} q_{i+1}^{A}\right)-\sum_{i=0}^{k} \frac{\partial \mathcal{L}}{\partial q_{i}^{A}} \mathrm{~d} q_{i}^{A} \tag{3.7}
\end{equation*}
$$

Then, using the local basis for $\operatorname{ker} \Omega$ given in (3.2, we obtain

$$
i(Y) \mathrm{d} H= \begin{cases}p_{A}^{k-1}-\frac{\partial \mathcal{L}}{\partial q_{k}^{A}} & \text { if } Y=\frac{\partial}{\partial q_{k}^{A}} \\ 0 & \text { if } Y=\frac{\partial}{\partial q_{j}^{A}}, j=k+1, \ldots, 2 k-1\end{cases}
$$

Therefore, $\mathcal{W}_{c} \hookrightarrow \mathcal{W}$ is a $n$-codimensional submanifold of $\mathcal{W}$ defined locally by the constraints

$$
\begin{equation*}
p_{A}^{k-1}-\frac{\partial \mathcal{L}}{\partial q_{k}^{A}}=0 \tag{3.8}
\end{equation*}
$$

In this setting, we do not have an analogous result to Proposition 2.6, that is, the submanifold $\mathcal{W}_{c}$ can not be characterized as the graph of the Legendre-Ostrogradsky map, since $\mathcal{W}_{c}$ is $(3 k-1) n$-dimensional, but the graph of the Legendre-Ostrogradsky map has dimension $2 k n$. Nevertheless, we can state the following result.

Proposition 3.2. The submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}$ contains a submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{c}$ which is the graph of the Legendre-Ostrogradsky map defined by $\mathcal{L}$; that is, $\mathcal{W}_{\mathcal{L}}=\operatorname{graph} \mathcal{F} \mathcal{L}$.

Proof. We proceed in coordinates. Since the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}$ is defined locally by the constraints (3.8) , it suffices to prove that these constraints give rise to those defining locally the graph of the LegendreOstrogradsky map associated to $\mathcal{L}$.

Observe that equations (3.8) relate the highest-order momentum coordinates $p_{A}^{k-1}$ with the JacobiOstrogradsky functions $\hat{p}_{A}^{k-1}=\partial \mathcal{L} / \partial q_{k}^{A}$ defined in Section 2.3.2, and so we obtain the last group of
equations of the Legendre-Ostrogradsky map. Furthermore, in the aforementioned Section we have seen that the Jacobi-Ostrogradsky functions satisfy the relations (2.42). In particular, from the highest-order Jacobi-Ostrogradsky functions we can recover the full set of $k n$ functions $\hat{p}_{A}^{i}$, and therefore we can consider that $\mathcal{W}_{c}$ contains a submanifold $\mathcal{W}_{\mathcal{L}}$ which can be identified with the graph of a map

$$
\begin{aligned}
F: \mathrm{T}^{2 k-1} Q & \longrightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right) \\
\left(q_{i}^{A}, q_{j}^{A}\right) & \longmapsto\left(q_{i}^{A}, p_{A}^{i}\right)
\end{aligned}
$$

which we identify with the Legendre-Ostrogradsky map by making the identification $p_{A}^{i}=\hat{p}_{A}^{i}$.
Remark. If we use the bundle $\mathcal{W}^{\prime}=\mathrm{T}^{k} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, instead of the bundle $\mathcal{W}$, then Proposition 3.1 remains the same, but Proposition 3.2 does not hold anymore, due to dimension restrictions. In fact, $\operatorname{dim} \mathcal{W}^{\prime}=(k+1) n+2 k n-k n=(2 k+1) n$, and since $\mathcal{W}_{c}$ is a $n$-codimensional submanifold, we have $\operatorname{dim} \mathcal{W}_{c}=2 k n$ in this setting, which coincides with the dimension of the submanifold defined by the graph of the Legendre-Ostrogradsky map. However, it is clear that $\mathcal{W}_{c} \neq \operatorname{graph} \mathcal{F} \mathcal{L}$. Moreover, the Legendre-Ostrogradsky map can not be fully recovered in this alternative approach, and this is its main drawback.
Remark. It may seem convenient to take the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ as the initial phase space of the system, instead of the submanifold $\mathcal{W}_{c}$, or any other submanifold of $\mathcal{W}_{c}$. As we will see in the analysis of the dynamical equations, the submanifold $\mathcal{W}_{\mathcal{L}}$ can be obtained from $\mathcal{W}_{c}$ using a constraint algorithm, and hence it is the natural choice as the initial phase space of the system.

Let us compute in coordinates the equation (3.6). Let $X \in \mathfrak{X}(\mathcal{W})$ be a generic vector field locally given by

$$
X=f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

where $0 \leqslant i \leqslant k-1$ and $k \leqslant j \leqslant 2 k-1$. Then, bearing in mind the coordinate expression (3.1) of the presymplectic form $\Omega$, the 1 -form $i(X) \Omega$ is locally given by

$$
i(X) \Omega=f_{i}^{A} \mathrm{~d} p_{A}^{i}-G_{A}^{i} \mathrm{~d} q_{i}^{A}
$$

Now, requiring equation (3.6) to hold, and taking into account the coordinate expression (3.7) of $\mathrm{d} H$, we obtain the following system of $(2 k+1) n$ equations for the component functions of the vector field $X$

$$
\begin{array}{r}
f_{i}^{A}=q_{i+1}^{A} \\
G_{A}^{0}=\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \quad, \quad G_{A}^{i}=\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1} \\
p_{A}^{k-1}-\frac{\partial \mathcal{L}}{\partial q_{k}^{A}}=0 \tag{3.11}
\end{array}
$$

where $0 \leqslant i \leqslant k-1$ in (3.9) and $1 \leqslant i \leqslant k-1$ in 3.10 . Therefore, the vector field $X$ solution to equation (3.6) is given in coordinates by

$$
\begin{equation*}
X=q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}} \tag{3.12}
\end{equation*}
$$

Note that equations (3.9) are part of the system of equations that the vector field $X$ must satisfy to be a semispray of type 1. In particular, from equations (3.9) we deduce that $X$ is a semispray of type $k$, but not necessarily a semispray of type 1 . On the other hand, equations (3.11) are a compatibility condition stating that the vector fields $X$ solution to equation (3.6) exist only with support on the submanifold $\mathcal{W}_{c}$ given by Proposition 3.1. Finally, equations (3.10) are the dynamical equations of the system.
Remark. If we take $\mathcal{W}^{\prime}=\mathrm{T}^{k} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ as the phase space of the formalism, the coordinate expression of the dynamical equation (3.6) remains the same. However, in this case equations (3.9) are exactly the $k n$ equations that enable us to recover the full holonomy condition for the vector field $X$. That is, using this bundle as the phase space of the system implies that the vector field $X$ is always a semispray of type 1 .

Observe that from equations (3.9) we deduce that the vector field $X$ is a semispray of type $k$ in $\mathcal{W}$, but not necessarily a semispray of type 1 in $\mathcal{W}$. Therefore, since this condition is not recovered from the dynamical equations, in contrast to the first-order formalism stated in Section 2.1.3, we can require the holonomy condition to be fulfilled from the beginning. If we do so, the local expression (3.12) for a vector field $X \in \mathfrak{X}(\mathcal{W})$ solution to equation (3.6) becomes

$$
\begin{equation*}
X=\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}} \tag{3.13}
\end{equation*}
$$

Observe that the component functions $F_{2 k-1}^{A}, k \leqslant j \leqslant 2 k-1$, remain undetermined. Nevertheless, from Proposition 3.1 and the local equations (3.11), the vector field $X$ is defined at support on the submanifold $\mathcal{W}_{c}$. Therefore, we must study the tangency of $X$ along the submanifold $\mathcal{W}_{c}$; that is, we have to impose that $\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{c}}=0$, for every constraint function $\xi$ defining $\mathcal{W}_{c}$. So, bearing in mind that the submanifold $\mathcal{W}_{c}$ is defined locally by the $n$ constraints 3.11, we must require

$$
\left(\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{k-1}-\frac{\partial \mathcal{L}}{\partial q_{k}^{A}}\right)=0 .
$$

Computing, these conditions lead to the following $n$ equations

$$
p_{A}^{k-2}-\sum_{i=0}^{1}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{k-1+i}^{A}}\right)=0
$$

which define a new submanifold $\mathcal{W}_{1} \hookrightarrow \mathcal{W}_{c}$. Then, requiring $X$ to be tangent to this new submanifold $\mathcal{W}_{1}$, and iterating this process $k-1$ more times, the constraint algorithm delivers the submanifold $\mathcal{W}_{\mathcal{L}}$ of Proposition 3.2, the full Legendre-Ostrogradsky map, and the following system of $n$ equations that must hold for the vector field $X$ to be tangent to the submanifold $\mathcal{W}_{\mathcal{L}}$

$$
(-1)^{k}\left(F_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}\right)=0
$$

These are just the Lagrangian equations for the components of $X$ once the condition of being a semispray of type 1 is satisfied, as we have seen in 2.37). These equations can be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian function, as we have seen in Proposition 2.22.

An alternative approach to the study of the tangency condition, without requiring the vector field $X$ to be a semispray of type 1 from the beginning, is the following. From the results in Sections 2.1.3, 2.4 .3 and 2.5.3, we know that the vector field $X$ solution to the dynamical equation 3.6 in the unified formalism is defined at support on the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, and is tangent to it. Therefore, it is natural to require the tangency of the vector field $X$ solution to equation (3.6) along the submanifold $\mathcal{W}_{\mathcal{L}}$, without further assumptions. If we do so, bearing in mind the coordinate expression 2.45 of the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, the tangency condition leads to

$$
\begin{array}{r}
\left(q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{i}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{k-1}-\frac{\partial \mathcal{L}}{\partial q_{k}^{A}}\right)=0 \\
\left(q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{i}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{k-2}-\sum_{i=0}^{1}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{k-1+i}^{A}}\right)\right)=0 \\
\vdots \\
\left(q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{i}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{1}-\sum_{i=0}^{k-2}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{2+i}^{A}}\right)\right)=0 \\
\left(q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{i}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{0}-\sum_{i=0}^{k-1}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{1+i}^{A}}\right)\right)=0
\end{array}
$$

and, from here, we obtain the following $k n$ equations

$$
\begin{array}{r}
\left(F_{k}^{B}-q_{k+1}^{B}\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}=0, \\
\left(F_{k+1}^{B}-q_{k+2}^{B}\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}-\left(F_{k}^{B}-q_{k+1}^{B}\right) d_{T}\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)=0, \\
\vdots  \tag{3.14}\\
\left(F_{2 k-2}^{B}-q_{2 k-1}^{B}\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}-\sum_{i=0}^{k-3}\left(F_{k+i}^{B}-q_{k+i+1}^{B}\right)(\cdots)=0, \\
(-1)^{k}\left(F_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}\right)-\sum_{i=0}^{k-2}\left(F_{k+i}^{B}-q_{k+i+1}^{B}\right)(\cdots)=0,
\end{array}
$$

where the terms in brackets ( $\cdots$ ) contain relations involving partial derivatives of the Lagrangian and applications of $d_{T}$ which for simplicity are not written. These $k n$ equations are exactly the Lagrangian equations 2.35 and 2.36 for a vector field $X$ once the condition of semispray of type $k$ is required. As in the first approach, these equations can be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian function. In particular, we have the following result.
Proposition 3.3. If $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a $k$ th-order regular Lagrangian function, then there exists a unique vector field $X \in \mathfrak{X}(\mathcal{W})$ which is a solution to equation 3.6), it is tangent to $\mathcal{W}_{\mathcal{L}}$, and is a semispray of type 1 in $\mathcal{W}$.

Proof. Since the $k$ th-order Lagrangian function $\mathcal{L}$ is regular, the Hessian matrix of $\mathcal{L}$ with respect to the highest-order "velocities" is regular at every point. This enables us to solve the $k n$ equations (3.14) determining all the functions $F_{j}^{A}$ uniquely, as follows

$$
\begin{array}{r}
F_{i}^{A}=q_{i+1}^{A} \quad, \quad(k \leqslant i \leqslant 2 k-2), \\
(-1)^{k}\left(F_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}\right)=0 . \tag{3.16}
\end{array}
$$

Therefore, from the $(k-1) n$ equation (3.15) we deduce that the vector field $X$ is a semispray of type 1 in $\mathcal{W}$. On the other hand, equations 3.16 are exactly equations 2.37 , which are compatible and have a unique solution when the $k$ th-order Lagrangian function is regular. Therefore, $X$ is a semispray of type 1 , it is tangent to $\mathcal{W}_{\mathcal{L}}$ and it is unique.

If the $k$ th-order Lagrangian function $\mathcal{L}$ is not regular, then equations (3.14) can be compatible or not. In the most favorable cases, there is a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (it could be $\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}$ ) such that there exist vector fields $X \in \mathfrak{X}(\mathcal{W})$, tangent to $\mathcal{W}_{f}$, which are solutions to the equation

$$
\begin{equation*}
\left.[i(X) \Omega-\mathrm{d} H]\right|_{\mathcal{W}_{f}}=0 \tag{3.17}
\end{equation*}
$$

In this case, the equations (3.14) are not compatible, and the compatibility condition gives rise to new constraints, and the constraint algorithm continues.
Remark. If we take $\mathcal{W}^{\prime}=\mathrm{T}^{k} Q \times{ }_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ as the phase space of the formalism, there are only $n$ component functions of the vector field $X$ to be determined, since the coordinate expression of $X$ is

$$
X=q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{k}^{A} \frac{\partial}{\partial q_{k}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}} .
$$

Then, requiring $X$ to be tangent to the submanifold $\mathcal{W}_{c}$ gives the last $n$ equations in (3.14), that is,

$$
(-1)^{k}\left(F_{2 k-1}^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} d_{T}^{i}\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}\right)=0 .
$$

In this case, Proposition 3.3 remains almost the same: the only difference is that the vector field $X$ is already a semispray of type 1 , regardless of the regularity of the $k$ th-order Lagrangian function.

### 3.2.2 Integral curves

After studying the vector fields which are solutions to the dynamical equations, we analyze their integral curves, which are the dynamical trajectories of the system.

Let $X \in \mathfrak{X}(\mathcal{W})$ be a semispray of type 1 , tangent to $\mathcal{W}_{\mathcal{L}}$, which is a solution to equation (3.6), and let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of $X$. Since $\dot{\psi}=X \circ \psi$, the geometric equation for the dynamical trajectories of the system is

$$
\begin{equation*}
i(\dot{\psi})(\Omega \circ \psi)=\mathrm{d} H \circ \psi \tag{3.18}
\end{equation*}
$$

In local coordinates, if $\psi(t)=\left(q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right)$, we have that $\dot{\psi}(t)=\left(\dot{q}_{i}^{A}(t), \dot{q}_{j}^{A}(t), \dot{p}_{A}^{i}(t)\right)$. Then the condition for $\psi$ to be an integral curve of $X$ gives the following system of $3 k n$ differential equations

$$
\begin{array}{r}
\dot{q}_{i}^{A}(t)=q_{i+1}^{A} \circ \psi, \\
\dot{q}_{j}^{A}(t)=F_{j}^{A} \circ \psi, \\
\dot{p}_{A}^{0}(t)=\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \circ \psi \quad ; \quad \dot{p}_{A}^{i}(t)=\frac{\partial \mathcal{L}}{\partial q_{i}^{A}} \circ \psi-p_{A}^{i-1}(t),
\end{array}
$$

where the functions $F_{j}^{A}$ are solutions to equations (3.14).

### 3.3 The Lagrangian formalism

Now we study how to recover the Lagrangian formalism described in Section 2.3.1from the unified setting. In order to do this, we proceed in an analogous way to Section 2.1.3 we first recover the geometric and dynamical structures from the unified setting, and then we show how to define a solution of the Lagrangian formalism from a solution in the unified setting.

### 3.3.1 Geometric and dynamical structures

The first step to recover the Lagrangian formalism from the unified setting described in previous Sections is the recover the geometric and dynamical structures of the Lagrangian formalism, namely the $k$ th-order Poincaré-Cartan forms $\theta_{\mathcal{L}}$ and $\omega_{\mathcal{L}}$, and the $k$ th-order Lagrangian energy $E_{\mathcal{L}}$.

The first fundamental result is the following.
Proposition 3.4. The map $\rho_{1}^{\mathcal{L}}=\rho_{1} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{2 k-1} Q$ is a diffeomorphism.
Proof. Since $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, it is clear that $\mathrm{T}^{2 k-1} Q$ is diffeomorphic to $\mathcal{W}_{\mathcal{L}}$. On the other hand, since $\rho_{1}$ is a surjective submersion by definition, its restriction to the submanifold $\mathcal{W}_{\mathcal{L}}$ is also a surjective submersion and, due to the fact that $\operatorname{dim} \mathcal{W}_{\mathcal{L}}=\operatorname{dim} \mathrm{T}^{2 k-1} Q=2 k n$, the map $\rho_{1}^{\mathcal{L}}$ is a bijective local diffeomorphism. In particular, the map $\rho_{1}^{\mathcal{L}}$ is a global diffeomorphism.

This result enables us to state a one-to-one correspondence between the solutions of the unified formalism and the solutions of the Lagrangian formalism in a straightforward way. Now, the following results enable us to recover the geometric and dynamical structures of the Lagrangian formalism.
Lemma 3.5. If $\omega_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is the canonical symplectic form of the cotangent bundle over $\mathrm{T}^{k-1} Q, \Omega=\rho_{2}^{*} \omega_{k-1} \in \Omega^{2}(\mathcal{W})$ the presymplectic form in $\mathcal{W}$, and $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$ the $k$ th-order Poincaré-Cartan 2 -form, then $\Omega=\rho_{1}^{*} \omega_{\mathcal{L}}$.

Proof. A simple calculation leads to this result. In fact,

$$
\rho_{1}^{*} \omega_{\mathcal{L}}=\rho_{1}^{*}\left(\mathcal{F} \mathcal{L}^{*} \omega_{k-1}\right)=\left(\mathcal{F} \mathcal{L} \circ \rho_{1}\right)^{*} \omega_{k-1}=\rho_{2}^{*} \omega_{k-1}=\Omega
$$

Lemma 3.6. There exists a unique function $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$ such that $\rho_{1}^{*} E_{\mathcal{L}}=H$, and coincides with the $k$ th-order Lagrangian energy defined in (2.19.

Proof. Since the map $\rho_{1}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{2 k-1} Q$ is a diffeomorphism, we define the following function in $\mathrm{T}^{2 k-1} Q$

$$
E_{\mathcal{L}}=\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} H \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)
$$

This function is unique because the map $j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}: \mathrm{T}^{2 k-1} Q \rightarrow \mathcal{W}$ is an embedding. In addition, $E_{\mathcal{L}}$ verifies that $\rho_{1}^{*} E_{\mathcal{L}}=H$, since we have

$$
\rho_{1}^{*} E_{\mathcal{L}}=\rho_{1}^{*}\left(\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} H\right)=\left(\rho_{1} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} H=\left(\rho_{1}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} H=H
$$

Finally, in order to prove that $E_{\mathcal{L}}$ is the $k$ th-order Lagrangian energy defined in 2.19, we compute its coordinate expression. Thus, from (3.5) we have

$$
\left(\rho_{1}^{\mathcal{L}}\right)^{*} E_{\mathcal{L}}=j_{\mathcal{L}}^{*} H=j_{\mathcal{L}}^{*}\left(p_{A}^{i} q_{i+1}^{A}-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right)\right)
$$

but since $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ is the graph of the Legendre-Ostrogradsky map, the following relations hold in $\mathcal{W}_{\mathcal{L}}$

$$
p_{A}^{i}=\sum_{j=0}^{k-i-1}(-1)^{j} d_{T}^{j}\left(\frac{\partial \mathcal{L}}{\partial q_{i+1+j}^{A}}\right)
$$

and then, replacing in the previous equation, we obtain

$$
\begin{aligned}
\left(\rho_{1}^{\mathcal{L}}\right)^{*} E_{\mathcal{L}} & =\sum_{i=0}^{k-1} \sum_{j=0}^{k-i-1} q_{i+1}^{A}(-1)^{j} d_{T}^{j}\left(\frac{\partial \mathcal{L}}{\partial q_{i+1+j}^{A}}\right)-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right) \\
& =\sum_{i=1}^{k} \sum_{j=0}^{k-i} q_{i}^{A}(-1)^{j} d_{T}^{j}\left(\frac{\partial \mathcal{L}}{\partial q_{i+j}^{A}}\right)-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right)
\end{aligned}
$$

Now, as $\rho_{1}^{\mathcal{L}}=\rho_{1} \circ j_{\mathcal{L}}$ and $\rho_{1}^{*} q_{i}^{A}=q_{i}^{A}$, we obtain finally

$$
E_{\mathcal{L}}=\sum_{i=1}^{k} \sum_{j=0}^{k-i} q_{i}^{A}(-1)^{j} d_{T}^{j}\left(\frac{\partial \mathcal{L}}{\partial q_{i+j}^{A}}\right)-\mathcal{L}\left(q_{0}^{A}, \ldots, q_{k}^{A}\right)
$$

which is the local expression 2.33 of the $k$ th-order Lagrangian energy.

### 3.3.2 Dynamical equations

Using the results stated in the previous Section, we can recover an Euler-Lagrange vector field in $\mathrm{T}^{2 k-1} Q$ starting from a vector field $X \in \mathfrak{X}(\mathcal{W})$ solution to equation 3.6) and tangent to $\mathcal{W}_{\mathcal{L}}$. First, let us see how to define a vector field in $\mathrm{T}^{2 k-1} Q$ from a vector field in $\mathcal{W}$ tangent to $\mathcal{W}_{\mathcal{L}}$.
Lemma 3.7. Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ such that $X_{\mathcal{L}} \circ \rho_{1} \circ j_{\mathcal{L}}=\mathrm{T} \rho_{1} \circ X \circ j_{\mathcal{L}}$.

Proof. Since $X \in \mathfrak{X}(\mathcal{W})$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a vector field $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $X$, that is, $\mathrm{T} j_{\mathcal{L}} \circ X_{o}=X \circ j_{\mathcal{L}}$. Furthermore, as $\rho_{1}^{\mathcal{L}}$ is a diffeomorphism, there is a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ which is $\rho_{1}^{\mathcal{L}}$-related with $X_{o}$; that is, $X_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\mathrm{T} \rho_{1}^{\mathcal{L}} \circ X_{o}$. Then

$$
X_{\mathcal{L}} \circ \rho_{1} \circ j_{\mathcal{L}}=X_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\mathrm{T} \rho_{1}^{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{1} \circ \mathrm{~T} j_{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{1} \circ X \circ j_{\mathcal{L}}
$$

And as a consequence we obtain:
Theorem 3.8. Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field solution to equation (3.6) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ). Then there exists a unique semispray of type $k$, $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$, which is a solution to the equation (2.34) (at least on the points of $S_{f}=\rho_{1}\left(\mathcal{W}_{f}\right)$ ). In addition, if $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a regular kth-order Lagrangian function, then $X_{\mathcal{L}}$ is a semispray of type 1 , and hence it is the Euler-Lagrange vector field.
Conversely, if $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ is a semispray of type $k$ (resp., of type 1 ), which is a solution to equation (2.34) (at least on the points of a submanifold $S_{f} \hookrightarrow \mathrm{~T}^{2 k-1} Q$ ), then there exists a unique vector field $X \in$ $\mathfrak{X}(\mathcal{W})$, tangent to $\mathcal{W}_{\mathcal{L}}$, which is a solution to equation (3.6) (at least on $\left.\mathcal{W}_{f}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\left(S_{f}\right) \hookrightarrow \mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}\right)$, and it is a semispray of type $k$ in $\mathcal{W}$ (resp., of type 1 ).

Proof. Let $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ be the unique vector field given by Lemma 3.7. Then, applying Lemmas 3.5 and 3.6 we have

$$
i(X) \Omega-\mathrm{d} H=i(X) \rho_{1}^{*} \omega_{\mathcal{L}}-\mathrm{d} \rho_{1}^{*} E_{\mathcal{L}}=\rho_{1}^{*}\left[i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}\right]
$$

but, as $\rho_{1}$ is a surjective submersion, this last equation is equivalent to

$$
\left.\left[i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}\right]\right|_{\rho_{1}(\mathcal{W})}=\left.\left[i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}\right]\right|_{\mathrm{T}^{2 k-1} Q}=i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-\mathrm{d} E_{\mathcal{L}}
$$

since $\rho_{1}(\mathcal{W})=\mathrm{T}^{2 k-1} Q$. Hence, we have proved that $X \in \mathfrak{X}(\mathcal{W})$ is vector field tangent to $\mathcal{W}_{\mathcal{L}}$ and solution to equation (3.6) if, and only if, the vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ given by Lemma 3.7 is a solution to equation 2.34).

In order to prove that $X_{\mathcal{L}}$ is a semispray of type $k$, we proceed in coordinates. From the local expression 3.12 for the vector field $X$ solution to equation (3.6) (where the functions $F_{j}^{A}$ are the solutions of the system of equations (3.14), and using Lemma 3.7, we obtain the local expression of $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$, which is

$$
X_{\mathcal{L}}=q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}
$$

Then, composing $X_{\mathcal{L}}$ with the $k$ th vertical endomorphism $J_{k}: \mathrm{T}\left(\mathrm{T}^{2 k-1} Q\right) \rightarrow \mathrm{T}\left(\mathrm{T}^{2 k-1} Q\right)$, and bearing in mind the coordinate expression of $J_{k}$ given by 1.28, we have

$$
J_{k}\left(X_{\mathcal{L}}\right)=\sum_{i=0}^{k-1} \frac{(k+i)!}{i!} q_{i+1}^{A} \frac{\partial}{\partial q_{k+i}^{A}}=\Delta_{k}
$$

where $\Delta_{k} \in \mathfrak{X}\left(\mathrm{~T}^{2 k-1} Q\right)$ is the $k$ th canonical vector field. Therefore, since $J_{k}\left(X_{\mathcal{L}}\right)=\Delta_{k}$, using Proposition 1.18 we conclude that $X_{\mathcal{L}}$ is a semispray of type $k$ in $\mathrm{T}^{2 k-1} Q$.

Finally, if $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular, then equations (3.14) become (3.15) and (3.16) and hence the vector field $X$ is given locally by (3.13). Therefore, the vector field $X_{\mathcal{L}}$ has the the following coordinate expression

$$
X_{\mathcal{L}}=\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}
$$

Then, composing $X_{\mathcal{L}}$ with the canonical almost-tangent structure $J_{1}: \mathrm{T}\left(\mathrm{T}^{2 k-1} Q\right) \rightarrow \mathrm{T}\left(\mathrm{T}^{2 k-1} Q\right)$ of $\mathrm{T}^{2 k-1} Q$, and bearing in mind the coordinate expression (1.29) of $J_{1}$, we have

$$
J_{1}\left(X_{\mathcal{L}}\right)=\sum_{i=0}^{2 k-2}(i+1) q_{i+1}^{A} \frac{\partial}{\partial q_{i+1}^{A}}=\Delta_{1}
$$

where $\Delta_{1} \in \mathfrak{X}\left(\mathrm{~T}^{2 k-1} Q\right)$ is the Liouville vector field of $\mathrm{T}^{2 k-1} Q$. Hence, using again Proposition 1.18, we conclude that if $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a $k$ th-order regular Lagrangian function, then $X_{\mathcal{L}}$ is a semispray of type 1 in $\mathrm{T}^{2 k-1} Q$.

Observe that Theorem 3.8 states that there is a one-to-one correspondence between vector fields $X \in \mathfrak{X}(\mathcal{W})$ which are solutions to equation (3.6) and vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ solutions to (2.34), but not uniqueness of any of them. In fact, uniqueness can only be assured if the $k$ th-order Lagrangian function $\mathcal{L}$ is regular, as we have seen in Propositions 2.22 and 3.3 .

Remark. It is important to point out that, if $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is not a $k$ th-order regular Lagrangian function, then $X$ is a semispray of type $k$ in $\mathcal{W}$, but not necessarily a semispray of type 1 . This means that the vector field $X_{\mathcal{L}}$ given by Theorem 3.8 is a Lagrangian vector field, but it is not necessarily an Euler-Lagrange vector field (it is not a semispray of type 1, but just a semispray of type $k$ ). Thus, for singular Lagrangians, this must be imposed as an additional condition in order that the integral curves of $X_{\mathcal{L}}$ verify the Euler-Lagrange equations. This is a different situation from the case of first-order dynamical systems described in Section 2.1.3, where the holonomy condition is obtained straightforwardly in the unified formalism.

Remark. In general, only in the most interesting cases have we assured the existence of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ and vector fields $X \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{f}$ which are solutions to equation (3.17). Then, considering the submanifold $S_{f}=\rho_{1}\left(\mathcal{W}_{f}\right) \hookrightarrow \mathrm{T}^{2 k-1} Q$, in the best cases (see [9, 92, 93, for details), we have that those Euler-Lagrange vector fields $X_{\mathcal{L}}$ exist, perhaps on another submanifold $S_{f}^{h} \hookrightarrow S_{f}$ where they are tangent, and are solutions to the equation 2.38)

Finally, let us recover the dynamical trajectories in the Lagrangian formalism from the dynamical trajectories in the unified formalism. The following result enables us to project the integral curves of a vector field in $\mathcal{W}$ solution of the dynamical equation in the unified formalism to the integral curves of a vector field in $\mathrm{T}^{2 k-1} Q$ solution to the Lagrangian equation.

Proposition 3.9. Let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of a vector field $X \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{\mathcal{L}}$ and solution to equation (3.6). Then the curve $\psi_{\mathcal{L}}=\rho_{1} \circ \psi: I \rightarrow \mathrm{~T}^{2 k-1} Q$ is an integral curve of a vector field solution to equation (2.34).

Proof. Since $X \in \mathfrak{X}(\mathcal{W})$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a vector field $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $X$. Moreover, since $\psi$ is an integral curve of $X$, every integral of $X$ must lie in $\mathcal{W}_{\mathcal{L}}$, and thus we can write $\psi=j_{\mathcal{L}} \circ \psi_{o}$, where $\psi_{o}: I \rightarrow \mathcal{W}_{\mathcal{L}}$ is a integral curve of $X_{o}$. Then, using Lemma 3.7, we have

$$
\begin{aligned}
X_{\mathcal{L}} \circ \psi_{\mathcal{L}} & =X_{\mathcal{L}} \circ \rho_{1} \circ \psi=X_{\mathcal{L}} \circ \rho_{1} \circ j_{\mathcal{L}} \circ \psi_{o}=\mathrm{T} \rho_{1} \circ X \circ j_{\mathcal{L}} \circ \psi_{o} \\
& =\mathrm{T} \rho_{1} \circ X \circ \psi=\mathrm{T} \rho_{1} \circ \dot{\psi}=\overline{\rho_{1} \circ \psi}=\dot{\psi}_{\mathcal{L}}
\end{aligned}
$$

Therefore, $\psi_{\mathcal{L}}=\rho_{1} \circ \psi$ is an integral curve of $X_{\mathcal{L}}$.
Finally, from Theorem 3.8 , if $X$ is a solution to equation (3.6), then the vector field $X_{\mathcal{L}}$ is a solution to equation 2.34.

Remark. In particular, this last Proposition states that if $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ is a solution to equation (3.18), then the curve $\psi_{\mathcal{L}}=\rho_{1} \circ \psi: I \subseteq \mathbb{R} \rightarrow \mathrm{~T}^{2 k-1} Q$ is a solution to equation (2.39).

Observe that the curve $\psi_{\mathcal{L}}$ is not necessarily holonomic, since the vector field $X_{\mathcal{L}}$ is not a semispray of type 1 without further assumptions. This fact leads to the following result.

Corollary 3.10. If $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a kth-order regular Lagrangian function, then the curve $\psi_{\mathcal{L}}=$ $\rho_{1} \circ \psi: I \rightarrow \mathrm{~T}^{2 k-1} Q$ is holonomic, that is, it is the canonical lifting of a curve on $Q$.

Proof. It is a straighforward consequence of Proposition 3.9 and Theorem 3.8 .

### 3.4 The Hamiltonian formalism

Now we study how to recover the Hamiltonian formalism described in Section 2.3 .2 from the unified setting, and we will proceed as in Section 2.1.3. As in the usual formulation of the Hamiltonian formalism for higher-order autonomous dynamical systems, we distinguish between regular and singular (almostregular) Lagrangian functions.

Note that, since the geometric structures in the unified formalism are constructed from the canonical forms in the Hamiltonian phase space, we only need to define a Hamiltonian function $h$ in the Hamiltonian phase space using the Hamiltonian function $H$ defined in (3.4) for the unified formalism.

### 3.4.1 Hyperregular and regular Lagrangian functions

Let us suppose that the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is hyperregular. The regular case can be obtained from the hyperregular setting by restriction on the corresponding open sets where the Legendre-Ostrogradsky map is a local diffeomorphism.

As in the case of the Lagrangian formalism, the first fundamental result is the following.
Proposition 3.11. If $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a kth-order hyperregular Lagrangian function, then the map $\rho_{2}^{\mathcal{L}}=\rho_{2} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a diffeomorphism.

Proof. As the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is hyperregular, the Legendre-Ostrogradsky $\operatorname{map} \mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a diffeomorphism. Hence, the have the following commutative diagram relating the phase spaces of the unified, Lagrangian and Hamiltonian formalisms


In particular, we have $\rho_{2}^{\mathcal{L}}=\rho_{2} \circ j_{\mathcal{L}}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}$. Therefore, as $\rho_{1}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{2 k-1} Q$ is a diffeomorphism by Proposition 3.4 and $\mathcal{F} \mathcal{L}$ is a diffeomorphism by hypothesis, we have that $\rho_{2}^{\mathcal{L}}$ is a composition of diffeomorphisms, and thus a diffeomorphism itself.

This last result enables us to recover the Hamiltonian dynamics straightforwardly from the unified formalism, as we have done for the Lagrangian formalism in the previous Section. In particular, the following result gives the Hamiltonian function in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ describing the dynamical information of the system.

Lemma 3.12. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be a kth-order hyperregular Lagrangian function. Then there exists a unique function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ such that $\rho_{2}^{*} h=H$, and it coincides with the canonical $k$ th-order Hamiltonian function introduced in Definition 2.25.

Proof. This proof follows the same patterns that the proof of Lemma 3.6. Since by Proposition 3.11 the $\operatorname{map} \rho_{2}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a diffeomorphism, we define the following function in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$

$$
h=\left(j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}\right)^{*} H \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right) .
$$

This function is unique since the map $j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}: \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right) \rightarrow \mathcal{W}$ is the composition of a diffeomorphism with an embedding, and thus and embedding itself. Moreover, this function verifies $\rho_{2}^{*} h=H$,
since we have

$$
\rho_{2}^{*} h=\rho_{2}^{*}\left(\left(j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}\right)^{*} H\right)=\left(\rho_{2} \circ j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}\right)^{*} H=\left(\rho_{2}^{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}\right)^{*} H=H .
$$

Finally, let us prove that this function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is the canonical $k$ th-order Hamiltonian function introduced in Definition 2.25. Using Lemma 3.6 and the commutative diagram in the proof of Proposition 3.11, we have

$$
\begin{aligned}
\mathcal{F} \mathcal{L}^{*} h & =\mathcal{F} \mathcal{L}^{*}\left(\left(j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1}\right)^{*} H\right)=\left(j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \mathcal{F} \mathcal{L}\right)^{*} H=\left(j_{\mathcal{L}} \circ\left(\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}\right)^{-1} \circ \mathcal{F} \mathcal{L}\right)^{*} H \\
& =\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \mathcal{F} \mathcal{L}^{-1} \circ \mathcal{F} \mathcal{L}\right)^{*} H=\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} H=E_{\mathcal{L}}
\end{aligned}
$$

which is the definition of the canonical $k$ th-order Hamiltonian function.

Now that we have recovered the canonical $k$ th-order Hamiltonian function in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, we want to recover the Hamiltonian vector field from the vector field solution to the dynamical equation in the unified formalism. First, let us see how to define a vector field in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ from a vector field in $\mathcal{W}$ tangent to $\mathcal{W}_{\mathcal{L}}$.

Lemma 3.13. Let $X \in \mathfrak{X}(\mathcal{W})$ be a vector field tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a unique vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ such that $X_{h} \circ \rho_{2} \circ j_{\mathcal{L}}=\mathrm{T} \rho_{2} \circ X \circ j_{\mathcal{L}}$.

Proof. This proof follows the patterns of the proof of Lemma 3.7. Since $X \in \mathfrak{X}(\mathcal{W})$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a vector field $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $X$, that is, $\mathrm{T} j_{\mathcal{L}} \circ X_{o}=X \circ j_{\mathcal{L}}$. Furthermore, as $\rho_{2}^{\mathcal{L}}$ is a diffeomorphism, there is a unique vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ which is $\rho_{2}^{\mathcal{L}}$-related with $X_{o}$; that is, $X_{h} \circ \rho_{2}^{\mathcal{L}}=\mathrm{T} \rho_{2}^{\mathcal{L}} \circ X_{o}$. Then

$$
X_{h} \circ \rho_{2} \circ j_{\mathcal{L}}=X_{h} \circ \rho_{2}^{\mathcal{L}}=\mathrm{T} \rho_{2}^{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{2} \circ \mathrm{~T} j_{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{2} \circ X \circ j_{\mathcal{L}}
$$

Finally, as a consequence, we can state the equivalence between the vector fields which are solutions to the dynamical equation (3.6) in the unified formalism and the vector fields solutions to the equation (2.46) in the Hamiltonian formalism.

Theorem 3.14. Let $\mathcal{L} \in C^{\infty}\left(T^{k} Q\right)$ be a kth-order hyperregular Lagrangian function, and $X \in \mathfrak{X}(\mathcal{W})$ the unique vector field solution to equation (3.6) and tangent to $\mathcal{W}_{\mathcal{L}}$. Then, there exists a unique vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ which is a solution to equation 2.46, where $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is the Hamiltonian function given by Lemma 3.12.
Conversely, if $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is a solution to equation 2.46), then there exists a unique vector field $X \in \mathfrak{X}(\mathcal{W})$, tangent to $\mathcal{W}_{\mathcal{L}}$, which is a solution to equation (3.6), with $H=\rho_{2}^{*} h$.

Proof. This proof follows the same patterns that the proof of Theorem 3.8. Let $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ be the unique vector field given by Lemma 3.13. Then, applying Lemma 3.12 we have

$$
i(X) \Omega-\mathrm{d} H=i(X) \rho_{2}^{*} \omega_{k-1}-\mathrm{d} \rho_{2}^{*} h=\rho_{2}^{*}\left[i\left(X_{h}\right) \omega_{k-1}-\mathrm{d} h\right]
$$

but, since $\rho_{2}$ is a surjective submersion, this last equation is equivalent to

$$
\left.\left[i\left(X_{h}\right) \omega_{k-1}-\mathrm{d} h\right]\right|_{\rho_{2}(\mathcal{W})}=\left.\left[i\left(X_{h}\right) \omega_{k-1}-\mathrm{d} h\right]\right|_{\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)}=i\left(X_{h}\right) \omega_{k-1}-\mathrm{d} h
$$

since $\rho_{2}(\mathcal{W})=\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. Hence, we have proved that $X \in \mathfrak{X}(\mathcal{W})$ is vector field tangent to $\mathcal{W}_{\mathcal{L}}$ and solution to equation (3.6) if, and only if, the vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{2 k-1} Q\right)\right)$ given by Lemma 3.13 is a solution to equation (2.46).

The commutative diagram summarizing the statements and proofs of Theorems 3.8 and 3.14 in the hyperregular case is the following


Now, let us recover the dynamical trajectories in the Hamiltonian formalism from the dynamical trajectories in the unified setting. The following result enables us to project the integral curves of a vector field in $\mathcal{W}$ solution of the dynamical equation in the unified formalism to the integral curves of a vector field in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ solution to the Hamiltonian equation.

Proposition 3.15. Let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of a vector field $X \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{\mathcal{L}}$ and solution to equation (3.6). Then the curve $\psi_{h}=\rho_{2} \circ \psi: I \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is the integral curve of a vector field solution to equation 2.46.

Proof. The proof of this result follows the same patterns that the proof of Proposition 3.9 . Since $X \in$ $\mathfrak{X}(\mathcal{W})$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a vector field $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $X$. Moreover, since $\psi$ is an integral curve of $X$, every integral of $X$ must lie in $\mathcal{W}_{\mathcal{L}}$, and thus we can write $\psi=j_{\mathcal{L}} \circ \psi_{o}$, where $\psi_{o}: I \rightarrow \mathcal{W}_{\mathcal{L}}$ is a integral curve of $X_{o}$. Then, using Lemma 3.13, we have

$$
\begin{aligned}
X_{h} \circ \psi_{h} & =X_{h} \circ \rho_{2} \circ \psi=X_{h} \circ \rho_{2} \circ j_{\mathcal{L}} \circ \psi_{o}=\mathrm{T} \rho_{2} \circ X \circ j_{\mathcal{L}} \circ \psi_{o} \\
& =\mathrm{T} \rho_{2} \circ X \circ \psi=\mathrm{T} \rho_{2} \circ \dot{\psi}=\overline{\rho_{2} \circ \psi}=\dot{\psi}_{h} .
\end{aligned}
$$

Therefore, $\psi_{h}=\rho_{2} \circ \psi$ is an integral curve of $X_{h}$.
Finally, from Theorem 3.14 , if $X$ is a solution to equation (3.6), then the vector field $X_{h}$ is a solution to equation 2.46.

Remark. In particular, this last Proposition states that if $\psi: I \rightarrow \mathcal{W}$ is a solution to equation (3.18), then the curve $\psi_{\mathcal{L}}=\rho_{1} \circ \psi: I \rightarrow \mathrm{~T}^{2 k-1} Q$ is a solution to equation 2.48).

Finally, the commutative diagram summarizing the statements and proofs of Propositions 3.9 and 3.15. and of Corollary 3.10, in the hyperregular case is the following


### 3.4.2 Singular (almost-regular) Lagrangian functions

Suppose now that the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is almost-regular. Remember that, for these kinds of Lagrangian functions, only in the most interesting cases have we assured the existence of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ and vector fields $X \in \mathfrak{X}(\mathcal{W})$, tangent to $\mathcal{W}_{f}$, which are solutions to equation (3.17). In this case, the dynamical vector fields in the Hamiltonian formalism cannot be obtained straightforwardly from the solutions in the unified formalism, but rather by passing through the Lagrangian formalism and using the Legendre-Ostrogradsky map, which is no longer a (local) diffeomorphism.

As in the Hamiltonian formalism for almost-regular Lagrangian functions described in Section 2.3.2, let $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ be the image set of the Legendre-Ostrogradsky map, with natural embedding $\jmath: \mathcal{P} \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, and we denote by $\mathcal{F} \mathcal{L}_{o}: \mathrm{T}^{2 k-1} Q \rightarrow \mathcal{P}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. In addition, let $\rho_{\mathcal{P}}=\mathcal{F} \mathcal{L}_{o} \circ \rho_{1}: \mathcal{W} \rightarrow \mathcal{P}$ the canonical projection. Then, we have the following result.
Proposition 3.16. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be a kth-order almost-regular Lagrangian function. Then the Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ is $\rho_{\mathcal{P}}$-projectable.

Proof. From Lemma 3.6, the function $H \in C^{\infty}(\mathcal{W})$ is $\rho_{1}$-projectable to the $k$ th-order Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$. Moreover, if the $k$ th-order Lagrangian function is, at least, almost-regular, then the $k$ th-order Lagrangian energy is $\mathcal{F} \mathcal{L}_{o}$-projectable by Proposition 2.24 . Therefore, the Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ is $\left(\mathcal{F} \mathcal{L}_{o} \circ \rho_{1}\right)$-projectable, that is, $\rho_{\mathcal{P}}$-projectable.

As a consequence of this result, we can define a Hamiltonian function in $\mathcal{P}$ as follows.
Definition 3.4. The canonical Hamiltonian function is the unique function $h_{o} \in C^{\infty}(\mathcal{P})$ such that $\rho_{\mathcal{P}}^{*} h_{o}=H$.
Remark. This canonical Hamiltonian function coincides with the canonical Hamiltonian function introduced in Definition 2.26 .

With this canonical Hamiltonian function, and taking $\omega_{o}=\jmath^{*} \omega_{k-1} \in \Omega^{2}(\mathcal{P})$, we can now state the equivalence Theorem for $k$ th-order almost-regular Lagrangian functions.

Theorem 3.17. Let $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ be a kth-order almost-regular Lagrangian function, and $X \in \mathfrak{X}(\mathcal{W})$ a vector field tangent to $\mathcal{W}_{f}$ which is a solution to equation (3.17). Then, there exists a vector field $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ tangent to $\mathcal{P}_{f}=\rho_{\mathcal{P}}\left(\mathcal{W}_{f}\right)$ which is a solution to the equation 2.50, where $h_{o} \in C^{\infty}(\mathcal{P})$ is the canonical Hamiltonian function defined above.

Conversely, if $X_{h_{o}} \in \mathfrak{X}(\mathcal{P})$ is a solution to equation 2.50 and tangent to $\mathcal{P}_{f}$, then there exist vector fields $X \in \mathfrak{X}(\mathcal{W})$, tangent to $\mathcal{W}_{f}=\rho_{\mathcal{P}}^{-1}\left(\mathcal{P}_{f}\right)$, which are solutions to equation (3.17), with $H=\rho_{\mathcal{P}}^{*} h_{o}$.

Proof. From Theorem 3.8 there is a one-to-one correspondence between the set of vector fields solution to equation (3.17) and tangent to $\mathcal{W}_{f}$, and the set of vector fields solution to equation (2.38) and tangent to $S_{f}$. From here, using Theorem 2.25 , we obtain a non-bijective correspondence, given by the LegendreOstrogradsky map, between these vector fields and the set of vector fields in $\mathcal{P}$, tangent to $\mathcal{P}_{f}$, which are solutions to equation 2.50 , thus proving the statement.

The diagram summarizing the statements and proofs of Theorems 3.8 and 3.17 in the almost-regular case is the following


Finally, for the dynamical trajectories of the system, we have the following result, which is the analogous to Proposition 3.15 in the almost-regular case.

Proposition 3.18. Let $\psi: I \subseteq \mathbb{R} \rightarrow \mathcal{W}$ be an integral curve of a vector field $X \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{f}$ and solution to equation (3.17). Then the curve $\psi_{h_{o}}=\rho_{\mathcal{P}} \circ \psi: I \rightarrow \mathcal{P}$ is the integral curve of a vector field solution to equation 2.50 and tangent to $\mathcal{P}_{f}=\rho_{\mathcal{P}}\left(\mathcal{W}_{f}\right)$.

Proof. Bearing in mind Proposition 3.9 and the fact that $X_{\mathcal{L}}$ and $X_{h_{o}}$ are $\mathcal{F} \mathcal{L}_{o}$-related, we have

$$
X_{h_{o}} \circ \psi_{h_{o}}=X_{h_{o}} \circ \rho_{\mathcal{P}} \circ \psi=X_{h_{o}} \circ \mathcal{F} \mathcal{L} \circ \rho_{1} \circ \psi=\mathrm{T} \mathcal{F} \mathcal{L}_{o} \circ X_{\mathcal{L}} \circ \psi_{\mathcal{L}}=\mathrm{T} \mathcal{F} \mathcal{L}_{o} \circ \dot{\psi}_{\mathcal{L}}=\overline{\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}}}=\dot{\psi}_{h_{o}}
$$

Therefore, $\psi_{h_{o}}=\rho_{\mathcal{P}} \circ \psi$ is an integral curve of $X_{h_{o}}$.
Finally, from Theorem 3.17, if $X$ is a solution to equation (3.17) tangent to $\mathcal{W}_{f}$, then the vector field $X_{h_{o}}$ is a solution to equation (2.50) tangent to $\mathcal{P}_{f}$.

Finally, the commutative diagram in the almost-regular case is the same that the diagram in page 97 , replacing $\mathrm{T}^{2 k-1} Q, \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ and $\mathcal{W}_{\mathcal{L}}$ by $S_{f}, \mathcal{P}_{f}$ and $\mathcal{W}_{f}$, respectively.

### 3.5 Examples

In this last Section of the Chapter, two physical models are analyzed as examples to show the application of the formalism. The first example is a regular system, the so-called Pais-Uhlenbeck oscillator, while the second is a singular one, the second-order relativistic particle.

### 3.5.1 The Pais-Uhlenbeck oscillator

The Pais-Uhlenbeck oscillator is one of the simplest regular systems that can be used to explore the features of higher-order dynamical systems, and has been analyzed in detail in many publications (see [123] for the original statement, and [116] for a more recent analysis). Here we study it using the unified formalism.

The configuration space for this system is a 1-dimensional smooth manifold $Q$ with local coordinate $\left(q_{0}\right)$. Taking natural coordinates $\left(q_{0}, q_{1}, q_{2}\right)$ in the second-order tangent bundle over $Q$, the second-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{2} Q\right)$ for this system is locally given by

$$
\begin{equation*}
\mathcal{L}\left(q_{0}, q_{1}, q_{2}\right)=\frac{1}{2}\left(q_{1}^{2}-\omega^{2} q_{0}^{2}-\gamma q_{2}^{2}\right) \tag{3.19}
\end{equation*}
$$

where $\gamma \in \mathbb{R}$ is a nonzero constant, and $\omega \in \mathbb{R}$ is a constant. Observe that $\mathcal{L}$ is regular, since the Hessian matrix of $\mathcal{L}$ with respect to $q_{2}$ is

$$
\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{2} \partial q_{2}}\right)=-\gamma
$$

which has maximum rank, since we assume that $\gamma$ is nonzero. Notice that, if we take $\gamma=0$, then $\mathcal{L}$ becomes a first-order regular Lagrangian function, and thus it is a nonsense to study this system using the higher-order unified formalism.

As this is a second-order dynamical system, the phase space that we consider is


Denoting the canonical symplectic form of $\mathrm{T}^{*}(\mathrm{~T} Q)$ by $\omega_{1} \in \Omega^{2}\left(\mathrm{~T}^{*}(\mathrm{~T} Q)\right)$, we define the presymplectic form $\Omega=\rho_{2}^{*} \omega_{1} \in \Omega^{2}(\mathcal{W})$ with the local expression

$$
\Omega=\mathrm{d} q_{0} \wedge \mathrm{~d} p^{0}+\mathrm{d} q_{1} \wedge \mathrm{~d} p^{1}
$$

The Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ in the unified formalism is defined by (3.4), which in this case is $H=\mathcal{C}-\left(\rho_{2}^{3} \circ \rho_{1}\right)^{*} \mathcal{L}$, where $\mathcal{C}$ is the coupling function, whose local expression (3.3) in this case is

$$
\mathcal{C}\left(q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)=p^{0} q_{1}+p^{1} q_{2}
$$

Then, bearing in mind the coordinate expression (3.19) of the Lagrangian function for this system, the Hamiltonian function can be written locally

$$
\begin{equation*}
H\left(q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)=p^{0} q_{1}+p^{1} q_{2}-\frac{1}{2}\left(q_{1}^{2}-\omega^{2} q_{0}^{2}-\gamma q_{2}^{2}\right) \tag{3.20}
\end{equation*}
$$

As stated in Section 3.2, we can describe the dynamics for this system in terms of the integral curves of vector fields $X \in \mathfrak{X}(\mathcal{W})$ which are solutions to equation (3.6). Let $X$ be a generic vector field in $\mathcal{W}$, given locally by

$$
X=f_{0} \frac{\partial}{\partial q_{0}}+f_{1} \frac{\partial}{\partial q_{1}}+F_{2} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}+G^{0} \frac{\partial}{\partial p^{0}}+G^{1} \frac{\partial}{\partial p^{1}}
$$

Then, from the coordinate expression 3.20 of the Hamiltonian function $H$, we have

$$
\mathrm{d} H=\omega^{2} q_{0} \mathrm{~d} q_{0}+\left(p^{0}-q_{1}\right) \mathrm{d} q_{1}+\left(p^{1}+\gamma q_{2}\right) \mathrm{d} q_{2}+q_{1} \mathrm{~d} p^{0}+q_{2} \mathrm{~d} p^{1}
$$

Now, requiring the dynamical equation $i(X) \Omega=\mathrm{d} H$ to hold, we obtain the following system of 5 linear equations for the coefficients of the vector field

$$
\begin{array}{r}
f_{0}=q_{1} \quad ; \quad f_{1}=q_{2} \\
G^{0}=-\omega^{2} q_{0} ; \quad G^{1}=q_{1}-p^{0} \\
 \tag{3.23}\\
p^{1}+\gamma q_{2}=0
\end{array}
$$

Equations (3.21) give us the condition of semispray of type 2 for the vector field $X$. Furthermore, equation (3.23) is an algebraic relation stating that the vector field $X$ is defined along the submanifold $\mathcal{W}_{c}$, as we have seen in Proposition 3.1. Thus, using equations (3.21) and 3.22, the vector field is given locally by

$$
\begin{equation*}
X=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+F_{2} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}-\omega^{2} q_{0} \frac{\partial}{\partial p^{0}}+\left(q_{1}-p^{0}\right) \frac{\partial}{\partial p_{1}} \tag{3.24}
\end{equation*}
$$

As our goal is to recover the Lagrangian and Hamiltonian solutions from the vector field $X$, we must require $X$ to be a semispray of type 1. Nevertheless, as $\mathcal{L}$ is a regular Lagrangian function, this condition is naturally deduced from the formalism when requiring the vector field $X$ to be tangent to the submanifold $\mathcal{W}_{\mathcal{L}}$, as we have seen in (3.14).

Notice that the functions $F_{2}$ and $F_{3}$ in 3.24 are not determined until the tangency of the vector field $X$ on $\mathcal{W}_{\mathcal{L}}$ is required. Hence, let us compute locally the Legendre-Ostrogradsky map associated to the Lagrangian function 3.19). The Legendre-Ostrogradsky transformation is the bundle morphism $\mathcal{F} \mathcal{L}: \mathrm{T}^{3} Q \longrightarrow \mathrm{~T}^{*}(\mathrm{~T} Q)$ over $\mathrm{T} Q$ given in local coordinates by

$$
\mathcal{F} \mathcal{L}^{*} p^{0}=\frac{\partial \mathcal{L}}{\partial q_{1}}-d_{T}\left(\frac{\partial \mathcal{L}}{\partial q_{2}}\right)=q_{1}+\gamma q_{3} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{1}=\frac{\partial \mathcal{L}}{\partial q_{2}}=-\gamma q_{2}
$$

and, as $\gamma \neq 0$, we see that $\mathcal{L}$ is a regular Lagrangian since $\mathcal{F} \mathcal{L}$ is a (local) diffeomorphism. Then, the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph} \mathcal{F} \mathcal{L}$ is defined by

$$
\mathcal{W}_{\mathcal{L}}=\left\{w \in \mathcal{W} \mid \xi_{0}(w)=\xi_{1}(w)=0\right\}
$$

where $\xi_{r}=p^{r}-\mathcal{F} \mathcal{L}^{*} p^{r}, r=1,2$. The diagram for this situation is


Now we compute the tangency condition for the vector field $X \in \mathfrak{X}(\mathcal{W})$ given locally by (3.24) along the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, by checking if the following identities hold

$$
\left.\mathrm{L}(X) \xi_{0}\right|_{\mathcal{W}_{o}}=0 \quad ;\left.\quad \mathrm{L}(X) \xi_{1}\right|_{\mathcal{W}_{o}}=0
$$

As we have seen in Section 3.2, these equations give the Lagrangian equations for the vector field $X$; that is, on the points of $\mathcal{W}_{\mathcal{L}}$ we obtain

$$
\begin{array}{r}
\mathrm{L}(X) \xi_{0}=-\omega^{2} q_{0}-q_{2}-\gamma F_{3}=0 \\
\mathrm{~L}(X) \xi_{1}=\gamma\left(F_{2}-q_{3}\right)=0 \tag{3.26}
\end{array}
$$

Equation (3.26) gives the condition of semispray of type 1 for the vector field $X$ (recall that $\gamma \neq 0$ ), and equation $(3.25)$ is the Euler-Lagrange equation for the vector field $X$. Notice that, as $\gamma \neq 0$, these equations have a unique solution for $F_{2}$ and $F_{3}$. Thus, there is a unique vector field $X \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation which is tangent to the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, and it is given locally by

$$
X=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{1}{\gamma}\left(\omega^{2} q_{0}+q_{2}\right) \frac{\partial}{\partial q_{3}}-\omega^{2} q_{0} \frac{\partial}{\partial p^{0}}+\left(q_{1}-p^{0}\right) \frac{\partial}{\partial p_{1}} .
$$

If we require the vector field $X$ to be a semispray of type 1 from the beginning, then the coordinate expression (3.24) becomes

$$
X=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}-\omega^{2} q_{0} \frac{\partial}{\partial p^{0}}+\left(q_{1}-p^{0}\right) \frac{\partial}{\partial p_{1}} .
$$

Then, the tangency condition of $X$ along the submanifold $\mathcal{W}_{c}$ defined locally by equation (3.23) gives the following equation on $\mathcal{W}_{c}$

$$
\mathrm{L}(X)\left(p^{1}+\gamma q_{2}\right)=q_{1}-p^{0}+\gamma q_{3}=0
$$

which gives rise to a new constraint, defining a submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph} \mathcal{F} \mathcal{L}$, as we have seen in Section 3.2. Now, if we require $X$ to be tangent to this new submanifold, we obtain

$$
\mathrm{L}(X)\left(q_{1}-p^{0}+\gamma q_{3}\right)=q_{2}+\omega^{2} q_{0}+\gamma F_{3}=0
$$

which is exactly equation (3.25).
Now, if $\psi: \mathbb{R} \rightarrow \mathcal{W}$ is an integral curve of $X$ locally given by

$$
\begin{equation*}
\psi(t)=\left(q_{0}(t), q_{1}(t), q_{2}(t), q_{3}(t), p^{0}(t), p^{1}(t)\right), \tag{3.27}
\end{equation*}
$$

then its component functions are solutions to the system

$$
\begin{array}{r}
\dot{q}_{0}(t)=q_{1}(t) \quad ; \quad \dot{q}_{1}(t)=q_{2}(t) \quad ; \quad \dot{q}_{2}(t)=q_{3}(t), \\
\dot{q}_{3}(t)=-\frac{1}{\gamma}\left(\omega^{2} q_{0}(t)+q_{2}(t)\right), \\
\dot{p}^{0}(t)=-\omega^{2} q_{0}(t) \quad ; \quad \dot{p}^{1}(t)=q_{1}(t)-p^{0}(t) . \tag{3.30}
\end{array}
$$

Finally we recover the Lagrangian and Hamiltonian solutions for this system. For the Lagrangian solutions, as we have shown in Lemma 3.7 and Theorem 3.8, the Euler-Lagrange vector field is the unique semispray of type $1, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{3} Q\right)$, such that $X_{\mathcal{L}} \circ \rho_{1} \circ j_{\mathcal{L}}=\mathrm{T} \rho_{1} \circ X \circ j_{\mathcal{L}}$. Thus this vector field $X_{\mathcal{L}}$ is locally given by

$$
X_{\mathcal{L}}=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{1}{\gamma}\left(\omega^{2} q_{0}+q_{2}\right) \frac{\partial}{\partial q_{3}}
$$

For the integral curves of $X_{\mathcal{L}}$ we know from Proposition 3.9 that if $\psi: \mathbb{R} \rightarrow \mathcal{W}$ is an integral curve of $X$, then $\psi_{\mathcal{L}}=\rho_{1} \circ \psi$ is an integral curve of $X_{\mathcal{L}}$. Thus, if $\psi$ is given locally by 3.27), then $\psi_{\mathcal{L}}$ has the following local expression

$$
\begin{equation*}
\psi_{\mathcal{L}}(t)=\left(q_{0}(t), q_{1}(t), q_{2}(t), q_{3}(t)\right) \tag{3.31}
\end{equation*}
$$

and its components satisfy equations (3.28) and (3.29). Notice that equations (3.28) state that $\psi_{\mathcal{L}}$ is the canonical lifting of a curve in the basis, that is, there exists a curve $\phi: \mathbb{R} \rightarrow Q$ such that $j_{0}^{3} \phi=\psi_{\mathcal{L}}$. Furthermore, equation $(3.29)$ is the Euler-Lagrange equation for this system, which can be written in the standard form

$$
\frac{d^{4} q_{0}}{d t^{4}}+\frac{1}{\gamma}\left(\omega^{2} q_{0}+\frac{d^{2} q_{0}}{d t^{2}}\right)=0
$$

Now, for the Hamiltonian solutions, as $\mathcal{L}$ is a regular Lagrangian, Theorem 3.14 states that there exists a unique vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}(\mathrm{~T} Q)\right)$ satisfying $X_{h} \circ \rho_{2} \circ j_{\mathcal{L}}=\mathrm{T} \rho_{2} \circ X \circ j_{\mathcal{L}}$, and it is a solution to the Hamiltonian dynamical equation. Hence, it is given locally by

$$
X_{h}=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}-\omega^{2} q_{0} \frac{\partial}{\partial p^{0}}+\left(q_{1}-p^{0}\right) \frac{\partial}{\partial p_{1}} .
$$

For the integral curves of $X_{h}$, Proposition 3.15 states that if $\psi: \mathbb{R} \rightarrow \mathcal{W}$ is an integral curve of $X$, then $\psi_{h}=\rho_{2} \circ \psi$ is an integral curve of the vector field $X_{h}$. Therefore, if $\psi$ is given locally by (3.27), $\psi_{h}$ can be locally written

$$
\psi_{h}(t)=\left(q_{0}(t), q_{1}(t), p^{0}(t), p^{1}(t)\right)
$$

and its component functions must satisfy the first two equations in (3.28) and equations (3.30). Notice that these equations are the standard Hamilton equations for this system, since the Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*}(\mathrm{~T} Q)\right)$ of this system is

$$
h\left(q_{0}, q_{1}, p^{0}, p^{1}\right)=p^{0} q_{1}-\frac{1}{2}\left(q_{1}^{2}-\omega^{2} q_{0}^{2}+\frac{1}{\gamma}\left(p^{1}\right)^{2}\right) .
$$

### 3.5.2 The second-order relativistic particle

Let us consider a relativistic particle whose action is proportional to its extrinsic curvature. This system has been analyzed in several papers [9, 120, 125, [126], and here we study it using the LagrangianHamiltonian unified formalism.

The configuration space is a $n$-dimensional smooth manifold $Q$ with local coordinates $\left(q_{0}^{A}\right), 1 \leqslant A \leqslant n$. Then, if we take the natural set of coordinates on the second-order tangent bundle over $Q$, the secondorder Lagrangian function for this system, $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{2} Q\right)$, can be written locally as

$$
\begin{equation*}
\mathcal{L}\left(q_{0}^{i}, q_{1}^{i}, q_{2}^{i}\right)=\frac{\alpha}{\left(q_{1}^{i}\right)^{2}}\left[\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right]^{1 / 2} \equiv \frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}, \tag{3.32}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$ is some nonzero constant and $g=\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-\left(q_{1}^{i} q_{2}^{i}\right)^{2}$. This is a singular Lagrangian, as we can see by computing the Hessian matrix of $\mathcal{L}$ with respect to $q_{2}^{A}$, which is

$$
\frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}=\left\{\begin{aligned}
& \frac{\alpha}{2\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{1}^{i} q_{2}^{i}\right)^{2}-2\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\right) q_{1}^{B} q_{1}^{A}\right. \\
&\left.+\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{B} q_{1}^{A}-q_{1}^{B} q_{2}^{A}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2} q_{2}^{B} q_{2}^{A}\right] \text { if } B \neq A \\
& \frac{\alpha}{\sqrt{g^{3}}}\left[g-\left(q_{2}^{i}\right)^{2} q_{1}^{A} q_{1}^{A}+2\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A} q_{2}^{A}-\left(q_{1}^{i}\right)^{2} q_{2}^{A} q_{2}^{A}\right] \text { if } B=A
\end{aligned}\right.
$$

Then, after a long calculation, we obtain that

$$
\operatorname{det}\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}\right)=0
$$

In particular, the second-order Lagrangian function $\mathcal{L}$ is an almost-regular Lagrangian.

As this is a second-order dynamical system, the phase space that we consider is


If $\omega_{1} \in \Omega^{2}\left(\mathrm{~T}^{*}(\mathrm{~T} Q)\right)$ denotes the canonical symplectic form, we define the presymplectic form $\Omega=$ $\rho_{2}^{*} \omega_{1} \in \Omega^{2}(\mathcal{W})$, whose local expression is

$$
\Omega=\mathrm{d} q_{0}^{i} \wedge \mathrm{~d} p_{i}^{0}+\mathrm{d} q_{1}^{i} \wedge \mathrm{~d} p_{i}^{1} .
$$

The Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ is defined by (3.4), which in this case is $H=\mathcal{C}-\left(\rho_{2}^{3} \circ \rho_{1}\right)^{*} \mathcal{L}$, where $\mathcal{C}$ is the coupling function, whose local expression (3.3) in this case is

$$
\mathcal{C}\left(q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p_{i}^{0}, p_{i}^{1}\right)=p_{i}^{0} q_{1}^{i}+p_{i}^{1} q_{2}^{i}
$$

Then, the Hamiltonian function can be written locally

$$
H\left(q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p_{i}^{0}, p_{i}^{1}\right)=p_{i}^{0} q_{1}^{i}+p_{i}^{1} q_{2}^{i}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2}}\left[\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right]^{1 / 2}
$$

The dynamics for this system are described as the integral curves of vector fields $X \in \mathfrak{X}(\mathcal{W})$ which are solutions to equation (3.6). If we take a generic vector field $X \in \mathfrak{X}(\mathcal{W})$, given locally by

$$
X=f_{0}^{A} \frac{\partial}{\partial q_{0}^{A}}+f_{1}^{A} \frac{\partial}{\partial q_{1}^{A}}+F_{2}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+G_{A}^{0} \frac{\partial}{\partial p_{A}^{0}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}}
$$

taking into account that

$$
\begin{aligned}
\mathrm{d} H= & q_{1}^{A} \mathrm{~d} p_{A}^{0}+q_{2}^{A} \mathrm{~d} p_{A}^{1}+\left[p_{A}^{0}+\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right]\right] \mathrm{d} q_{1}^{A} \\
& +\left[p_{A}^{1}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left(\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right)\right] \mathrm{d} q_{2}^{A}
\end{aligned}
$$

then, from the dynamical equation we obtain the following linear equations for the coefficients of $X$

$$
\begin{array}{r}
f_{0}^{A}=q_{1}^{A} \quad ; \quad f_{1}^{A}=q_{2}^{A}, \\
G_{A}^{0}=0 ; G_{A}^{1}=-p_{A}^{0}-\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right], \\
p_{A}^{1}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left(\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right)=0 . \tag{3.35}
\end{array}
$$

Note that from equations (3.33) we obtain the condition of semispray of type 2 for $X$. Furthermore, equations 3.35 are algebraic relations between the coordinates in $\mathcal{W}$ stating that the vector field $X$ is defined along the submanifold $\mathcal{W}_{c}$, as it is stated in Proposition 3.1. Thus, the vector field $X$ is given locally by

$$
\begin{equation*}
X=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+F_{2}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}} \tag{3.36}
\end{equation*}
$$

where the functions $G_{A}^{1}$ are determined by (3.34. As we want to recover the Lagrangian solutions from the vector field $X$, we must require $X$ to be a semispray of type 1 . This condition reduces the set of vector fields $X \in \mathfrak{X}(\mathcal{W})$ given by 3.36 to the following ones

$$
\begin{equation*}
X=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}} . \tag{3.37}
\end{equation*}
$$

Notice that the functions $F_{3}^{A}$ are not determined until the tangency of the vector field $X$ along $\mathcal{W}_{c}$ is required. Since this example has a Lagrangian function far more complicated than the example analyzed in the previous Section, in this case we study directly the tangency of the vector field along the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$. Hence, we need to compute the coordinate expression of the LegendreOstrogradsky map. From the results in Section 2.3.2, the Legendre-Ostrogradsky map is the bundle morphism $\mathcal{F} \mathcal{L}: \mathrm{T}^{3} Q \rightarrow \mathrm{~T}^{*}(\mathrm{~T} Q)$ over $\mathrm{T} Q$ locally given by

$$
\begin{aligned}
\mathcal{F} \mathcal{L}^{*}\left(p_{A}^{0}\right)= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{2}^{i}\right)^{2} g+\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{i} q_{3}^{i}\right)\right) q_{1}^{A}\right] \\
& +\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(\left(q_{1}^{i}\right)^{2}\right)^{2}\left(q_{2}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i} q_{2}^{i}\right) g\right) q_{2}^{A}-\left(q_{1}^{i}\right)^{2} g q_{3}^{A}\right] \\
\mathcal{F} \mathcal{L}^{*}\left(p_{A}^{1}\right)= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left[\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right]
\end{aligned}
$$

From this coordinate expression we can check that the second-order Lagrangian function of this system is, in fact, almost-regular. Thus, from the expression in local coordinates of the map $\mathcal{F} \mathcal{L}$, we obtain the (primary) constraints that define the closed submanifold $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L})$, which are

$$
\begin{equation*}
\phi_{1}^{(0)} \equiv p_{i}^{1} q_{1}^{i}=0 \quad ; \quad \phi_{2}^{(0)} \equiv\left(p_{i}^{1}\right)^{2}-\frac{\alpha^{2}}{\left(q_{1}^{i}\right)^{2}}=0 \tag{3.38}
\end{equation*}
$$

Let $\mathcal{F} \mathcal{L}_{o}: \mathrm{T}^{3} Q \rightarrow \mathcal{P}$. Then, the submanifold $\mathcal{W}_{o}=\operatorname{graph}\left(\mathcal{F} \mathcal{L}_{o}\right)$ is defined by

$$
\mathcal{W}_{o}=\left\{w \in \mathcal{W} \mid \xi_{0}^{A}(w)=\xi_{1}^{A}(w)=\phi_{1}^{(0)}(w)=\phi_{2}^{(0)}(w)=0,1 \leqslant A \leqslant n\right\}
$$

where $\xi_{r}^{A} \equiv p_{A}^{r}-\mathcal{F} \mathcal{L}^{*} p_{A}^{r}$. Notice that $\mathcal{W}_{o}$ is a submanifold of $\mathcal{W}_{\mathcal{L}}$, and that $\mathcal{W}_{o}$ is the real phase space of the system, where the dynamics take place.

Next we compute the tangency condition for $X \in \mathfrak{X}(\mathcal{W})$ given locally by 3.37) on the submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, by checking if the following identities hold

$$
\begin{gather*}
\left.\mathrm{L}(X) \xi_{0}^{A}\right|_{\mathcal{W}_{o}}=0 \quad ;\left.\quad \mathrm{L}(X) \xi_{1}^{A}\right|_{\mathcal{W}_{o}}=0  \tag{3.39}\\
\left.\mathrm{~L}(X) \phi_{1}^{(0)}\right|_{\mathcal{W}_{o}}=0 \quad ;\left.\quad \mathrm{L}(X) \phi_{2}^{(0)}\right|_{\mathcal{W}_{o}}=0 \tag{3.40}
\end{gather*}
$$

As we have seen in Section 3.2, equations (3.39) give the Lagrangian equations for the vector field $X$. However, equations (3.40) do not hold since

$$
\mathrm{L}(X) \phi_{1}^{(0)}=\mathrm{L}(X)\left(p_{i}^{1} q_{1}^{i}\right)=-p_{i}^{0} q_{1}^{i} \quad ; \quad \mathrm{L}(X) \phi_{2}^{(0)}=\mathrm{L}(X)\left(\left(p_{i}^{1}\right)^{2}-\alpha^{2} /\left(q_{1}^{i}\right)^{2}\right)=-2 p_{i}^{0} q_{i}^{1}
$$

and hence we obtain two first-generation secondary constraints

$$
\begin{equation*}
\phi_{1}^{(1)} \equiv p_{i}^{0} q_{1}^{i}=0 \quad ; \quad \phi_{2}^{(1)} \equiv p_{i}^{0} p_{i}^{1}=0 \tag{3.41}
\end{equation*}
$$

that define a new submanifold $\mathcal{W}_{1} \hookrightarrow \mathcal{W}_{o}$. Now, checking the tangency of the vector field $X$ along this new submanifold, we obtain

$$
\mathrm{L}(X) \phi_{1}^{(1)}=\mathrm{L}(X)\left(p_{i}^{0} q_{1}^{i}\right)=0 \quad ; \quad \mathrm{L}(X) \phi_{2}^{(1)}=\mathrm{L}(X)\left(p_{i}^{0} p_{i}^{1}\right)=-\left(p_{i}^{0}\right)^{2}
$$

and a second-generation secondary constraint appears

$$
\begin{equation*}
\phi^{(2)} \equiv\left(p_{i}^{0}\right)^{2}=0, \tag{3.42}
\end{equation*}
$$

which defines a new submanifold $\mathcal{W}_{2} \hookrightarrow \mathcal{W}_{1}$. Finally, the tangency of the vector field $X$ along this submanifold gives no new constraints, since

$$
\mathrm{L}(X) \phi^{(2)}=\mathrm{L}(X)\left(\left(p_{i}^{0}\right)^{2}\right)=0 .
$$

So we have two primary constraints (3.38), two first-generation secondary constraints (3.41), and a single second-generation secondary constraint (3.42). Notice that these five constraints depend only on $q_{1}^{A}, p_{A}^{0}$ and $p_{A}^{1}$, and so they are $\rho_{2}$-projectable. Thus, we have the following diagram

where

$$
\begin{gathered}
\mathcal{P}_{1}=\left\{p \in \mathcal{P} \mid \phi_{1}^{(1)}(p)=\phi_{2}^{(1)}(p)=0\right\}=\rho_{\mathcal{P}}\left(\mathcal{W}_{1}\right) \quad ; \quad \mathcal{P}_{2}=\left\{p \in \mathcal{P}_{1} \mid \phi^{(2)}(p)=0\right\}=\rho_{\mathcal{P}}\left(\mathcal{W}_{2}\right) \\
S_{1}=\mathcal{F} \mathcal{L}_{o}^{-1}\left(\mathcal{P}_{1}\right)=\rho_{1}\left(\mathcal{W}_{1}\right) \quad ; \quad S_{2}=\mathcal{F} \mathcal{L}_{o}^{-1}\left(\mathcal{P}_{2}\right)=\rho_{1}\left(\mathcal{W}_{2}\right)
\end{gathered}
$$

Focusing only on the Legendre-Ostrogradsky map, and ignoring the unified part of the diagram, we have


Notice that we still have to check (3.39). As we have seen in Section 3.2. we obtain the following system of equations

$$
\begin{array}{r}
\left(F_{3}^{B}-d_{T}\left(q_{3}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}}-d_{T}\left(\frac{\partial \mathcal{L}}{\partial q_{1}^{A}}\right)+d_{T}^{2}\left(\frac{\partial \mathcal{L}}{\partial q_{2}^{A}}\right)+\left(F_{2}^{B}-q_{3}^{B}\right) d_{T}\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}\right)=0, \\
\left(F_{2}^{B}-q_{3}^{B}\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}=0 . \tag{3.44}
\end{array}
$$

As we have already required the vector field $X$ to be a semispray of type 1 , equations 3.44 are satisfied identically and equations 3.43 become

$$
\begin{equation*}
\left(F_{3}^{B}-d_{T}\left(q_{3}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}}-d_{T}\left(\frac{\partial \mathcal{L}}{\partial q_{1}^{A}}\right)+d_{T}^{2}\left(\frac{\partial \mathcal{L}}{\partial q_{2}^{A}}\right)=0 . \tag{3.45}
\end{equation*}
$$

A long calculation shows that this equation is compatible and so no new constraints arise. Thus, we have no Lagrangian constraints appearing from the semispray condition. If some constraint had appeared, it would not be $\mathcal{F} \mathcal{L}_{o}$-projectable.

Thus, the vector fields $X \in \mathfrak{X}(\mathcal{W})$ given locally by (3.37) which are solutions to the equation

$$
\left.[i(X) \Omega-\mathrm{d} H]\right|_{\mathcal{W}_{2}}=0
$$

are tangent to the submanifold $j_{2}: \mathcal{W}_{2} \hookrightarrow \mathcal{W}_{\mathcal{L}}$. Therefore, taking the vector fields $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{2}\right)$ such that $\mathrm{T} j_{2} \circ X_{o}=X \circ j_{2}$, the form $\Omega_{o}=\left(j_{\mathcal{L}} \circ j_{2}\right)^{*} \Omega$, and the canonical Hamiltonian function $H_{o}=\left(j_{\mathcal{L}} \circ j_{2}\right)^{*} H$, the above equation leads to

$$
i\left(X_{o}\right) \Omega_{o}-\mathrm{d} H_{o}=0
$$

but a simple calculation in local coordinates shows that $H_{o}=0$, and thus the last equation becomes simply $i\left(X_{o}\right) \Omega_{o}=0$.

One can easily check that, if the semispray condition is not required at the beginning and we perform all this procedure with the vector field given by (3.36), the final result is the same. This means that, in this case, the semispray condition does not give any additional constraint.

As final results, we recover the Lagrangian and Hamiltonian vector fields from the vector field $X \in$ $\mathfrak{X}(\mathcal{W})$. For the Lagrangian vector field, by using Lemma 3.7 and Theorem 3.8 we obtain a semispray of type $2, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{3} Q\right)$, tangent to $S_{2}$. Thus, requiring the condition of semispray of type 1 to be satisfied (perhaps on another submanifold $S_{2}^{h} \hookrightarrow S_{2}$ ), the local expression for the vector field $X_{\mathcal{L}}$ is

$$
X_{\mathcal{L}}=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}
$$

where the functions $F_{3}^{A}$ are determined by 3.45. For the Hamiltonian vector fields, recall that $\mathcal{L}$ is an almost-regular Lagrangian function. Thus, we know that there are Euler-Lagrange vector fields which are $\mathcal{F} \mathcal{L}_{o}$-projectable on $\mathcal{P}_{2}$, tangent to $\mathcal{P}_{2}$ and solutions to the Hamilton equation.

## Chapter 4

## Geometric Hamilton-Jacobi theory for higher-order autonomous systems

In this Chapter we give the geometric description of the Hamilton-Jacobi problem for higher-order autonomous dynamical systems. That is, we generalize the results in Section 2.2 to the higher-order setting described in Section 2.3. In addition, using the results in Chapter 3, we also state the problem in the Lagrangian-Hamiltonian unified formalism.

The structure of the Chapter is the following. In Sections 4.1, 4.2 and 4.3 we introduce the geometric formulation of the Hamilton-Jacobi problem in the Lagrangian, Hamiltonian and unified formalisms, respectively. In particular, following the patterns in [23], we first introduce the generalized version of the Hamilton-Jacobi problem. Then, the standard Hamilton-Jacobi problem is stated adding an isotropy condition to the generalized problem. Finally, the concept of complete solutions is defined in these settings. Relations between these three formulations in terms of the Legendre-Ostrogradsky map and the natural projections in the unified formalism are also analyzed. Finally, in Section 4.4 two physical models are analyzed using this formulation: the end of a thrown javelin and the shape of a homogeneous deformed elastic cylindrical beam with fixed ends.

Throughout this Chapter we consider a $k$ th-order autonomous Lagrangian dynamical system with $n$ degrees of freedom. Let $Q$ be a $n$-dimensional smooth manifold modeling the configuration space of this system, and $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ a $k$ th-order Lagrangian function describing the dynamics of the system. In addition, we assume that the Lagrangian function is regular (see Definition 2.21. Finally, to avoid confusion, points in the higher-order tangent bundles of $Q$ are denoted by $\bar{y}$.

### 4.1 The Lagrangian formalism

Recall that, in the Lagrangian formalism for a $k$ th-order dynamical system, from the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ and using the canonical structures of the $k$ th-order tangent bundle of $Q$, we construct the $k$ th-order Poincaré-Cartan forms $\theta_{\mathcal{L}} \in \Omega^{1}\left(\mathrm{~T}^{2 k-1} Q\right)$ and $\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{2 k-1} Q\right)$, as well as the $k$ th-order Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$. Then, using these geometric objects, we can state the geometric equation, which is the search for a semispray of type $1, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$, satisfying equation (2.34), that is,

$$
i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}
$$

Since the Lagrangian function is regular, the $k$ th-order Poincaré-Cartan 2 -form $\omega_{\mathcal{L}}$ is symplectic, and then the above equation has a unique solution $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ which is a semispray of type 1 in $\mathrm{T}^{2 k-1} Q$ without further assumption. See Section 2.3 .1 and references therein for a detailed description of the Lagrangian formalism for higher-order dynamical systems.

### 4.1.1 The generalized Lagrangian Hamilton-Jacobi problem

Following [1] and [23, and the results in Section 2.2.1, we first state a general version of the HamiltonJacobi problem in the Lagrangian setting, which is the so-called generalized Lagrangian Hamilton-Jacobi problem. As we have seen in Section 2.2.1, in the first-order setting this problem consists in finding vector fields $X \in \mathfrak{X}(Q)$ such that the lifting of every integral curve of $X$ to $\mathrm{T} Q$ by $X$ itself is an integral curve of the Lagrangian vector field $X_{\mathcal{L}}$. For higher-order systems we can state an analogous problem.
Definition 4.1. The generalized $k$ th-order Lagrangian Hamilton-Jacobi problem consists in finding a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and a vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ such that, if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, then $s \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{2 k-1} Q$ is an integral curve of $X_{\mathcal{L}}$; that is,

$$
\begin{equation*}
X \circ \gamma=\dot{\gamma} \Longrightarrow X_{\mathcal{L}} \circ(s \circ \gamma)=\dot{s \circ \gamma} \tag{4.1}
\end{equation*}
$$

Remark. Observe that, since $X_{\mathcal{L}}$ is a semispray of type 1, then every integral curve of $X_{\mathcal{L}}$ is the canonical lifting of a curve in $Q$ to $\mathrm{T}^{2 k-1} Q$. In particular, this holds for the curve $s \circ \gamma$, that is, there exists a curve $\phi: \mathbb{R} \rightarrow Q$ such that

$$
j_{0}^{2 k-1} \phi=s \circ \gamma
$$

Then, composing both sides of the equality with $\rho_{k-1}^{2 k-1}$ and bearing in mind that $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$, we obtain

$$
\gamma=j_{0}^{k-1} \phi
$$

that is, the curve $\gamma$ is the $(k-1)$-jet lifting of a curve in $Q$. This enables us to restate the problem as follows: The generalized $k$ th-order Lagrangian Hamilton-Jacobi problem consists in finding a vector field $X_{o} \in \mathfrak{X}(Q)$ such that, if $\phi: \mathbb{R} \rightarrow Q$ is an integral curve of $X_{o}$, then $j_{0}^{2 k-1} \phi: \mathbb{R} \rightarrow \mathrm{T}^{2 k-1} Q$ is an integral curve of $X_{\mathcal{L}}$; that is,

$$
X_{o} \circ \phi=\dot{\phi} \Longrightarrow X_{\mathcal{L}} \circ\left(j_{0}^{2 k-1} \phi\right)=\overline{j_{0}^{2 k-1} \phi}
$$

Nevertheless, we will stick to the previous statement (Definition 4.1) in order to give several different characterizations of the problem.

It is clear from Definition 4.1 that the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ cannot be chosen independently from the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$. In fact, we have the following result.

Proposition 4.1. The pair $(s, X) \in \Gamma\left(\rho_{k-1}^{2 k-1}\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ satisfies the condition 4.1) if, and only if, $X$ and $X_{\mathcal{L}}$ are $s$-related; that is, $X_{\mathcal{L}} \circ s=\mathrm{T} s \circ X$.

Proof. The proof of this result follows the patterns of the proof of Proposition 5 in 23]. In particular, if $(s, X)$ satisfies the condition (4.1), then for every integral curve $\gamma$ of $X$, we have

$$
X_{\mathcal{L}} \circ(s \circ \gamma)=\bar{s} \circ \bar{\gamma}=\mathrm{T} s \circ \dot{\gamma}=\mathrm{T} s \circ X \circ \gamma,
$$

but, since $X$ has integral curves through every point $\bar{y} \in \mathrm{~T}^{k-1} Q$, this is equivalent to $X_{\mathcal{L}} \circ s=\mathrm{T} s \circ X$.
Conversely, if $X_{\mathcal{L}}$ and $X$ are $s$-related and $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, we have

$$
X_{\mathcal{L}} \circ s \circ \gamma=\mathrm{T} s \circ X \circ \gamma=\mathrm{T} s \circ \dot{\gamma}=\overline{s \circ \gamma} .
$$

Hence, the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is related with the Lagrangian vector field $X_{\mathcal{L}}$ and with the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$. As a consequence of Proposition 4.1, we have the following result.

Corollary 4.2. If the pair $(s, X)$ satisfies condition 4.1, then $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$.
Proof. If $(s, X)$ satisfies the condition (4.1), then from Proposition 4.1 we know that $X$ and $X_{\mathcal{L}}$ are $s$-related, that is, we have $\mathrm{T} s \circ X=X_{\mathcal{L}} \circ s$. Then, composing both sides of the equality with $\mathrm{T} \rho_{k-1}^{2 k-1}$ and bearing in mind that $\rho_{k-1}^{2 k-1} \circ s=\mathrm{Id}_{\mathrm{T}^{k-1} Q}$, we obtain $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$.

Thus, the vector field $X$ is completely determined by the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$, and it is called the vector field associated to $s$. The following diagram illustrates the situation


Since the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is completely determined by the section $s$, the search of a pair $(s, X) \in \Gamma\left(\rho_{k-1}^{2 k-1}\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ satisfying condition 4.1) is equivalent to the search of a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ such that the pair $\left(s, \mathrm{~T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s\right)$ satisfies the same condition. Thus, we can give the following definition.

Definition 4.2. $A$ solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem is a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ such that, if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$, then $s \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{2 k-1} Q$ is an integral curve of $X_{\mathcal{L}}$, that is,

$$
\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s \circ \gamma=\dot{\gamma} \Longrightarrow X_{\mathcal{L}} \circ(s \circ \gamma)=\overline{s \circ \gamma}
$$

Finally, we have the following result, which gives some equivalent conditions for a section to be a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem. This Proposition is the analogous to Theorem 2.16 in the higher-order setting.
Proposition 4.3. The following assertions on a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ are equivalent.

1. The section $s$ is a solution to the generalized kth-order Lagrangian Hamilton-Jacobi problem.
2. The submanifold $\operatorname{Im}(s) \hookrightarrow \mathrm{T}^{2 k-1} Q$ is invariant by the Euler-Lagrange vector field $X_{\mathcal{L}}$ (that is, $X_{\mathcal{L}}$ is tangent to the submanifold $\left.s\left(\mathrm{~T}^{k-1} Q\right) \hookrightarrow \mathrm{T}^{2 k-1} Q\right)$.
3. The section $s$ satisfies the equation

$$
i(X)\left(s^{*} \omega_{\mathcal{L}}\right)=\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right),
$$

where $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is the vector field associated to $s$.
Proof. This proof follows the same patterns as the proof of Proposition 2 and Theorem 1 in [23].
$(1 \Longleftrightarrow 2)$ Let $s$ be a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem. Then by Proposition 4.1 the Lagrangian vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ is $s$-related to the vector field $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ associated to $s$, and thus for every $\bar{y} \in \mathrm{~T}^{k-1} Q$ we have

$$
X_{\mathcal{L}}(s(\bar{y}))=\left(X_{\mathcal{L}} \circ s\right)(\bar{y})=(\mathrm{T} s \circ X)(\bar{y})=\mathrm{T} s(X(\bar{y}))
$$

Hence, $X_{\mathcal{L}}(s(\bar{y}))=\mathrm{T} s(X(\bar{y}))$ and therefore $X_{\mathcal{L}}$ is tangent to the submanifold $\operatorname{Im}(s) \hookrightarrow \mathrm{T}^{2 k-1} Q$.
Conversely, if the submanifold $\operatorname{Im}(s)$ is invariant under the flow of $X_{\mathcal{L}}$, then $X_{\mathcal{L}}(s(\bar{y})) \in \mathrm{T}_{s(\bar{y})} \operatorname{Im}(s)$, for every $\bar{y} \in \mathrm{~T}^{k-1} Q$; that is, there exists an element $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$ such that $X_{\mathcal{L}}(s(\bar{y}))=\mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)$. If we define $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ as the vector field that satisfies $\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right)=X_{\mathcal{L}}(s(\bar{y}))$, then $X$ is a vector field in $\mathrm{T}^{k-1} Q$, since $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$, and it is $s$-related with $X_{\mathcal{L}}$. Therefore, by Proposition 4.1. $s$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem.
$(1 \Longleftrightarrow 3)$ Let $s$ be a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem. Taking the pull-back of the Lagrangian dynamical equation 2.34 by the section $s$ we have

$$
s^{*} i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}=s^{*}\left(\mathrm{~d} E_{\mathcal{L}}\right)=\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)
$$

but since $X$ and $X_{\mathcal{L}}$ are $s$-related by Proposition 4.1. we have that $s^{*} i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}=i(X) s^{*} \omega_{\mathcal{L}}$, and hence we obtain

$$
i(X) s^{*} \omega_{\mathcal{L}}=\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)
$$

Conversely, consider the following vector field defined along the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$

$$
D_{\mathcal{L}}=X_{\mathcal{L}} \circ s-\mathrm{T} s \circ X: \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}\left(\mathrm{~T}^{2 k-1} Q\right)
$$

We want to prove that $D_{\mathcal{L}}=0$, or equivalently, as $\omega_{\mathcal{L}}$ is nondegenerate, $\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(D_{\mathcal{L}}(\bar{y}), Z_{s(\bar{y})}\right)=0$ for every tangent vector $Z_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} \mathrm{T}^{2 k-1} Q$. Taking the pull-back of the Lagrangian dynamical equation 2.34, and using the hypothesis, we have

$$
s^{*}\left(i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}\right)=s^{*}\left(\mathrm{~d} E_{\mathcal{L}}\right)=\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=i(X)\left(s^{*} \omega_{\mathcal{L}}\right)
$$

and then the form $s^{*}\left(i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}\right)-i(X)\left(s^{*} \omega_{\mathcal{L}}\right) \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ vanishes. Therefore, for every $\bar{y} \in$ $\mathrm{T}^{k-1} Q$ and $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$, we have

$$
\begin{aligned}
0 & =\left(s^{*} i\left(X_{\mathcal{L}}\right) \omega_{\mathcal{L}}-i(X) s^{*} \omega_{\mathcal{L}}\right)_{\bar{y}}\left(u_{\bar{y}}\right) \\
& =\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(X_{\mathcal{L}}(s(\bar{y})), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right)-\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right) \\
& =\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(X_{\mathcal{L}}(s(\bar{y}))-\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right) \\
& =\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(D_{\mathcal{L}}(\bar{y}), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right) .
\end{aligned}
$$

Therefore, $\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(D_{\mathcal{L}}(\bar{y}), A_{s(\bar{y})}\right)=0$, for every $A_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} \operatorname{Im}(s)$. Now recall that every section defines a canonical splitting of the tangent space of $\mathrm{T}^{2 k-1} Q$ at every point given by

$$
\mathrm{T}_{s(\bar{y})} \mathrm{T}^{2 k-1} Q=\mathrm{T}_{s(\bar{y})} \operatorname{Im}(s) \oplus V_{s(\bar{y})}\left(\rho_{k-1}^{2 k-1}\right)
$$

Thus, we only need to prove that $\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(D_{\mathcal{L}}(\bar{y}), B_{s(\bar{y})}\right)=0$, for every vertical tangent vector $B_{s(\bar{y})} \in V_{s(\bar{y})}\left(\rho_{k-1}^{2 k-1}\right)$. Equivalently, as $\omega_{\mathcal{L}}$ is annihilated by the contraction of two $\rho_{k-1}^{2 k-1}$-vertical vectors, it suffices to prove that $D_{\mathcal{L}}$ is vertical with respect to that submersion. Indeed,

$$
\begin{aligned}
\mathrm{T} \rho_{k-1}^{2 k-1} \circ D_{\mathcal{L}} & =\mathrm{T} \rho_{k-1}^{2 k-1} \circ\left(X_{\mathcal{L}} \circ s-\mathrm{T} s \circ X\right) \\
& =\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s-\mathrm{T} \rho_{k-1}^{2 k-1} \circ \mathrm{~T} s \circ X \\
& =\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s-\mathrm{T}\left(\rho_{k-1}^{2 k-1} \circ s\right) \circ X \\
& =\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s-X=0
\end{aligned}
$$

Therefore $\left(\omega_{\mathcal{L}}\right)_{s(\bar{y})}\left(D_{\mathcal{L}}(\bar{y}), Z_{s(\bar{y})}\right)=0$, for every $Z_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} \mathrm{T}^{2 k-1} Q$, and as $\omega_{\mathcal{L}}$ is nondegenerate, we have that $X_{\mathcal{L}}$ and $X$ are $s$-related, and, by Proposition 4.1, $s$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem.

Observe that if $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem then, taking into account Corollary 4.2, we can conclude that the integral curves of the Lagrangian vector field $X_{\mathcal{L}}$ contained in $\operatorname{Im}(s)$ project to $\mathrm{T}^{k-1} Q$ by $\rho_{k-1}^{2 k-1}$ to integral curves of $\mathrm{T}_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$. The converse, however, is not true unless we make further assumptions.

Remark. Notice that, except for the third item in Proposition 4.3, all the results stated in this Section hold for every vector field $Z \in \mathfrak{X}\left(\mathrm{~T}^{2 k-1} Q\right)$, not only for the Lagrangian vector field $X_{\mathcal{L}}$. Indeed, the assumption for $X_{\mathcal{L}}$ being the Lagrangian vector field solution to the equation $(2.34)$ is only needed to prove that the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and its associated vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ satisfy some kind of dynamical equation in $\mathrm{T}^{k-1} Q$.

Let us compute in coordinates the condition for a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ to be a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem. Let $\left(q_{0}^{A}\right)$ be local coordinates in $Q$, and $\left(q_{0}^{A}, \ldots, q_{2 k-1}^{A}\right)$ the induced natural coordinates in $\mathrm{T}^{2 k-1} Q$. Then, local coordinates in $\mathrm{T}^{2 k-1} Q$ adapted to the $\rho_{k-1}^{2 k-1}$-bundle structure are $\left(q_{i}^{A} ; q_{j}^{A}\right)$, with $0 \leqslant i \leqslant k-1$ and $k \leqslant j \leqslant 2 k-1$. Hence, a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ is given locally by $s\left(q_{i}^{A}\right)=\left(q_{i}^{A}, s_{j}^{A}\right)$, where $s_{j}^{A}$ are local smooth functions in $\mathrm{T}^{k-1} Q$.

From Proposition 4.3 we know that $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem if, and only if, the Euler-Lagrange vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ is tangent to the submanifold $\operatorname{Im}(s) \hookrightarrow \mathrm{T}^{2 k-1} Q$. As $\operatorname{Im}(s)$ is locally defined by the constraints $q_{j}^{A}-s_{j}^{A}=0$, we must require $\mathrm{L}\left(X_{\mathcal{L}}\right)\left(q_{j}^{A}-s_{j}^{A}\right) \equiv X_{\mathcal{L}}\left(q_{j}^{A}-s_{j}^{A}\right)=0($ on $\operatorname{Im}(s))$, for $k \leqslant j \leqslant 2 k-1,1 \leqslant A \leqslant n$. From the results in Section 2.3.1, we know that the Euler-Lagrange vector field $X_{\mathcal{L}}$ has the following local expression

$$
X_{\mathcal{L}}=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+\ldots+q_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-2}^{A}}+F^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}
$$

where $F^{A}$ are the functions solution to equations 2.37 , that is, to the following system of $n$ equations

$$
(-1)^{k}\left(F^{B}-d_{T}\left(q_{2 k-1}^{B}\right)\right) \frac{\partial^{2} \mathcal{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{l=0}^{k}(-1)^{l} d_{T}^{l}\left(\frac{\partial \mathcal{L}}{\partial q_{l}^{A}}\right)=0 .
$$

Hence, the condition $\left.X_{\mathcal{L}}\left(q_{j}^{A}-s_{j}^{A}\right)\right|_{\operatorname{Im}(s)}=0$ gives the following equations

$$
\begin{equation*}
s_{j+1}^{A}-\sum_{i=0}^{k-2} q_{i+1}^{B} \frac{\partial s_{j}^{A}}{\partial q_{i}^{B}}-s_{k}^{B} \frac{\partial s_{j}^{A}}{\partial q_{k-1}^{B}}=0 \quad ;\left.\quad F^{A}\right|_{\operatorname{Im}(s)}-\sum_{i=0}^{k-2} q_{i+1}^{B} \frac{\partial s_{2 k-1}^{A}}{\partial q_{i}^{B}}-s_{k}^{B} \frac{\partial s_{j}^{A}}{\partial q_{k-1}^{B}}=0 \tag{4.2}
\end{equation*}
$$

This is a system of $k n$ partial differential equations with $k n$ unknown functions $s_{j}^{A}$. Thus, a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem must satisfy the local equations 4.2).

### 4.1.2 The Lagrangian Hamilton-Jacobi problem

In general, to solve the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem can be a difficult task, since it amounts to find $k n$-codimensional submanifolds of $\mathrm{T}^{2 k-1} Q$ invariant by the Euler-Lagrange vector field $X_{\mathcal{L}}$, or, equivalently, solutions to a large system of partial differential equations with many unknown functions. Therefore, in order to simplify the problem, it is convenient to impose some additional conditions to the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$, thus considering a less general problem.
Definition 4.3. The $k$ th-order Lagrangian Hamilton-Jacobi problem consists in the search of solutions $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ to the generalized kth-order Lagrangian Hamilton-Jacobi problem satisfying $s^{*} \omega_{\mathcal{L}}=0$. Such $a$ section is called $a$ solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem.

With the new assumption in Definition 4.3 a straightforward consequence of Proposition 4.3 is the following result.
Proposition 4.4. The following conditions on a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ satisfying $s^{*} \omega_{\mathcal{L}}=0$ are equivalent.

1. The section $s$ is a solution to the kth-order Lagrangian Hamilton-Jacobi problem.
2. $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$.
3. $\operatorname{Im}(s)$ is a Lagrangian submanifold of $\mathrm{T}^{2 k-1} Q$ invariant by $X_{\mathcal{L}}$.
4. The integral curves of $X_{\mathcal{L}}$ with initial conditions in $\operatorname{Im}(s)$ project onto the integral curves of the vector field $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$.

Let us compute in coordinates the equations for a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ to be a solution to the $k$ thorder Lagrangian Hamilton-Jacobi equation. From Proposition 4.4 we know that this is equivalent to $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$, which in turn is equivalent to $s^{*}\left(\mathrm{~d} E_{\mathcal{L}}\right)=0$, since the pull-back and the exterior derivative commute. Then, since $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{2 k-1} Q\right)$, its exterior derivative is given by

$$
\mathrm{d} E_{\mathcal{L}}=\frac{\partial E_{\mathcal{L}}}{\partial q_{i}^{A}} \mathrm{~d} q_{i}^{A}+\frac{\partial E_{\mathcal{L}}}{\partial q_{j}^{A}} \mathrm{~d} q_{j}^{A}, \quad 0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1
$$

Then, taking the pull-back of this 1-form by the section $s\left(q_{i}^{A}\right)=\left(q_{i}^{A}, s_{j}^{A}\right)$, we obtain

$$
s^{*}\left(\mathrm{~d} E_{\mathcal{L}}\right)=\left(\frac{\partial E_{\mathcal{L}}}{\partial q_{i}^{A}}+\frac{\partial E_{\mathcal{L}}}{\partial q_{j}^{B}} \frac{\partial s_{j}^{B}}{\partial q_{i}^{A}}\right) \mathrm{d} q_{i}^{A} .
$$

Hence, the condition $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$ in Proposition 4.4 is locally equivalent to the following $k n$ partial differential equations (on $\operatorname{Im}(s)$ )

$$
\begin{equation*}
\frac{\partial E_{\mathcal{L}}}{\partial q_{i}^{A}}+\frac{\partial E_{\mathcal{L}}}{\partial q_{j}^{B}} \frac{\partial s_{j}^{B}}{\partial q_{i}^{A}}=0 \tag{4.3}
\end{equation*}
$$

Therefore, a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ given locally by $s\left(q_{i}^{A}\right)=\left(q_{i}^{A}, s_{j}^{A}\left(q_{i}^{A}\right)\right)$ is a solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem if, and only if, the local functions $s_{j}^{A}$ satisfy the system of $2 k n$ partial differential equations given by (4.2) and (4.3). Note that these $2 k n$ partial differential equations may not be $C^{\infty}(U)$-linearly independent.

In addition to the local equations for the section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$, we can state the equations for the characteristic Hamilton-Jacobi function. These equations are a generalization to higher-order systems of the classical Lagrangian Hamilon-Jacobi equations 2.26).

Since $\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}}$, it is clear that $s^{*} \omega_{\mathcal{L}}=0$ if, and only if, $s^{*}\left(\mathrm{~d} \theta_{\mathcal{L}}\right)=\mathrm{d}\left(s^{*} \theta_{\mathcal{L}}\right)=0$; that is, the form $s^{*} \theta_{\mathcal{L}} \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is closed. Then, using Poincaré's Lemma, $s^{*} \theta_{\mathcal{L}}$ is locally exact, and thus there exists $W \in C^{\infty}(U)$, with $U \subseteq \mathrm{~T}^{k-1} Q$ an open set, such that $\left.s^{*} \theta_{\mathcal{L}}\right|_{U}=\mathrm{d} W$. In coordinates, bearing in mind the coordinate expression 2.32 of the Poincaré-Cartan 1-form, the form $s^{*} \theta_{\mathcal{L}}$ is given locally by

$$
s^{*} \theta_{\mathcal{L}}=\left.\sum_{i=0}^{k-1} \sum_{l=0}^{k-i-1}(-1)^{l} d_{T}^{l}\left(\frac{\partial \mathcal{L}}{\partial q_{i+1+l}^{A}}\right)\right|_{\operatorname{Im}(s)} \mathrm{d} q_{i}^{A}
$$

since $\theta_{\mathcal{L}}$ is $\rho_{k-1}^{2 k-1}$-semibasic in $\mathrm{T}^{2 k-1} Q$. Hence, from the identity $s^{*} \theta_{\mathcal{L}}=\mathrm{d} W$ we obtain

$$
\begin{equation*}
\frac{\partial W}{\partial q_{i}^{A}}=\left.\sum_{l=0}^{k-i-1}(-1)^{l} d_{T}^{l}\left(\frac{\partial \mathcal{L}}{\partial q_{i+1+l}^{A}}\right)\right|_{\operatorname{Im}(s)} \tag{4.4}
\end{equation*}
$$

which is a system of $k n$ partial differential equations for $W$ that clearly generalizes equations (2.26).

### 4.1.3 Complete solutions

In the above Sections we have stated the $k$ th-order Hamilton-Jacobi problem in the Lagrangian formalism, and a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ solution to this problem gives a particular solution to the dynamical equation (2.34). Nevertheless, this is not a complete solution to the system, since only the integral curves of $X_{\mathcal{L}}$ with initial conditions in $\operatorname{Im}(s)$ can be recovered from the solution to the Hamilton-Jacobi problem. Hence, in order to obtain a complete solution to the problem, we need to foliate the phase space $\mathrm{T}^{2 k-1} Q$ in such a way that every leaf is the image set of a section solution to the $k$ th-order Lagrangian HamiltonJacobi problem. The precise definition is the following.
Definition 4.4. A complete solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem is a local diffeomorphism $\Phi: U \times \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}^{2 k-1} Q$, with $U \subseteq \mathbb{R}^{k n}$ an open set, such that for every $\lambda \in U$, the map $s_{\lambda}(\bullet) \equiv \Phi(\lambda, \bullet): \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}^{2 k-1} Q$ is a solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem.

Remark. Usually, it is the set of maps $\left\{s_{\lambda} \mid \lambda \in U\right\}$ which is called a complete solution of the $k$ th-order Lagrangian Hamilton-Jacobi problem, instead of the map $\Phi$. Both definitions are clearly equivalent. $\diamond$

It follows from this last definition that a complete solution provides $\mathrm{T}^{2 k-1} Q$ with a foliation transverse to the fibers, and that every leaf of this foliation has dimension $k n$ and is invariant by the Euler-Lagrange vector field $X_{\mathcal{L}}$.

Let $\Phi$ be a complete solution, and we consider the family of vector fields

$$
\left\{X_{\lambda}=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s_{\lambda} \in \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right) \mid \lambda \in U \subseteq \mathbb{R}^{k n}\right\}
$$

where $s_{\lambda} \equiv \Phi(\lambda, \bullet)$. Then, the integral curves of $X_{\lambda}$, for different $\lambda \in U$, will provide all the integral curves of the Euler-Lagrange vector field $X_{\mathcal{L}}$. That is, if $\bar{y} \in \mathrm{~T}^{2 k-1} Q$, then there exists $\lambda_{o} \in U$ such that if $p_{o}=\rho_{k-1}^{2 k-1}(\bar{y})$, then $s_{\lambda_{o}}\left(p_{o}\right)=\bar{y}$, and the integral curve of $X_{\lambda_{o}}$ through $p_{o}$, lifted to $\mathrm{T}^{2 k-1} Q$ by $s_{\lambda_{o}}$, gives the integral curve of $X_{\mathcal{L}}$ through $\bar{y}$.

### 4.2 The Hamiltonian formalism

Recall that, in the Hamiltonian formalism for a $k$ th-order dynamical system, all the geometric structures are the canonical Liouville forms of the cotangent bundle $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, namely $\theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ and $\omega_{k-1}=-\mathrm{d} \theta_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$, and the dynamics of the system are given by a Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$. With these elements we can state the dynamical equation (2.46) for this Hamiltonian system, which is

$$
i\left(X_{h}\right) \omega_{k-1}=\mathrm{d} h
$$

Since $\omega_{k-1}$ is symplectic regardless of the Hamiltonian function provided, the above equation has always a unique solution $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right.$ ). In addition, since the Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular, the Legendre-Ostrogradsky map defined in 2.41 is a local diffeomorphism, and hence we have locally a one-to-one correspondence between the vector field solution to the Lagrangian dynamical equation and the vector field solution to the Hamiltonian dynamical equation.

Observe that, as the formalism is developed in the cotangent bundle of a manifold, $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, the statement of the Hamiltonian Hamilton-Jacobi problem for higher-order systems follows the same patterns as in the first-order case described in Section 2.2.2.

### 4.2.1 The generalized Hamiltonian Hamilton-Jacobi problem

As in Section 2.2.2 and the Lagrangian formalism stated in the previous Section, we first consider the generalized Hamilton-Jacobi problem in the Hamiltonian formalism. Recall that for first-order dynamical system, this problem consists in finding 1-forms $\alpha \in \Omega^{1}(Q)$ and vector fields $X \in \mathfrak{X}(Q)$ such that the lifting of every integral curve of $X$ to $\mathrm{T}^{*} Q$ by $\alpha$ is an integral curve of the Hamiltonian vector field. For higher-order systems, the statement of the problem is almost the same.

Definition 4.5. The generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem consists in finding a 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ and a vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ such that, if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, then $\alpha \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is an integral curve of $X_{h}$; that is,

$$
\begin{equation*}
X \circ \gamma=\dot{\gamma} \Longrightarrow X_{h} \circ(\alpha \circ \gamma)=\overline{\alpha \circ \gamma} \tag{4.5}
\end{equation*}
$$

As in the Lagrangian formalism, it is clear from Definition 4.5 that the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ and the 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ must be related. In particular, we have the following result.
Proposition 4.5. The pair $(\alpha, X) \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ safisfies the condition 4.5) if, and only if, $X$ and $X_{h}$ are $\alpha$-related, that is, $X_{h} \circ \alpha=\mathrm{T} \alpha \circ X$.

Proof. The proof of this result follows the same patterns that the proof of Proposition 4.1. In particular, if $(\alpha, X)$ satisfies the condition (4.5), then for every integral curve $\gamma$ of $X$, we have

$$
X_{h} \circ(\alpha \circ \gamma)=\overline{\alpha \circ \gamma}=\mathrm{T} \alpha \circ \dot{\gamma}=\mathrm{T} \alpha \circ X \circ \gamma,
$$

but, since $X$ has integral curves through every point $\bar{y} \in \mathrm{~T}^{k-1} Q$, this is equivalent to $X_{h} \circ \alpha=\mathrm{T} \alpha \circ X$.
Conversely, if $X_{h}$ and $X$ are $\alpha$-related and $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, we have

$$
X_{h} \circ \alpha \circ \gamma=\mathrm{T} \alpha \circ X \circ \gamma=\mathrm{T} \alpha \circ \dot{\gamma}=\overline{\alpha \circ \gamma}
$$

That is, the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is related to the Hamiltonian vector field $X_{h}$ and the 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$. Moreover, from Proposition 4.5, composing both sides of the $\alpha$-relation equality $X_{h} \circ \alpha=\mathrm{T} \alpha \circ X$ with $\mathrm{T} \pi_{\mathrm{T}^{k-1} Q}$, and bearing in mind that $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)=\Gamma\left(\pi_{\mathrm{T}^{k-1} Q}\right)$, we obtain the following result.

Corollary 4.6. If $(\alpha, X)$ satisfies condition 4.5), then $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$.
That is, the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is completely determined by the 1 -form $\alpha$, and it is called the vector field associated to $\alpha$. The following diagram illustrates the situation


Since the vector field $X$ is completely determined by the 1-form $\alpha$, the problem of finding a pair $(\alpha, X) \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ that satisfies the condition 4.5) is equivalent to the problem of finding a 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ satisfying the same condition with the associated vector field $\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$. Hence, we can give the following definition.

Definition 4.6. $A$ solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem for $X_{h}$ is a 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ such that if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$, then $\alpha \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is an integral curve of $X_{h}$; that is,

$$
\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha \circ \gamma=\dot{\gamma} \Longrightarrow X_{h} \circ(\alpha \circ \gamma)=\overline{\alpha \circ \gamma}
$$

Finally, we have the analogous result to Proposition 4.3 in the Hamiltonian formalism, and also analogous to Theorem 2.20 in the higher-order setting, that gives several equivalent conditions for a 1 -form $\alpha$ to be a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem.
Proposition 4.7. The following conditions on a 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ are equivalent.

1. The form $\alpha$ is a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem.
2. The submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is invariant under the flow of the Hamiltonian vector field $X_{h}$ (that is, $X_{h}$ is tangent to the submanifold $\operatorname{Im}(\alpha)$ ).
3. The form $\alpha$ satisfies the equation

$$
i(X) \mathrm{d} \alpha=-\mathrm{d}\left(\alpha^{*} h\right),
$$

where $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$ is the vector field associated to $\alpha$.

Proof. This proof follows exactly the same patterns as the proof of Proposition 4.3, taking into account the properties of the tautological form $\theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ of the cotangent bundle, that is, we have $\alpha^{*} \theta_{k-1}=\alpha$ for every $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$. Hence, taking the pull-back of the dynamical equation (2.46) by $\alpha$ we obtain

$$
i(X) \mathrm{d} \alpha=-\mathrm{d}\left(\alpha^{*} h\right)
$$

because we have

$$
\begin{equation*}
\alpha^{*} \omega_{k-1}=\alpha^{*}\left(-\mathrm{d} \theta_{k-1}\right)=-\mathrm{d}\left(\alpha^{*} \theta_{k-1}\right)=-\mathrm{d} \alpha \tag{4.6}
\end{equation*}
$$

In particular, we have:
$(1 \Longleftrightarrow 2)$ Let $\alpha$ be a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem. Then by Proposition 4.5 the Hamiltonian vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is $\alpha$-related to the vector field $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ associated to $\alpha$, and thus for every $\bar{y} \in \mathrm{~T}^{k-1} Q$ we have

$$
X_{h}(\alpha(\bar{y}))=\left(X_{h} \circ \alpha\right)(\bar{y})=(\mathrm{T} \alpha \circ X)(\bar{y})=\mathrm{T} \alpha(X(\bar{y})) .
$$

Hence, $X_{h}(\alpha(\bar{y}))=\mathrm{T} \alpha(X(\bar{y}))$ and therefore $X_{h}$ is tangent to the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. Conversely, if the submanifold $\operatorname{Im}(\alpha)$ is invariant under the flow of $X_{h}$, then $X_{h}(\alpha(\bar{y})) \in \mathrm{T}_{\alpha(\bar{y})} \operatorname{Im}(\alpha)$, for every $\bar{y} \in \mathrm{~T}^{k-1} Q$; that is, there exists an element $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$ such that $X_{h}(\alpha(\bar{y}))=\mathrm{T}_{\bar{y}} \alpha\left(u_{\bar{y}}\right)$. If we define $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ as the vector field that satisfies $\mathrm{T}_{\bar{y}} \alpha\left(X_{\bar{y}}\right)=X_{h}(\alpha(\bar{y}))$, then $X$ is a vector field in $\mathrm{T}^{k-1} Q$, since $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$, and it is $\alpha$-related with $X_{h}$. Therefore, by Proposition 4.5, $\alpha$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem.
$(1 \Longleftrightarrow 3)$ Let $\alpha$ be a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem. Taking the pull-back of the Hamiltonian dynamical equation 2.46 by the 1 -form $\alpha$ we have

$$
\alpha^{*} i\left(X_{h}\right) \omega_{k-1}=\alpha^{*} \mathrm{~d} h=\mathrm{d}\left(\alpha^{*} h\right)
$$

but since $X$ and $X_{h}$ are $\alpha$-related by Proposition 4.5. we have that $\alpha^{*} i\left(X_{h}\right) \omega_{k-1}=i(X) \alpha^{*} \omega_{k-1}$. Then, using relation 4.6, we obtain

$$
-i(X) \mathrm{d} \alpha=\mathrm{d}\left(\alpha^{*} h\right)
$$

Conversely, consider the following vector field along the 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$

$$
D_{h}=X_{h} \circ \alpha-\mathrm{T} \alpha \circ X: \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)
$$

We want to prove that $D_{h}=0$, or equivalently, since the Liouville 2 -form $\omega_{k-1}$ is symplectic, $\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(D_{h}(\bar{y}), Z_{\alpha(\bar{y})}\right)=0$ for every tangent vector $Z_{\alpha(\bar{y})} \in \mathrm{T}_{\alpha(\bar{y})} \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. Taking the pullback of the Hamiltonian dynamical equation 2.46), and using the hypothesis, we have

$$
\alpha^{*}\left(i\left(X_{h}\right) \omega_{k-1}\right)=\alpha^{*} \mathrm{~d} h=\mathrm{d}\left(\alpha^{*} h\right)=-i(X) \mathrm{d} \alpha
$$

and then the form $\alpha^{*}\left(i\left(X_{h}\right) \omega_{k-1}\right)+i(X) \mathrm{d} \alpha=\alpha^{*}\left(i\left(X_{h}\right) \omega_{k-1}\right)-i(X) \alpha^{*} \omega_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ vanishes. Therefore, for every $\bar{y} \in \mathrm{~T}^{k-1} Q$ and $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$, we have

$$
\begin{aligned}
0 & =\left(\alpha^{*} i\left(X_{h}\right) \omega_{k-1}-i(X) \alpha^{*} \omega_{k-1}\right)_{\bar{y}}\left(u_{\bar{y}}\right) \\
& =\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(X_{h}(\alpha(\bar{y})), \mathrm{T}_{\bar{y}} \alpha\left(u_{\bar{y}}\right)\right)-\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(\mathrm{T}_{\bar{y}} \alpha\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} \alpha\left(u_{\bar{y}}\right)\right) \\
& =\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(X_{h}(\alpha(\bar{y}))-\mathrm{T}_{\bar{y}} \alpha\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} \alpha\left(u_{\bar{y}}\right)\right) \\
& =\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(D_{h}(\bar{y}), \mathrm{T}_{\bar{y}} \alpha\left(u_{\bar{y}}\right)\right) .
\end{aligned}
$$

Therefore, $\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(D_{h}(\bar{y}), A_{\alpha(\bar{y})}\right)=0$, for every $A_{\alpha(\bar{y})} \in \mathrm{T}_{\alpha(\bar{y})} \operatorname{Im}(\alpha)$. Now recall that since $\Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)=\Gamma\left(\pi_{\mathrm{T}^{k-1} Q}\right)$, then every 1-form defines a canonical splitting of the tangent space of $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ at every point given by

$$
\mathrm{T}_{\alpha(\bar{y})} \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)=\mathrm{T}_{\alpha(\bar{y})} \operatorname{Im}(\alpha) \oplus V_{\alpha(\bar{y})}\left(\pi_{\mathrm{T}^{k-1} Q}\right)
$$

Thus, we only need to prove that $\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(D_{h}(\bar{y}), B_{\alpha(\bar{y})}\right)=0$, for every vertical tangent vector $B_{\alpha(\bar{y})} \in V_{\alpha(\bar{y})}\left(\pi_{\mathrm{T}^{k-1} Q}\right)$. Equivalently, as $\omega_{k-1}$ is annihilated by the contraction of two $\pi_{\mathrm{T}^{k-1} Q^{-}}$ vertical vectors, it suffices to prove that $D_{h}$ is vertical with respect to that submersion. Indeed,

$$
\begin{aligned}
\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ D_{h} & =\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ\left(X_{h} \circ \alpha-\mathrm{T} \alpha \circ X\right) \\
& =\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha-\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ \mathrm{~T} \alpha \circ X \\
& =\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha-\mathrm{T}\left(\pi_{\mathrm{T}^{k-1} Q} \circ \alpha\right) \circ X \\
& =\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha-X=0 .
\end{aligned}
$$

Therefore $\left(\omega_{k-1}\right)_{\alpha(\bar{y})}\left(D_{h}(\bar{y}), Z_{\alpha(\bar{y})}\right)=0$, for every $Z_{\alpha(\bar{y})} \in \mathrm{T}_{\alpha(\bar{y})} \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, and as $\omega_{k-1}$ is symplectic, we have that $X_{h}$ and $X$ are $\alpha$-related, and by Proposition $4.5 \alpha$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem.

Now we give in coordinates the condition for a 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ to be a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem. Let $\left(q_{0}^{A}\right)$ be local coordinates in $Q$ and $\left(q_{i}^{A}\right), 0 \leqslant i \leqslant k-1$, the induced natural coordinates in $\mathrm{T}^{k-1} Q$. Then, $\left(q_{i}^{A}, p_{A}^{i}\right)$ are natural coordinates in $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, which are also the adapted coordinates to the $\pi_{\mathrm{T}^{k-1} Q^{-}}$-bundle structure. Hence, a 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is given locally by $\alpha\left(q_{i}^{A}\right)=\alpha_{A}^{i} \mathrm{~d} q_{i}^{A}$, where $\alpha_{A}^{i}$ are local smooth functions in $\mathrm{T}^{k-1} Q$.

Then, if $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem, then by Proposition 4.7 this is equivalent to require the Hamiltonian vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ to be tangent to the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. This submanifold is locally defined by the $k n$ constraints $p_{A}^{i}-\alpha_{A}^{i}=0$. Thus, we must require $\mathrm{L}\left(X_{h}\right)\left(p_{A}^{i}-\alpha_{A}^{i}\right) \equiv X_{h}\left(p_{A}^{i}-\alpha_{A}^{i}\right)=0($ on $\operatorname{Im}(\alpha))$. From the geometric description of the Hamiltonian formalism for higher-order systems given in Section 2.3.2, we know that the Hamiltonian vector field solution to equation 2.46 is locally given by

$$
X_{h}=\frac{\partial h}{\partial p_{A}^{i}} \frac{\partial}{\partial q_{i}^{A}}-\frac{\partial h}{\partial q_{i}^{A}} \frac{\partial}{\partial p_{A}^{i}} .
$$

Hence, the conditions $\left.X_{h}\left(p_{A}^{i}-\alpha_{A}^{i}\right)\right|_{\operatorname{Im}(\alpha)}=0$ give the equations

$$
\begin{equation*}
\frac{\partial h}{\partial q_{i}^{A}}+\frac{\partial h}{\partial p_{B}^{j}} \frac{\partial \alpha_{A}^{i}}{\partial q_{j}^{B}}=0,(\text { on } \operatorname{Im}(\alpha)) \tag{4.7}
\end{equation*}
$$

This is a system of $k n$ partial differential equations with $k n$ unknown functions $\alpha_{A}^{i}$ which must be verified by every 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi.

### 4.2.2 The Hamiltonian Hamilton-Jacobi problem

As in the Lagrangian setting, to solve the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem is, in general, a difficult task. Hence, it is convenient to consider a less general problem requiring some additional conditions to the 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$. Observe that, from (4.6), the isotropic condition $\alpha^{*} \omega_{k-1}=0$ is equivalent to $\mathrm{d} \alpha=0$, that is, $\alpha$ is a closed 1-form in $\mathrm{T}^{k-1} Q$. Therefore, we have the following definition.

Definition 4.7. The $k$ th-order Hamiltonian Hamilton-Jacobi problem consists in finding closed 1-forms $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ solution to the generalized kth-order Hamiltonian Hamilton-Jacobi problem. Such a form is called $a$ solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem.

Then, bearing in mind the additional assumption of being closed, a straightforward consequence of Proposition 4.7 is the following result, which is the analogous to Proposition 4.4 in this formalism.

Proposition 4.8. Let $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ be a closed 1-form. The following assertions are equivalent.

1. The 1 -form $\alpha$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem.
2. $\mathrm{d}\left(\alpha^{*} h\right)=0$.
3. $\operatorname{Im}(\alpha)$ is a Lagrangian submanifold of $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ invariant by $X_{h}$.
4. The integral curves of $X_{h}$ with initial conditions in $\operatorname{Im}(\alpha)$ project onto the integral curves of the vector field $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$.

Let us compute in the natural coordinates of the cotangent bundle $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ the local equations for a 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ to be a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem. From Definition 4.7. we must require the form $\alpha$ to be closed, that is, $\mathrm{d} \alpha=0$. Hence, if $\alpha=\alpha_{A}^{i} \mathrm{~d} q_{i}^{A}$, this condition gives the following $k n(k n-1) / 2$ equations

$$
\begin{equation*}
\frac{\partial \alpha_{A}^{i}}{\partial q_{j}^{B}}-\frac{\partial \alpha_{B}^{j}}{\partial q_{i}^{A}}=0, \quad \text { with } A \neq B \text { or } i \neq j \tag{4.8}
\end{equation*}
$$

Equivalently, from Proposition 4.8, we know that this condition is equivalent to $\mathrm{d}\left(\alpha^{*} h\right)=\alpha^{*}(\mathrm{~d} h)=0$. Then, bearing in mind that the exterior derivative of $h$ is given locally by

$$
\mathrm{d} h=\frac{\partial h}{\partial q_{i}^{A}} \mathrm{~d} q_{i}^{A}+\frac{\partial h}{\partial p_{A}^{i}} \mathrm{~d} p_{A}^{i}
$$

and taking the pull-back of $\mathrm{d} h$ by the 1-form $\alpha=\alpha_{A}^{i} \mathrm{~d} q_{i}^{A}$, we have

$$
\alpha^{*}(\mathrm{~d} h)=\left(\frac{\partial h}{\partial q_{i}^{A}}+\frac{\partial h}{\partial p_{B}^{j}} \frac{\partial \alpha_{B}^{j}}{\partial q_{i}^{A}}\right) \mathrm{d} q_{i}^{A}
$$

Hence, the condition $\mathrm{d}\left(\alpha^{*} h\right)=0$ in Proposition 4.8 holds if, and only if, the following $k n$ partial differential equations hold on $\operatorname{Im}(\alpha)$

$$
\begin{equation*}
\frac{\partial h}{\partial q_{i}^{A}}+\frac{\partial h}{\partial p_{B}^{j}} \frac{\partial \alpha_{B}^{j}}{\partial q_{i}^{A}}=0 \tag{4.9}
\end{equation*}
$$

Therefore, a 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ given locally by $\alpha=\alpha_{A}^{i} \mathrm{~d} q_{i}^{A}$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem if, and only if, the local functions $\alpha_{A}^{i}$ satisfy the system of partial differential equations given by (4.7) and (4.8), or equivalently 4.7 ) and 4.9 . Observe that these systems of partial differential equations may not be $C^{\infty}(U)$-linearly independent.

In addition to the local equations for the 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$, we can give the equation for the characteristic Hamilton-Jacobi function. This equation is a generalization to higher-order systems of the classical Hamiltonian Hamilton-Jacobi equation (2.31.

Since $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is closed, by Poincaré's Lemma there exists a local function $W \in C^{\infty}(U)$, with $U \subseteq \mathrm{~T}^{k-1} Q$ an open set, such that $\alpha=\mathrm{d} W$. In coordinates, the condition $\alpha=\mathrm{d} W$ gives the following $k n$ partial differential equations for $W$

$$
\frac{\partial W}{\partial q_{i}^{A}}=\alpha_{A}^{i}
$$

Finally, as $\alpha^{*} h=h\left(q_{i}^{A}, \alpha_{A}^{i}\right)=h\left(q_{i}^{A}, \partial W / \partial q_{i}^{A}\right)$, the condition $\mathrm{d}\left(\alpha^{*} h\right)=0$ is equivalent to $\alpha^{*} h$ being locally constant, and hence we obtain

$$
\begin{equation*}
h\left(q_{i}^{A}, \frac{\partial W}{\partial q_{i}^{A}}\right)=\text { const. } \tag{4.10}
\end{equation*}
$$

This equation clearly generalizes the equation 2.31 to higher-order Hamiltonian systems.

### 4.2.3 Complete solutions

As in the Lagrangian formalism, in the above Sections we have stated the $k$ th-order Hamilton-Jacobi problem in the Hamiltonian formalism, and a 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ solution to this problem gives a particular solution to the dynamical equation (2.46), but not a complete solution, since only some integral curves of the vector field $X_{h}$ can be recovered from the solution to the Hamilton-Jacobi problem. Hence, we want to define the concept of complete solution in this formulation, and the way to do so is analogous to Section 4.1.3,

Definition 4.8. A complete solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem is a local diffeomorphism $\Phi: U \times \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, where $U \subseteq \mathbb{R}^{k n}$ is an open set, such that, for every $\lambda \in U$, the map $\alpha_{\lambda}(\bullet) \equiv \Phi(\lambda, \bullet): \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem.

Then, the set $\left\{\alpha_{\lambda} \equiv \Phi(\lambda, \bullet) \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right) \mid \lambda \in U\right\}$ is also called a complete solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem.

It follows from the definition that a complete solution endows $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ with a foliation transverse to the fibers, and that the Hamiltonian vector field $X_{h}$ is tangent to the leaves.

Let $\left\{\alpha_{\lambda} \mid \lambda \in U\right\}$ be a complete solution, and we consider the set of associated vector fields

$$
\left\{X_{\lambda}=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha_{\lambda} \in \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right) \mid \lambda \in U \subseteq \mathbb{R}^{k n}\right\}
$$

Then, the integral curves of $X_{\lambda}$, for different $\lambda \in U$, will provide all the integral curves of the Hamiltonian vector field $X_{h}$. That is, if $\beta \in \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$, then there exists $\lambda_{o} \in U$ such that if $\bar{y}=\pi_{\mathrm{T}^{k-1} Q}(\beta)$, then $\alpha_{\lambda_{o}}(\bar{y})=\beta$, and the integral curve of $X_{\lambda_{o}}$ through $\bar{y}$, lifted to $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ by $\alpha_{\lambda_{o}}$, gives the integral curve of $X_{h}$ through $\beta$.

Let us assume that $\Phi: \mathbb{R}^{k n} \times \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a global diffeomorphism for simplicity. Then, given $\lambda=\left(\lambda_{i}^{A}\right) \in \mathbb{R}^{k n}, 0 \leqslant i \leqslant k-1,1 \leqslant A \leqslant n$, we consider the functions $f_{j}^{B} \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$, $0 \leqslant j \leqslant k-1,1 \leqslant B \leqslant n$, given by

$$
f_{j}^{B}=\operatorname{pr}_{j}^{B} \circ \mathrm{p}_{1} \circ \Phi^{-1}
$$

where $\mathrm{p}_{1}: \mathbb{R}^{k n} \times \mathrm{T}^{k-1} Q \rightarrow \mathbb{R}^{k n}$ is the projection onto the first factor and $\mathrm{pr}_{j}^{B}: \mathbb{R}^{k n} \rightarrow \mathbb{R}$ is given by $\operatorname{pr}_{j}^{B}=\mathrm{pr}^{B} \circ \mathrm{pr}_{j}$, where $\mathrm{pr}^{B}$ and $\mathrm{pr}_{j}$ are the natural projections

$$
\begin{aligned}
\operatorname{pr}_{j}: \mathbb{R}^{k n} & \longrightarrow \mathbb{R}^{n} \\
\left(x_{i}^{A}\right) & \longmapsto\left(x_{j}^{1}, \ldots, x_{j}^{n}\right)
\end{aligned} \quad ; \quad\left(\mathrm{pr}^{B}: \mathbb{R}^{n} \quad \longrightarrow \mathbb{R}^{1}, \ldots, x^{n}\right) ~ \longmapsto x^{B} .
$$

Therefore, $f_{j}^{B}\left(\alpha_{\lambda}\left(q_{i}^{A}\right)\right)=\left(\operatorname{pr}_{j}^{B} \circ \mathrm{p}_{1} \circ \Phi^{-1} \circ \Phi\right)\left(\lambda_{i}^{A}, q_{i}^{A}\right)\left(\operatorname{pr}_{j}^{B} \circ \mathrm{p}_{1}\right)\left(\lambda_{i}^{A}, q_{i}^{A}\right)=\lambda_{j}^{B}$.
Proposition 4.9. The functions $f_{j}^{B}, 0 \leqslant j \leqslant k-1,1 \leqslant B \leqslant n$ are in involution, that is, $\left\{f_{i}^{j}, f_{a}^{b}\right\}=0$ for every $a, b, i, j$.

Proof. Since $\Phi$ is a complete solution, for every $\beta \in \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ there exists a unique $\lambda \in \mathbb{R}^{k n}$ such that $\alpha_{\lambda}\left(\pi_{\mathrm{T}^{k-1} Q}(\beta)\right)=\Phi\left(\lambda, \pi_{\mathrm{T}^{k-1} Q}(\beta)\right)=\beta$. Then we have

$$
\begin{aligned}
f_{j}^{B}(\beta) & =\left(f_{j}^{B} \circ \alpha_{\lambda}\right)\left(\pi_{\mathrm{T}^{k-1} Q}(\beta)\right)=\left(\operatorname{pr}_{j}^{B} \circ \mathrm{p}_{1} \circ \Phi^{-1} \circ \Phi\right)\left(\lambda, \pi_{\mathrm{T}^{k-1} Q}(\beta)\right) \\
& =\left(\operatorname{pr}_{j}^{B} \circ \mathrm{p}_{1}\right)\left(\lambda, \pi_{\mathrm{T}^{k-1} Q}(\beta)\right)=\lambda_{j}^{B}
\end{aligned}
$$

that is, $f_{j}^{B} \circ \alpha_{\lambda}=\left(f_{j}^{B} \circ \Phi\right)(\lambda, \bullet): \mathrm{T}^{k-1} Q \rightarrow \mathbb{R}$ is constant for every $\lambda \in \mathbb{R}^{k n}$. Therefore, we have

$$
\left.\mathrm{d} f_{j}^{B}\right|_{\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right)}=0
$$

Now, since $\Phi$ is a complete solution, we have that $\alpha_{\lambda}=\Phi(\lambda, \bullet)$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem. Therefore, from Proposition 4.8, $\operatorname{Im}\left(\Phi_{\lambda}\right)$ is a Lagrangian submanifold of $\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}\right)$, and then

$$
\left(\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right)\right)^{\perp}=\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right),
$$

where $\left(\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right)\right)^{\perp}$ denotes the $\omega_{k-1}$-orthogonal of $\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right)$ (see Definition 1.5 for details).
From this, the result follows from the definition of the induced Poisson bracket and the facts that the form $\omega_{k-1}$ is symplectic, that $\mathrm{d} f_{j}^{B} \in\left(\mathrm{~T} \operatorname{Im}\left(\alpha_{\lambda}\right)\right)^{\perp}=\mathrm{T} \operatorname{Im}\left(\alpha_{\lambda}\right)$, and that there exists a unique vector field $X_{f_{j}^{B}} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right.$ ) satisfying $i\left(X_{f_{j}^{B}}\right) \omega_{k-1}=\mathrm{d} f_{j}^{B}$ (see Definition 1.8 for the definition of the induced Poisson bracket, Section 1.1.2 for the properties of Hamiltonian vector fields associated to functions, and Section 1.1.3 for the properties of Lagrangian submanifolds).

### 4.2.4 Relation with the Lagrangian formulation

Up to this point we have stated both the Lagrangian and Hamiltonian Hamilton-Jacobi problems for a $k$ th-order autonomous system. Now, we establish a relation between the solutions of the Hamilton-Jacobi problem in both formulations. In particular, we show that there exists a bijection between the set of solutions of the (generalized) $k$ th-order Lagrangian Hamilton-Jacobi problem and the set of solutions of the (generalized) $k$ th-order Hamiltonian Hamilton-Jacobi problem, given by the Legendre-Ostrogradsky map defined in 2.41.

Since we assumed from the beginning that the $k$ th-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is regular, the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is a local diffeomorphism. For the sake of simplicity, in this Section we assume that the $k$ th-order Lagrangian function is hyperregular, and therefore the Legendre-Ostrogradsky map is a global diffeomorphism. Obviously, for regular but not hyperregular Lagrangian functions, all these results hold only in the open sets where $\mathcal{F} \mathcal{L}$ is a local diffeomorphism.
Remark. Observe that if $\mathcal{L}$ is hyperregular, then $\mathcal{F} \mathcal{L}$ is a symplectomorphism and therefore the symplectic structures are in correspondence. Therefore, the induced Poisson brackets also are in correspondence and we have the analogous to Proposition 4.9 in the Lagrangian formalism, where the Poisson bracket is determined by the Poincaré-Cartan 2 -form $\omega_{\mathcal{L}}$ as $\{f, g\}=\omega_{\mathcal{L}}\left(X_{f}, X_{g}\right), X_{f}, X_{g} \in \mathfrak{X}\left(\mathrm{~T}^{2 k-1} Q\right)$ being the Hamiltonian vector fields of $f$ and $g$, respectively, determined by the symplectic form $\omega_{\mathcal{L}}$.

In order to establish the relation between the Lagrangian and Hamiltonian formalism, we first need the following technical result.
Lemma 4.10. Let $E_{1} \xrightarrow{\pi_{1}} M$ and $E_{2} \xrightarrow{\pi_{2}} M$ be two fiber bundles, $F: E_{1} \rightarrow E_{2}$ a fiber bundle morphism, and two $F$-related vector fields $X_{1} \in \mathfrak{X}\left(E_{1}\right)$ and $X_{2} \in \mathfrak{X}\left(E_{2}\right)$. If $s_{1} \in \Gamma\left(\pi_{1}\right)$ is a section of $\pi_{1}$ and we define a section of $\pi_{2}$ as $s_{2}=F \circ s_{1} \in \Gamma\left(\pi_{2}\right)$, then

$$
\mathrm{T} \pi_{1} \circ X_{1} \circ s_{1}=\mathrm{T} \pi_{2} \circ X_{2} \circ s_{2} \in \mathfrak{X}(M)
$$

Proof. As $F: E_{1} \rightarrow E_{2}$ is a fiber bundle morphism (that is, $\pi_{1}=\pi_{2} \circ F$ ), and $X_{1}$ and $X_{2}$ are $F$-related (that is, $\mathrm{T} F \circ X_{1}=X_{2} \circ F$ ), we have the following commutative diagram


Then we have

$$
\mathrm{T} \pi_{1} \circ X_{1} \circ s_{1}=\mathrm{T}\left(\pi_{2} \circ F\right) \circ X_{1} \circ s_{1}=\mathrm{T} \pi_{2} \circ \mathrm{~T} F \circ X_{1} \circ s_{1}=\mathrm{T} \pi_{2} \circ X_{2} \circ F \circ s_{1}=\mathrm{T} \pi_{2} \circ X_{2} \circ s_{2}
$$

Now we can state the equivalence theorem.
Theorem 4.11. Let $\left(\mathrm{T}^{2 k-1} Q, \mathcal{L}\right)$ be a hyperregular Lagrangian system, and $\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}, h\right)$ its associated Hamiltonian system. Then, if $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ is a solution to the (generalized) kth-order Lagrangian Hamilton-Jacobi problem, then the 1-form $\alpha=\mathcal{F} \mathcal{L} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is a solution to the (generalized) kth-order Hamiltonian Hamilton-Jacobi problem.

Conversely, if $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is a solution to the (generalized) kth-order Hamiltonian Hamilton-Jacobi problem, then the section $s=\mathcal{F} \mathcal{L}^{-1} \circ \alpha \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ is a solution to the (generalized) $k$ th-order Lagrangian Hamilton-Jacobi problem.

Proof. First, let us prove that $\alpha=\mathcal{F} \mathcal{L} \circ s$ is indeed a 1-form, that is, a section of the projection $\pi_{\mathrm{T}^{k-1} Q}$. Computing, we have

$$
\pi_{\mathrm{T}^{k-1} Q} \circ \alpha=\pi_{\mathrm{T}^{k-1} Q} \circ \mathcal{F} \mathcal{L} \circ s=\rho_{k-1}^{2 k-1} \circ s=\mathrm{Id}_{\mathrm{T}^{k-1} Q}
$$

since $\mathcal{F} \mathcal{L}$ is a bundle morphism over $\mathrm{T}^{k-1} Q$.
Next, let $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s, \bar{X}=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ be the vector fields associated to $s$ and $\alpha=\mathcal{F} \mathcal{L} \circ s$, respectively. Using Lemma 4.10 we have $X=\bar{X}$, and hence both vector fields are denoted by $X$.

Suppose that $s$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem, and let $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ be an integral curve of $X$. Then, using Theorem 2.23 and Proposition 4.1 we have

$$
\begin{aligned}
X_{h} \circ(\alpha \circ \gamma) & =X_{h} \circ \mathcal{F} \mathcal{L} \circ s \circ \gamma=\mathrm{T} \mathcal{F} \mathcal{L} \circ X_{\mathcal{L}} \circ s \circ \gamma \\
& =\mathrm{T} \mathcal{F} \mathcal{L} \circ \mathrm{~T} s \circ X \circ \gamma=\mathrm{T}(\mathcal{F} \mathcal{L} \circ s) \circ \dot{\gamma} \\
& =\mathrm{T} \alpha \circ \dot{\gamma}=\overline{\alpha \circ \gamma}
\end{aligned}
$$

That is, $\alpha \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is an integral curve of $X_{h}$, and thus $\alpha$ is a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem.

Now, in addition, we require $s^{*} \omega_{\mathcal{L}}=0$; that is, $s$ is a solution to the $k$ th-order Lagrangian HamiltonJacobi problem. Then, using 4.6) and the properties of the Legendre-Ostrogradsky map, we have

$$
\mathrm{d} \alpha=-\alpha^{*} \omega_{k-1}=-(\mathcal{F} \mathcal{L} \circ s)^{*} \omega_{k-1}=-s^{*}\left(\mathcal{F} \mathcal{L}^{*} \omega_{k-1}\right)=-s^{*} \omega_{\mathcal{L}}=0
$$

and hence $\alpha$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem.
The converse is proved in an analogous way, but using $\mathcal{F} \mathcal{L}^{-1}$ instead of $\mathcal{F} \mathcal{L}$. In particular, let us first prove that $s=\mathcal{F} \mathcal{L}^{-1} \circ \alpha$ is a section of the projection $\rho_{k-1}^{2 k-1}$. Computing, we obtain

$$
\rho_{k-1}^{2 k-1} \circ s=\rho_{k-1}^{2 k-1} \circ \mathcal{F} \mathcal{L}^{-1} \circ \alpha=\pi_{\mathrm{T}^{k-1} \pi} \circ \alpha=\mathrm{Id}_{\mathrm{T}^{k-1} Q}
$$

since $\rho_{k-1}^{2 k-1}=\pi_{\mathrm{T}^{k-1} Q} \circ \mathcal{F} \mathcal{L}$, and $\mathcal{F} \mathcal{L}$ is a diffeomorphism.
Next, let $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s, \bar{X}=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ be the vector fields associated to $s=\mathcal{F} \mathcal{L}^{-1} \circ \alpha$ and $\alpha$, respectively. From Lemma 4.10 we have $X=\bar{X}$, and hence both vector fields are denoted by $X$.

Assume that $\alpha$ is a solution to the generalized $k$ th-order Hamiltonian Hamilton-Jacobi problem. If $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, then, using Theorem 2.23 and condition 4.5, we have

$$
\begin{aligned}
X_{\mathcal{L}} \circ(s \circ \gamma) & =X_{\mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1} \circ \alpha \circ \gamma=\mathrm{T} \mathcal{F} \mathcal{L}^{-1} \circ X_{h} \circ \alpha \circ \gamma \\
& =\mathrm{T} \mathcal{F} \mathcal{L}^{-1} \circ \overline{\alpha \circ \gamma}=\mathrm{T} \mathcal{F} \mathcal{L}^{-1} \circ \mathrm{~T} \alpha \circ \dot{\gamma} \\
& =\mathrm{T}\left(\mathcal{F} \mathcal{L}^{-1} \circ \alpha\right) \circ \dot{\gamma}=\mathrm{T} s \circ \dot{\gamma}=\overline{s \circ \gamma} .
\end{aligned}
$$

That is, $s \circ \gamma$ is an integral curve of $X_{\mathcal{L}}$, and hence $s$ is a solution to the generalized $k$ th-order Lagrangian Hamilton-Jacobi problem.

Now, in addition, we require $\alpha$ to be closed; that is, $\alpha$ is a solution to the $k$ th-order Hamiltonian Hamilton-Jacobi problem. Then, using the relation (4.6) and the properties of the Legendre-Ostrogradsky map, we have

$$
s^{*} \omega_{\mathcal{L}}=\left(\mathcal{F} \mathcal{L}^{-1} \circ \alpha\right)^{*} \omega_{\mathcal{L}}=\alpha^{*}\left(\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} \omega_{\mathcal{L}}\right)=\alpha^{*} \omega_{k-1}=-\mathrm{d} \alpha=0
$$

and hence $s$ is a solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem.
Remark. This result can be extended to complete solutions in a natural way, applying it to every particular solution given by the local diffeomorphism $\Phi$.

Theorem 4.11 allows us to show that the vector field associated to a section solution to the (generalized) Hamilton-Jacobi problem is a semispray of type 1. First, we need the following technical result.

Lemma 4.12. Let $X \in \mathfrak{X}\left(\mathrm{~T}^{r} Q\right)$ be a semispray of type 1 on $\mathrm{T}^{r} Q$, and $Y \in \mathfrak{X}\left(\mathrm{~T}^{s} Q\right)$ ( $s \leqslant r$ ) which is $\rho_{s}^{r}$-related with $X$. Then $Y$ is a semispray of type 1 on $\mathrm{T}^{s} Q$.

Proof. Let $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{r} Q$ be an integral curve of $X$. Then, as $X$ is a semispray of type 1 , there exists a curve $\phi: \mathbb{R} \rightarrow Q$ such that $j_{0}^{r} \phi=\gamma$. Furthermore, as $X$ and $Y$ are $\rho_{s}^{r}$-related, the curve $\rho_{s}^{r} \circ \gamma: \mathbb{R} \rightarrow \mathrm{T}^{s} Q$ is an integral curve of $Y$. Hence, $\rho_{s}^{r}\left(j^{r} \phi\right)=j^{s} \phi$ is an integral curve of $Y$.

It remains to show that every integral curve of $Y$ is the projection to $\mathrm{T}^{s} Q$ via $\rho_{s}^{r}$ of an integral curve of $X$, but this holds due to the fact that the vector fields are $\rho_{s}^{r}$-related and $\rho_{s}^{r}$ is a surjective submersion. Therefore, $Y$ is a semispray of type 1 in $\mathrm{T}^{s} Q$.

Proposition 4.13. Let $\left(\mathrm{T}^{2 k-1} Q, \mathcal{L}\right)$ be a hyperregular Lagrangian system, and $\left(\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}, h\right)$ the associated Hamiltonian system. Then, if $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ is a solution to the kth-order Hamiltonian Hamilton-Jacobi problem, the vector field $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$ is a semispray of type 1 on $\mathrm{T}^{k-1} Q$.

Proof. Let $s=\mathcal{F} \mathcal{L}^{-1} \circ \alpha \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ be the section associated to $\alpha$, which is a solution to the $k$ th-order Lagrangian Hamilton-Jacobi problem by Theorem 4.11. Then, by Lemma 4.10, if $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$ and $\bar{X}=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$ are the vector fields associated to $\alpha$ and $s=\mathcal{F} \mathcal{L}^{-1} \circ \alpha$ respectively, then $X=\bar{X}=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$. Hence, as $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ is the Euler-Lagrange vector field solution to the equation (2.34) and $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ is a hyperregular Lagrangian function, we have that $X_{\mathcal{L}}$ is a semispray of type 1 on $\mathrm{T}^{2 k-1} Q$. In particular, $X_{\mathcal{L}} \circ s$ is a semispray of type 1 along $\rho_{k-1}^{2 k-1}$ and, by Lemma 4.12, $X$ is a semispray of type 1 on $\mathrm{T}^{k-1} Q$.

As a consequence of Proposition 4.13, the generalized $k$ th-order Hamilton-Jacobi problem can be stated in the following way.

Definition 4.9. The generalized $k$ th-order Lagrangian (resp., Hamiltonian) Hamilton-Jacobi problem consists in finding a section $s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ (resp., a 1 -form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ ) such that, if $\gamma: \mathbb{R} \rightarrow Q$ satisfies that $j_{0}^{k-1} \gamma$ is an integral curve of $X=\mathrm{T} \rho_{k-1}^{2 k-1} \circ X_{\mathcal{L}} \circ s$ (resp., $X=\mathrm{T} \pi_{\mathrm{T}^{k-1} Q} \circ X_{h} \circ \alpha$ ), then $s \circ j_{0}^{k-1} \gamma: \mathbb{R} \rightarrow \mathrm{T}^{2 k-1} Q$ (resp., $\alpha \circ j_{0}^{k-1} \gamma: \mathbb{R} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ ) is an integral curve of $X_{\mathcal{L}}\left(\right.$ resp., $\left.X_{h}\right)$.

### 4.3 The Lagrangian-Hamiltonian formalism

In this Section we state the geometric Hamilton-Jacobi problem for a $k$ th-order dynamical system in the Lagrangian-Hamiltonian unified formalism described in Chapter 3. As we have pointed out in the Remark at the beginning of Section 2.2, the geometric Hamilton-Jacobi problem has been stated in the unified formalism in a recent work [60] to study the Hamilton-Jacobi theory in dynamical systems given in terms of singular Lagrangian functions. In this Section we do not follow the patterns of the referred work, since our goal is not to generalize the results given there, but to give a geometric description of the HamiltonJacobi problem in the Lagrangian-Hamiltonian formalism, combining the results of Sections 4.1 and 4.2
with the results of Chapter 3. Therefore, we stick to the general setting described at the beginning of this Chapter, and in particular $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{k} Q\right)$ denotes a $k$ th-order regular Lagrangian function, although for simplicity we will assume throughout this Section that $\mathcal{L}$ is hyperregular.

Recall that, in the Lagrangian-Hamiltonian formalism for a $k$ th-order dynamical system, we consider the bundle $\mathcal{W}=\mathrm{T}^{2 k-1} Q \times_{\mathrm{T}^{k-1} Q} \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ with the canonical projections $\rho_{1}: \mathcal{W} \rightarrow \mathrm{T}^{2 k-1} Q$ and $\rho_{2}: \mathcal{W} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$. It is clear from the definition that the bundle $\mathcal{W}$ fibers over $\mathrm{T}^{k-1} Q$. Let $\rho_{\mathrm{T}^{k-1} Q}: \mathcal{W} \rightarrow \mathrm{T}^{k-1} Q$ be the canonical projection. Obviously, we have $\rho_{\mathrm{T}^{k-1} Q}=\rho_{k-1}^{2 k-1} \circ \rho_{1}=\pi_{\mathrm{T}^{k-1} Q} \circ \rho_{2}$. Hence, we have the following diagram


We consider in $\mathcal{W}$ the presymplectic form $\Omega=\rho_{2}^{*} \omega_{k-1} \in \Omega^{2}(\mathcal{W})$, where $\omega_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ is the canonical symplectic form. In addition, from the $k$ th-order Lagrangian function $\mathcal{L}$, and using the canonical coupling function $\mathcal{C} \in C^{\infty}(\mathcal{W})$, we construct a Hamiltonian function $H \in C^{\infty}(\mathcal{W})$ as $H=\mathcal{C}-\mathcal{L}$. Thus, the dynamical equation for the system is (3.6), that is,

$$
i\left(X_{L H}\right) \Omega=\mathrm{d} H, \quad X_{L H} \in \mathfrak{X}(\mathcal{W})
$$

Following the constraint algorithm described in Section 1.7, a solution to the equation (3.6) exists on the points of a submanifold $j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ which can be identified with the graph of the LegendreOstrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{2 k-1} Q \rightarrow \mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ associated to $\mathcal{L}$. Since the Lagrangian function is regular, there exists a unique vector field $X_{L H}$ solution to 3.6 and tangent to $\mathcal{W}_{\mathcal{L}}$ (see Chapter 3 for details).

### 4.3.1 The generalized Lagrangian-Hamiltonian Hamilton-Jacobi problem

We first state the generalized version of the Hamilton-Jacobi problem. Following the same patterns as in previous Sections and 60] (see also an approach to the problem for higher-order field theories in [150]), the natural definition for the generalized Hamilton-Jacobi problem in the unified setting is the following.

Definition 4.10. The generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem (or generalized $k$ th-order unified Hamilton-Jacobi problem) consists in finding a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ and a vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ such that the following conditions are satisfied:

1. The submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is contained in $\mathcal{W}_{\mathcal{L}}$.
2. If $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, then its lifting to $\mathcal{W}$ by $s$, so $\gamma: \mathbb{R} \rightarrow \mathcal{W}$, is an integral curve of $X_{L H}$, that is,

$$
\begin{equation*}
X \circ \gamma=\dot{\gamma} \Longrightarrow X_{L H} \circ(s \circ \gamma)=\dot{s \circ \gamma} \tag{4.11}
\end{equation*}
$$

It is clear from Definition 4.10 that the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ cannot be chosen independently from the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$. Indeed, we can prove the following result.

Proposition 4.14. The pair $(s, X) \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ satisfies the two conditions in Definition 4.10 if, and only if, $X_{L H}$ and $X$ are s-related.

Proof. The proof of this result follows the same patterns that the proof of Propositions 4.1 and 4.5. In particular, if the pair $(s, X)$ satisfies the two conditions in Definition 4.10 then for every integral curve $\gamma$ of $X$, we have

$$
X_{L H} \circ(s \circ \gamma)=\overline{s \circ \gamma}=\mathrm{T} s \circ \dot{\gamma}=\mathrm{T} s \circ X \circ \gamma,
$$

but, since $X$ has integral curves through every point $\bar{y} \in \mathrm{~T}^{k-1} Q$, this is equivalent to $X_{L H} \circ s=\mathrm{T} s \circ X$.
Conversely, if $X_{L H}$ and $X$ are $s$-related, and $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, we have

$$
X_{L H} \circ s \circ \gamma=\mathrm{T} s \circ X \circ \gamma=\mathrm{T} s \circ \dot{\gamma}=\overline{s \circ \gamma}
$$

which proves condition 4.11. The first condition in Definition 4.10 is then satisfied automatically, since every integral curve of $X_{L H}$ must lie in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, as the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ is tangent to $\mathcal{W}_{\mathcal{L}}$.

That is, the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is related to the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ and the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$. Moreover, from Proposition 4.14. composing both sides of the equality $X_{L H} \circ s=\mathrm{T} s \circ X$ with $\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}$, and bearing in mind that $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$, we obtain the following result.

Corollary 4.15. If $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ and $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ satisfy the two conditions in Definition 4.10, then $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$.

Proof. If $(s, X)$ satisfy the two conditions in Definition 4.10, then from Proposition $4.14 X$ and $X_{L H}$ are $s$-related, that is, we have $\mathrm{T} s \circ X=X_{L H} \circ s$. Then, composing both sides of the equality with $\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}$ and bearing in mind that $\rho_{\mathrm{T}^{k-1} Q} \circ s=\mathrm{Id}_{\mathrm{T}^{k-1} Q}$, we have $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$.

That is, the vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ is completely determined by the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$, and it is called the vector field associated to $s$. The following diagram illustrates the situation


Therefore, the search of a pair $(s, X) \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ satisfying the two conditions in Definition 4.10 is equivalent to the search of a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ satisfying the same conditions with the associated vector field $\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$. Thus, we can give the following definition.

Definition 4.11. $A$ solution to the generalized $k$ th-order unified Hamilton-Jacobi problem for $X_{L H}$ consists in finding a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ satisfying the following conditions:

1. The submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is contained in $\mathcal{W}_{\mathcal{L}}$.
2. If $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $\mathrm{T}_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$, then $s \circ \gamma: \mathbb{R} \rightarrow \mathcal{W}$ is an integral curve of $X_{L H}$, that is

$$
\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s \circ \gamma=\dot{\gamma} \Longrightarrow X_{L H} \circ(s \circ \gamma)=\overline{s \circ \gamma} .
$$

Now we can state the following result, which is the analogous to Propositions 4.3 and 4.7 in the unified formalism.

Proposition 4.16. The following assertions on a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ are equivalent.

1. $s$ is a solution to the generalized kth-order unified Hamilton-Jacobi problem.
2. The submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is invariant under the flow of the vector field $X_{L H}$ solution to equation (3.6) (that is, $X_{L H}$ is tangent to the submanifold $\operatorname{Im}(s)$ ).
3. The section $s$ satisfies the equation

$$
i(X)\left(s^{*} \Omega\right)=\mathrm{d}\left(s^{*} H\right)
$$

where $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$ is the vector field associated to $s$.
Proof. This proof follows the same patterns as the proofs of Propositions 4.3 and 4.7. In particular,
$(1 \Longleftrightarrow 2)$ Let $s$ be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem. Then by Proposition 4.14 the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to equation (3.6) is s-related to the vector field $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ associated to $s$, and thus for every $\bar{y} \in \mathrm{~T}^{k-1} Q$ we have

$$
X_{L H}(s(\bar{y}))=\left(X_{L H} \circ s\right)(\bar{y})=(\mathrm{T} s \circ X)(\bar{y})=\mathrm{T} s(X(\bar{y})) .
$$

Hence, $X_{L H}(s(\bar{y}))=\mathrm{T} s(X(\bar{y}))$, and therefore $X_{L H}$ is tangent to the submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}_{\mathcal{L}}$. Conversely, suppose that the submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is invariant under the flow of $X_{L H}$. Then, $X_{L H}(s(\bar{y})) \in \mathrm{T}_{s(\bar{y})} \operatorname{Im}(s)$, for every $\bar{y} \in \mathrm{~T}^{k-1} Q$; that is, there exists an element $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$ such that $X_{L H}(s(\bar{y}))=\mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)$. If we define $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ as the vector field that satisfies $\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right)=X_{L H}(s(\bar{y}))$, then $X$ is a vector field in $\mathrm{T}^{k-1} Q$, since $X=\mathrm{T}_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$, and it is $s$-related with $X_{L H}$. Therefore, by Proposition 4.14 $s$ is a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem.
$(1 \Longleftrightarrow 3)$ Let $s$ be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem. Taking the pull-back of the dynamical equation (3.6) by the section $s$ we have

$$
s^{*} i\left(X_{L H}\right) \Omega=s^{*} \mathrm{~d} H=\mathrm{d}\left(s^{*} H\right)
$$

but since $X$ and $X_{L H}$ are $s$-related by Proposition 4.14, we have that $s^{*} i\left(X_{L H}\right) \Omega=i(X) s^{*} \Omega$, and hence we obtain

$$
i(X) s^{*} \Omega=\mathrm{d}\left(s^{*} H\right)
$$

Conversely, consider the following vector field along the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$

$$
D_{L H}=X_{L H} \circ s-\mathrm{T} s \circ X: \mathrm{T}^{k-1} Q \rightarrow \mathrm{~T} \mathcal{W}
$$

We want to prove that $D_{L H}=0$. Equivalently, we can prove that $\Omega_{s(\bar{y})}\left(D_{L H}(\bar{y}), Z_{s(\bar{y})}\right)=0$ for every tangent vector $Z_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} W$, thus implying that $D_{L H}(\bar{y}) \in \operatorname{ker} \Omega_{\bar{y}}$, and then prove that $D_{L H}=0$ in $\operatorname{ker} \Omega$ (recall that, in the unified formalism, the 2-form $\Omega \in \Omega^{2}(\mathcal{W})$ is presymplectic). Taking the pull-back of the dynamical equation (3.6), and using the hypothesis, we have

$$
s^{*}\left(i\left(X_{L H}\right) \Omega\right)=s^{*} \mathrm{~d} H=\mathrm{d}\left(s^{*} H\right)=i(X)\left(s^{*} \Omega\right)
$$

and then the form $s^{*}\left(i\left(X_{L H}\right) \Omega\right)-i(X)\left(s^{*} \Omega\right) \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ vanishes. Therefore, for every $\bar{y} \in \mathrm{~T}^{k-1} Q$ and $u_{\bar{y}} \in \mathrm{~T}_{\bar{y}} \mathrm{~T}^{k-1} Q$, we have

$$
\begin{aligned}
0 & =\left(s^{*} i\left(X_{L H}\right) \Omega-i(X) s^{*} \Omega_{\bar{y}}\left(u_{\bar{y}}\right)\right. \\
& =\Omega_{s(\bar{y})}\left(X_{L H}(s(\bar{y})), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right)-\Omega_{s(\bar{y})}\left(\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right) \\
& =\Omega_{s(\bar{y})}\left(X_{L H}(s(\bar{y}))-\mathrm{T}_{\bar{y}} s\left(X_{\bar{y}}\right), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right) \\
& =\Omega_{s(\bar{y})}\left(D_{L H}(\bar{y}), \mathrm{T}_{\bar{y}} s\left(u_{\bar{y}}\right)\right)
\end{aligned}
$$

Therefore, $\Omega_{s(\bar{y})}\left(D_{L H}(\bar{y}), A_{s(\bar{y})}\right)=0$, for every $A_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} \operatorname{Im}(s)$. Now recall that every section defines a canonical splitting of the tangent space of $\mathcal{W}$ at every point given by

$$
\mathrm{T}_{s(\bar{y})} \mathcal{W}=\mathrm{T}_{s(\bar{y})} \operatorname{Im}(s) \oplus V_{s(\bar{y})}\left(\rho_{\mathrm{T}^{k-1} Q}\right)
$$

Hence, we only need to prove that $\Omega_{s(\bar{y})}\left(D_{L H}(\bar{y}), B_{s(\bar{y})}\right)=0$, for every vertical tangent vector $B_{s(\bar{y})} \in V_{s(\bar{y})}\left(\rho_{\mathrm{T}^{k-1} Q}\right)$. Equivalently, since the canonical symplectic form $\omega_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ vanishes by the contraction of two $\pi_{\mathrm{T}^{k-1} Q^{2}}$-vertical vectors, then $\Omega$ is annihilated by the contraction of two $\rho_{\mathrm{T}^{k-1} Q^{2}}$-vertical vectors, and therefore it suffices to prove that $D_{L H}$ is vertical with respect to $\rho_{\mathrm{T}^{k-1} Q}$. Indeed,

$$
\begin{aligned}
\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ D_{L H} & =\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ\left(X_{L H} \circ s-\mathrm{T} s \circ X\right)=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s-\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ \mathrm{~T} s \circ X \\
& =\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s-\mathrm{T}\left(\rho_{\mathrm{T}^{k-1} Q} \circ s\right) \circ X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s-X=0
\end{aligned}
$$

Therefore $\Omega_{s(\bar{y})}\left(D_{L H}(\bar{y}), Z_{s(\bar{y})}\right)=0$, for every $Z_{s(\bar{y})} \in \mathrm{T}_{s(\bar{y})} \mathcal{W}$. Therefore, we have proved that $D_{L H}(\bar{y}) \in \operatorname{ker} \Omega_{\bar{y}}$, and it remains to prove that $D_{L H}=0$ in this vector space. Recall that in Section 3.1.2 we proved that $\operatorname{ker} \Omega=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$, and hence what we have just proved is that $D_{L H}$ is $\rho_{2}$-vertical, that is,

$$
\mathrm{T} \rho_{2} \circ D_{L H}=\mathrm{T} \rho_{2} \circ\left(X_{L H} \circ s-\mathrm{T} s \circ X\right)=0
$$

and, in particular, we have

$$
\mathrm{T} \rho_{2} \circ X_{L H} \circ s=\mathrm{T} \rho_{2} \circ \mathrm{~T} s \circ X
$$

Now, from Lemma 3.13 and Theorem 3.14 , the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) is $\rho_{2}$-related to the Hamiltonian vector field solution to equation (2.46), that is, $\mathrm{T} \rho_{2} \circ X_{L H}=X_{h} \circ \rho_{2}$. Hence, the previous relation becomes

$$
X_{h} \circ \rho_{2} \circ s=\mathrm{T} \rho_{2} \circ \mathrm{~T} s \circ X
$$

Then, from Theorem 2.23, the Hamiltonian vector field solution to equation 2.46 and the Lagrangian vector field solution to equation 2.34 are $\mathcal{F} \mathcal{L}$-related, that is, $\mathrm{TF} \mathcal{L} \circ X_{\mathcal{L}}=X_{h} \circ \mathcal{F} \mathcal{L}$. In particular, since $\mathcal{F} \mathcal{L}$ is a diffeomorphism, we have $X_{h}=\mathrm{T} \mathcal{F} \mathcal{L} \circ X_{\mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1}$. Replacing $X_{h}$ by $\mathrm{T} \mathcal{F} \mathcal{L} \circ X_{\mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1}$ in the previous equation, we have

$$
\mathrm{T} \mathcal{F} \mathcal{L} \circ X_{\mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1} \circ \rho_{2} \circ s=\mathrm{T} \rho_{2} \circ \mathrm{~T} s \circ X \Longleftrightarrow X_{\mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1} \circ \rho_{2} \circ s=\mathrm{T} \mathcal{F} \mathcal{L}^{-1} \circ \mathrm{~T} \rho_{2} \circ \mathrm{~T} s \circ X
$$

Then, bearing in mind that $\mathcal{F} \mathcal{L} \circ \rho_{1}=\rho_{2} \Longrightarrow \rho_{1}=\mathcal{F} \mathcal{L}^{-1} \circ \rho_{2}$, we obtain

$$
X_{\mathcal{L}} \circ \rho_{1} \circ s=\mathrm{T} \rho_{1} \circ \mathrm{~T} s \circ X
$$

Finally, using Lemma 3.7 and Theorem 3.8 , the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) is $\rho_{1}$-related to the Lagrangian vector field solution to equation 2.34), and hence

$$
\mathrm{T} \rho_{1} \circ X_{L H} \circ s=\mathrm{T} \rho_{1} \circ \mathrm{~T} s \circ X
$$

which is equivalent to $\mathrm{T} \rho_{1} \circ\left(X_{L H} \circ s-\mathrm{T} s \circ X\right)=\mathrm{T} \rho_{1} \circ D_{L H}=0$. That is, we have proved that if $D_{L H}$ is $\rho_{2}$-vertical, then it is also $\rho_{1}$-vertical. And, reversing the reasoning, the converse is obvious. In particular, this implies that $D_{L H}(\bar{y}) \in V_{s(\bar{y})}\left(\rho_{1}\right) \cap V_{s(\bar{y})}\left(\rho_{2}\right)$ but, since $V_{w}\left(\rho_{1}\right) \cap V_{w}\left(\rho_{2}\right)=\{0\}$ for every $w \in \mathcal{W}$, we proved that $D_{L H}=0$, that is, $X_{L H}$ and $X$ are $s$-related, and by Proposition 4.14 $s$ is a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem.

Let us compute in coordinates the condition for a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ to be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem. Let $\left(q_{0}^{A}\right)$ be a set of local coordinates in $Q$, with $1 \leqslant A \leqslant n$, and $\left(q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right), 0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1$ the induced local coordinates in $\mathcal{W}$ (see Section 3.1.1 for details). These coordinates are adapted to the $\rho_{\mathrm{T}^{k-1} Q^{-}}$-bundle structure, and hence a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is given by $s\left(q_{i}^{A}\right)=\left(q_{i}^{A}, s_{j}^{A}, \alpha_{A}^{i}\right)$, where $s_{j}^{A}, \alpha_{A}^{i}$ are local functions in $\mathrm{T}^{k-1} Q$.

From Proposition 4.16, an equivalent condition for a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ to be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem is that the dynamical vector field $X_{L H}$ is tangent to the submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$, which is defined locally by the $2 k n$ constraints $q_{j}^{A}-s_{j}^{A}=0$ and $p_{A}^{i}-\alpha_{A}^{i}=0$. From the results on Section 3.2.1 we know that the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) is given locally by (3.13), that is,

$$
X_{L H}=\sum_{l=0}^{2 k-2} q_{l+1}^{A} \frac{\partial}{\partial q_{l}^{A}}+F^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}
$$

where the functions $F^{A}$ are the solutions to equations 3.16. Hence, requiring $X_{L H}\left(q_{j}^{A}-s_{j}^{A}\right)=0$ and $X_{L H}\left(p_{A}^{i}-\alpha_{A}^{i}\right)=0$ on $\operatorname{Im}(s)$, we obtain the following system of $2 k n$ partial differential equations

$$
\begin{align*}
s_{j+1}^{A}-\sum_{l=0}^{k-2} q_{l+1}^{B} \frac{\partial s_{j}^{A}}{\partial q_{l}^{B}}-s_{k}^{B} \frac{\partial s_{j}^{A}}{\partial q_{k-1}^{B}}=0 \quad ; \quad F^{A}-\sum_{l=0}^{k-2} q_{l+1}^{B} \frac{\partial s_{2 k-1}^{A}}{\partial q_{l}^{B}}-s_{k}^{B} \frac{\partial s_{2 k-1}^{A}}{\partial q_{k-1}^{B}}=0 \\
\frac{\partial \mathcal{L}}{\partial q_{A}^{0}}-\sum_{l=0}^{k-2} q_{l+1}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{l}^{B}}-s_{k}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{k-1}^{B}}=0 \quad ; \quad \frac{\partial \mathcal{L}}{\partial q_{i}^{A}}-\alpha_{A}^{i-1}-\sum_{l=0}^{k-2} q_{l+1}^{B} \frac{\partial \alpha_{A}^{i}}{\partial q_{l}^{B}}-s_{k}^{B} \frac{\partial \alpha_{A}^{i}}{\partial q_{k-1}^{B}}=0 \tag{4.12}
\end{align*}
$$

with $1 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-2$. This is a system of $2 k n$ partial differential equations with $2 k n$ unknown function $s_{j}^{A}, \alpha_{A}^{i}$. Hence, a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem if, and only if, its component functions satisfy the local equations 4.12.

### 4.3.2 The Lagrangian-Hamiltonian Hamilton-Jacobi problem

As in the Lagrangian and Hamiltonian formalisms described in previous Sections, to solve the generalized $k$ th-order unified Hamilton-Jacobi problem is a difficult task in general, since we must find $k n$-dimensional submanifolds of $\mathcal{W}$ contained in the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$ and invariant by the dynamical vector field $X_{L H}$. Hence, it is convenient to consider a less general problem and require some additional conditions to the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$.
Definition 4.12. The $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem consists in finding sections $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ solution to the generalized kth-order unified Hamilton-Jacobi problem such that $s^{*} \Omega=0$. Such a section is called a solution to the $k$ th-order unified Hamilton-Jacobi problem.

From the definition of $\Omega \in \Omega^{2}(\mathcal{W})$ given in Section 3.1 .2 we have

$$
s^{*} \Omega=s^{*}\left(\rho_{2}^{*} \omega_{k-1}\right)=\left(\rho_{2} \circ s\right)^{*} \omega_{k-1}
$$

Hence, we have that $s^{*} \Omega=0$ if, and only if, $\left(\rho_{2} \circ s\right)^{*} \omega_{k-1}=0$. As $\Gamma\left(\pi_{\mathrm{T}^{k-1} Q}\right)=\Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$, the section $\rho_{2} \circ s \in \Gamma\left(\pi_{\mathrm{T}^{k-1} Q}\right)$ is a 1-form in $\mathrm{T}^{k-1} Q$, and from relation 4.6) we have

$$
\left(\rho_{2} \circ s\right)^{*} \omega_{k-1}=\left(\rho_{2} \circ s\right)^{*}\left(-\mathrm{d} \theta_{k-1}\right)=-\mathrm{d}\left(\left(\rho_{2} \circ s\right)^{*} \theta_{k-1}\right)=-\mathrm{d}\left(\rho_{2} \circ s\right)
$$

Hence, the condition $s^{*} \Omega=0$ is equivalent to $\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ being a closed 1-form. Therefore, Definition 4.12 can be rewritten as follows.

Definition 4.13. The $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem consists in finding sections $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ solution to the generalized kth-order unified Hamilton-Jacobi problem such that $\rho_{2} \circ s$ is a closed 1-form in $\mathrm{T}^{k-1} Q$.

Taking into account the additional assumption on the section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$, a straightforward consequence of Proposition 4.16 is the following result, which is the analogous to Propositions 4.4 and 4.8 in the unified formalism.

Proposition 4.17. The following assertions on a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ such that $s^{*} \Omega=0$ are equivalent.

1. $s$ is a solution to the kth-order Lagrangian-Hamiltonian Hamilton-Jacobi problem.
2. $\mathrm{d}\left(s^{*} H\right)=0$.
3. $\operatorname{Im}(s)$ is an isotropic submanifold of $\mathcal{W}$ invariant by $X_{L H}$.
4. The integral curves of $X_{L H}$ with initial conditions in $\operatorname{Im}(s)$ project onto the integral curves of $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s$.

Let us compute in the natural coordinates of $\mathcal{W}$ the local equations for a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ to be a solution to the $k$ th-order unified Hamilton-Jacobi problem. From Definition 4.12, we must require $s^{*} \Omega=0$ or, equivalently, following Definition 4.13, we can require the 1 -form $\rho_{2} \circ s$ to be closed, that is, $\mathrm{d}\left(\rho_{2} \circ s\right)=0$. Locally, if $s\left(q_{i}^{A}\right)=\left(q_{i}^{A}, s_{j}^{A}, \alpha_{A}^{i}\right)$, then $\left(\rho_{2} \circ s\right)\left(q_{i}^{A}\right)=\left(q_{i}^{A}, \alpha_{A}^{i}\right)$, and the condition $\mathrm{d}\left(\rho_{2} \circ s\right)=0$ gives equations 4.8, that is,

$$
\frac{\partial \alpha_{A}^{i}}{\partial q_{j}^{B}}-\frac{\partial \alpha_{B}^{j}}{\partial q_{i}^{A}}=0, \quad \text { with } A \neq B \text { or } i \neq j
$$

Equivalently, from Proposition 4.17 we know that this condition is equivalent to $\mathrm{d}\left(s^{*} H\right)=s^{*}(\mathrm{~d} H)=0$. Then, bearing in mind the coordinate expression (3.7) of the 1-form $\mathrm{d} H$, the condition $\mathrm{d}\left(s^{*} H\right)=0$ holds if, and only if, the following $k n$ partial differential equations are satisfied

$$
\begin{align*}
& q_{i+1}^{B} \frac{\partial \alpha_{B}^{i}}{\partial q_{0}^{A}}+s_{k}^{B} \frac{\partial \alpha_{B}^{k-1}}{\partial q_{0}^{A}}+\alpha_{B}^{k-1} \frac{\partial s_{k}^{B}}{\partial q_{0}^{A}}-\left(\frac{\partial \mathcal{L}}{\partial q_{0}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{k}^{B}} \frac{\partial s_{k}^{B}}{\partial q_{0}^{A}}\right)=0  \tag{4.13}\\
& q_{i+1}^{B} \frac{\partial \alpha_{B}^{i}}{\partial q_{l}^{A}}+s_{k}^{B} \frac{\partial \alpha_{B}^{k-1}}{\partial q_{l}^{A}}+\alpha_{A}^{l-1}+\alpha_{B}^{k-1} \frac{\partial s_{k}^{B}}{\partial q_{l}^{A}}-\left(\frac{\partial \mathcal{L}}{\partial q_{l}^{A}}+\frac{\partial \mathcal{L}}{\partial q_{k}^{B}} \frac{\partial s_{k}^{B}}{\partial q_{l}^{A}}\right)=0
\end{align*}
$$

where $1 \leqslant l \leqslant k-1$.
Therefore, a section $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the $k$ th-order Lagrangian-Hamiltonian HamiltonJacobi problem if, and only if, the local functions $s_{j}^{A}, \alpha_{A}^{i}$ satisfy the system of partial differential equations given by 4.12 ) and 4.8 , or, equivalently, 4.12 and 4.13). Observe that the system of partial differential equations may not be $C^{\infty}(U)$-linearly independent.

### 4.3.3 Equivalent formulation

Since the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) is tangent to the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, we can state the (generalized) $k$ th-order unified Hamilton-Jacobi problem directly in the submanifold $\mathcal{W}_{\mathcal{L}}$, which is the real phase space of the system. Let $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ be the unique vector field in $\mathcal{W}_{\mathcal{L}}$ which is $j_{\mathcal{L}}$-related to $X_{L H}$, and we consider in $\mathcal{W}_{\mathcal{L}}$ the 2 -form $\Omega_{o}=j_{\mathcal{L}}^{*} \Omega \in \Omega^{2}\left(\mathcal{W}_{\mathcal{L}}\right)$ and the restricted Hamiltonian function $H_{o}=j_{\mathcal{L}}^{*} H \in C^{\infty}\left(\mathcal{W}_{\mathcal{L}}\right)$.

Observe that $\left(\mathcal{W}_{\mathcal{L}}, \Omega_{o}\right)$ is a symplectic manifold, since the map $\rho_{1}^{\mathcal{L}}=\rho_{1} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{2 k-1} Q$ is a diffeomorphism by Proposition 3.4, and in addition we have $\left(\rho_{1}^{\mathcal{L}}\right)^{*} \omega_{\mathcal{L}}=\Omega_{0}$. That is, $\rho_{1}^{\mathcal{L}}$ is a symplectomorphism between the symplectic manifolds $\left(\mathrm{T}^{2 k-1} Q, \omega_{\mathcal{L}}\right)$ and $\left(\mathcal{W}_{\mathcal{L}}, \Omega_{o}\right)$.

Remark. As the $k$ th-order Lagrangian function is hyperregular, by Proposition 3.11 we know that the $\operatorname{map} \rho_{2}^{\mathcal{L}}=\rho_{2} \circ j_{\mathcal{L}}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is also a diffeomorphism. In addition, since

$$
\left(\rho_{2}^{\mathcal{L}}\right)^{*} \omega_{k-1}=\left(\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}\right)^{*} \omega_{k-1}=\left(\rho_{1}^{\mathcal{L}}\right)^{*}\left(\mathcal{F} \mathcal{L}^{*} \omega_{k-1}\right)=\left(\rho_{1}^{\mathcal{L}}\right)^{*} \omega_{\mathcal{L}}=\Omega_{o}
$$

we deduce that the map $\rho_{2}^{\mathcal{L}}$ is also a symplectomorphism, in this case between the symplectic manifolds $\left(W_{\mathcal{L}}, \Omega_{o}\right)$ and ( $\left.\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}\right)$.

Since $X_{o}$ and $X_{L H}$ are $j_{\mathcal{L}}$-related, $X_{o}$ is the unique vector field in $\mathcal{W}_{\mathcal{L}}$ solution to the equation

$$
\begin{equation*}
i\left(X_{o}\right) \Omega_{o}=\mathrm{d} H_{o} \tag{4.14}
\end{equation*}
$$

Let $\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}=\rho_{\mathrm{T}^{k-1} Q} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{k-1} Q$ be the canonical submersion, which is the restriction of $\rho_{\mathrm{T}^{k-1} Q}$ to $\mathcal{W}_{\mathcal{L}}$. Thus, Definition 4.10 can be reformulated as follows.

Definition 4.14. The generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$ (or generalized $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$ ) consists in finding a section $s_{o} \in$ $\Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ and a vector field $X \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ such that if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of $X$, then $s_{o} \circ \gamma: \mathbb{R} \rightarrow \mathcal{W}_{\mathcal{L}}$ is an integral curve of $X_{o}$, that is,

$$
\begin{equation*}
X \circ \gamma=\dot{\gamma} \Longrightarrow X_{o} \circ\left(s_{o} \circ \gamma\right)=\overline{s_{o} \circ \gamma} \tag{4.15}
\end{equation*}
$$

In this formulation, Proposition 4.14 and Corollary 4.15 are stated as follows.
Proposition 4.18. The pair $\left(s_{o}, X\right) \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right) \times \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right)$ satisfies condition 4.15) if, and only if, $X_{o}$ and $X$ are $s_{o}$-related.

Proof. This proof is analogous to the proofs of Propositions 4.1, 4.5 and 4.14
Corollary 4.19. If the pair $\left(s_{o}, X\right)$ satisfies condition 4.15), then $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ X_{o} \circ s_{o}$.
Hence, Definition 4.11 now reads as follows.
Definition 4.15. $A$ solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$ is a section $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ such that, if $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ is an integral curve of the vector field $\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ X_{o} \circ s_{o} \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$, then $s_{o} \circ \gamma: \mathbb{R} \rightarrow \mathcal{W}_{\mathcal{L}}$ is an integral curve of $X_{o}$, that is

$$
\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ X_{o} \circ s_{o} \circ \gamma=\dot{\gamma} \Longrightarrow X_{o} \circ\left(s_{o} \circ \gamma\right)=\overline{s_{o} \circ \gamma} .
$$

To close the generalized Hamilton-Jacobi problem, Proposition 4.16 now is stated as follows.
Proposition 4.20. The following assertions on a section $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ are equivalent.

1. $s_{o}$ is a solution to the generalized kth-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$.
2. The submanifold $\operatorname{Im}\left(s_{o}\right) \hookrightarrow \mathcal{W}_{\mathcal{L}}$ is invariant under the flow of the vector field $X_{o}$ solution of the equation 4.14) (that is, $X_{o}$ is tangent to the submanifold $\operatorname{Im}\left(s_{o}\right)$ ).
3. The section $s_{o}$ satisfies the equation

$$
\begin{equation*}
i(X)\left(s_{o}^{*} \Omega_{o}\right)=\mathrm{d}\left(s_{o}^{*} H_{o}\right) \tag{4.16}
\end{equation*}
$$

where $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ X_{o} \circ s_{o}$ is the vector field associated to $s_{o}$.
Proof. The proof of this result follows the patterns in the proofs of Propositions 4.3, 4.7 and 4.16 .
For the $k$ th-order Lagrangian-Hamiltonian Hamilon-Jacobi problem stated in Section 4.3.2, Definition 4.12 in this formulation is stated as follows.

Definition 4.16. The $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$ (or kthorder unified Hamilton-Jacobi problem in $\left.\mathcal{W}_{\mathcal{L}}\right)$ consists in finding sections $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem on $\mathcal{W}_{\mathcal{L}}$ such that $s_{o}^{*} \Omega_{o}=0$.

And Proposition 4.17 now reads:
Proposition 4.21. Let $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ be a section such that $s_{o}^{*} \Omega_{o}=0$. Then, the following assertions are equivalent.

1. $s_{o}$ is a solution to the $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$.
2. $\mathrm{d}\left(s_{o}^{*} H_{o}\right)=0$.
3. $\operatorname{Im}\left(s_{o}\right)$ is a Lagrangian submanifold of $\mathcal{W}_{\mathcal{L}}$ invariant by $X_{o}$.
4. The integral curves of $X_{o}$ with initial conditions in $\operatorname{Im}\left(s_{o}\right)$ project onto the integral curves of the associated vector field $X=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ X_{o} \circ s_{o}$.

Finally, the following result ensures the equivalence between the formulation given in the manifold $\mathcal{W}$ in Sections 4.3.1 and 4.3.2, and the one given in this Section for the submanifold $\mathcal{W}_{\mathcal{L}}$.

Proposition 4.22. Let $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ be a solution to the (generalized) kth-order unified HamiltonJacobi problem in $W_{\mathcal{L}}$. Then, the section $s=j_{\mathcal{L}} \circ s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the (generalized) $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}$.

Conversely, if $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the (generalized) kth-order unified Hamilton-Jacobi problem in $\mathcal{W}$, then there exists a section $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ which is a solution to the (generalized) kth-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$.

Proof. Let $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$. First, let us prove that $s=j_{\mathcal{L}} \circ s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$, that is, $s=j_{\mathcal{L}} \circ s_{o}$ is a section of the projection $\rho_{\mathrm{T}^{k-1} Q}$. In fact,

$$
\rho_{\mathrm{T}^{k-1} Q} \circ s=\rho_{\mathrm{T}^{k-1} Q} \circ j_{\mathcal{L}} \circ s_{o}=\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ s_{o}=\mathrm{Id}_{\mathrm{T}^{k-1} Q}
$$

since $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$.
Next, from Lemma 4.10 we have that if $X, \bar{X} \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ are the associated vector fields to $s$ and $s_{o}$, respectively, then $X=X$. Thus, we denote both vector fields by $X$. Then, let $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ be an integral curve of $X$, and we want to prove that $s \circ \gamma: \mathbb{R} \rightarrow \mathcal{W}$ is an integral curve of $X_{L H}$. Computing,

$$
\begin{aligned}
X_{L H} \circ(s \circ \gamma) & =X_{L H} \circ j_{\mathcal{L}} \circ s_{o} \circ \gamma=\mathrm{T} j_{\mathcal{L}} \circ X_{o} \circ s_{o} \circ \gamma=\mathrm{T} j_{\mathcal{L}} \circ \overline{s_{o} \circ \gamma} \\
& =\mathrm{T} j_{\mathcal{L}} \circ \mathrm{T} s_{o} \circ \dot{\gamma}=\mathrm{T} s \circ \dot{\gamma}=\overline{s \circ \gamma},
\end{aligned}
$$

where we have used that $X_{L H}$ and $X_{o}$ are $j_{\mathcal{L}}$-related, and that $s_{o}$ fulfills condition 4.15 with the associated vector field. Thus, $s \circ \gamma$ is an integral curve of $X_{L H}$, that is, $s=j_{\mathcal{L}} \circ s_{o}$ is a solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem.

Now we suppose, in addition, that $s_{o}^{*} \Omega_{o}=0$. Then

$$
s^{*} \Omega=\left(j_{\mathcal{L}} \circ s_{o}\right)^{*} \Omega=s_{o}^{*}\left(j_{\mathcal{L}}^{*} \Omega\right)=s_{o}^{*} \Omega_{o}=0
$$

Hence, if $s_{o}$ is a solution to the $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$, then $s=j_{\mathcal{L}} \circ s_{o}$ is a solution to the $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}$.

Conversely, let $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ be a solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}$. Then, by the first condition in Definition 4.10, we have $\operatorname{Im}(s) \subseteq \mathcal{W}_{\mathcal{L}}$, and thus there exists a map $s_{o}: \mathrm{T}^{k-1} Q \rightarrow \mathcal{W}_{\mathcal{L}}$ such that $j_{\mathcal{L}} \circ s_{o}=s$. In addition, composing this last equality with $\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}$, we have

$$
\mathrm{Id}_{\mathrm{T}^{k-1} Q}=\rho_{\mathrm{T}^{k-1} Q} \circ s=\rho_{\mathrm{T}^{k-1} Q} \circ j_{o} \circ s_{o}=\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ s_{o}
$$

and thus $s_{o}$ is a section of the projection $\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}$. We will prove that this section $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ satisfies condition 4.15). Again, from Lemma 4.10 we have that if $X, \bar{X} \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ are the associated vector fields to $s$ and $s_{o}$, respectively, then $X=X$. Hence we denote both vector fields by $X$.

From Proposition 4.20 the section $s_{o} \in \Gamma\left(\rho_{T^{k-1} Q}^{\mathcal{L}}\right)$ defined in the previous paragraph is a solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$ if, and only if, the following equation holds

$$
i(X)\left(s_{o}^{*} \Omega_{o}\right)-\mathrm{d}\left(s_{o}^{*} H_{o}\right)=0
$$

Computing, we have

$$
\begin{aligned}
i(X)\left(s_{o}^{*} \Omega_{o}\right)-\mathrm{d}\left(s_{o}^{*} H_{o}\right) & =i(X)\left(s_{o}^{*}\left(j_{\mathcal{L}}^{*} \Omega\right)\right)-\mathrm{d}\left(s_{o}^{*}\left(j_{\mathcal{L}}^{*} H\right)\right)=i(X)\left(\left(j_{\mathcal{L}} \circ s_{o}\right)^{*} \Omega-\mathrm{d}\left(\left(j_{\mathcal{L}} \circ s_{o}\right)^{*} H\right)\right. \\
& =i(X)\left(s^{*} \Omega\right)-\mathrm{d}\left(s^{*} H\right)=0
\end{aligned}
$$

since by Proposition 4.16 the last equation holds whenever $s$ is a solution to the generalized $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem.

Finally, let $s$ be a solution to the $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem, that is, we suppose in addition that $s^{*} \Omega=0$. Then,

$$
s_{o}^{*} \Omega_{o}=s_{o}^{*}\left(j_{\mathcal{L}}^{*} \Omega\right)=\left(j_{\mathcal{L}} \circ s_{o}\right)^{*} \Omega=s^{*} \Omega=0 .
$$

Therefore, if $s$ is a solution to the $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}$, then the induced section $s_{o} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ satisfying $s=j_{\mathcal{L}} \circ s_{o}$ is a solution to the $k$ th-order unified Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$.

Remark. The main drawback of this equivalent formulation of the $k$ th-order Hamilton-Jacobi problem in the Skinner-Rusk setting is that $\mathcal{W}_{\mathcal{L}}$ has not a natural set of coordinates. This is due to the identification $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, which implies that the coordinates in $\mathcal{W}_{\mathcal{L}}$ depend on the $k$ th-order Lagrangian function provided. Hence, it is easier to consider the problem in $\mathcal{W}$, where we do have a set of natural induced coordinates, and drag the condition $\operatorname{Im}(s) \subset \mathcal{W}_{\mathcal{L}}$ at every step.

### 4.3.4 Complete solutions

As in the Lagrangian and Hamiltonian formalisms, we are interested in finding not only a particular solution to the Hamilton-Jacobi problem, but a complete solution. In order to do so, we generalize the concept of complete solutions given in Sections 4.1.3 and 4.2 .3 to the unified formalism, bearing in mind the definition of a particular solution given in Definition 4.12

Definition 4.17. A complete solution to the $k$ th-order unified Hamilton-Jacobi problem is an embedding $\Phi: U \times \mathrm{T}^{k-1} Q \rightarrow \mathcal{W}$, with $U \subseteq \mathbb{R}^{k n}$ an open set, such that the following conditions are satisfied:

1. $\operatorname{Im}(\Phi) \subset \mathcal{W}_{\mathcal{L}}$ is an open subset, that is, $\Phi: U \times \mathrm{T}^{k-1} Q \rightarrow \mathcal{W}_{\mathcal{L}}$ is a local diffeomorphism.
2. For every $\lambda \in U$, the map $s_{\lambda}(\bullet)=\Phi(\lambda, \bullet): \mathrm{T}^{k-1} Q \rightarrow \mathcal{W}$ is a solution to the kth-order LagrangianHamiltonian Hamilton-Jacobi problem.

It is clear from this last definition that a complete solution to the $k$ th-order unified Hamilton-Jacobi problem endows the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ with a foliation transverse to the fibers, and that every leaf of this foliation is invariant by the vector field $X_{L H}$ solution to the dynamical equation (3.6).

Remark. It is important to point out that it is the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ which is endowed with a foliation by a complete solution, rather than $\mathcal{W}$. This is due to the fact that the real phase space of the problem is $\mathcal{W}_{\mathcal{L}}$, and not $\mathcal{W}$.

Let $\Phi$ be a complete solution, and we consider the family of vector fields

$$
\left\{X_{\lambda}=\mathrm{T} \rho_{\mathrm{T}^{k-1} Q} \circ X_{L H} \circ s_{\lambda} \in \mathfrak{X}\left(\mathrm{T}^{k-1} Q\right) \mid \lambda \in U \subseteq \mathbb{R}^{k n}\right\}
$$

where $s_{\lambda} \equiv \Phi(\lambda, \bullet)$. Then, the integral curves of $X_{\lambda}$, for different $\lambda \in U$, provide all the integral curves of the vector field $X_{L H}$ solution to the dynamical equation (3.6). That is, if $w \in \mathcal{W}_{\mathcal{L}}$, then there exists $\lambda_{o} \in U$ such that if $\bar{y}=\left(\rho_{\mathrm{T}^{k-1} Q} \circ j_{\mathcal{L}}\right)(w)$ then $s_{\lambda_{o}}(\bar{y})=w$, and the integral curve of $X_{\lambda_{o}}$ through $\bar{y}$, lifted by $s_{\lambda_{o}}$ to $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$, gives the integral curve of $X_{L H}$ through $w$.

### 4.3.5 Relation with the Lagrangian and Hamiltonian formalisms

Finally, we state the relation between the solutions of the Hamilton-Jacobi problem in the unified formalism and the solutions of the problem in the Lagrangian and Hamiltonian settings given in Sections 4.1 and 4.2. Observe that, since the $k$ th-order Lagrangian function is hyperregular, the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ is diffeomorphic (actually, symplectomorphic) to both $\mathrm{T}^{2 k-1} Q$ and $\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ via the maps $\rho_{1}^{\mathcal{L}}$ and $\rho_{2}^{\mathcal{L}}$, respectively. It is clear then that this fact enables us to establish a one-to-one correspondence between the solutions of the Hamilton-Jacobi problem in the three formalisms.
Theorem 4.23. If $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the (generalized) kth-order Lagrangian-Hamiltonian Hamilton-Jacobi problem, then the sections $s_{\mathcal{L}}=\rho_{1} \circ s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and $\alpha=\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ are solutions to the (generalized) kth-order Lagrangian and Hamiltonian Hamilton-Jacobi problems, respectively.
Conversely, if $s_{\mathcal{L}} \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ (resp., $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ ) is a solution to the (generalized) kth-order Lagrangian (resp., Hamiltonian) Hamilton-Jacobi problem, then $s=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ (resp., $s=j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \alpha \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ ) is a solution to the (generalized) kth-order Lagrangian-Hamiltonian Hamilton-Jacobi problem.

Proof. Let us first prove that if $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$, then the maps $s_{\mathcal{L}}=\rho_{1} \circ s$ and $\alpha=\rho_{2} \circ s$ are sections of the projections $\rho_{k-1}^{2 k-1}$ and $\pi_{\mathrm{T}^{k-1} Q}$, respectively. Computing, we have for $s_{\mathcal{L}}$

$$
\rho_{k-1}^{2 k-1} \circ s_{\mathcal{L}}=\rho_{k-1}^{2 k-1} \circ \rho_{1} \circ s=\rho_{\mathrm{T}^{k-1} Q} \circ s=\operatorname{Id}_{\mathrm{T}^{k-1} Q}
$$

and for $\alpha$

$$
\pi_{\mathrm{T}^{k-1} Q} \circ \alpha=\pi_{\mathrm{T}^{k-1} Q} \circ \rho_{2} \circ s=\rho_{\mathrm{T}^{k-1} Q} \circ s=\mathrm{Id}_{\mathrm{T}^{k-1} Q}
$$

Therefore, we have $s_{\mathcal{L}}=\rho_{1} \circ s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and $\alpha=\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$.
Next, from Lemmas 3.7 and 3.13 , and Theorems 3.8 and 3.14 the vector field $X_{L H} \in \mathfrak{X}(\mathcal{W})$ tangent to $\mathcal{W}_{\mathcal{L}}$ and solution to the dynamical equation (3.6) is $\rho_{1}$-related to the Lagrangian vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{2 k-1} Q\right)$ solution to equation 2.34$)$, and also $\rho_{2}$-related to the Hamiltonian vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(\mathrm{~T}^{k-1} Q\right)\right)$ solution to equation (2.46). Thus, using Lemma 4.10, we have that if $X, \bar{X}, \tilde{X} \in \mathfrak{X}\left(\mathrm{~T}_{\tilde{\sim}}^{k-1} Q\right)$ are the vector fields associated to $s, s_{\mathcal{L}}=\rho_{1} \circ s$ and $\alpha=\rho_{2} \circ s$, respectively, then $X=\bar{X}=\tilde{X}$. Hence, all of them are denoted by $X$.

Now, let $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ be a solution to the generalized $k$ th-order unified Hamilton-Jacobi problem. We want to prove that $s_{\mathcal{L}}=\rho_{1} \circ s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and $\alpha=\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ are solutions to the generalized $k$ th-order Lagrangian and Hamiltonian Hamilton-Jacobi problems, respectively. Let $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ be an integral curve of $X$. Then, for the Lagrangian section,

$$
\begin{aligned}
X_{\mathcal{L}} \circ\left(s_{\mathcal{L}} \circ \gamma\right) & =X_{\mathcal{L}} \circ \rho_{1} \circ s \circ \gamma=\mathrm{T} \rho_{1} \circ X_{L H} \circ s \circ \gamma \\
& =\mathrm{T} \rho_{1} \circ \overline{s \circ} \circ \gamma=\mathrm{T}\left(\rho_{1} \circ s\right) \circ \dot{\gamma}=\mathrm{T} s_{\mathcal{L}} \circ \dot{\gamma}=\overline{s_{\mathcal{L}} \circ \gamma}
\end{aligned}
$$

and, for the Hamiltonian 1-form,

$$
\begin{aligned}
X_{h} \circ(\alpha \circ \gamma) & =X_{h} \circ \rho_{2} \circ s \circ \gamma=\mathrm{T} \rho_{2} \circ X_{L H} \circ s \circ \gamma \\
& =\mathrm{T} \rho_{2} \circ \overline{s \circ \gamma}=\mathrm{T}\left(\rho_{2} \circ s\right) \circ \dot{\gamma}=\mathrm{T} \alpha \circ \dot{\gamma}=\overline{\alpha \circ \gamma}
\end{aligned}
$$

Now we suppose in addition that $s^{*} \Omega=0$. Then, for the Lagrangian section $s_{\mathcal{L}}$ we have

$$
s_{\mathcal{L}}^{*} \omega_{\mathcal{L}}=\left(\rho_{1} \circ s\right)^{*} \omega_{\mathcal{L}}=s^{*}\left(\rho_{1}^{*} \omega_{\mathcal{L}}\right)=s^{*} \Omega=0
$$

since $\Omega=\rho_{1}^{*} \omega_{\mathcal{L}}$ by Lemma 3.5. Now, for the Hamiltonian 1-form $\alpha$ we have

$$
\mathrm{d} \alpha=-\alpha^{*} \omega_{k-1}=-\left(\rho_{2} \circ s\right)^{*} \omega_{k-1}=-s^{*}\left(\rho_{2}^{*} \omega_{k-1}\right)=-s^{*} \Omega=0
$$

from the definition of $\Omega$ given in Section 3.1.2 and relation 4.6.
Therefore, if $s \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the (generalized) $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem, then $s_{\mathcal{L}}=\rho_{1} \circ s \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ and $\alpha=\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ are solutions to the (generalized) $k$ th-order Lagrangian and Hamiltonian Hamilton-Jacobi problems, respectively.

For the converse, let $s_{\mathcal{L}} \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ be a solution to the generalized $k$ th-order Lagrangian HamiltonJacobi problem. We will first prove that the section $s_{o}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ satisfies condition 4.15). First, let us prove that the map $s_{o}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}}: \mathrm{T}^{k-1} Q \rightarrow \mathcal{W}_{\mathcal{L}}$ is a section of the projection $\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}$. In fact,

$$
\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ s_{o}=\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}}=\rho_{k-1}^{2 k-1} \circ s_{\mathcal{L}}=\mathrm{Id}_{\mathrm{T}^{k-1} Q},
$$

since $\rho_{\mathrm{T}^{k-1} Q} \circ j_{\mathcal{L}}=\rho_{k-1}^{2 k-1} \circ \rho_{1} \circ j_{\mathcal{L}}$ implies $\rho_{k-1}^{2 k-1}=\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}$.
Next, note that since $\rho_{1}^{\mathcal{L}}$ is a diffeomorphism, it is clear that the Lagrangian vector field $X_{\mathcal{L}}$ and the vector field $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ solution to the equation (4.14) are $\rho_{1}^{\mathcal{L}}$-related (or, equivalently, $\left(\rho_{1}^{\mathcal{L}}\right)^{-1}$-related). Thus, from Lemma 4.10 we have that if $X, \bar{X} \in \mathfrak{X}\left(\mathrm{~T}^{k-1} Q\right)$ are the associated vector fields to $s_{\mathcal{L}}$ and $s_{o}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}}$, then $X=\bar{X}$.

Then, let $\gamma: \mathbb{R} \rightarrow \mathrm{T}^{k-1} Q$ be an integral curve of $X$. Computing, we have

$$
\begin{aligned}
X_{o} \circ\left(s_{o} \circ \gamma\right) & =X_{o} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}} \circ \gamma=\mathrm{T}\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ X_{\mathcal{L}} \circ s_{\mathcal{L}} \circ \gamma \\
& =\mathrm{T}\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \overline{s_{\mathcal{L}} \circ \gamma}=\mathrm{T}\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \mathrm{~T} s_{\mathcal{L}} \circ \dot{\gamma} \\
& =\mathrm{T}\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}}\right) \circ \dot{\gamma}=\mathrm{T} s_{o} \circ \dot{\gamma}=\overline{s_{o} \circ \gamma} .
\end{aligned}
$$

Now, let us suppose, in addition, that $s_{\mathcal{L}}^{*} \omega_{\mathcal{L}}=0$. Then, since $\rho_{1}^{\mathcal{L}}:\left(\mathcal{W}_{\mathcal{L}}, \Omega_{o}\right) \rightarrow\left(\mathrm{T}^{2 k-1} Q, \omega_{\mathcal{L}}\right)$ is a symplectomorphism, we have

$$
s_{o}^{*} \Omega_{o}=\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}}\right)^{*} \Omega_{o}=s_{\mathcal{L}}^{*}\left(\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\right)^{*} \Omega_{o}\right)=s_{\mathcal{L}}^{*} \omega_{\mathcal{L}}=0
$$

Therefore, if $s_{\mathcal{L}} \in \Gamma\left(\rho_{k-1}^{2 k-1}\right)$ us a solution to the (generalized) $k$ th-order Lagrangian Hamilton-Jacobi problem, then the section $s_{o}=\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}\right)$ is a solution to the (generalized) $k$ th-order Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}_{\mathcal{L}}$. Then, using Proposition 4.22, the section $s=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ s_{\mathcal{L}} \in \Gamma\left(\rho_{\mathrm{T}^{k-1} Q}^{\mathcal{L}}\right)$ is a solution to the (generalized) $k$ th-oder Lagrangian-Hamiltonian Hamilton-Jacobi problem in $\mathcal{W}$.

As we have pointed out in the remark at the beginning of Section 4.3.3 the map $\rho_{2}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right)$ is also a symplectomorphism, between the symplectic manifolds $\left(\mathcal{W}_{\mathcal{L}}, \Omega_{o}\right)$ and ( $\left.\mathrm{T}^{*}\left(\mathrm{~T}^{k-1} Q\right), \omega_{k-1}\right)$. Therefore, the same proof applies for the Hamiltonian 1-form $\alpha \in \Omega^{1}\left(\mathrm{~T}^{k-1} Q\right)$ solution to the (generalized) $k$ th-order Hamiltonian Hamilton-Jacobi problem.

### 4.4 Examples

In this last Section of the Chapter, two physical models are analyzed as examples to show the application of the formalism. Contrary to Chapter 3, in this Chapter both examples are regular systems. The first example is the end of a thrown javelin, and the second one is the shape of a homogeneous deformed elastic cylindrical beam with fixed ends.

### 4.4.1 The end of a thrown javelin

Let us consider the dynamical system that describes the motion of the end of a thrown javelin. This gives rise to a 3-dimensional second-order dynamical system, which is a particular case of the problem of determining the trajectory of a particle rotating about a translating center [36]. Let $Q=\mathbb{R}^{3}$ be the manifold modeling the configuration space for this system with coordinates $\left(q_{0}^{1}, q_{0}^{2}, q_{0}^{3}\right)=\left(q_{0}^{A}\right)$. Using the induced coordinates in $\mathrm{T}^{2} \mathbb{R}^{3}$, the Lagrangian function for this system is

$$
\mathcal{L}\left(q_{0}^{A}, q_{1}^{A}, q_{2}^{A}\right)=\frac{1}{2} \sum_{A=1}^{3}\left(\left(q_{1}^{A}\right)^{2}-\left(q_{2}^{A}\right)^{2}\right)
$$

This is a regular Lagrangian function since the Hessian matrix of $\mathcal{L}$ with respect to the second-order velocities is

$$
\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

which is a $3 \times 3$ invertible matrix.

## Lagrangian formulation of the Hamilton-Jacobi problem

The Poincaré-Cartan forms $\theta_{\mathcal{L}}$ and $\omega_{\mathcal{L}}$, and the Lagrangian energy are locally given by

$$
\begin{gathered}
\theta_{\mathcal{L}}=\sum_{A=1}^{3}\left(\left(q_{1}^{A}+q_{3}^{A}\right) \mathrm{d} q_{0}^{A}-q_{2}^{A} \mathrm{~d} q_{1}^{A}\right) \quad ; \quad \omega_{\mathcal{L}}=\sum_{A=1}^{3}\left(\mathrm{~d} q_{0}^{A} \wedge \mathrm{~d} q_{1}^{A}+\mathrm{d} q_{0}^{A} \wedge \mathrm{~d} q_{3}^{A}-\mathrm{d} q_{1}^{A} \wedge \mathrm{~d} q_{2}^{A}\right) \\
E_{\mathcal{L}}=\frac{1}{2} \sum_{A=1}^{3}\left(\left(q_{1}^{A}\right)^{2}+2 q_{1}^{A} q_{3}^{A}-\left(q_{2}^{A}\right)^{2}\right)
\end{gathered}
$$

Thus, the semispray of type $1, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{3} \mathbb{R}^{3}\right)$, solution to the dynamical equation 2.34 is

$$
X_{\mathcal{L}}=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}-q_{2}^{A} \frac{\partial}{\partial q_{3}^{A}}
$$

Consider the projection $\rho_{1}^{3}: \mathrm{T}^{3} \mathbb{R}^{3} \rightarrow \mathrm{TR}^{3}$. From Proposition 4.3 we know that the generalized secondorder Lagrangian Hamilton-Jacobi problem consists in finding sections $s \in \Gamma\left(\rho_{1}^{3}\right)$ such that the Lagrangian vector field $X_{\mathcal{L}}$ is tangent to the submanifold $\operatorname{Im}(s) \hookrightarrow \mathrm{T}^{3} \mathbb{R}^{3}$. Suppose that the section $s$ is given locally by $s\left(q_{0}^{A}, q_{1}^{A}\right)=\left(q_{0}^{A}, q_{1}^{A}, s_{2}^{A}, s_{3}^{A}\right)$. As the submanifold $\operatorname{Im}(s)$ is defined locally by the constraint functions $q_{2}^{A}-s_{2}^{A}$ and $q_{3}^{A}-s_{3}^{A}$, then the tangency condition gives the following system of 6 partial differential equations for the component functions of the section

$$
s_{3}^{A}-q_{1}^{B} \frac{\partial s_{2}^{A}}{\partial q_{0}^{B}}-s_{2}^{B} \frac{\partial s_{2}^{A}}{\partial q_{1}^{B}}=0 \quad ; \quad s_{2}^{A}+q_{1}^{B} \frac{\partial s_{3}^{A}}{\partial q_{0}^{B}}+s_{2}^{B} \frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}=0
$$

with $1 \leqslant A \leqslant 3$.
In order to obtain the equations of the second-order Lagrangian Hamilton-Jacobi problem, we require in addition the section $s \in \Gamma\left(\rho_{1}^{3}\right)$ to satisfy the condition $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$, or, equivalently, $s^{*} \omega_{\mathcal{L}}=0$. From the local expression of the Cartan 2-form $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{3} \mathbb{R}^{3}\right)$ given above, taking the pull-back by the section $s\left(q_{0}^{A}, q_{1}^{A}\right)=\left(q_{0}^{A}, q_{1}^{A}, s_{2}^{A}, s_{3}^{A}\right)$ we obtain

$$
s^{*} \omega_{\mathcal{L}}=\sum_{A=1}^{3}\left[\mathrm{~d} q_{0}^{A} \wedge \mathrm{~d} q_{1}^{A}+\frac{\partial s_{3}^{A}}{\partial q_{0}^{B}} \mathrm{~d} q_{0}^{A} \wedge \mathrm{~d} q_{0}^{B}+\left(\frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}+\frac{\partial s_{2}^{B}}{\partial q_{0}^{A}}\right) \mathrm{d} q_{0}^{A} \wedge \mathrm{~d} q_{1}^{B}-\frac{\partial s_{2}^{A}}{\partial q_{1}^{B}} \mathrm{~d} q_{1}^{A} \wedge \mathrm{~d} q_{1}^{B}\right]
$$

Hence, the condition $s^{*} \omega_{\mathcal{L}}=0$ gives the following partial differential equations

$$
\frac{\partial s_{3}^{A}}{\partial q_{0}^{B}}=\frac{\partial s_{2}^{A}}{\partial q_{1}^{B}}=\frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}+\frac{\partial s_{2}^{B}}{\partial q_{0}^{A}}=0, \text { if } A \neq B \quad ; \quad \frac{\partial s_{3}^{A}}{\partial q_{1}^{A}}+\frac{\partial s_{2}^{A}}{\partial q_{0}^{A}}+1=0
$$

Hence, the section $s \in \Gamma\left(\rho_{1}^{3}\right)$ is a solution to the second-order Lagrangian Hamilton-Jacobi problem if the following system of partial differential equations holds

$$
\begin{gathered}
s_{3}^{A}=q_{1}^{B} \frac{\partial s_{2}^{A}}{\partial q_{0}^{B}}+s_{2}^{A} \frac{\partial s_{2}^{A}}{\partial q_{1}^{A}} \quad ; \quad q_{1}^{A} \frac{\partial s_{3}^{A}}{\partial q_{0}^{A}}+s_{2}^{B} \frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}+s_{2}^{A}=0 \\
\frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}+\frac{\partial s_{2}^{B}}{\partial q_{0}^{A}}=0 \quad ; \quad \frac{\partial s_{3}^{A}}{\partial q_{1}^{A}}+\frac{\partial s_{2}^{A}}{\partial q_{0}^{A}}+1=0
\end{gathered}
$$

Finally, we compute the equations for the generating function $W$. The pull-back of the Cartan 1-form $\theta_{\mathcal{L}}$ by the section $s$ gives in coordinates

$$
s^{*} \theta_{\mathcal{L}}=\sum_{A=1}^{3}\left(\left(q_{1}^{A}+s_{3}^{A}\right) \mathrm{d} q_{0}^{A}-s_{2}^{A} \mathrm{~d} q_{1}^{A}\right)
$$

Hence, requiring $s^{*} \theta_{\mathcal{L}}=\mathrm{d} W$ for a local function $W$ defined in $\mathrm{T} Q$ we obtain

$$
\frac{\partial W}{\partial q_{0}^{A}}=q_{1}^{A}+s_{3}^{A} \quad ; \quad \frac{\partial W}{\partial q_{1}^{A}}=-s_{2}^{A}
$$

and thus from $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$, we have $s^{*} E_{\mathcal{L}}=$ const., that is,

$$
\sum_{A=1}^{3}\left(q_{1}^{A} \frac{\partial W}{\partial q_{0}^{A}}-\frac{1}{2}\left(\left(q_{1}^{A}\right)^{2}+\left(\frac{\partial W}{\partial q_{1}^{A}}\right)^{2}\right)\right)=\text { const. }
$$

Remark. This equation cannot be stated in the general case, since we need to clear the higher-order velocities from the previous equations. This calculation is easy for this particular example, but it depends on the Lagrangian function provided in every system.

## Hamiltonian formulation of the Hamilton-Jacobi problem

Now, to establish the Hamiltonian formalism for the Hamilton-Jacobi problem, we consider natural coordinates $\left(q_{0}^{A}, q_{1}^{A}, p_{A}^{0}, p_{A}^{1}\right)$ on the cotangent bundle $\mathrm{T}^{*}\left(\mathrm{TR}^{3}\right)$. Then the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{3} \mathbb{R}^{3} \rightarrow \mathrm{~T}^{*}\left(\mathrm{TR}^{3}\right)$ associated to the Lagrangian function $\mathcal{L}$ is

$$
\mathcal{F} \mathcal{L}^{*} q_{0}^{A}=q_{0}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} q_{1}^{A}=q_{1}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{0}=q_{1}^{A}+q_{3}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{1}=-q_{2}^{A}
$$

and the inverse map $\mathcal{F} \mathcal{L}^{-1}: \mathrm{T}^{*}\left(\mathrm{TR}^{3}\right) \rightarrow \mathrm{T}^{3} \mathbb{R}^{3}$ is given by

$$
\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{0}^{A}=q_{0}^{A} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{1}^{A}=q_{1}^{A} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{2}^{A}=-p_{A}^{1} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{3}^{A}=p_{A}^{0}-q_{1}^{A}
$$

From these coordinate expressions it is clear that the Legendre-Ostrogradsky map is a global diffeomorphism, that is, $\mathcal{L}$ is a hyperregular Lagrangian function.

The Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*}\left(\mathrm{TR}^{3}\right)\right)$ is

$$
h=\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} E_{\mathcal{L}}=\sum_{A=1}^{3}\left[p_{A}^{0} q_{1}^{A}-\frac{1}{2}\left(\left(q_{1}^{A}\right)^{2}+\left(p_{A}^{1}\right)^{2}\right)\right] .
$$

Thus, the Hamiltonian vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}(\mathrm{~T} Q)\right)$ solution to equation (2.46) is

$$
X_{h}=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}-p_{A}^{1} \frac{\partial}{\partial q_{1}^{A}}+\left(q_{1}^{A}-p_{A}^{0}\right) \frac{\partial}{\partial p_{A}^{1}} .
$$

Consider the projection $\pi_{\mathrm{T} Q}: \mathrm{T}^{*}\left(\mathrm{TR}^{3}\right) \rightarrow \mathrm{TR}^{3}$. From Proposition 4.7 we know that the generalized second-order Hamiltonian Hamilton-Jacobi problem consists in finding 1-forms $\alpha \in \Omega^{1}\left(T \mathbb{R}^{3}\right)$ such that the Hamiltonian vector field $X_{h}$ is tangent to the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*}\left(\mathrm{TR}^{3}\right)$. Suppose that the 1 -form $\alpha$ is given locally by $\alpha=\alpha_{A}^{0} \mathrm{~d} q_{0}^{A}+\alpha_{A}^{1} \mathrm{~d} q_{1}^{A}$. As the submanifold $\operatorname{Im}(\alpha)$ is defined locally by the constraint functions $p_{A}^{0}-\alpha_{A}^{0}$ and $p_{A}^{1}-\alpha_{A}^{1}$, then the tangency condition gives the following system of 6 partial differential equations for the component functions of the form

$$
-q_{1}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}+\alpha_{B}^{1} \frac{\partial \alpha_{A}^{0}}{\partial q_{1}^{B}}=0 \quad ; \quad q_{1}^{A}-\alpha_{A}^{0}-q_{1}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}+\alpha_{B}^{1} \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}=0
$$

with $1 \leqslant A \leqslant 3$.
In order to obtain the equations of the second-order Hamiltonian Hamilton-Jacobi problem, we require in addition the 1 -form $\alpha \in \Omega^{1}\left(\mathrm{TR}^{3}\right)$ to be closed. In coordinates, this condition is

$$
\frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{1}^{A}}=0 \quad ; \quad \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{0}^{A}}=0, \text { if } A \neq B \quad ; \quad \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}-\frac{\partial \alpha_{B}^{1}}{\partial q_{1}^{A}}=0, \text { if } A \neq B
$$

Hence, the 1-form $\alpha \in \Omega^{1}\left(\mathrm{TR}^{3}\right)$ is a solution to the second-order Hamiltonian Hamilton-Jacobi problem if the following system of partial differential equations holds

$$
\begin{gathered}
-q_{1}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}+\alpha_{B}^{1} \frac{\partial \alpha_{A}^{0}}{\partial q_{1}^{B}}=0 \quad ; \quad q_{1}^{A}-\alpha_{A}^{0}-q_{1}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}+\alpha_{B}^{1} \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}=0 \\
\frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{1}^{A}}=0 \quad ; \quad \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{0}^{A}}=0, \text { if } A \neq B \quad ; \quad \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}-\frac{\partial \alpha_{B}^{1}}{\partial q_{1}^{A}}=0, \text { if } A \neq B
\end{gathered}
$$

Finally, we compute the equations for the generating function $W$. Requiring $\alpha=\mathrm{d} W$ for a local function $W$ defined in $\mathrm{T} Q$, we obtain

$$
\alpha_{A}^{0}=\frac{\partial W}{\partial q_{0}^{A}} \quad ; \quad \alpha_{A}^{1}=\frac{\partial W}{\partial q_{1}^{A}},
$$

and thus from $\mathrm{d}\left(\alpha^{*} h\right)=0$, we have $\alpha^{*} h=$ const., that is,

$$
\sum_{A=1}^{3}\left(q_{1}^{A} \frac{\partial W}{\partial q_{0}^{A}}-\frac{1}{2}\left(\left(q_{1}^{A}\right)^{2}+\left(\frac{\partial W}{\partial q_{1}^{A}}\right)^{2}\right)\right)=\text { const. }
$$

Observe that this equations coincides with the Hamilton-Jacobi equation given previously in the Lagrangian problem.

A particular solution of this Hamilton-Jacobi equation in dimension 1 has been obtained in 36. This particular solution is

$$
W\left(q_{0}, q_{1}\right)=\sqrt{2} \int \mathrm{~d} q_{1} \sqrt{-\frac{1}{2} q_{1}^{2}+c_{2} q_{1}-c_{1}}+c_{2} q_{0} \quad, \quad\left(c_{1}, c_{2} \in \mathbb{R}\right)
$$

## Lagrangian-Hamiltonian formulation of the Hamilton-Jacobi problem

In the induced natural coordinates $\left(q_{0}^{A}, q_{1}^{A}, q_{2}^{A}, q_{3}^{A}, p_{A}^{0}, p_{A}^{1}\right)$ of $\mathcal{W}$, the coordinate expressions of the presymplectic form $\Omega=\rho_{2}^{*} \omega_{1} \in \Omega^{2}(\mathcal{W})$ and the Hamiltonian function $H=\mathcal{C}-\mathcal{L} \in C^{\infty}(\mathcal{W})$ are

$$
\Omega=\mathrm{d} q_{0}^{A} \wedge \mathrm{~d} p_{A}^{0}+\mathrm{d} q_{1}^{A} \wedge \mathrm{~d} p_{A}^{1} \quad ; \quad H=q_{1}^{A} p_{A}^{0}+q_{2}^{A} p_{A}^{1}-\frac{1}{2}\left(\left(q_{1}^{A}\right)^{2}-\left(q_{2}^{A}\right)^{2}\right)
$$

Thus, the semispray of type $1 X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) and tangent to the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathcal{W}$ has the following coordinate expression

$$
X_{L H}=q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}-q_{2}^{A} \frac{\partial}{\partial q_{3}^{A}}+\left(q_{1}^{A}-p_{A}^{1}\right) \frac{\partial}{\partial p_{A}^{1}}
$$

In the generalized second-order Lagrangian-Hamiltonian Hamilton-Jacobi problem we look for sections $s \in \Gamma\left(\rho_{\mathrm{TR}^{3}}\right)$, given locally by $s\left(q_{0}^{A}, q_{1}^{A}\right)=\left(q_{0}^{A}, q_{1}^{A}, s_{2}^{A}, s_{3}^{A}, \alpha_{A}^{0}, \alpha_{A}^{1}\right)$, such that the submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is invariant under the flow of $X_{L H} \in \mathfrak{X}(\mathcal{W})$. Since the constraints defining locally $\operatorname{Im}(s)$ are $q_{2}^{A}-s_{2}^{A}=0$, $q_{3}^{A}-s_{3}^{A}=0, p_{A}^{0}-\alpha_{A}^{0}=0, p_{A}^{1}-\alpha_{A}^{1}=0$, then the equations for the section $s$ are

$$
\begin{aligned}
& s_{3}^{A}-q_{1}^{B} \frac{\partial s_{2}^{A}}{\partial q_{0}^{B}}-s_{2}^{B} \frac{\partial s_{2}^{A}}{\partial q_{1}^{B}}=0
\end{aligned} \quad ; \quad s_{2}^{A}+q_{1}^{B} \frac{\partial s_{3}^{A}}{\partial q_{0}^{B}}+s_{2}^{B} \frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}=0, ~ 子 \quad q_{1}^{B}-\alpha_{A}^{0}-q_{1}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}-s_{2}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}=0 . ~ . ~ \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}+s_{2}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{1}^{B}}=0 \quad ; \quad q^{A} .
$$

For the second-order Lagrangian-Hamiltonian Hamilton-Jacobi problem, we require the form obtained by projecting the section, $\rho_{2} \circ s \in \Omega^{1}\left(\mathrm{TR}^{3}\right)$, to be closed. In coordinates, if $s=\left(q_{0}^{A}, q_{1}^{A}, s_{2}^{A}, s_{3}^{A}, \alpha_{A}^{0}, \alpha_{A}^{1}\right)$, then the 1-form $\rho_{2} \circ s$ is given by $\rho_{2} \circ s=\alpha_{A}^{0} \mathrm{~d} q_{0}^{A}+\alpha_{A}^{1} \mathrm{~d} q_{1}^{A}$. Hence, a section $s \in \Gamma\left(\rho_{T \mathbb{R}^{3}}\right)$ solution to the second-order Lagrangian-Hamiltonian Hamilton-Jacobi problem for this system must satisfy the following system of partial differential equations

$$
\begin{gathered}
s_{3}^{A}-q_{1}^{B} \frac{\partial s_{2}^{A}}{\partial q_{0}^{B}}-s_{2}^{B} \frac{\partial s_{2}^{A}}{\partial q_{1}^{B}}=0 \quad ; \quad s_{2}^{A}+q_{1}^{B} \frac{\partial s_{3}^{A}}{\partial q_{0}^{B}}+s_{2}^{B} \frac{\partial s_{3}^{A}}{\partial q_{1}^{B}}=0, \\
-q_{1}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}+s_{2}^{B} \frac{\partial \alpha_{A}^{0}}{\partial q_{1}^{B}}=0 \quad ; \quad q_{1}^{A}-\alpha_{A}^{0}-q_{1}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}-s_{2}^{B} \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}=0, \\
\frac{\partial \alpha_{A}^{1}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{1}^{A}}=0 \quad ; \quad \frac{\partial \alpha_{A}^{0}}{\partial q_{0}^{B}}-\frac{\partial \alpha_{B}^{0}}{\partial q_{0}^{A}}=0, \text { if } A \neq B \quad ; \quad \frac{\partial \alpha_{A}^{1}}{\partial q_{1}^{B}}-\frac{\partial \alpha_{B}^{1}}{\partial q_{1}^{A}}=0, \text { if } A \neq B .
\end{gathered}
$$

### 4.4.2 The shape of a homogeneous deformed elastic cylindrical beam with fixed ends

Let us consider a deformed elastic cylindrical beam with both ends fixed. The problem is to determinate its shape, that is, the bending of the axis of the beam. This system has been studied on many occasions, such as [11, where it is applied to the study of xylophones and tubular bells (Chapter 3, §3.9), and [80, where the Euler-Lagrange equations are derived from a variational principle (Chapter VI, §4).

Let $Q$ be the 1-dimensional smooth manifold modeling the configuration space of the system with local coordinate $\left(q_{0}\right)$. Then, in the natural coordinates of $\mathrm{T}^{2} Q$, the second-order Lagrangian function $\mathcal{L} \in C^{\infty}\left(\mathrm{T}^{2} Q\right)$ for this system is

$$
\mathcal{L}\left(q_{0}, q_{1}, q_{2}\right)=\frac{1}{2} \mu q_{2}^{2}+\rho q_{0}
$$

where $\mu, \rho \in \mathbb{R}$ are constants that represent physical parameters of the beam: $\rho$ is the linear density and $\mu$ is a non-zero constant involving Young's modulus of the material, the radius of curvature and the sectional moment of the beam (see [11 for a detailed description). This is a regular second-order Lagrangian function, since the Hessian matrix of $\mathcal{L}$ with respect to $q_{2}$ is

$$
\left(\frac{\partial^{2} \mathcal{L}}{\partial q_{2} \partial q_{2}}\right)=\mu
$$

and has maximum rank equal to 1 as $\mu \neq 0$.

## Lagrangian formulation of the Hamilton-Jacobi problem

The local expressions for the Poincaré-Cartan forms $\theta_{\mathcal{L}} \in \Omega^{1}\left(\mathrm{~T}^{3} Q\right)$ and $\omega_{\mathcal{L}} \in \Omega^{2}\left(\mathrm{~T}^{3} Q\right)$, and the Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{3} Q\right)$ are

$$
\theta_{\mathcal{L}}=\mu\left(-q_{3} \mathrm{~d} q_{0}+\mu q_{2} \mathrm{~d} q_{1}\right) \quad ; \quad \omega_{\mathcal{L}}=\mu\left(-\mathrm{d} q_{0} \wedge \mathrm{~d} q_{3}+\mathrm{d} q_{1} \wedge \mathrm{~d} q_{2}\right) \quad ; \quad E_{\mathcal{L}}=-\rho q_{0}+\frac{1}{2} \mu q_{2}^{2}-\mu q_{1} q_{3}
$$

Thus, the semispray of type $1, X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{3} Q\right)$, solution to equation 2.34 is given locally by

$$
X_{\mathcal{L}}=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{\rho}{\mu} \frac{\partial}{\partial q_{3}}
$$

Observe that the Euler-Lagrange equation for this 1-dimensional system is

$$
\frac{d^{4} \gamma}{d t^{4}}=-\frac{\rho}{\mu}
$$

where $\gamma: \mathbb{R} \rightarrow Q$ is a curve. Therefore, it is straightforward to obtain the general solution, which is a polynomial with degree 4 on the variable $t$ given by

$$
\gamma(t)=-\frac{\rho}{\mu} t^{4}+c_{3} t^{3}+c_{2} t^{2}+c_{1} t+c_{0}
$$

where $c_{0}, c_{1}, c_{2}, c_{3} \in \mathbb{R}$ are constants depending on the initial conditions given.
Now, we state the equations of the Lagrangian Hamilton-Jacobi problem for this system. Consider the projection $\rho_{1}^{3}: \mathrm{T}^{3} Q \rightarrow \mathrm{~T} Q$. By Proposition 4.3, the generalized second-order Lagrangian HamiltonJacobi problem consists in finding sections $s \in \Gamma\left(\rho_{1}^{3}\right)$, given locally by $s\left(q_{0}, q_{1}\right)=\left(q_{0}, q_{1}, s_{2}, s_{3}\right)$, such that the submanifold $\operatorname{Im}(s) \hookrightarrow \mathrm{T}^{3} Q$ is invariant by the Lagrangian vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(\mathrm{T}^{3} Q\right)$. Since the constraints defining locally $\operatorname{Im}(s)$ are $q_{2}-s_{2}=0, q_{3}-s_{3}=0$, then the equations for the section $s$ are

$$
s_{3}-q_{1} \frac{\partial s_{2}}{\partial q_{0}}-s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0 \quad ; \quad-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}-s_{2} \frac{\partial s_{3}}{\partial q_{1}}=0
$$

For the second-order Lagrangian Hamilton-Jacobi problem, we must require, in addition, that the section $s \in \Gamma\left(\rho_{1}^{3}\right)$ satisfies $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=s^{*} \mathrm{~d} E_{\mathcal{L}}=0$. From the local expression of the Lagrangian energy $E_{\mathcal{L}} \in C^{\infty}\left(\mathrm{T}^{3} Q\right)$ given above, we have

$$
\mathrm{d} E_{\mathcal{L}}=-\rho \mathrm{d} q_{0}-\mu q_{3} \mathrm{~d} q_{1}+\mu q_{2} \mathrm{~d} q_{2}-\mu q_{1} \mathrm{~d} q_{3}
$$

Thus, taking the pull-back of $\mathrm{d} E_{\mathcal{L}}$ by the section $s\left(q_{0}, q_{1}\right)=\left(q_{0}, q_{1}, s_{2}, s_{3}\right)$, we obtain

$$
s^{*} \mathrm{~d} E_{\mathcal{L}}=\mu\left(-\frac{\rho}{\mu}+s_{2} \frac{\partial s_{2}}{\partial q_{0}}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}\right) \mathrm{d} q_{0}+\mu\left(-s_{3}+s_{2} \frac{\partial s_{2}}{\partial q_{1}}-q_{1} \frac{\partial s_{3}}{\partial q_{1}}\right) \mathrm{d} q_{1}
$$

Hence, the section $s \in \Gamma\left(\rho_{1}^{3}\right)$ is a solution to the second-order Lagrangian Hamilton-Jacobi problem if its component functions satisfy the following system of partial differential equations

$$
\begin{aligned}
& s_{3}-q_{1} \frac{\partial s_{2}}{\partial q_{0}}-s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0 ; \quad-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}-s_{2} \frac{\partial s_{3}}{\partial q_{1}}=0 \\
&-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}+s_{2} \frac{\partial s_{2}}{\partial q_{0}}=0 \quad ; \quad-s_{3}-q_{1} \frac{\partial s_{3}}{\partial q_{1}}+s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0
\end{aligned}
$$

These 4 partial differential equations are not linearly independent. In particular, the equations obtained requiring $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$ can be reduced to a single one by computing the pull-back of the Poincaré-Cartan 2 -form by the section $s$,

$$
s^{*} \omega_{\mathcal{L}}=-\mu\left(\frac{\partial s_{3}}{\partial q_{1}}+\frac{\partial s_{2}}{\partial q_{0}}\right) \mathrm{d} q_{0} \wedge \mathrm{~d} q_{1}
$$

Therefore, requiring $s^{*} \omega_{\mathcal{L}}=0$ instead of the equivalent condition $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$, we have that $s$ is a solution to the second-order Lagrangian Hamilton-Jacobi problem if its component functions satisfy the following equivalent system of partial differential equations

$$
s_{3}-q_{1} \frac{\partial s_{2}}{\partial q_{0}}-s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0 \quad ; \quad-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}-s_{2} \frac{\partial s_{3}}{\partial q_{1}}=0 \quad ; \quad \frac{\partial s_{3}}{\partial q_{1}}+\frac{\partial s_{2}}{\partial q_{0}}=0
$$

where these 3 equations are now linearly independent.
Finally, we compute the equations for the generating function $W$. The pull-back of $\theta_{\mathcal{L}}$ by $s$ gives, in coordinates

$$
s^{*} \theta_{\mathcal{L}}=-\mu s_{3} \mathrm{~d} q_{0}+\mu s_{2} \mathrm{~d} q_{1} .
$$

Thus, requiring $s^{*} \theta_{\mathcal{L}}=\mathrm{d} W$, for a local function $W$ in $\mathrm{T} Q$, we obtain

$$
\frac{\partial W}{\partial q_{0}}=-\mu s_{3} \quad ; \quad \frac{\partial W}{\partial q_{1}}=\mu s_{2}
$$

and thus from $\mathrm{d}\left(s^{*} E_{\mathcal{L}}\right)=0$, we have $s^{*} E_{\mathcal{L}}=$ const., that is,

$$
-\rho q_{0}+\frac{1}{2 \mu}\left(\frac{\partial W}{\partial q_{1}}\right)^{2}+q_{1} \frac{\partial W}{\partial q_{0}}=\text { const. }
$$

which is the Hamilton-Jacobi equation for this problem.
Remark. Observe that, in this particular example, the Hamilton-Jacobi equation is clearly more difficult to solve than the Euler-Lagrange equation. Therefore, this example shows that it is important to be careful when applying the Hamilton-Jacobi theory to a system, since the Hamilton-Jacobi equations obtained can be harder to solve than the usual Euler-Lagrange (or Hamilton's) equations of the system. Nevertheless, observe that a solution of the system can be obtained from a solution $\gamma: \mathbb{R} \rightarrow Q$ of the Euler-Lagrange equations as (see [150])

$$
W\left(q_{0}, q_{1}\right)=\int_{t_{0}}^{t_{1}} \mathcal{L}\left(j_{0}^{2} \gamma(t)\right) \mathrm{d} t
$$

## Hamiltonian formulation of the Hamilton-Jacobi problem

Now, to establish the Hamiltonian formalism for the Hamilton-Jacobi problem, we consider natural coordinates on $\mathrm{T}^{*} \mathrm{~T} Q$. In these coordinates the Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: \mathrm{T}^{3} Q \rightarrow \mathrm{~T}^{*} \mathrm{~T} Q$ associated to the Lagrangian function $\mathcal{L}$ is locally given by

$$
\mathcal{F} \mathcal{L}^{*} q_{0}=q_{0} \quad ; \quad \mathcal{F} \mathcal{L}^{*} q_{1}=q_{1} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{0}=-\mu q_{3} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{1}=\mu q_{2} .
$$

Moreover, the inverse map $\mathcal{F} \mathcal{L}^{-1}: \mathrm{T}^{*} \mathrm{~T} Q \rightarrow \mathrm{~T}^{3} Q$ is

$$
\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{0}=q_{0} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{1}=q_{1} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{2}=\frac{p^{1}}{\mu} \quad ; \quad\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{3}=-\frac{p^{0}}{\mu}
$$

From these coordinate expressions it is clear that $\mathcal{L}$ is a hyperregular Lagrangian function, since the Legendre-Ostrogradsky map is a global diffeomorphism.

The Hamiltonian function $h \in C^{\infty}\left(\mathrm{T}^{*}(\mathrm{~T} Q)\right)$ is

$$
h=\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} E_{\mathcal{L}}=-\rho q_{0}+\frac{\left(p^{1}\right)^{2}}{2 \mu}+q_{1} p^{0}
$$

Thus, the Hamiltonian vector field $X_{h} \in \mathfrak{X}\left(\mathrm{~T}^{*}(\mathrm{~T} Q)\right)$ solution to equation 2.46) is

$$
X_{h}=q_{1} \frac{\partial}{\partial q_{0}}+\frac{p^{1}}{\mu} \frac{\partial}{\partial q_{1}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} .
$$

Consider the projection $\pi_{\mathrm{T} Q}: \mathrm{T}^{*}(\mathrm{~T} Q) \rightarrow \mathrm{T} Q$. From Proposition 4.7 we know that the generalized second-order Hamiltonian Hamilton-Jacobi problem consists in finding 1-forms $\alpha \in \Omega^{1}(\mathrm{~T} Q)$ such that the Hamiltonian vector field $X_{h}$ is tangent to the submanifold $\operatorname{Im}(\alpha) \hookrightarrow \mathrm{T}^{*}(\mathrm{~T} Q)$. Suppose that the

1 -form $\alpha$ is given locally by $\alpha=\alpha^{0} \mathrm{~d} q_{0}+\alpha^{1} \mathrm{~d} q_{1}$. As the submanifold $\operatorname{Im}(\alpha)$ is defined locally by the constraint functions $p^{0}-\alpha^{0}$ and $p^{1}-\alpha^{1}$, then the tangency condition gives the following system of 2 partial differential equations for the component functions of the form

$$
\rho-q_{1} \frac{\partial \alpha^{0}}{\partial q_{0}}-\frac{\alpha^{1}}{\mu} \frac{\partial \alpha^{0}}{\partial q_{1}}=0 \quad ; \quad-\alpha^{0}-q_{1} \frac{\partial \alpha^{1}}{\partial q_{0}}-\frac{\alpha^{1}}{\mu} \frac{\partial \alpha^{1}}{\partial q_{1}}=0 .
$$

In order to obtain the equations of the second-order Hamiltonian Hamilton-Jacobi problem, we require in addition the 1-form $\alpha \in \Omega^{1}(\mathrm{~T} Q)$ to be closed. In coordinates, this condition is

$$
\frac{\partial \alpha^{1}}{\partial q_{0}}-\frac{\partial \alpha^{0}}{\partial q_{1}}=0
$$

Hence, the 1-form $\alpha \in \Omega^{1}(\mathrm{~T} Q)$ is a solution to the second-order Hamiltonian Hamilton-Jacobi problem if the following system of 3 partial differential equations holds

$$
\rho-q_{1} \frac{\partial \alpha^{0}}{\partial q_{0}}-\frac{\alpha^{1}}{\mu} \frac{\partial \alpha^{0}}{\partial q_{1}}=0 \quad ; \quad-\alpha^{0}-q_{1} \frac{\partial \alpha^{1}}{\partial q_{0}}-\frac{\alpha^{1}}{\mu} \frac{\partial \alpha^{1}}{\partial q_{1}}=0 \quad ; \quad \frac{\partial \alpha^{1}}{\partial q_{0}}-\frac{\partial \alpha^{0}}{\partial q_{1}}=0
$$

Finally, we compute the equations for the generating function $W$. Requiring $\alpha=\mathrm{d} W$ for a local function $W$ defined in $\mathrm{T} Q$, we obtain

$$
\alpha^{0}=\frac{\partial W}{\partial q_{0}} \quad ; \quad \alpha^{1}=\frac{\partial W}{\partial q_{1}}
$$

and thus from $\mathrm{d}\left(\alpha^{*} h\right)=0$, we have $\alpha^{*} h=$ const., that is,

$$
-\rho q_{0}+\frac{1}{2 \mu}\left(\frac{\partial W}{\partial q_{1}}\right)^{2}+q_{1} \frac{\partial W}{\partial q_{0}}=\text { const. }
$$

which coincides with the Hamilton-Jacobi equation given previously in the Lagrangian problem.

## Lagrangian-Hamiltonian formulation of the Hamilton-Jacobi problem

In the induced natural coordinates $\left(q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)$ of $\mathcal{W}$, the coordinate expressions of the presymplectic form $\Omega=\rho_{2}^{*} \omega_{1} \in \Omega^{2}(\mathcal{W})$ and the Hamiltonian function $H=\mathcal{C}-\mathcal{L} \in C^{\infty}(\mathcal{W})$ are

$$
\Omega=\mathrm{d} q_{0} \wedge \mathrm{~d} p^{0}+\mathrm{d} q_{1} \wedge \mathrm{~d} p^{1} \quad ; \quad H=q_{1} p^{0}+q_{2} p^{1}-\frac{1}{2} \mu q_{2}^{2}-\rho q_{0}
$$

Thus, the semispray of type $1 X_{L H} \in \mathfrak{X}(\mathcal{W})$ solution to the dynamical equation (3.6) and tangent to the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathcal{W}$ has the following coordinate expression

$$
X_{L H}=q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{\rho}{\mu} \frac{\partial}{\partial q_{3}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} .
$$

In the following we state the equations for the (generalized) Lagrangian-Hamilonian Hamilton-Jacobi problem for this dynamical system.

In the generalized second-order Lagrangian-Hamiltonian Hamilton-Jacobi problem we look for sections $s \in \Gamma\left(\rho_{\mathrm{T} Q}\right)$, given locally by $s\left(q_{0}, q_{1}\right)=\left(q_{0}, q_{1}, s_{2}, s_{3}, \alpha^{0}, \alpha^{1}\right)$, such that the submanifold $\operatorname{Im}(s) \hookrightarrow \mathcal{W}$ is invariant under the flow of $X_{L H} \in \mathfrak{X}(\mathcal{W})$. Since the constraints defining locally $\operatorname{Im}(s)$ are $q_{2}-s_{2}=0$, $q_{3}-s_{3}=0, p^{0}-\alpha^{0}=0, p^{1}-\alpha^{1}=0$, then the 4 equations for the section $s$ are

$$
\begin{array}{ll}
s_{3}-q_{1} \frac{\partial s_{2}}{\partial q_{0}}-s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0 \quad ; \quad-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}-s_{2} \frac{\partial s_{3}}{\partial q_{1}}=0, \\
\rho-q_{1} \frac{\partial \alpha^{0}}{\partial q_{0}}-s_{2} \frac{\partial \alpha^{0}}{\partial q_{1}}=0 \quad ; \quad-\alpha^{0}-q_{1} \frac{\partial \alpha^{1}}{\partial q_{0}}-s_{2} \frac{\partial \alpha^{1}}{\partial q_{1}}=0 .
\end{array}
$$

For the unified second-order Hamilton-Jacobi problem, we require in addition the section $s \in \Gamma\left(\rho_{\mathrm{T} Q}\right)$ to satisfy $s^{*} \Omega=0$ or, equivalently, the form $\rho_{2} \circ s \in \Omega^{1}(\mathrm{~T} Q)$ to be closed. In coordinates, if $s=$ $\left(q_{0}, q_{1}, s_{2}, s_{3}, \alpha^{0}, \alpha^{1}\right)$, then the 1 -form $\rho_{2} \circ s$ is given by $\rho_{2} \circ s=\alpha^{0} \mathrm{~d} q_{0}+\alpha^{1} \mathrm{~d} q_{1}$. Hence, a section $s \in \Gamma\left(\rho_{\mathrm{T} Q}\right)$ solution to the unified Hamilton-Jacobi problem for this system must satisfy the following system of 5 partial differential equations

$$
\begin{gathered}
s_{3}-q_{1} \frac{\partial s_{2}}{\partial q_{0}}-s_{2} \frac{\partial s_{2}}{\partial q_{1}}=0 \quad ; \quad-\frac{\rho}{\mu}-q_{1} \frac{\partial s_{3}}{\partial q_{0}}-s_{2} \frac{\partial s_{3}}{\partial q_{1}}=0 \quad ; \quad \frac{\partial \alpha^{1}}{\partial q_{0}}-\frac{\partial \alpha^{0}}{\partial q_{1}}=0 \\
\rho-q_{1} \frac{\partial \alpha^{0}}{\partial q_{0}}-s_{2} \frac{\partial \alpha^{0}}{\partial q_{1}}=0 \quad ; \quad-\alpha^{0}-q_{1} \frac{\partial \alpha^{1}}{\partial q_{0}}-s_{2} \frac{\partial \alpha^{1}}{\partial q_{1}}=0
\end{gathered}
$$

## Chapter 5

## Higher-order non-autonomous dynamical systems

Our aim in this Chapter is to introduce the geometric formulation of higher-order non-autonomous systems, thus generalizing the results of Section 2.4 to the higher-order case, and the results of Section 2.3 and Chapter 3 to the non-autonomous setting.

Observe that, unlike the autonomous case, for higher-order non-autonomous systems we do not have a complete description of the Lagrangian and Hamiltonian formalisms (partial studies on this subject can be found in [40, 47, 52, 63, 101). Therefore, instead of describing the unified formalism starting from the Lagrangian and Hamiltonian formulations, in this Chapter we proceed backwards: we first describe the Skinner-Rusk formalism for higher-order non-autonomous systems, and, from this setting, we derive both the Lagrangian and Hamiltonian formalisms for this kind of systems.

Taking into account these comments, the structure of the Chapter is the following. In Section 5.1 we describe the Lagrangian-Hamiltonian formalism for higher-order non-autonomous systems: phase space, canonical structures and dynamical equations. Then we describe the Lagrangian and Hamiltonian formalisms in Sections 5.2 and 5.3 , respectively. Finally, two physical examples are studied in Section 5.4 . the shape of a non-homogeneous deformed elastic cylindrical beam with fixed ends, and a second-order relativistic particle subjected to a time-depending potential.

Along this Chapter, we consider a $k$ th-order non-autonomous Lagrangian dynamical system with $n$ degrees of freedom. As in the first-order setting described in Section 2.4 , the configuration space for this system is a bundle $\pi: E \rightarrow \mathbb{R}$, with $\operatorname{dim} E=n+1$. The dynamical information is given in terms of a Lagrangian density which, by analogy with Sections 2.3 and 2.4 is a $\bar{\pi}^{k}$-semibasic 1 -form, $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$. As in the first-order case, we write $\mathcal{L}=L \cdot\left(\bar{\pi}^{k}\right)^{*} \eta$, where $\eta \in \Omega^{1}(\mathbb{R})$ is the canonical volume form in $\mathbb{R}$ and $L \in C^{\infty}\left(J^{k} \pi\right)$ is the Lagrangian function associated to $\mathcal{L}$ and $\eta$.

### 5.1 Lagrangian-Hamiltonian unified formalism

### 5.1.1 Geometrical setting

## Unified phase space and bundle structures. Local coordinates

According to Sections 2.3 and 2.4 , let us consider the following bundles

$$
\mathcal{W}=J^{2 k-1} \pi \times_{J^{k-1} \pi} \mathrm{~T}^{*}\left(J^{k-1} \pi\right) \quad ; \quad \mathcal{W}_{r}=J^{2 k-1} \pi \times{ }_{J^{k-1} \pi} J^{k-1} \pi^{*}
$$

where $\mathrm{T}^{*}\left(J^{k-1} \pi\right)$ and $J^{k-1} \pi^{*}$ are the $k$ th-order extended and reduced dual jet bundles defined in Section 1.4.8, respectively. The bundles $\mathcal{W}$ and $\mathcal{W}_{r}$ are called the $k$ th-order extended jet-momentum bundle and the $k$ th-order restricted jet-momentum bundle, respectively.

Remark. The reason for taking these bundles is that we want to describe the Lagrangian and Hamiltonian formalisms from this unified framework, and as we see in Sections 5.2 and 5.3 , those formalisms take place in the bundles $J^{2 k-1} \pi$ and $J^{k-1} \pi^{*}$, respectively.

The bundles $\mathcal{W}$ and $\mathcal{W}_{r}$ are endowed with the canonical projections

$$
\begin{array}{lll}
\rho_{1}: \mathcal{W} \rightarrow J^{2 k-1} \pi & ; \quad \rho_{2}: \mathcal{W} \rightarrow \mathrm{T}^{*}\left(J^{k-1} \pi\right) \quad ; \quad \rho_{J^{k-1} \pi}: \mathcal{W} \rightarrow J^{k-1} \pi \quad ; \quad \rho_{\mathbb{R}}: \mathcal{W} \rightarrow \mathbb{R} \\
\rho_{1}^{r}: \mathcal{W}_{r} \rightarrow J^{2 k-1} \pi \quad ; \quad \rho_{2}^{r}: \mathcal{W}_{r} \rightarrow J^{k-1} \pi^{*} \quad ; \quad \rho_{J^{k-1} \pi}^{r}: \mathcal{W}_{r} \rightarrow J^{k-1} \pi \quad ; \quad \rho_{\mathbb{R}}^{r}: \mathcal{W}_{r} \rightarrow \mathbb{R}
\end{array}
$$

In addition, the natural quotient map $\mu: \mathrm{T}^{*}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi^{*}$ induces a surjective submersion $\mu_{\mathcal{W}}: \mathcal{W} \rightarrow \mathcal{W}_{r}$. Thus, we have the following commutative diagram

where $\pi_{J^{k-1} \pi}: \mathrm{T}^{*}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi$ is the canonical submersion and $\pi_{J^{k-1} \pi}^{r}: J^{k-1} \pi^{*} \rightarrow J^{k-1} \pi$ is the map satisfying $\pi_{J^{k-1} \pi}=\pi_{J^{k-1} \pi}^{r} \circ \mu$.

Local coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are constructed as follows. Let $t$ be the global coordinate in $\mathbb{R}$ such that the canonical volume form $\eta \in \Omega^{1}(\mathbb{R})$ is given locally by $\eta=\mathrm{d} t$, and $\left(U ;\left(t, q^{A}\right)\right), 1 \leqslant A \leqslant n$, a local chart of coordinates in $E$ adapted to the bundle structure. Then, the induced natural coordinates in the suitable open sets of $J^{2 k-1} \pi, \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ and $J^{k-1} \pi^{*}$ are $\left(t, q_{i}^{A}, q_{j}^{A}\right),\left(t, q_{i}^{A}, p, p_{A}^{i}\right)$ and $\left(t, q_{i}^{A}, p_{A}^{i}\right)$, respectively, where $1 \leqslant A \leqslant n, 0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1$. Therefore, the natural coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are $\left(t, q_{i}^{A}, q_{j}^{A}, p, p_{A}^{i}\right)$ and $\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)$, respectively. Note that $\operatorname{dim} \mathcal{W}=3 k n+2$ and $\operatorname{dim} \mathcal{W}_{r}=\operatorname{dim} \mathcal{W}-1=3 k n+1$.

In these coordinates, the above projections have the following coordinate expressions

$$
\begin{gathered}
\rho_{1}\left(t, q_{i}^{A}, q_{j}^{A}, p, p_{A}^{i}\right)=\left(t, q_{i}^{A}, q_{j}^{A}\right) ; \rho_{2}\left(t, q_{i}^{A}, q_{j}^{A}, p, p_{A}^{i}\right)=\left(t, q_{i}^{A}, p, p_{A}^{i}\right) ; \rho_{J^{k-1} \pi}\left(t, q_{i}^{A}, q_{j}^{A}, p, p_{A}^{i}\right)=\left(t, q_{i}^{A}\right), \\
\rho_{1}^{r}\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(t, q_{i}^{A}, q_{j}^{A}\right) ; \rho_{2}^{r}\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(t, q_{i}^{A}, p_{A}^{i}\right) ; \rho_{J^{k-1} \pi}^{r}\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(t, q_{i}^{A}\right), \\
\rho_{\mathbb{R}}\left(t, q_{i}^{A}, q_{j}^{A}, p, p_{A}^{i}\right)=t ; \rho_{\mathbb{R}}^{r}\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=t .
\end{gathered}
$$

## Canonical geometric structures

The extended jet-momentum bundle $\mathcal{W}$ is endowed with some canonical geometric structures, which are the generalization to the higher-order setting of the canonical structures introduced in Section 2.4.3.

Let $\Theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(J^{k-1} \pi\right)\right)$ and $\Omega_{k-1}=-\mathrm{d} \Theta_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(J^{k-1} \pi\right)\right)$ be the canonical forms of the cotangent bundle. Then, we define the following forms in $\mathcal{W}$

$$
\Theta=\rho_{2}^{*} \Theta_{k-1} \in \Omega^{1}(\mathcal{W}) \quad ; \quad \Omega=\rho_{2}^{*} \Omega_{k-1}=-\mathrm{d} \Theta \in \Omega^{2}(\mathcal{W})
$$

It is clear from the definition that $\Omega$ is a closed 2 -form. Nevertheless, this form has not maximal rank in $\mathcal{W}$. Indeed, let $X \in \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$. Then we have

$$
i(X) \Omega=i(X) \rho_{2}^{*} \Omega_{k-1}=\rho_{2}^{*}\left(i(Y) \Omega_{k-1}\right)
$$

where $Y \in \mathfrak{X}\left(\mathrm{~T}^{*}\left(J^{k-1} \pi\right)\right)$ is a vector field $\rho_{2}$-related with $X$. However, since $X$ is vertical with respect to $\rho_{2}$, we have $Y=0$, and therefore

$$
\rho_{2}^{*}\left(i(Y) \Omega_{k-1}\right)=\rho_{2}^{*}\left(i(0) \Omega_{k-1}\right)=0
$$

In particular, $\{0\} \varsubsetneqq \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) \subseteq \operatorname{ker} \Omega$, and thus $\Omega$ has not maximal rank.
Bearing in mind the coordinate expressions of the Liouville forms of the cotangent bundle given in Example 1.1, which in this case are

$$
\Theta_{k-1}=p_{A}^{i} \mathrm{~d} q_{i}^{A}+p \mathrm{~d} t \quad ; \quad \Omega_{k-1}=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}-\mathrm{d} p \wedge \mathrm{~d} t
$$

and the local expression of the projection $\rho_{2}$ given above, the forms $\Theta$ and $\Omega$ are given locally by

$$
\begin{equation*}
\Theta=\rho_{2}^{*}\left(p_{A}^{i} \mathrm{~d} q_{i}^{A}+p \mathrm{~d} t\right)=p_{A}^{i} \mathrm{~d} q_{i}^{A}+p \mathrm{~d} t \quad ; \quad \Omega=\rho_{2}^{*}\left(\mathrm{~d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}-\mathrm{d} p \wedge \mathrm{~d} t\right)=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}-\mathrm{d} p \wedge \mathrm{~d} t \tag{5.1}
\end{equation*}
$$

It is clear from these coordinate expressions that $\Omega$ is closed. Moreover, a local basis for ker $\Omega$ is

$$
\begin{equation*}
\operatorname{ker} \Omega=\left\langle\frac{\partial}{\partial q_{k}^{A}}, \ldots, \frac{\partial}{\partial q_{2 k-1}^{A}}\right\rangle=\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) . \tag{5.2}
\end{equation*}
$$

Thus, the pair $\left(\Omega, \rho_{\mathbb{R}}^{*} \eta\right)$ is a precosymplectic structure in $\mathcal{W}$.
The second canonical structure in $\mathcal{W}$ is the following.
Definition 5.1. The $k$ th-order coupling 1-form in $\mathcal{W}$ is the $\rho_{\mathbb{R}}$-semibasic 1-form $\hat{\mathcal{C}} \in \Omega^{1}(\mathcal{W})$ defined as follows: for every $w=\left(\bar{u}, \alpha_{q}\right) \in \mathcal{W}$ (that is, $\bar{u}=j_{t}^{2 k-1} \phi \in J^{2 k-1} \pi$ and $\alpha_{q} \in \mathrm{~T}_{q}^{*}\left(J^{k-1} \pi\right)$, where $q=\pi_{k-1}^{2 k-1}(\bar{u})$ is the projection of $\bar{u}$ to $\left.J^{k-1} \pi\right)$ and $v \in \mathrm{~T}_{w} \mathcal{W}$, then

$$
\begin{equation*}
\langle\hat{\mathcal{C}}(w), v\rangle=\left\langle\alpha_{q},\left(\mathrm{~T}_{w}\left(j^{k-1} \phi \circ \rho_{\mathbb{R}}\right)\right)(v)\right\rangle \tag{5.3}
\end{equation*}
$$

$\hat{\mathcal{C}}$ being a $\rho_{\mathbb{R}}$-semibasic form, there exists a function $\hat{C} \in C^{\infty}(\mathcal{W})$ such that $\hat{\mathcal{C}}=\hat{C} \rho_{\mathbb{R}}^{*} \eta=\hat{C} \mathrm{~d} t$. An easy computation in coordinates gives the following local expression for the coupling 1-form

$$
\begin{equation*}
\hat{\mathcal{C}}=\left(p+p_{A}^{i} q_{i+1}^{A}\right) \mathrm{d} t \tag{5.4}
\end{equation*}
$$

Let us denote $\hat{\mathcal{L}}=\left(\pi_{k}^{2 k-1} \circ \rho_{1}\right)^{*} \mathcal{L} \in \Omega^{1}(\mathcal{W})$. Since the Lagrangian density is a $\bar{\pi}^{k}$-semibasic form, we have that $\hat{\mathcal{L}}$ is a $\rho_{\mathbb{R}}$-semibasic 1 -form, and thus we can write $\hat{\mathcal{L}}=\hat{L} \rho_{\mathbb{R}}^{*} \eta=\hat{L} \mathrm{~d} t$, where the function $\hat{L}=\left(\pi_{k}^{2 k-1} \circ \rho_{1}\right)^{*} L \in C^{\infty}(\mathcal{W})$ is the pull-back of the Lagrangian function associated with $\mathcal{L}$ and $\eta$. Then, we define a Hamiltonian submanifold

$$
\mathcal{W}_{o}=\{w \in \mathcal{W} \mid \hat{\mathcal{L}}(w)=\hat{\mathcal{C}}(w)\} \stackrel{j_{o}}{\hookrightarrow} \mathcal{W} .
$$

Since both $\hat{\mathcal{C}}$ and $\hat{\mathcal{L}}$ are $\rho_{\mathbb{R}}$-semibasic 1-forms, the submanifold $\mathcal{W}_{o}$ is defined by the regular constraint $\hat{C}-\hat{L}=0$. In the natural coordinates of $\mathcal{W}$, bearing in mind the local expression 5.4 of the coupling form, the constraint function is locally given by

$$
\begin{equation*}
\hat{C}-\hat{L}=p+p_{A}^{i} q_{i+1}^{A}-\hat{L}=0 \tag{5.5}
\end{equation*}
$$

Proposition 5.1. The submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ is 1 -codimensional, $\mu_{\mathcal{W}}$-transverse and diffeomorphic to $\mathcal{W}_{r}$. This diffeomorphism is given by the map $\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}_{r}$.

Proof. $\mathcal{W}_{o}$ is obviously 1-codimensional, since it is defined by a single constraint function.
To see that $\mathcal{W}_{o}$ is diffeomorphic to $\mathcal{W}_{r}$, we show that the smooth map $\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}_{r}$ is one-toone. First, observe that for every $(\bar{u}, \alpha) \in \mathcal{W}_{o}$, we have that $L\left(\pi_{k}^{2 k-1}(\bar{u})\right)=\hat{L}(\bar{u}, \alpha)=\hat{C}(\bar{u}, \alpha)$, and, on the other hand, that

$$
\begin{equation*}
\left(\mu_{\mathcal{W}} \circ j_{o}\right)(\bar{u}, \alpha)=\mu_{\mathcal{W}}(\bar{u}, \alpha)=(\bar{u}, \mu(\alpha))=(\bar{u},[\alpha]) \tag{5.6}
\end{equation*}
$$

Now, we first prove that $\mu_{\mathcal{W}} \circ j_{o}$ is injective. That is, if $\left(\bar{u}_{1}, \alpha_{1}\right),\left(\bar{u}_{2}, \alpha_{2}\right) \in \mathcal{W}_{o}$ are two arbitrary points in $\mathcal{W}_{o}$, then we want to prove that

$$
\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(\bar{u}_{1}, \alpha_{1}\right)=\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(\bar{u}_{2}, \alpha_{2}\right) \Longleftrightarrow\left(\bar{u}_{1}, \alpha_{1}\right)=\left(\bar{u}_{2}, \alpha_{2}\right) \Longleftrightarrow \bar{u}_{1}=\bar{u}_{2} \text { and } \alpha_{1}=\alpha_{2}
$$

Using the expression 5.6 for $\left(\mu_{\mathcal{W}} \circ j_{o}\right)(\bar{u}, \alpha)$, we have

$$
\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(\bar{u}_{1}, \alpha_{1}\right)=\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(\bar{u}_{2}, \alpha_{2}\right) \Longleftrightarrow\left(\bar{u}_{1},\left[\alpha_{1}\right]\right)=\left(\bar{u}_{2},\left[\alpha_{2}\right]\right) \Longleftrightarrow \bar{u}_{1}=\bar{u}_{2} \text { and }\left[\alpha_{1}\right]=\left[\alpha_{2}\right]
$$

Hence, by definition of $\mathcal{W}_{o}$, we have $L\left(\pi_{k}^{2 k-1}\left(\bar{u}_{1}\right)\right)=L\left(\pi_{k}^{2 k-1}\left(\bar{u}_{2}\right)\right)=\hat{C}\left(\bar{u}_{1}, \alpha_{1}\right)=\hat{C}\left(\bar{u}_{2}, \alpha_{2}\right)$. Locally, from the third equality we obtain

$$
p\left(\alpha_{1}\right)+p_{A}^{i}\left(\alpha_{1}\right) q_{i+1}^{A}\left(\bar{u}_{1}\right)=p\left(\alpha_{2}\right)+p_{A}^{i}\left(\alpha_{2}\right) q_{i+1}^{A}\left(\bar{u}_{2}\right)
$$

but $\left[\alpha_{1}\right]=\left[\alpha_{2}\right] \Longrightarrow p_{A}^{i}\left(\alpha_{1}\right)=p_{A}^{i}\left(\left[\alpha_{1}\right]\right)=p_{A}^{i}\left(\left[\alpha_{2}\right]\right)=p_{A}^{i}\left(\alpha_{2}\right)$. Then $p\left(\alpha_{1}\right)=p\left(\alpha_{2}\right)$, and $\alpha_{1}=\alpha_{2}$; that is, the map $\mu_{\mathcal{W}} \circ j_{o}$ is injective.

Now, let us prove that $\mu_{\mathcal{W}} \circ j_{o}$ is surjective. That is, if $(\bar{u},[\alpha]) \in \mathcal{W}_{r}$, we want to find $(\bar{u}, \beta) \in j_{o}\left(\mathcal{W}_{o}\right)$ such that $[\beta]=[\alpha]$. It suffices to take $[\beta]$ such that, in local coordinates of $\mathcal{W}$, it satisfies

$$
p_{A}^{i}(\beta)=p_{A}^{i}([\beta]) \quad, \quad p(\beta)=L\left(\pi_{k}^{2 k-1}(\bar{u})\right)-p_{A}^{i}([\alpha]) q_{i+1}^{A}(\bar{u})
$$

This $\beta$ exists as a consequence of the definition of $\mathcal{W}_{o}$, and therefore the map $\mu_{\mathcal{W}} \circ j_{o}$ is surjective.
Hence, since $\mu_{\mathcal{W}} \circ j_{o}$ is a one-to-one submersion, then, by equality on the dimensions of $\mathcal{W}_{o}$ and $\mathcal{W}_{r}$, it is a one-to-one local diffeomorphism, and thus a global diffeomorphism.

Finally, in order to prove that $\mathcal{W}_{o}$ is $\mu_{\mathcal{W}}$-transverse, it is necessary to check if $\mathrm{L}(Y)(\xi) \equiv Y(\xi) \neq 0$, for every $Y \in \operatorname{ker}\left(\mathrm{~T} \mu_{\mathcal{W}}\right)$ and every constraint function $\xi$ defining $\mathcal{W}_{o}$. Since $\mathcal{W}_{o}$ is defined by the constraint function $\hat{C}-\hat{L}=0$ and $\operatorname{ker}\left(\mathrm{T} \mu_{\mathcal{W}}\right)=\{\partial / \partial p\}$, we have

$$
\frac{\partial}{\partial p}(\hat{C}-\hat{L})=\frac{\partial}{\partial p}\left(p+p_{A}^{i} q_{i+1}^{A}-\hat{L}\right)=1
$$

and thus $\mathcal{W}_{o}$ is $\mu_{\mathcal{W}}$-transverse.
As a consequence of Proposition 5.1, the submanifold $\mathcal{W}_{o}$ induces a section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ defined as $\hat{h}=j_{o} \circ\left(\mu_{\mathcal{W}} \circ j_{o}\right)^{-1}: \mathcal{W}_{r} \rightarrow \mathcal{W}$. This section is specified by giving the local Hamiltonian function

$$
\begin{equation*}
\hat{H}=-\hat{L}+p_{A}^{i} q_{i+1}^{A} \tag{5.7}
\end{equation*}
$$

that is, $\hat{h}\left(t, q_{i}^{A}, q_{j}^{A}, p_{A}^{i}\right)=\left(t, q_{i}^{A}, q_{j}^{A},-\hat{H}, p_{A}^{i}\right)$. The section $\hat{h}$ is called a Hamiltonian section of $\mu_{\mathcal{W}}$, or a Hamiltonian $\mu_{\mathcal{W}}$-section.

Using this Hamiltonian $\mu_{\mathcal{W}}$-section, we can define the forms

$$
\Theta_{r}=\hat{h}^{*} \Theta_{\mathcal{W}} \in \Omega^{1}\left(\mathcal{W}_{r}\right) \quad ; \quad \Omega_{r}=\hat{h}^{*} \Omega_{\mathcal{W}} \in \Omega^{2}\left(\mathcal{W}_{r}\right)
$$

with local expressions

$$
\begin{equation*}
\Theta_{r}=p_{A}^{i} \mathrm{~d} q_{i}^{A}+\left(\hat{L}-p_{A}^{i} q_{i+1}^{A}\right) \mathrm{d} t \quad ; \quad \Omega_{r}=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}+\mathrm{d}\left(p_{A}^{i} q_{i+1}^{A}-\hat{L}\right) \wedge \mathrm{d} t \tag{5.8}
\end{equation*}
$$

Then, the triple $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ is a precosymplectic Hamiltonian system.
Finally, as in the autonomous setting, it is necessary to introduce the following concepts in order to give a complete description of higher-order Lagrangian systems in terms of the unified formalism.
Definition 5.2. A section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic of type $s$ in $\mathcal{W}_{r}, 1 \leqslant s \leqslant 2 k-1$, if the section $\psi_{1}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic of type $s$ in $J^{2 k-1} \pi$.
Definition 5.3. A vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is said to be a holonomic of type $s$ in $\mathcal{W}_{r}, 1 \leqslant s \leqslant 2 k-1$, if every integral section $\psi$ of $X$ is holonomic of type $s$ in $\mathcal{W}_{r}$.

In the natural coordinates of $\mathcal{W}_{r}$, the local expression of a semispray of type $s$ in $\mathcal{W}_{r}$ is

$$
X=f \frac{\partial}{\partial t}+\sum_{i=0}^{2 k-1-s} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+\sum_{i=2 k-s}^{2 k-1} X_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+\sum_{i=0}^{k-1} G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

and, in particular, for a semispray of type 1 in $\mathcal{W}_{r}$ we have

$$
X=f \frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+X_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\sum_{i=0}^{k-1} G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

### 5.1.2 Dynamical equations

In this Section we analyze the dynamical equations for a $k$ th-order non-autonomous dynamical system in the unified formalism. First, we state the variational principle from which the equations of motion can be derived. Then, we state the geometric equation for a $k$ th-order non-autonomous dynamical system in two different ways: in terms of sections and vector fields. Finally, we prove that the variational principle is, in fact, equivalent to these geometric equations.

## Variational principle

Let $\Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be the set of sections of $\rho_{\mathbb{R}}^{r}$, and consider the functional

$$
\begin{aligned}
\mathbf{L H}: \Gamma\left(\rho_{\mathbb{R}}^{r}\right) & \longrightarrow \mathbb{R} \\
\psi & \longmapsto \int_{\mathbb{R}} \psi^{*} \Theta_{r}
\end{aligned}
$$

where the convergence of the integral is assumed.
Definition 5.4. The kth-order Lagrangian-Hamiltonian variational problem associated to the system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ is the search for the critical (or stationary) holonomic sections of the functional $\mathbf{L H}$ with respect to the variations of $\psi$ given by $\psi_{s}=\sigma_{s} \circ \psi$, where $\left\{\sigma_{s}\right\}$ is a local one-parameter group of any compact-supported $\rho_{\mathbb{R}}^{r}$-vertical vector field $Z$ in $\mathcal{W}_{r}$, that is,

$$
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{s}^{*} \Theta_{r}=0
$$

In the following Subsections we analyze the geometric dynamical equations in terms of sections and vector fields. Then, we prove in Theorem 5.9 that the critical sections of the variational problem stated above are exactly the sections solution to the geometric equations analyzed in the following.

## Dynamical equation for sections

The $k$ th-order Lagrangian-Hamiltonian problem for sections associated with the system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ consists in finding holonomic sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ satisfying

$$
\begin{equation*}
\psi^{*} i(Y) \Omega_{r}=0, \quad \text { for every } Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \tag{5.9}
\end{equation*}
$$

In the natural coordinates of $\mathcal{W}_{r}$, let $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field given by

$$
\begin{equation*}
Y=f \frac{\partial}{\partial t}+f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}} \tag{5.10}
\end{equation*}
$$

Then, bearing in mind the coordinate expression (5.8) of $\Omega_{r}$, the contraction $i(Y) \Omega_{r}$ gives the following 1-form on $\mathcal{W}_{r}$

$$
\begin{aligned}
i(Y) \Omega_{r}=f & \left(\frac{\partial \hat{L}}{\partial q_{r}^{A}} \mathrm{~d} q_{r}^{A}-q_{i+1}^{A} \mathrm{~d} p_{A}^{i}-p_{A}^{i} \mathrm{~d} q_{i+1}^{A}\right)+f_{0}^{A}\left(\mathrm{~d} p_{A}^{0}-\frac{\partial \hat{L}}{\partial q_{0}^{A}} \mathrm{~d} t\right) \\
& +f_{i}^{A}\left(\mathrm{~d} p_{A}^{i}-\frac{\partial \hat{L}}{\partial q_{i}^{A}} \mathrm{~d} t+p_{A}^{i-1} \mathrm{~d} t\right)+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t+G_{A}^{i}\left(q_{i+1}^{A} \mathrm{~d} t-\mathrm{d} q_{i}^{A}\right)
\end{aligned}
$$

Thus, taking the pull-back by the section $\psi=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right)$, we obtain

$$
\begin{array}{rl}
\psi^{*} i(Y) \Omega_{r}=f & f\left(\frac{\partial \hat{L}}{\partial q_{r}^{A}} \dot{q}_{r}^{A}-q_{i+1}^{A} \dot{p}_{A}^{i}-p_{A}^{i} \dot{q}_{i+1}^{A}\right) \mathrm{d} t+f_{0}^{A}\left(\dot{p}_{A}^{0}-\frac{\partial \hat{L}}{\partial q_{0}^{A}}\right) \mathrm{d} t \\
& +f_{i}^{A}\left(\dot{p}_{A}^{i}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}+p_{A}^{i-1}\right) \mathrm{d} t+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t+G_{A}^{i}\left(q_{i+1}^{A}-\dot{q}_{i}^{A}\right) \mathrm{d} t .
\end{array}
$$

Finally, requiring this last expression to vanish, and taking into account that the equation must hold for every vector field $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ (that is, it must hold for every function $\left.f, f_{i}^{A}, F_{j}^{A}, G_{A}^{i} \in C^{\infty}\left(\mathcal{W}_{r}\right)\right)$ we obtain the following system of $(2 k+1) n+1$ equations

$$
\begin{array}{r}
\frac{\partial \hat{L}}{\partial q_{r}^{A}} \dot{q}_{r}^{A}-q_{i+1}^{A} \dot{p}_{A}^{i}-p_{A}^{i} \dot{q}_{i+1}^{A}=0 \\
\dot{q}_{i}^{A}=q_{i+1}^{A} \\
\dot{p}_{A}^{0}=\frac{\partial \hat{L}}{\partial q_{0}^{A}}, \\
\dot{p}_{A}^{i}=\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}, \\
p_{A}^{k-1}=\frac{\partial \hat{L}}{\partial q_{k}^{A}} \tag{5.15}
\end{array}
$$

It is easy to check that equation (5.11) is redundant, since it is a consequence of the others. Equations (5.12), 5.13) and (5.14) are differential equations whose solutions are the functions defining the section $\psi$. In particular, equations 5.12 are part of the system of differential equations that the section $\psi$ must satisfy to be holonomic, and are automatically satisfied since we assumed the section $\psi$ to be holonomic from the beginning. On the other hand, equations (5.13) and 5.14 are the dynamical equations of the system. Finally, equations (5.15) do not involve any derivative of $\psi$ : they are pointwise algebraic conditions. These equations arise from the $\rho_{2}^{r}$-vertical part of the vector fields $Y$. Moreover, we have the following result.
Lemma 5.2. If $Y \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)$, then $i(Y) \Omega_{r} \in \Omega^{1}\left(\mathcal{W}_{r}\right)$ is $\rho_{\mathbb{R}^{r}}^{r}$-semibasic.

Proof. A direct calculation in coordinates leads to this result. Bearing in mind that a local basis for the $\rho_{2}^{r}$-vertical vector fields is given by (5.2), and the local expression (5.8) of $\Omega_{r}$, we have

$$
i\left(\frac{\partial}{\partial q_{j}^{A}}\right) \Omega_{r}= \begin{cases}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t, & \text { for } j=k \\ 0=0 \cdot \mathrm{~d} t, & \text { for } j=k+1, \ldots, 2 k-1\end{cases}
$$

Thus, in both cases we obtain a $\rho_{\mathbb{R}}^{r}$-semibasic form.
As a consequence of Lemma 5.2, we can define the submanifold

$$
\begin{equation*}
\mathcal{W}_{c}=\left\{[w] \in \mathcal{W}_{r} \mid\left(i(Y) \Omega_{r}\right)([w])=0 \text { for every } Y \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)\right\} \stackrel{j_{c}}{\hookrightarrow} \mathcal{W}_{r} \tag{5.16}
\end{equation*}
$$

where every section $\psi$ solution to equation (5.9) must take values. It is called the first constraint submanifold of the Hamiltonian precosymplectic system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$.

Locally, $\mathcal{W}_{c}$ is defined in $\mathcal{W}_{r}$ by the constraints $p_{A}^{k-1}-\partial \hat{L} / \partial q_{k}^{A}=0$, as we have seen in 5.15 and in the proof of Lemma 5.2 . In combination with equations (5.14), we have the following result, which is the analogous to Proposition 3.2 in the non-autonomous setting.

Proposition 5.3. The submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}$ contains a submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{c}$ which can be identified with the graph of a map $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ defined locally by

$$
\mathcal{F} \mathcal{L}^{*} t=t \quad ; \quad \mathcal{F} \mathcal{L}^{*} q_{r}^{A}=q_{r}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

Proof. Since $\mathcal{W}_{c}$ is defined locally by the constraints (5.15), it suffices to prove that these constraints, in combination with equations (5.14) give rise to the functions defining the map given in the statement, and thus to the submanifold $\mathcal{W}_{\mathcal{L}}$. We proceed in coordinates.

The constraint functions defining $\mathcal{W}_{c}$, in combination with equations (5.14), give rise to the following $n$ new constraint functions

$$
p_{A}^{k-2}-\left(\frac{\partial \hat{L}}{\partial q_{k-1}^{A}}-\frac{d}{d t} p_{A}^{k-1}\right)=p_{A}^{k-2}-\sum_{i=0}^{1}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{k-1+i}^{A}}\right)=0
$$

which define a new submanifold of $\mathcal{W}_{c}$. Combining these constraint functions again with equations (5.14), we obtain the following $n$ additional constraints

$$
p_{A}^{k-3}-\left(\frac{\partial \hat{L}}{\partial q_{k-2}^{A}}-\frac{d}{d t} p_{A}^{k-2}\right)=p_{A}^{k-3}-\sum_{i=0}^{2}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{k-2+i}^{A}}\right)=0
$$

Iterating this process $k-3$ more times, we obtain a $k n$-codimensional submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined locally by the following constraints

$$
p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

with $1 \leqslant A \leqslant n$ and $1 \leqslant r \leqslant k$. Therefore, we may consider that $\mathcal{W}_{\mathcal{L}}$ is the graph of a bundle morphism $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ over $J^{k-1} \pi$ locally given by

$$
\mathcal{F} \mathcal{L}^{*} t=t \quad ; \quad \mathcal{F} \mathcal{L}^{*} q_{r}^{A}=q_{r}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

Bearing in mind that the submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ is defined locally by the constraints 5.5), that $\mathcal{W}_{r}$ is diffeomorphic to $\mathcal{W}_{o}$, and that $\mathcal{W}_{\mathcal{L}}$ is a submanifold of $\mathcal{W}_{c}$, and thus a sumbanifold of $\mathcal{W}_{r}$, from the above Proposition we can state the following result, which is a straightforward consequence of Proposition 5.3.
Corollary 5.4. The submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ is the graph of a bundle morphism $\widetilde{\mathcal{F} \mathcal{L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ over $J^{k-1} \pi$ defined locally by

$$
\widetilde{\mathcal{F}}^{*} t=t \quad ; \quad \widetilde{\mathcal{F}}^{*} q_{r}^{A}=q_{r}^{A}
$$

$$
\widetilde{\mathcal{F}}{ }^{*} p=\hat{L}-\sum_{r=1}^{k} q_{r}^{A} \sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right) \quad ; \quad \widetilde{\mathcal{F}}^{*} p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

Remark. As in the autonomous setting described in Chapter 3 the submanifold $\mathcal{W}_{\mathcal{L}}$ can be obtained from $\mathcal{W}_{c}$ using a constraint algorithm. Hence, $\mathcal{W}_{\mathcal{L}}$ acts as the initial phase space of the system, as we see in the following, and in next Section.
Definition 5.5. The maps $\widetilde{\mathcal{F} \mathcal{L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ and $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ given by the above results are called the extended Legendre-Ostrogradsky map and the restricted Legendre-Ostrogradsky map associated to the $k$ th-order Lagrangian density $\mathcal{L}$, respectively.

A justification of this terminology will be given in Section 5.3. An important result concerning both Legendre-Ostrogradsky maps is the following.
Proposition 5.5. For every $j_{t}^{2 k-1} \phi \in J^{2 k-1} \pi$ we have that $\operatorname{rank}\left(\widetilde{\mathcal{F} \mathcal{L}}\left(j_{t}^{2 k-1} \phi\right)\right)=\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{t}^{2 k-1} \phi\right)\right)$.
We do not prove this result. Following the patterns in [44], the idea is to compute in natural coordinates the local expressions of the Jacobian matrices of $\mathcal{F \mathcal { L }}$ and $\widetilde{\mathcal{F L}}$. Then, observe that the ranks of both maps depend on the rank of the Hessian matrix of $L$ with respect to $q_{k}^{A}$ at the point $j_{t}^{2 k-1} \phi$, and that the additional row in the Jacobian matrix of $\widetilde{\mathcal{F L}}$ is a linear combination of the others. See [44] for details in the first-order case.

Now we can give the following definition.
Definition 5.6. A kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular if the restricted LegendreOstrogradsky map $\mathcal{F} \mathcal{L}$ is a local diffeomorphism. If the map $\mathcal{F} \mathcal{L}$ is a global diffeomorphism, then $\mathcal{L}$ is said to be hyperregular. Otherwise, $\mathcal{L}$ is said to be singular.

As a consequence of Proposition 5.5, a $k$ th-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular if, and only if, the extended Legendre-Ostrogradsky $\widetilde{\mathcal{F} \mathcal{L}}$ is an immersion on $\mathrm{T}^{*}\left(J^{k-1} \pi\right)$. Moreover, computing in natural coordinates the local expression of the tangent map to $\mathcal{F} \mathcal{L}$, the regularity condition for $\mathcal{L}$ is equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)\left(j_{t}^{k} \phi\right) \neq 0, \quad \text { for every } j_{t}^{k} \phi \in J^{k} \pi
$$

Equivalently, if we denote $\hat{p}_{A}^{r-1}=\mathcal{F} \mathcal{L}^{*} p_{A}^{r-1}$, then the Lagrangian density $\mathcal{L}$ is regular if, and only if, the set $\left(t, q_{i}^{A}, \hat{p}_{A}^{i}\right), 0 \leqslant i \leqslant k-1$, is a set of local coordinates in $J^{2 k-1} \pi$. As in the Hamiltonian formalism for higher-order autonomous systems described in Section 2.3.2 the local functions $\hat{p}_{A}^{i}$ are called the Jacobi-Ostrogradsky momentum coordinates, and they satisfy the relation

$$
\begin{equation*}
\hat{p}_{A}^{r-1}=\frac{\partial L}{\partial q_{r}^{A}}-\frac{d}{d t} \hat{p}_{A}^{r} \tag{5.17}
\end{equation*}
$$

which are exactly the relations given by (5.14).
Finally, observe that since the section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ must take values in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, it is natural to consider the restriction of equation $(5.9)$ to the submanifold $\mathcal{W}_{\mathcal{L}}$; that is, to restrict the set of vector fields to those tangent to $\mathcal{W}_{\mathcal{L}}$. Nevertheless, the new equation may not be equivalent to the former. The following result gives a sufficient condition for these two equations to be equivalent.

Proposition 5.6. If $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic in $\mathcal{W}_{r}$, then the equation 5.9) is equivalent to

$$
\begin{equation*}
\psi^{*} i(Y) \Omega_{r}=0, \quad \text { for every } Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \text { tangent to } \mathcal{W}_{\mathcal{L}} \tag{5.18}
\end{equation*}
$$

Proof. We prove this result in coordinates. First of all, let us compute the coordinate expression of a vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$. Let $X$ be a generic vector field locally given by (5.10), that is,

$$
X=f \frac{\partial}{\partial t}+f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}}
$$

Thus, since $\mathcal{W}_{\mathcal{L}}$ is the submanifold of $\mathcal{W}_{r}$ defined locally by the $k n$ constraint functions

$$
\xi_{A}^{r-1}=p_{A}^{r-1}-\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

then the tangency condition of $X$ along $\mathcal{W}_{\mathcal{L}}$, which is $\mathrm{L}(X)\left(\xi_{A}^{r}\right)=0$ (on $\mathcal{W}_{\mathcal{L}}$ ), gives the following relations on the component functions of $X$

$$
\begin{aligned}
G_{A}^{k-1}= & f \frac{\partial^{2} \hat{L}}{\partial t \partial q_{k}^{A}}+f_{i}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k}^{A}}+F_{k}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}} \\
G_{A}^{k-2}= & f\left(\frac{\partial^{2} \hat{L}}{\partial t \partial q_{k-1}^{A}}-\frac{d}{d t} \frac{\partial^{2} \hat{L}}{\partial t \partial q_{k}^{A}}\right)+f_{i}^{B}\left(\frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k-1}^{A}}-\frac{d}{d t} \frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k}^{A}}\right)+F_{k}^{B}\left(\frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k-1}^{A}}-\frac{d}{d t} \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}\right) \\
& -\left(f_{i+1}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k}^{A}}+F_{k}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k}^{A}}+F_{k+1}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)
\end{aligned}
$$

where the remaining calculations are omitted for simplicity. That is, the tangency condition enables us to write the component functions $G_{A}^{i}$ as functions $\widetilde{G}_{A}^{i}$ depending on the rest of the components $f, f_{i}^{A}, F_{j}^{A}$.

Now, from the previous calculations in this Section, recall that if $\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right)$, then equation (5.9) gives in coordinates

$$
\begin{aligned}
\psi^{*} i(X) \Omega_{r}=f & \left(\frac{\partial \hat{L}}{\partial q_{r}^{A}} \dot{q}_{r}^{A}-q_{i+1}^{A} \dot{p}_{A}^{i}-p_{A}^{i} \dot{q}_{i+1}^{A}\right) \mathrm{d} t+f_{0}^{A}\left(\dot{p}_{A}^{0}-\frac{\partial \hat{L}}{\partial q_{0}^{A}}\right) \mathrm{d} t \\
& +f_{i}^{A}\left(\dot{p}_{A}^{i}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}+p_{A}^{i-1}\right) \mathrm{d} t+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t+G_{A}^{i}\left(q_{i+1}^{A}-\dot{q}_{i}^{A}\right) \mathrm{d} t
\end{aligned}
$$

On the other hand, if we take a vector field $Y$ tangent to $\mathcal{W}_{\mathcal{L}}$, then we must replace the component functions $G_{A}^{i}$ by $\widetilde{G}_{A}^{i}$ in the previous equation, thus obtaining

$$
\begin{aligned}
\psi^{*} i(Y) \Omega_{r}=f & \left(\frac{\partial \hat{L}}{\partial q_{r}^{A}} \dot{q}_{r}^{A}-q_{i+1}^{A} \dot{p}_{A}^{i}-p_{A}^{i} \dot{q}_{i+1}^{A}\right) \mathrm{d} t+f_{0}^{A}\left(\dot{p}_{A}^{0}-\frac{\partial \hat{L}}{\partial q_{0}^{A}}\right) \mathrm{d} t \\
& +f_{i}^{A}\left(\dot{p}_{A}^{i}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}+p_{A}^{i-1}\right) \mathrm{d} t+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t+\widetilde{G}_{A}^{i}\left(q_{i+1}^{A}-\dot{q}_{i}^{A}\right) \mathrm{d} t
\end{aligned}
$$

Finally, if $\psi$ is holonomic, then equations 5.12) are satisfied, and the last two terms of both $i(X) \Omega_{r}$ and $i(Y) \Omega_{r}$ vanish, thus obtaining

$$
\begin{array}{rl}
\psi^{*} i(X) \Omega_{r}=f & f\left(\frac{\partial \hat{L}}{\partial q_{r}^{A}} \dot{q}_{r}^{A}-q_{i+1}^{A} \dot{p}_{A}^{i}-p_{A}^{i} \dot{q}_{i+1}^{A}\right) \mathrm{d} t+f_{0}^{A}\left(\dot{p}_{A}^{0}-\frac{\partial \hat{L}}{\partial q_{0}^{A}}\right) \mathrm{d} t \\
& +f_{i}^{A}\left(\dot{p}_{A}^{i}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}+p_{A}^{i-1}\right) \mathrm{d} t+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} t=\psi^{*} i(Y) \Omega_{r}
\end{array}
$$

Hence, we have $\psi^{*} i(X) \Omega_{r}=0$ if and only if $\psi^{*} i(Y) \Omega_{r}=0$.

## Remarks.

- Note that if the holonomy condition is not required in the statement of the problem, then the local component functions $q_{j}^{A}(t), k \leqslant j \leqslant 2 k-1$, of the section $\psi$ remain undetermined, and the $2 k n$ equations (5.12), 5.13) and (5.14) do not allow us to determinate them at first sight. Hence, the holonomy condition can not be dropped from the statement of the problem, contrary to what happens in the unified formalism for first-order non-autonomous systems (see Section 2.4.3).
In fact, the local functions $q_{j}^{A}(t)$ can be determined by the equations 5.13 and 5.14, bearing in mind that the section $\psi$ must lie in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$. It is easy to see that, by replacing the local expression of the restricted Legendre-Ostrogradsky map in the equations (5.13) and (5.14), these equations lead to the Euler-Lagrange equations and to the remaining $(k-1) n$ equations that give the full holonomy condition

$$
\begin{array}{r}
\left.\left(\dot{q}_{j}^{B}-q_{j+1}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}\right|_{\psi}-\sum_{i=k}^{j-1}\left(\dot{q}_{i}^{B}-q_{i+1}^{B}\right)(\cdots \cdots)=0 \quad(k \leqslant j \leqslant 2 k-2), \\
\left.\frac{\partial \hat{L}}{\partial q_{0}^{A}}\right|_{\psi}-\left.\frac{d}{d t} \frac{\partial \hat{L}}{\partial q_{1}^{A}}\right|_{\psi}+\left.\frac{d^{2}}{d t^{2}} \frac{\partial \hat{L}}{\partial q_{2}^{A}}\right|_{\psi}+\ldots+\left.(-1)^{k} \frac{d^{k}}{d t^{k}} \frac{\partial \hat{L}}{\partial q_{k}^{A}}\right|_{\psi}=0, \tag{5.20}
\end{array}
$$

where the terms in brackets ( $\cdots$ ) contain terms involving partial derivatives of the Lagrangian function and iterated total time derivatives, and the first sum (for $j=k$ ) is empty. However, observe that these equations may or may not be compatible, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian density. Thus, for singular Lagrangian densities, the holonomy condition for the section $\psi$ is required.

- The requirement of the section $\psi$ to be holonomic is a relevant difference from the first-order case described in Section 2.4.3, where the holonomy condition is deduced straightforwardly from the dynamical equations when written in local coordinates. Nevertheless, in the higher-order case, the equations allow us to recover only the holonomy of type $k$, as seen in 5.12) and in the autonomous case, and the highest-order holonomy condition can only be recovered from the equations if the Lagrangian density is regular. Hence, this condition is required "ad hoc" in the statement of the problem.
- The regularity of the Lagrangian density has no relevant role at first sight. However, as we have seen in the first remark, equations (5.13) and (5.14) give the higher-order Euler-Lagrange equations, which have a unique solution if the Lagrangian density is regular. For singular Lagrangians, these equations may give rise to new constraints, and an adaptation of the constraint algorithm described in Section 1.7 should be used for finding a submanifold where the equations can be solved.


## Dynamical equation for vector fields

As in the first-order case described in Section 2.4.3. if we assume that the sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solutions to equation (5.9) are the integral curves of some vector fields in $\mathcal{W}_{r}$, then we can state the problem in terms of vector fields. The kth-order Lagrangian-Hamiltonian problem for vector fields associated with the system $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ consists in finding holonomic vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ such that

$$
\begin{equation*}
i(X) \Omega_{r}=0 \quad ; \quad i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta \neq 0 . \tag{5.21}
\end{equation*}
$$

Remark. As in the first-order case described in Section 2.4.3 the second equation in (5.21) is just a transverse condition for the vector field $X$ with respect to the projection onto $\mathbb{R}$, and the non-zero value is usually fixed to 1 , thus giving the following equations

$$
i(X) \Omega_{r}=0 \quad ; \quad i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta=1
$$

Recall that $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$ is a precosymplectic manifold. Hence, equations (5.21) may not admit a solution $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ defined in the whole manifold, but only on some submanifold of $\mathcal{W}_{r}$. Using an adapted version of the constraint algorithm described in Section 1.7 to precosymplectic manifolds, we can state the following result.
Proposition 5.7. A solution $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ to equations 5.21) exists only on the points of the submanifold $\mathcal{S}_{c}$ defined by

$$
\begin{equation*}
\mathcal{S}_{c}=\left\{[w] \in \mathcal{W}_{r} \mid(i(Z) \mathrm{d} \hat{H})([w])=0 \text { for every } Z \in \operatorname{ker} \Omega\right\} \hookrightarrow \mathcal{W}_{r} \tag{5.22}
\end{equation*}
$$

In the natural coordinates of $\mathcal{W}_{r}$, let us compute the constraint functions defining locally the submanifold $\mathcal{S}_{c}$. Taking into account the coordinate expression (5.7) of the local Hamiltonian function $\hat{H} \in C^{\infty}\left(\mathcal{W}_{r}\right)$, then its differential is locally given by

$$
\begin{equation*}
\mathrm{d} \hat{H}=\sum_{i=0}^{k-1}\left(q_{i+1}^{A} \mathrm{~d} p_{A}^{i}+p_{A}^{i} \mathrm{~d} q_{i+1}^{A}\right)-\sum_{i=0}^{k} \frac{\partial \hat{L}}{\partial q_{i}^{A}} \mathrm{~d} q_{i}^{A} \tag{5.23}
\end{equation*}
$$

Then, using the local basis for ker $\Omega$ given in 5.2, we obtain

$$
i(Z) \mathrm{d} \hat{H}= \begin{cases}p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}, & \text { if } Z=\frac{\partial}{\partial q_{k}^{A}}, \\ 0, & \text { if } Z=\frac{\partial}{\partial q_{j}^{A}}, j=k+1, \ldots, 2 k-1\end{cases}
$$

Therefore, $\mathcal{S}_{c} \hookrightarrow \mathcal{W}_{r}$ is a $n$-codimensional submanifold of $\mathcal{W}_{r}$ defined locally by the constraints

$$
\begin{equation*}
p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}=0 \tag{5.24}
\end{equation*}
$$

In particular, we have $\mathcal{S}_{c}=\mathcal{W}_{c}$, where $\mathcal{W}_{c}$ is the first constraint submanifold obtained for sections in the previous Section.

As in the unified formalism for higher-order autonomous systems described in Chapter 3 in this setting we do not have a characterization of the submanifold $\mathcal{W}_{c}$ as the graph of a bundle morphism.

Let us compute in coordinates the local expression of the equations 5.21). Let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field given locally by (5.10). Then, bearing in mind the local expression (5.8) of the 2 -form $\Omega_{r}$, the contraction $i(X) \Omega_{r}$ gives the following 1-form on $\mathcal{W}_{r}$

$$
\begin{aligned}
i(X) \Omega_{r}= & {\left[-f_{0}^{A} \frac{\partial \hat{L}}{\partial q_{0}^{A}}+f_{i}^{A}\left(p_{A}^{i-1}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right)+G_{A}^{i} q_{i+1}^{A}\right] \mathrm{d} t } \\
& +\left(f \frac{\partial \hat{L}}{\partial q_{0}^{A}}-G_{A}^{0}\right) \mathrm{d} q_{0}^{A}+\left(f \frac{\partial \hat{L}}{\partial q_{i}^{A}}-f p_{A}^{i-1}-G_{A}^{i}\right) \mathrm{d} q_{i}^{A}+f\left(\frac{\partial \hat{L}}{\partial q_{k}^{A}}-p_{A}^{k-1}\right) \mathrm{d} q_{k}^{A} \\
& +\left(f_{i}^{A}-f q_{i+1}^{A}\right) \mathrm{d} p_{A}^{i} .
\end{aligned}
$$

Then, requiring this 1 -form to vanish, we obtain the following system of equations

$$
\begin{array}{r}
-f_{0}^{A} \frac{\partial \hat{L}}{\partial q_{0}^{A}}+f_{i}^{A}\left(p_{A}^{i-1}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right)+G_{A}^{i} q_{i+1}^{A}=0 \\
f_{i}^{A}=f q_{i+1}^{A} \\
G_{A}^{0}=f \frac{\partial \hat{L}}{\partial q_{0}^{A}} \quad ; \quad G_{A}^{i}=f\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \\
f\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right)=0 \\
f \neq 0 \tag{5.29}
\end{array}
$$

where $0 \leqslant i \leqslant k-1$ in 5.26, and $1 \leqslant i \leqslant k-1$ in (5.27), and equation 5.29) arises from the second equation in 5.21. Fixing the non-zero value of the local function $f$ to 1 , the above equations become

$$
\begin{array}{r}
-f_{0}^{A} \frac{\partial \hat{L}}{\partial q_{0}^{A}}+f_{i}^{A}\left(p_{A}^{i-1}-\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)+F_{k}^{A}\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right)+G_{A}^{i} q_{i+1}^{A}=0 \\
f_{i}^{A}=q_{i+1}^{A} \\
G_{A}^{0}=\frac{\partial \hat{L}}{\partial q_{0}^{A}} \quad ; \quad G_{A}^{i}=\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1} \\
p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}=0 \\
f=1 \tag{5.34}
\end{array}
$$

A simple calculation shows that equation (5.30) is redundant, since it is a combination of the others. Note that equations (5.31) are part of the system of equations that the vector field $X$ must satisfy to be holonomic. In particular, from these equations we deduce that $X$ is holonomic of type $k$ in $\mathcal{W}_{r}$. However, since the holonomy condition is required in the statement of the problem, these equations are an identity. On the other hand, equations (5.33) are a compatibility condition stating that the vector fields $X$ solution to equations (5.21 exist only with support on the submanifold $\mathcal{W}_{c}$ given by Proposition 5.7. Finally, equations 5.32 are the dynamical equations of the system.

Therefore, a vector field solution to equations (5.21) is given in coordinates by

$$
\begin{equation*}
X=\frac{\partial}{\partial t}+q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}} . \tag{5.35}
\end{equation*}
$$

Moreover, since the holonomy condition is required from the beginning, the coordinate expression of a holonomic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equations 5.21) is

$$
\begin{equation*}
X=\frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}} . \tag{5.36}
\end{equation*}
$$

Observe that the component function $F_{2 k-1}^{A}, 1 \leqslant A \leqslant n$, remain undetermined. Nevertheless, since the vector field $X$ is defined at support on the submanifold $\mathcal{W}_{c}$, we must study the tangency of $X$ along the submanifold $\mathcal{W}_{c}$. That is, we must require $\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{c}}=0$ for every constraint function $\xi$ defining locally $\mathcal{W}_{c}$. Hence, bearing in mind that the submanifold $\mathcal{W}_{c}$ is defined locally by the $n$ constraints (5.24), we must require

$$
\left(\frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}\right)\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right)=0
$$

then we obtain the following $n$ equations

$$
p_{A}^{k-2}-\frac{\partial \hat{L}}{\partial q_{k-1}^{A}}+\frac{\partial^{2} \hat{L}}{\partial t \partial q_{k}^{A}}+\sum_{i=0}^{k} q_{i+1}^{B} \frac{\partial^{2} \hat{L}}{\partial q_{i}^{B} \partial q_{k}^{A}}=0
$$

which may be rewritten as

$$
p_{A}^{k-2}-\sum_{i=0}^{1}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{k-1+i}^{A}}\right)=0
$$

These equations define a new submanifold $\mathcal{W}_{1} \hookrightarrow \mathcal{W}_{c}$. Then, requiring $X$ to be tangent to this new submanifold $\mathcal{W}_{1}$, we obtain the following $n$ additional constraints

$$
p_{A}^{k-3}-\sum_{i=0}^{2}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{k-2+i}^{A}}\right)=0
$$

which define a new submanifold $\mathcal{W}_{2} \hookrightarrow \mathcal{W}_{1} \hookrightarrow \mathcal{W}_{c}$. Iterating this process $k-3$ more times, the constraint algorithm delivers a $k n$-codimensional submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined locally by the constraints

$$
p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

with $1 \leqslant A \leqslant n$ and $1 \leqslant r \leqslant k$. Moreover, the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ can be identified with the graph of a bundle morphism $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ over $J^{k-1} \pi$ defined locally by

$$
\mathcal{F} \mathcal{L}^{*} t=t \quad ; \quad \mathcal{F} \mathcal{L}^{*} q_{r}^{A}=q_{r}^{A} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

Therefore, we recover Proposition 5.3 and Corollary 5.4 from the constraint algorithm. Finally, requiring $X$ to be tangent along the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, we obtain the following $n$ equations

$$
\begin{equation*}
(-1)^{k}\left(F_{2 k-1}^{B}-\frac{d}{d t} q_{2 k-1}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)=0 . \tag{5.37}
\end{equation*}
$$

These are the $k$ th-order Euler-Lagrange equations for a vector field. These equations may be compatible or not, and a sufficient condition to ensure compatibility is the regularity of the Lagrangian density. In particular, we have the following result.

Proposition 5.8. If $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is a regular Lagrangian density, then there exists a unique vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equation (5.21) and tangent to $\mathcal{W}_{\mathcal{L}}$.

Proof. Since the $k$ th-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular, then equations (5.37) have a unique solution for $F_{2 k-1}^{A}$, and therefore the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equation (5.21) is unequivocally determined. In addition, since equations 5.37) are the necessary and sufficient condition for $X$ to be tangent along the submanifold $\mathcal{W}_{\mathcal{L}}$, this condition holds whenever they the referred equations are compatible, as it is the case when the $k$ th-order Lagrangian density is regular.

However, if the $k$ th-order Lagrangian density $\mathcal{L}$ is not regular, then equations 5.37) may or may not be compatible, and the compatibility condition may give rise to new constraints. In the most favorable cases, there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (it could be $\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}$ ) such that there exist vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{f}$, which are solutions to the equations

$$
\begin{equation*}
\left.i(X) \Omega_{r}\right|_{\mathcal{W}_{f}}=0 \quad ;\left.\quad i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right|_{\mathcal{W}_{f}}=1 \tag{5.38}
\end{equation*}
$$

In this case, the equations (5.37) are not compatible, and the compatibility condition gives rise to new constraints, and the constraint algorithm continues.

## Equivalence of the dynamical equations in the unified formalism

In the previous Sections we have stated the dynamical equations in the unified formalism in several ways. First, we have stated the problem using a variational principle. Then we have stated a geometric equation for sections of the bundle $\rho_{\mathbb{R}}^{r}: \mathcal{W}_{r} \rightarrow \mathbb{R}$, and we have analyzed it in coordinates. Finally, we have stated a geometric equation for vector fields defined in $\mathcal{W}_{r}$, and we have studied the equation and the tangency condition in coordinates. In this Section we prove that all these equations are equivalent.

Theorem 5.9. The following assertions on a holonomic section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ are equivalent.

1. $\psi$ is a solution to the Lagrangian-Hamiltonian variational problem.
2. $\psi$ is a solution to equation (5.9, that is,

$$
\psi^{*} i(Y) \Omega_{r}=0, \quad \text { for every } Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)\left(\text { tangent to } \mathcal{W}_{\mathcal{L}}\right)
$$

3. If $\psi$ is given locally by

$$
\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right),
$$

with $0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1$, then the components of $\psi$ satisfy equations (5.13) and (5.14), that is, the following system of $k n$ differential equations

$$
\begin{equation*}
\dot{p}_{A}^{0}=\frac{\partial \hat{L}}{\partial q_{0}^{A}} \quad ; \quad \dot{p}_{A}^{i}=\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1} . \tag{5.39}
\end{equation*}
$$

4. $\psi$ is a solution to equation

$$
\begin{equation*}
i(\dot{\psi})\left(\Omega_{r} \circ \psi\right)=0 \tag{5.40}
\end{equation*}
$$

where $\dot{\psi}: \mathbb{R} \rightarrow \mathrm{T}_{r}$ is the canonical lifting of $\psi$ to $\mathrm{T} \mathcal{W}_{r}$.
5. $\psi$ is an integral curve of a vector field contained in a class of $\rho_{\mathbb{R}}^{r}$-transverse and holonomic vector fields, $\{X\} \subset \mathfrak{X}\left(\mathcal{W}_{r}\right)$, satisfying the first equation in (5.21), that is,

$$
i(X) \Omega_{r}=0
$$

Proof. $(1 \Longleftrightarrow 2)$ We prove this equivalence following the patterns in 68.
Let $Z \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$ be a compact-supported vector field, and $V \subseteq \mathbb{R}$ an open set such that $\partial V$ is a 0 -dimensional manifold and $\rho_{\mathbb{R}}^{r}(\operatorname{supp}(Z)) \subseteq V$. Then,

$$
\begin{aligned}
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{s}^{*} \Theta_{r} & =\left.\frac{d}{d s}\right|_{s=0} \int_{V} \psi_{s}^{*} \Theta_{r}=\left.\frac{d}{d s}\right|_{s=0} \int_{V} \psi^{*} \sigma_{s}^{*} \Theta_{r} \\
& =\int_{V} \psi^{*}\left(\lim _{s \rightarrow 0} \frac{\sigma_{s}^{*} \Theta_{r}-\Theta_{r}}{s}\right)=\int_{V} \psi^{*} \mathrm{~L}(Z) \Theta_{r} \\
& =\int_{V} \psi^{*}\left(i(Z) \mathrm{d} \Theta_{r}+\mathrm{d} i(Z) \Theta_{r}\right) \\
& =\int_{V} \psi^{*}\left(-i(Z) \Omega_{r}+\mathrm{d} i(Z) \Theta_{r}\right) \\
& =-\int_{V} \psi^{*} i(Z) \Omega_{r}+\int_{V} \mathrm{~d}\left(\psi^{*} i(Z) \Theta_{r}\right) \\
& =-\int_{V} \psi^{*} i(Z) \Omega_{r}+\int_{\partial V} \psi^{*} i(Z) \Theta_{r}=-\int_{V} \psi^{*} i(Z) \Omega_{r}
\end{aligned}
$$

as a consequence of Stoke's theorem and the assumptions made on the supports of the vertical vector fields. Thus, by the fundamental Theorem of the variational calculus, we conclude

$$
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{s}^{*} \Theta_{r}=0 \quad \Longleftrightarrow \quad \psi^{*} i(Z) \Omega_{r}=0
$$

for every compact-supported $Z \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$. However, since the compact-supported vector fields generate locally the $C^{\infty}\left(\mathcal{W}_{r}\right)$-module of vector fields in $\mathcal{W}_{r}$, it follows that the last equality holds for every $\rho_{\mathbb{R}^{r}}^{r}$-vertical vector field $Z$ in $\mathcal{W}_{r}$.
Now, recall that for every point $w \in \operatorname{Im}(\psi)$, we have a canonical splitting of the tangent space of $\mathcal{W}_{r}$ at $w$ in a $\rho_{\mathbb{R}}^{r}$-vertical subspace and a $\rho_{\mathbb{R}}^{r}$-horizontal subspace, that is,

$$
\mathrm{T}_{w} \mathcal{W}_{r}=V_{w}\left(\rho_{\mathbb{R}}^{r}\right) \oplus \mathrm{T}_{w}(\operatorname{Im}(\psi))
$$

Thus, if $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, then

$$
Y_{w}=\left(Y_{w}-\mathrm{T}_{w}\left(\psi \circ \rho_{\mathbb{R}}^{r}\right)\left(Y_{w}\right)\right)+\mathrm{T}_{w}\left(\psi \circ \rho_{\mathbb{R}}^{r}\right)\left(Y_{w}\right) \equiv Y_{w}^{V}+Y_{w}^{\psi}
$$

with $Y_{w}^{V} \in V_{w}\left(\rho_{\mathbb{R}}^{r}\right)$ and $Y_{w}^{\psi} \in \mathrm{T}_{w}(\operatorname{Im}(\psi))$. Therefore

$$
\psi^{*} i(Y) \Omega_{r}=\psi^{*} i\left(Y^{V}\right) \Omega_{r}+\psi^{*} i\left(Y^{\psi}\right) \Omega_{r}=\psi^{*} i\left(Y^{\psi}\right) \Omega_{r},
$$

since $\psi^{*} i\left(Y^{V}\right) \Omega_{r}=0$, by the conclusion in the above paragraph. Now, as $Y_{w}^{\psi} \in \mathrm{T}_{w}(\operatorname{Im}(\psi))$ for every $w \in \operatorname{Im}(\psi)$, then the vector field $Y^{\psi}$ is tangent to $\operatorname{Im}(\psi)$, and hence there exists a vector field $X \in \mathfrak{X}(\mathbb{R})$ such that $X$ is $\psi$-related with $Y^{\psi}$; that is, $\psi_{*} X=\left.Y^{\psi}\right|_{\operatorname{Im}(\psi)}$. Then $\psi^{*} i\left(Y^{\psi}\right) \Omega_{r}=$ $i(X) \psi^{*} \Omega_{r}$. However, as $\operatorname{dim} \operatorname{Im}(\psi)=\operatorname{dim} \mathbb{R}=1$ and $\Omega_{r}$ is a 2-form, we obtain that $\psi^{*} i\left(Y^{\psi}\right) \Omega_{r}=0$. Hence, we conclude that $\psi^{*} i(Y) \Omega_{r}=0$ for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$.
Taking into account the reasoning of the first paragraph, the converse is obvious since the condition $\psi^{*} i(Y) \Omega_{r}=0$, for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, holds, in particular, for every $Z \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$.
$(2 \Longleftrightarrow 3)$ As we have seen in previous Sections, in the natural coordinates of $\mathcal{W}_{r}$ equation (5.9) gives locally the equations (5.11), 5.12, (5.13), (5.14) and (5.15). As stated previously, equation (5.11) is redundant, since it is a combination of the others, and from equations (5.15) we deduce that the section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ lies in the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$, and in particular in the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$ when we combine these constraints with equations 5.14. Hence, equation (5.9) is locally equivalent to equations (5.12, 5.13) and 5.14). However, since $\psi$ is assumed to be holonomic, equations (5.12) hold identically, and thus equation (5.9) is locally equivalent to equations 5.13) and 5.14), that is, to equations 5.39.
$(3 \Longleftrightarrow 4)$ If $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is locally given by

$$
\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right),
$$

then its canonical lifting to the tangent bundle of $\mathcal{W}_{r}, \dot{\psi}: \mathbb{R} \rightarrow \mathrm{T} \mathcal{W}_{r}$, is locally given by

$$
\dot{\psi}(t)=\left(1, \dot{q}_{i}^{A}(t), \dot{q}_{j}^{A}(t), \dot{p}_{A}^{i}(t)\right),
$$

and the inner product $i(\dot{\psi})\left(\Omega_{r} \circ \psi\right)$ gives, in coordinates,

$$
\begin{aligned}
i(\dot{\psi})\left(\Omega_{r} \circ \psi\right)= & \left(p_{A}^{i} \dot{q}_{i+1}^{A}-\dot{q}_{r}^{A} \frac{\partial \hat{L}}{\partial q_{r}^{A}}+\dot{p}_{A}^{i} q_{i+1}^{A}\right) \mathrm{d} t+\left(\frac{\partial \hat{L}}{\partial q_{0}^{A}}-\dot{p}_{A}^{0}\right) \mathrm{d} q_{0}^{A} \\
& +\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}-\dot{p}_{A}^{i}\right) \mathrm{d} q_{i}^{A}+\left(p_{A}^{k-1}-\frac{\partial \hat{L}}{\partial q_{k}^{A}}\right) \mathrm{d} q_{k}^{A}+\left(\dot{q}_{i}^{A}-q_{i+1}^{A}\right) \mathrm{d} p_{A}^{i}
\end{aligned}
$$

Now, requiring this last expression to vanish, we obtain the system of $(2 k+1) n+1$ equations

$$
\begin{gathered}
p_{A}^{i} \dot{q}_{i+1}^{A}-\dot{q}_{r}^{A} \frac{\partial \hat{L}}{\partial q_{r}^{A}}+\dot{p}_{A}^{i} q_{i+1}^{A}=0 \quad ; \quad \dot{p}_{A}^{0}=\frac{\partial \hat{L}}{\partial q_{0}^{A}} \quad ; \quad \dot{p}_{A}^{i}=\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1} \\
p_{A}^{k-1}=\frac{\partial \hat{L}}{\partial q_{k}^{A}} \quad ; \quad \dot{q}_{i}^{A}=q_{i+1}^{A}
\end{gathered}
$$

Observe that this system of equations is the same given by (5.11, 5.13, 5.12, (5.14, (5.15). The same remarks given in the proof of $(2 \Longleftrightarrow 3)$ apply in this case. Thus, bearing in mind the above item, we have proved that equation (5.40) is locally equivalent to the $k n$ differential equations 5.39.
$(3 \Longleftrightarrow 5)$ As we have seen in the previous Section, taking $f=1$ as a representative of the class of holonomic and $\rho_{\mathbb{R}}^{r}$-transverse vector fields $\{X\} \subseteq \mathfrak{X}\left(\mathcal{W}_{r}\right)$, a vector field solution to the first equation in (5.21) is given locally by 5.36), that is,

$$
X=\frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}
$$

where the functions $F_{2 k-1}^{A}$ are the solutions to equations (5.37).
Now, let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be an integral curve of $X$, that is, $\dot{\psi}=X \circ \psi$. If $\psi$ is given locally by $\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right)$, then $\dot{\psi}(t)=\left(1, \dot{q}_{i}^{A}(t), \dot{q}_{j}^{A}(t), \dot{p}_{A}^{i}(t)\right)$, and the condition for $\psi$ to be an integral curve is locally equivalent to the equations

$$
\dot{q}_{i}^{A}=q_{i+1}^{A} \quad ; \quad \dot{q}_{2 k-1}^{A}=F_{2 k-1}^{A} \circ \psi \quad ; \quad \dot{p}_{A}^{0}=\frac{\partial \hat{L}}{\partial q_{0}^{A}} \quad ; \quad \dot{p}_{A}^{i}=\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}
$$

Since the curve is assumed to be holonomic, the first $2 k n$ equations hold identically. Hence, the condition of $\psi$ to be an integral curve of a $\rho_{\mathbb{R}}^{r}$-transverse and holonomic vector field, $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, satisfying the first equation in (5.21) is locally equivalent to equations 5.39).

### 5.2 The Lagrangian formalism

In this Section we state the Lagrangian formalism for higher-order non-autonomous dynamical systems. Since we have already described the Lagrangian-Hamiltonian unified formalism for this kinds of systems, we proceed in an analogous way to Section 3.3 we "recover" the Lagrangian structures, equations and solutions from the ones in the unified formalism.

We do not distinguish between the regular and singular cases, since the results remain the same in either case, but a few comments on the singular case are given.

### 5.2.1 Geometric and dynamical structures

As in the autonomous case described in Section 3.3, the first step to give a Lagrangian formalism for higher-order non-autonomous dynamical systems is to define the usual geometric structures of the Lagrangian formalism, namely the Poincaré-Cartan forms, in order to state the dynamical equations.

The first fundamental result is the following.
Proposition 5.10. The map $\rho_{1}^{\mathcal{L}}=\rho_{1}^{r} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{2 k-1} \pi$ is a diffeomorphism.
Proof. Since $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, it is clear that $J^{2 k-1} \pi$ is diffeomorphic to $\mathcal{W}_{\mathcal{L}}$. On the other hand, since $\rho_{1}$ is a surjective submersion by definition, its restriction to the submanifold $\mathcal{W}_{\mathcal{L}}$ is also a surjective submersion and, due to the fact that $\operatorname{dim} \mathcal{W}_{\mathcal{L}}=\operatorname{dim} J^{2 k-1} \pi=2 k n+1$, the map $\rho_{1}^{\mathcal{L}}$ is a bijective local diffeomorphism. In particular, the map $\rho_{1}^{\mathcal{L}}$ is a global diffeomorphism.

This result enables us to state a one-to-one correspondence between the set of solutions to the dynamical equations in the unified formalism and the set of solutions to the dynamical equations in the Lagrangian formalism. Now, let us define the geometric structures in the Lagrangian formalism. Using the extended Legendre-Ostrogradsky map obtained in Corollary 5.4, we give the following definition.

Definition 5.7. The Poincaré-Cartan forms are the forms $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{2 k-1} \pi\right)$ and $\Omega_{\mathcal{L}} \in \Omega^{2}\left(J^{2 k-1} \pi\right)$ defined as

$$
\Theta_{\mathcal{L}}=\widetilde{\mathcal{F}}^{*} \Theta_{k-1} \quad ; \quad \Omega_{\mathcal{L}}=\widetilde{\mathcal{F}}^{*} \Omega_{k-1}=-\mathrm{d} \Theta_{\mathcal{L}}
$$

where $\Theta_{k-1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(J^{k-1} \pi\right)\right)$ and $\Omega_{k-1}=-\mathrm{d} \Theta_{k-1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(J^{k-1} \pi\right)\right)$ are the canonical Liouville forms in $\mathrm{T}^{*}\left(J^{k-1} \pi\right)$. The pair $\left(J^{2 k-1} \pi, \mathcal{L}\right)$ is the $k$ th-order non-autonomous Lagrangian system associated with $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$.

Observe that the Poincaré-Cartan forms are defined from the canonical forms in the cotangent bundle $\mathrm{T}^{*}\left(J^{k-1} \pi\right)$, rather than using the forms $\Theta$ and $\Omega$ in the unified setting. Nevertheless, we have the following result.

Lemma 5.11. The Poincaré-Cartan 1-form $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{2 k-1} \pi\right)$ satisfies $\Theta=\rho_{1}^{*} \Theta_{\mathcal{L}}$ and $\Theta_{r}=\left(\rho_{1}^{r}\right)^{*} \Theta_{\mathcal{L}}$.
Proof. A straightforward calculation leads to this result. Bearing in mind that $\rho_{2}=\widetilde{\mathcal{F} \mathcal{L}} \circ \rho_{1}$, for the first statement we have

$$
\rho_{1}^{*} \Theta_{\mathcal{L}}=\rho_{1}^{*}\left(\widetilde{\mathcal{F}}^{*} \Theta_{k-1}\right)=\left(\widetilde{\mathcal{F} \mathcal{L}} \circ \rho_{1}\right)^{*} \Theta_{k-1}=\rho_{2}^{*} \Theta_{k-1}=\Theta
$$

On the other hand, taking into account that $\rho_{1}^{r}=\rho_{1} \circ \hat{h}$, for the second statement we have

$$
\left.\left(\rho_{1}^{r}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h}\right)^{*} \Theta_{\mathcal{L}}\right)=\hat{h}^{*}\left(\rho_{1}^{*} \Theta_{\mathcal{L}}\right)=\hat{h}^{*} \Theta=\Theta_{r}
$$

Remark. Since the pull-back of a form and the exterior derivative commute, Lemma 5.11 also holds for the Poincaré-Cartan 2-form, $\Omega_{\mathcal{L}}$.

In the natural coordinates of $J^{2 k-1} \pi$, bearing in mind the coordinate expression of the extended Legendre-Ostrogradsky map $\overline{\mathcal{F} \mathcal{L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ given in Corollary 5.4, the local expression of the Poincaré-Cartan 1-form is

$$
\begin{equation*}
\Theta_{\mathcal{L}}=\sum_{r=1}^{k} \sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial L}{\partial q_{r+i}^{A}}\right)\left(\mathrm{d} q_{r-1}^{A}-q_{r}^{A} \mathrm{~d} t\right)+L \mathrm{~d} t \tag{5.41}
\end{equation*}
$$

which coincides with the coordinate expression of the Poincaré-Cartan 1-form obtained by D.J. Saunders in [137] and [138] when the base manifold $M$ of the bundle $\pi: E \rightarrow M$ is 1-dimensional. It is clear from this coordinate expression that $\Theta_{\mathcal{L}}$ is $\pi_{k-1}^{2 k-1}$-semibasic. Now, taking its exterior derivative and changing the sign, we obtain the local expression of the Poincaré-Cartan 2-form, which is

$$
\begin{align*}
& \Omega_{\mathcal{L}}= \sum_{r=1}^{k}  \tag{5.42}\\
& \sum_{i=0}^{k-r}(-1)^{i+1}\left(\frac{d^{i}}{d t^{i}}\left(\frac{\partial^{2} L}{\partial t \partial q_{r+i}^{A}} \mathrm{~d} t+\frac{\partial^{2} L}{\partial q_{j}^{B} \partial q_{r+i}^{A}} \mathrm{~d} q_{j}^{B}\right) \wedge\left(\mathrm{d} q_{r-1}^{A}-q_{r}^{A} \mathrm{~d} t\right)\right. \\
&\left.-\frac{d^{i}}{d t^{i}}\left(\frac{\partial L}{\partial q_{r+i}^{A}}\right) \mathrm{d} q_{r}^{A} \wedge \mathrm{~d} t\right)-\frac{\partial L}{\partial q_{j}^{B}} \mathrm{~d} q_{j}^{B} \wedge \mathrm{~d} t
\end{align*}
$$

Remark. The Poincaré-Cartan 1-form can be defined alternatively using the canonical structures of the higher-order jet bundles. In particular, according to [137] and [138] (see also [2], [83]), we have

$$
\begin{equation*}
\Theta_{\mathcal{L}}=S_{\eta}^{(k)}(\mathrm{d} L)+\left(\pi_{k}^{2 k-1}\right)^{*} \mathcal{L} \in \Omega^{1}\left(J^{2 k-1} \pi\right) \tag{5.43}
\end{equation*}
$$

where $S_{\eta}^{(k)}$ is the generalization to higher-order jet bundles of the operator used in the classical HamiltonCartan formalism for problems in the calculus of variations which involve time explicitly (see [137] and [138], $\S 6.5$, for details).

From the Poincaré-Cartan forms, the concept of regularity for a $k$ th-order Lagrangian density is a straightforward generalization of Definition 2.29 for first-order non-autonomous dynamical systems.
Definition 5.8. A kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular if the pair $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{2 k-1}\right)^{*} \eta\right)$ is a cosymplectic structure in $J^{2 k-1} \pi$. Otherwise, $\mathcal{L}$ is singular.

Observe that, taking into account Section 1.2, a $k$ th-order Lagrangian density is regular if, and only if, the Poincaré-Cartan 2-form $\Omega_{\mathcal{L}} \in \Omega^{2}\left(J^{2 k-1} \pi\right)$ has maximal rank $2 n$. Moreover, bearing in mind the coordinate expression 5.42 of the Poincaré-Cartan 2-form, the regularity condition for $\mathcal{L}$ is locally equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)\left(j_{t}^{k} \phi\right) \neq 0, \quad \text { for every } j_{t}^{k} \phi \in J^{k} \pi
$$

Thus, this notion of regularity is equivalent to the one given in Definition 5.6. Moreover, bearing in mind Proposition 5.5, we have the following result.

Proposition 5.12. Given a kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$, the following statements are equivalent.

1. In every local chart of coordinates $\left(q_{0}^{A}, \ldots, q_{k}^{A}\right)$ of $J^{k} \pi$, we have

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)\left(j_{t}^{k} \phi\right) \neq 0, \quad \text { for every } j_{t}^{k} \phi \in J^{k} \pi
$$

2. $\Omega_{\mathcal{L}}$ has maximal rank on $J^{2 k-1} \pi$.
3. The pair $\left(\Omega_{\mathcal{L}},\left(\bar{\pi}^{2 k-1}\right)^{*} \eta\right)$ is a cosymplectic structure on $J^{2 k-1} \pi$.
4. $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ is a local diffeomorphism.
5. $\widetilde{\mathcal{F} \mathcal{L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ is an immersion.

### 5.2.2 Dynamical equations

Using the results stated in the previous Section, we can state the dynamical equations in the Lagrangian formalism, and recover the solutions to these equations from the solutions to the dynamical equations in the unified formalism.

## Variational principle

First of all, let us state the variational problem from which the Lagrangian dynamical equations are derived. Let $\Gamma(\pi)$ be the set of sections of $\pi$, and let us consider the functional

$$
\begin{aligned}
\mathbf{L}: \Gamma(\pi) & \longrightarrow \mathbb{R} \\
\phi & \longmapsto \int_{\mathbb{R}}\left(j^{2 k-1} \phi\right)^{*} \Theta_{\mathcal{L}}
\end{aligned}
$$

where the convergence of the integral is assumed.
Definition 5.9. The $k$ th-order Lagrangian variational problem (also called generalized Hamilton variational problem) for the kth-order Lagrangian system $\left(J^{2 k-1} \pi, \mathcal{L}\right)$ is the search for the critical (or stationary) sections of the functional $\mathbf{L}$ with respect to the variations of $\phi$ given by $\phi_{s}=\sigma_{s} \circ \phi$, where $\left\{\sigma_{s}\right\}$ is a local one-parameter group of any compact-supported $Z \in \mathfrak{X}^{V(\pi)}(E)$; that is,

$$
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1} \phi_{s}\right)^{*} \Theta_{\mathcal{L}}=0
$$

Theorem 5.13. Let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be a holonomic section which is a solution to the Lagrangian-Hamiltonian variational problem given by the functional $\mathbf{L H}$. Then, the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic, and its projection $\phi=\pi^{2 k-1} \circ \psi_{\mathcal{L}} \in \Gamma(\pi)$ is a solution to the Lagrangian variational problem given by the functional $\mathbf{L}$.
Conversely, given a section $\phi \in \Gamma(\pi)$ which is a solution to the Lagrangian variational problem, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ j^{2 k-1} \phi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to the Lagrangian-Hamiltonian variational problem.

Proof. As $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic, then $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is a holonomic section, by definition.
Now, $\rho_{1}^{r}$ being a submersion, for every compact-supported vector field $X \in \mathfrak{X}^{V\left(\bar{\pi}^{2 k-1}\right)}\left(J^{2 k-1} \pi\right)$ there exist compact-supported vector fields $Y \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$ such that $X$ and $Y$ are $\rho_{1}^{r}$-related. In particular, this holds if $X$ is the $(2 k-1)$-jet lifting of a compact-supported $\pi$-vertical vector field in $E$; that is, if we have $X=j^{2 k-1} Z$, with $Z \in \mathfrak{X}^{V(\pi)}(E)$. We also denote by $\left\{\sigma_{s}\right\}$ a local one-parameter group for the
compact-supported vector fields $Y \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$. Then, using this particular choice of $\rho_{1}^{r}$-related vector fields, we have

$$
\begin{aligned}
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1} \phi_{s}\right)^{*} \Theta_{\mathcal{L}} & =\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1}\left(\sigma_{s} \circ \phi\right)\right)^{*} \Theta_{\mathcal{L}}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1} \phi\right)^{*}\left(j^{2 k-1} \sigma_{s}\right)^{*} \Theta_{\mathcal{L}} \\
& =\int_{\mathbb{R}} \psi_{\mathcal{L}}^{*} \mathrm{~L}\left(j^{2 k-1} Z\right) \Theta_{\mathcal{L}}=\int_{\mathbb{R}} \psi_{\mathcal{L}}^{*}\left(i\left(j^{2 k-1} Z\right) \mathrm{d} \Theta_{\mathcal{L}}+\mathrm{d} i\left(j^{2 k-1} Z\right) \Theta_{\mathcal{L}}\right) \\
& =\int_{\mathbb{R}} \psi^{*}\left(\rho_{1}^{r}\right)^{*}\left(i\left(j^{2 k-1} Z\right) \mathrm{d} \Theta_{\mathcal{L}}+\mathrm{d} i\left(j^{2 k-1} Z\right) \Theta_{\mathcal{L}}\right)=\int_{\mathbb{R}} \psi^{*}\left(i(Y) \mathrm{d} \Theta_{r}+\mathrm{d} i(Y) \Theta_{r}\right) \\
& =\int_{\mathbb{R}} \psi^{*} \mathrm{~L}(Y) \Theta_{r}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi^{*} \sigma_{s}^{*} \Theta_{r}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{s}^{*} \Theta_{r}=0,
\end{aligned}
$$

since $\psi$ is a critical section for the Lagrangian-Hamiltonian variational problem.
Conversely, if we have a section $\phi$ which is a solution to the Lagrangian variational problem, then we can construct a section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ j^{2 k-1} \phi$ of the projection $\rho_{\mathbb{R}}^{r}$ (remember that, in the unified formalism, the dynamical equations have solutions only on the points of $\mathcal{W}_{\mathcal{L}}$, or in a subset of it). Then, the above reasoning also shows that if $\phi$ is a solution to the Lagrangian variational problem, then $\psi$ is a solution to the Lagrangian-Hamiltonian variational problem.

## Dynamical equations for sections

Using the previous results, we can state the Lagrangian equations for sections, and recover the Lagrangian sections in $J^{2 k-1} \pi$ from the sections in the unified formalism.

First, the $k$ th-order Lagrangian problem for sections associated with the system ( $J^{2 k-1} \pi, \mathcal{L}$ ) consists in finding sections $\phi \in \Gamma(\pi)$ satisfying

$$
\begin{equation*}
\left(j^{2 k-1} \phi\right)^{*} i(Y) \Omega_{\mathcal{L}}=0, \quad \text { for every } Y \in \mathfrak{X}\left(J^{2 k-1} \pi\right) \tag{5.44}
\end{equation*}
$$

Proposition 5.14. Let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be a holonomic section solution to equation 5.9. Then the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic, and is a solution to equation (5.44).

Proof. Since, by definition, $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic if $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic, it is obvious that $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi$ is a holonomic section.

Now, recall that, as $\rho_{1}^{r}$ is a submersion, for every $Y \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ there exist some $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ such that $Y$ and $Z$ are $\rho_{1}^{r}$-related. Note that this vector field is not unique, since $Z+Z_{o}$, with $Z_{o} \in \operatorname{ker} \mathrm{~T} \rho_{1}^{r}$, is also $\rho_{1}^{r}$-related with $Y$. Thus, using this particular choice of $\rho_{1}^{r}$-related vector fields, we have

$$
\psi_{\mathcal{L}}^{*} i(Y) \Omega_{\mathcal{L}}=\left(\rho_{1}^{r} \circ \psi\right)^{*} i(Y) \Omega_{\mathcal{L}}=\psi^{*}\left(\left(\rho_{1}^{r}\right)^{*} i(Y) \Omega_{\mathcal{L}}\right)=\psi^{*}\left(i(Z)\left(\rho_{1}^{r}\right)^{*} \Omega_{\mathcal{L}}\right)=\psi^{*} i(Z) \Omega_{r}
$$

Since the equality $\psi^{*} i(Z) \Omega_{r}=0$ holds for every $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, in particular it holds for every $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is $\rho_{1}^{r}$-related with $Y \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$. Hence, we obtain

$$
\psi_{\mathcal{L}}^{*} i(Y) \Omega_{\mathcal{L}}=\psi^{*} i(Z) \Omega_{r}=0
$$

The diagram for this situation is the following:


Observe that, from this result, we do not have a one-to-one correspondence between sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solutions to equation (5.9) and sections $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ solutions to equation (5.44), but only that every holonomic section $\psi$ solution to the dynamical equations in the unified formalism can be projected to a holonomic section $\psi_{\mathcal{L}}$ solution to the Lagrangian equations. Nevertheless, recall that sections $\psi$ solution to equation (5.9) take values in the submanifold $\mathcal{W}_{\mathcal{L}}$, which is diffeomorphic to $J^{2 k-1} \pi$, and thus it is possible to establish an equivalence using the diffeomorphism $\rho_{1}^{\mathcal{L}}$. In order to establish this equivalence, we first need the following technical result.
Lemma 5.15. The Poincaré-Cartan 1-form satisfies $\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=j_{\mathcal{L}}^{*} \Theta_{r}$.
Proof. A simple calculation proves this result:

$$
\begin{aligned}
\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}} & =\left(\rho_{1}^{r} \circ j_{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*}\left(\widetilde{\mathcal{F}}^{*} \Theta_{k-1}\right) \\
& =\left(\widetilde{\mathcal{F} \mathcal{L}} \circ \rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{k-1}=\left(\rho_{2} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{k-1}=\left(\hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta=j_{\mathcal{L}}^{*} \Theta_{r}
\end{aligned}
$$

Remark. Since the exterior derivative and the pull-back commute, Lemma 5.15 also holds for the Poincaré-Cartan 2-form.

Now we can state the remaining part of the equivalence between the solutions of the Lagrangian and unified formalisms.

Proposition 5.16. Let $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ be a holonomic section solution to the dynamical equation (5.44). Then the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic and it is a solution to the equation (5.9).

Proof. By definition, a section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic if the section $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic. Computing, we have

$$
\rho_{1}^{r} \circ \psi=\rho_{1}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\rho_{1}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\psi_{\mathcal{L}} .
$$

Hence, since $\psi_{\mathcal{L}}$ is holonomic, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}$ is holonomic in $\mathcal{W}_{r}$.
Now, since $j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathcal{W}_{r}$ is an embedding, for every vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ there exists a unique vector field $Y \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related with $X$. Hence, let us assume that $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is tangent to $\mathcal{W}_{\mathcal{L}}$. Then we have

$$
\psi^{*} i(X) \Omega_{r}=\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(X) \Omega_{r}=\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}
$$

Applying Lemma 5.15 we obtain

$$
\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}=\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y)\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Omega_{\mathcal{L}}=\left(\rho_{1}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Z) \Omega_{\mathcal{L}}=\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}
$$

where $Z \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ is the unique vector field related with $Y$ by the diffeomorphism $\rho_{1}^{\mathcal{L}}$. Hence, since $\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}=0$ for every $Z \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ by hypothesis, we have proved that the section $\psi=$ $j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ satisfies the equation

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \text { tangent to } \mathcal{W}_{\mathcal{L}}
$$

However, from Proposition 5.6 we know that if $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic, then this last equation is equivalent to equation 5.9 , that is,

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)
$$

Finally, let us compute the local expression of the equation for the section $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$. Suppose that $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is given locally by $\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right), 0 \leqslant i \leqslant k-1, k \leqslant j \leqslant 2 k-1$. Since $\psi$ is holonomic and a solution to equation (5.9), it must satisfy equations (5.12), (5.13) and (5.14). The first group of equations is automatically satisfied because of the holonomy assumption. Now, bearing in
mind that the section $\psi$ takes values in the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, equations (5.13) and 5.14) can be $\rho_{1}^{r}$-projected to $J^{2 k-1} \pi$, thus giving the following equations for the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi$

$$
\left.\frac{\partial L}{\partial q_{0}^{A}}\right|_{\psi_{\mathcal{L}}}-\left.\frac{d}{d t} \frac{\partial L}{\partial q_{1}^{A}}\right|_{\psi_{\mathcal{L}}}+\left.\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial q_{2}^{A}}\right|_{\psi_{\mathcal{L}}}+\ldots+\left.(-1)^{k} \frac{d^{k}}{d t^{k}} \frac{\partial L}{\partial q_{k}^{A}}\right|_{\psi_{\mathcal{L}}}=0
$$

Finally, bearing in mind that $\psi_{\mathcal{L}}$ is holonomic in $J^{2 k-1} \pi$, there exists a section $\phi \in \Gamma(\pi)$, whose local expression is $\phi(t)=\left(t, q_{0}^{A}(t)\right)$, such that $j^{2 k-1} \phi=\psi_{\mathcal{L}}$, and thus the above equations can be rewritten in the following form

$$
\begin{equation*}
\left.\frac{\partial L}{\partial q_{0}^{A}}\right|_{j^{2 k-1} \phi}-\left.\frac{d}{d t} \frac{\partial L}{\partial q_{1}^{A}}\right|_{j^{2 k-1} \phi}+\left.\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial q_{2}^{A}}\right|_{j^{2 k-1} \phi}+\ldots+\left.(-1)^{k} \frac{d^{k}}{d t^{k}} \frac{\partial L}{\partial q_{k}^{A}}\right|_{j^{2 k-1} \phi}=0 . \tag{5.45}
\end{equation*}
$$

Therefore, we obtain the Euler-Lagrange equations for a $k$ th-order non-autonomous system. As stated before, equations (5.45 may or may not be compatible, and in this last case a constraint algorithm must be used in order to obtain a submanifold $S_{f} \hookrightarrow J^{2 k-1} \pi$ (if such a submanifold exists) where the equations can be solved.

## Dynamical equations for vector fields

Now, using the results stated at the beginning of the Section, we can state the Lagrangian dynamical equations for vector fields, and recover a vector field solution to the Lagrangian equations starting from a vector field solution to the equations in the unified formalism.

The $k$ th-order Lagrangian problem for vector fields associated with the system ( $J^{2 k-1} \pi, \mathcal{L}$ ) consists in finding holonomic vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ such that

$$
\begin{equation*}
i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0 \quad ; \quad i(X)\left(\bar{\pi}^{2 k-1}\right)^{*} \eta \neq 0 \tag{5.46}
\end{equation*}
$$

Remark. As in the first-order case described in Section 2.4.1, the second equation in (5.46) is a transversality condition for the vector field $X_{\mathcal{L}}$ with respect to the projection onto $\mathbb{R}$, and the non-zero value is usually fixed to 1 , thus giving the following equations

$$
i(X) \Omega_{\mathcal{L}}=0 \quad ; \quad i(X)\left(\bar{\pi}^{2 k-1}\right)^{*} \eta=1
$$

First we need to state a correspondence between the set of vector fields in $\mathcal{W}_{r}$ tangent to $\mathcal{W}_{\mathcal{L}}$ and the set of vector fields in $J^{2 k-1} \pi$.

Lemma 5.17. Let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a vector field tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ such that $X_{\mathcal{L}} \circ \rho_{1}^{r} \circ j_{\mathcal{L}}=\mathrm{T} \rho_{1}^{r} \circ X \circ j_{\mathcal{L}}$.

Proof. Since $X$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ such that $\mathrm{T} j_{\mathcal{L}} \circ X_{o}=X \circ j_{\mathcal{L}}$. Furthermore, since $\rho_{1}^{\mathcal{L}}$ is a diffeomorphism, there is a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ which is $\rho_{1}^{\mathcal{L}}$-related with $X_{o}$; that is, $X_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\mathrm{T} \rho_{1}^{\mathcal{L}} \circ X_{o}$. Then we have

$$
X_{\mathcal{L}} \circ \rho_{1}^{r} \circ j_{\mathcal{L}}=X_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\mathrm{T} \rho_{1}^{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{1}^{r} \circ \mathrm{~T} j_{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{1}^{r} \circ X \circ j_{\mathcal{L}}
$$

The above result states that for every vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ there exists a unique
vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ such that the following diagram commutes


As a consequence of Lemma 5.17, we can establish a bijective correspondence between the set of vector fields in $\mathcal{W}_{r}$ tangent to $\mathcal{W}_{\mathcal{L}}$ solution to the dynamical equations in the unified formalism and the set of vector fields in $J^{2 k-1} \pi$ solution to the Lagrangian dynamical equations stated above. In particular, we have the following result.

Theorem 5.18. Let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a holonomic vector field solution to equations (5.46) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ). Then there exists a unique holonomic vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ which is a solution to the equations (5.46) (at least on the points of $S_{f}=\rho_{1}^{r}\left(\mathcal{W}_{f}\right)$ ).
Conversely, if $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ is a holonomic vector field, which is a solution to equations (5.46) (at least on the points of a submanifold $S_{f} \hookrightarrow J^{2 k-1} \pi$ ), then there exists a unique holonomic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ which is a solution to equations (5.21) (at least on the points of $\mathcal{W}_{f}=$ $\left.\left(\rho_{1}^{r}\right)^{-1}\left(S_{f}\right) \hookrightarrow \mathcal{W}_{r}\right)$.

Proof. Applying Lemma 5.11, and taking $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ as the unique vector field given by Lemma 5.17. we have:

$$
i(X) \Omega_{r}=i(X)\left(\rho_{1}^{r}\right)^{*} \Omega_{\mathcal{L}}=\left(\rho_{1}^{r}\right)^{*} i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}
$$

However, as $\rho_{1}^{r}$ is a surjective submersion, this is equivalent to

$$
\left.i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{\rho_{1}^{r}\left(\mathcal{W}_{r}\right)}=\left.i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{J^{2 k-1} \pi}=i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}
$$

since $\rho_{1}^{r}\left(\mathcal{W}_{r}\right)=J^{2 k-1} \pi$. Hence, we have proved that $i(X) \Omega_{r}=0$ if, and only if, $i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0$. The same reasoning proves that $i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta \neq 0$ if, and only if $i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{2 k-1}\right)^{*} \eta \neq 0$.

In order to prove that $X_{\mathcal{L}}$ is holonomic, we compute its local expression in coordinates. From the local expression 5.36 for the vector field $X$ (where the functions $F_{2 k-1}^{A}$ are the solutions of equations (5.37), and using Lemma 5.17, we obtain that the local expression of the vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ is

$$
X_{\mathcal{L}}=\frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}
$$

which is the local expression for a holonomic vector field in $J^{2 k-1} \pi$. Reversing this reasoning we prove that if $X_{\mathcal{L}}$ is holonomic, then the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is holonomic.

Remark. It is important to point out that, if $\mathcal{L}$ is not a regular $k$ th-order Lagrangian density, then $X$ is holonomic of type $k$ in $\mathcal{W}_{r}$, but not necessarily holonomic of type 1 , as it is shown in equations (5.31). When translated to the Lagrangian setting, this means that $X_{\mathcal{L}}$ may be a solution to the Lagrangian equations for vector fields, but the trajectories given by its integral sections are not solutions to the dynamical system (the sections solution to the dynamical problem must be holonomic, but the integral sections of $X_{\mathcal{L}}$ are only holonomic of type $k$ ). Therefore, the holonomy condition can not be dropped from the statement of the problem, since for singular Lagrangians this must be imposed as an additional condition. This constitutes a relevant difference from the case of first-order dynamical systems, where this condition ( $X_{\mathcal{L}}$ being holonomic) is obtained straightforwardly in the unified formalism.

For singular $k$ th-order Lagrangian densities, only in the most interesting cases can we assure the existence of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ and vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{f}$ which are solutions to equations 5.38. Then, considering the submanifold $S_{f}=\rho_{1}^{\mathcal{L}}\left(\mathcal{W}_{f}\right) \hookrightarrow J^{2 k-1} \pi$, in the best cases we have that those holonomic vector fields $X_{\mathcal{L}}$ exist, perhaps on another submanifold $S_{f}^{h} \hookrightarrow S_{f}$ where they are tangent, and are solutions to equations

$$
\left.i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{S_{f}^{h}}=0 \quad ;\left.\quad i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{2 k-1}\right)^{*} \eta\right|_{S_{f}^{h}}=1
$$

Notice that Theorem 5.18 states that there is a one-to-one correspondence between vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solutions to equations (5.9) and vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ solutions to (5.46), but not uniqueness. In fact, we cannot assure uniqueness of the vector field $X_{\mathcal{L}}$ unless the Lagrangian density is regular, as we can see in the following result.
Corollary 5.19. If the kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular, then there is a unique holonomic vector field, $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$, which is a solution to equations 5.46.

Proof. If the Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is regular, using Proposition 5.8, there exists a unique holonomic vector field, $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, solution to equations (5.21) and tangent to $\mathcal{W}_{\mathcal{L}}$. Then, using Theorem 5.18, related to this unique vector field in $\mathcal{W}_{r}$ there is a unique vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$, which is holonomic and is a solution to equations (5.46).

In other words, uniqueness of the vector field $X_{\mathcal{L}}$ is a consequence of uniqueness of $X$.

## Equivalence of the dynamical equations in the Lagrangian formalism

Finally, we state the equivalence Theorem in the Lagrangian formalism, which is the analogous to Theorem 5.9. This result is a straightforward consequence of Theorems 5.9, 5.13 and 5.18, and of Propositions 5.14 and 5.16 , and hence we omit the proof.

Theorem 5.20. The following assertions on a section $\phi \in \Gamma(\pi)$ are equivalent.

1. $\phi$ is a solution to the Lagrangian variational problem.
2. $j^{2 k-1} \phi$ is a solution to equation (5.44), that is,

$$
\left(j^{2 k-1} \phi\right)^{*} i(Y) \Omega_{\mathcal{L}}=0, \quad \text { for every } Y \in \mathfrak{X}\left(J^{2 k-1} \pi\right) .
$$

3. In natural coordinates, if $\phi=\left(t, q_{0}^{A}(t)\right)$, then $j^{2 k-1} \phi=\left(t, q_{0}^{A}(t), q_{1}^{A}(t), \ldots, q_{2 k-1}^{A}(t)\right)$ is a solution to the kth-order Euler-Lagrange equations given by 5.45, that is,

$$
\left.\frac{\partial L}{\partial q_{0}^{A}}\right|_{j^{2 k-1} \phi}-\left.\frac{d}{d t} \frac{\partial L}{\partial q_{1}^{A}}\right|_{j^{2 k-1} \phi}+\left.\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial q_{2}^{A}}\right|_{j^{2 k-1} \phi}+\ldots+\left.(-1)^{k} \frac{d^{k}}{d t^{k}} \frac{\partial L}{\partial q_{k}^{A}}\right|_{j^{2 k-1} \phi}=0 .
$$

4. Denoting $\psi_{\mathcal{L}}=j^{2 k-1} \phi$, then $\psi_{\mathcal{L}}$ is a solution to the equation

$$
i\left(\dot{\psi}_{\mathcal{L}}\right)\left(\Omega_{\mathcal{L}} \circ \psi_{\mathcal{L}}\right)=0
$$

where $\dot{\psi}_{\mathcal{L}}: \mathbb{R} \rightarrow \mathrm{T}\left(J^{2 k-1} \pi\right)$ is the canonical lifting of $\psi_{\mathcal{L}}$ to the tangent bundle.
5. $j^{2 k-1} \phi$ is an integral curve of a vector field contained in a class of $\bar{\pi}^{2 k-1}$-transverse holonomic vector fields, $\left\{X_{\mathcal{L}}\right\} \subset \mathfrak{X}\left(J^{2 k-1} \pi\right)$, satisfying the first equation in (5.46), that is,

$$
i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0
$$

### 5.3 The Hamiltonian formalism

In order to describe the Hamiltonian formalism on the basis of the unified one, we must distinguish between the regular and non-regular cases. In fact, the only "non-regular" case that we consider is the almost-regular one, so we first need to generalize the concept of almost-regular Lagrangian density to the higher-order non-autonomous setting. Moreover, we must introduce the dynamical information in the Hamiltonian formalism from the dynamics in the unified setting, that is, from the Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$.

### 5.3.1 Geometrical setting

Let $\widetilde{\mathcal{F L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ and $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ be the extended and restricted LegendreOstrogradsky maps given by Proposition 5.3 and Corollary 5.4 respectively. Then, let us denote by $\widetilde{\mathcal{P}}=\operatorname{Im}(\widetilde{\mathcal{F} \mathcal{L}})=\widetilde{\mathcal{F} \mathcal{L}}\left(J^{2 k-1} \pi\right) \stackrel{\tilde{J}}{\hookrightarrow} \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ the image of the extended Legendre-Ostrogradsky map; and by $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L})=\mathcal{F} \mathcal{L}\left(J^{2 k-1} \pi\right) \stackrel{J}{\hookrightarrow} J^{k-1} \pi^{*}$ the image of the restricted Legendre-Ostrogradsky map. Let $\bar{\pi}_{\mathcal{P}}=\bar{\pi}_{J^{k-1} \pi}^{r} \circ \jmath: \mathcal{P} \rightarrow \mathbb{R}$ be the natural projection, and $\mathcal{F} \mathcal{L}_{o}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$.
Remark. If the Poincaré-Cartan 1-form is defined without using the Legendre-Ostrogradsky map, as we have seen in $(5.43)$, then we can define the extended Legendre-Ostrogradsky map in an alternative, but equivalent, way. In particular, since $\Theta_{\mathcal{L}} \in \Omega^{1}\left(J^{2 k-1} \pi\right)$ is a $\pi_{k-1}^{2 k-1}$-semibasic form, we can define a bundle morphism $\widetilde{\mathcal{F} \mathcal{L}}: J^{2 k-1} \pi \rightarrow \mathrm{~T}^{*}\left(J^{k-1} \pi\right)$ over $J^{k-1} \pi$ as follows: for every $v \in \mathrm{~T}\left(J^{2 k-1} \pi\right)$,

$$
\left\langle\Theta_{\mathcal{L}}, v\right\rangle=\left\langle\mathrm{T} \pi_{k-1}^{2 k-1}(v), \widetilde{\mathcal{F} \mathcal{L}}\left(\tau_{J^{2 k-1} \pi}(v)\right)\right\rangle,
$$

where $\tau_{J^{2 k-1} \pi}: \mathrm{T}\left(J^{2 k-1} \pi\right) \rightarrow J^{2 k-1} \pi$ is the canonical submersion. The map $\widetilde{\mathcal{F} \mathcal{L}}$ is the extended LegendreOstrogradsky map. From this, the restricted Legendre-Ostrogradsky map $\mathcal{F} \mathcal{L}: J^{2 k-1} \pi \rightarrow J^{k-1} \pi^{*}$ is defined by composition with the canonical quotient map $\mu: \mathrm{T}^{*}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi^{*}$, that is, $\mathcal{F} \mathcal{L}=\mu \circ \widetilde{\mathcal{F} \mathcal{L}}$. All the remarks and properties for both Legendre-Ostrogradsky maps stated in Section 5.1.2 hold, and in addition we have $\Theta_{\mathcal{L}}=\widetilde{\mathcal{F}}^{*} \Theta_{k-1}$ and $\Omega_{\mathcal{L}}=\widetilde{\mathcal{F} \mathcal{L}}{ }^{*} \Omega_{k-1}$.

Observe that these are the usual definitions of the Legendre-Ostrogradsky maps, as we have seen in Sections 2.1.2, 2.3.2 and 2.4.2, thus justifying the notation and terminology adopted in Section 5.1.2, $\diamond$

With the previous notations, we can give the following definition.
Definition 5.10. A kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is almost-regular if

1. $\mathcal{P}$ is a closed submanifold of $J^{k-1} \pi^{*}$.
2. $\mathcal{F} \mathcal{L}$ is a submersion onto its image.
3. For every $j_{t}^{2 k-1} \phi \in J^{2 k-1} \pi$, the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(j_{t}^{2 k-1} \phi\right)\right)$ are connected submanifolds of $J^{2 k-1} \pi$.

Observe that, in particular, if $\mathcal{L}$ is a $k$ th-order almost-regular Lagrangian density, then $\mathcal{F} \mathcal{L}_{o}$ is a surjective submersion, and thus admits global sections on $\mathcal{P}$, that is, maps $\gamma: \mathcal{P} \rightarrow J^{2 k-1} \pi$ satisfying $\mathcal{F} \mathcal{L}_{o} \circ \gamma=\operatorname{Id}_{\mathcal{P}}$. Let $\Gamma\left(\mathcal{F} \mathcal{L}_{o}\right)$ be the set of sections of $\mathcal{F} \mathcal{L}_{o}$.

As a consequence of Proposition 5.5, we have that $\widetilde{\mathcal{P}}$ is diffeomorphic to $\mathcal{P}$. This diffeomorphism is $\widetilde{\mu}=\mu \circ \tilde{\jmath}: \widetilde{\mathcal{P}} \rightarrow \mathcal{P}$. This enables us to state the following result.

Lemma 5.21. If the kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is, at least, almost-regular, the Hamiltonian section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ induces a Hamiltonian section $h \in \Gamma(\mu)$ defined by

$$
h([\omega])=\left(\rho_{2} \circ \hat{h}\right)\left(\left[\left(\rho_{2}^{r}\right)^{-1}(\jmath([\omega]))\right]\right), \quad \text { for every }[\omega] \in \mathcal{P} .
$$

Proof. It is clear that, given $[\omega] \in \mathcal{P}$, the section $\hat{h}$ maps every point $\left(j_{t}^{2 k-1} \phi,[\omega]\right) \in\left(\rho_{2}^{r}\right)^{-1}([\omega])$ into $\rho_{2}^{-1}\left[\rho_{2}\left(\hat{h}\left(j_{t}^{2 k-1} \phi,[\omega]\right)\right)\right]$. So we have the diagram


Thus, the crucial point is the $\rho_{2}$-projectability of the local function $\hat{H}$. However, since a local base for ker $\mathrm{T} \rho_{2}$ is given by (5.2), that is,

$$
\operatorname{ker} \mathrm{T} \rho_{2}=\left\langle\frac{\partial}{\partial q_{k}^{A}}, \ldots, \frac{\partial}{\partial q_{2 k-1}^{A}}\right\rangle
$$

we have that $\hat{H}$ is $\rho_{2}$-projectable if and only if

$$
p_{A}^{k-1}=\frac{\partial L}{\partial q_{k}^{A}}
$$

This condition is fulfilled whenever $[\omega] \in \mathcal{P}$, which implies that $\rho_{2}\left(\hat{h}\left(\left(\rho_{2}^{r}\right)^{-1}([\omega])\right)\right) \in \widetilde{\mathcal{P}}$.
As in the unified setting, the Hamiltonian $\mu$-section is specified by the local Hamiltonian function $H \in C^{\infty}(\mathcal{P})$, that is,

$$
h\left(t, q_{i}^{A}, p_{A}^{i}\right)=\left(t, q_{i}^{A},-H, p_{A}^{i}\right) .
$$

Using the Hamiltonian $\mu$-section we define the Hamilton-Cartan forms $\Theta_{h}=h^{*} \Theta_{k-1} \in \Omega^{1}(\mathcal{P})$ and $\Omega_{h}=h^{*} \Omega_{k-1} \in \Omega^{2}(\mathcal{P})$. Observe that $\mathcal{F} \mathcal{L}_{o}^{*} \Theta_{h}=\Theta_{\mathcal{L}}$ and $\mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\Omega_{\mathcal{L}}$. Then, the triple $\left(\mathcal{P}, \Omega_{h}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right)$ is the $k$ th-order non-autonomous Hamiltonian system associated with $\left(\mathcal{W}_{r}, \Omega_{r},\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta\right)$.

Remark. The Hamiltonian $\mu$-section can be defined in an equivalent way, without passing through the unified formalism, as follows: $h=\tilde{\jmath} \circ \widetilde{\mu}^{-1}$.

### 5.3.2 Regular and hyperregular Lagrangian densities

Now we analyze the case when $\mathcal{L}$ is a $k$ th-order regular Lagrangian density, although by simplicity we focus on the hyperregular case (the regular case is recovered from this by restriction on the corresponding open sets where the restricted Legendre-Ostrogradsky map is a local diffeomorphism). This means that the phase space of the system is $J^{k-1} \pi^{*}$ (or the corresponding open sets).

In this case we have $\mathcal{P}=J^{k-1} \pi^{*}, \mathcal{F} \mathcal{L}_{o}=\mathcal{F} \mathcal{L}$ and $\bar{\pi}_{\mathcal{P}}=\bar{\pi}_{J^{k-1} \pi}$, and the $k$ th-order non-autonomous Hamiltonian system is now described by the triple $\left(J^{k-1} \pi^{*}, \Omega_{h},\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta\right)$. In addition, the Hamiltonian
$\mu$-section $h$ can be defined as $h=\widetilde{\mathcal{F} \mathcal{L}} \circ \mathcal{F} \mathcal{L}^{-1}$, and we can give the explicit coordinate expression for the local Hamiltonian function $H$, which is

$$
\begin{equation*}
H\left(t, q_{i}^{A}, p_{A}^{i}\right)=\sum_{i=0}^{k-2} p_{A}^{i} q_{i+1}^{A}+p_{A}^{k-1}\left(\mathcal{F} \mathcal{L}^{-1}\right)^{*} q_{k}^{A}-\left(\pi_{k}^{2 k-1} \circ \mathcal{F} \mathcal{L}^{-1}\right)^{*} L\left(t, q_{i}^{A}\right) \tag{5.47}
\end{equation*}
$$

Moreover, in this case we can also give the coordinate expression of the Hamilton-Cartan forms: bearing in mind the local expression of $\Theta_{k-1}$ and $\Omega_{k-1}$ given in Example 1.1, the coordinate expression of the forms $\Theta_{h}$ and $\Omega_{h}$ is

$$
\begin{equation*}
\Theta_{h}=p_{A}^{i} \mathrm{~d} q_{i}^{A}-H \mathrm{~d} t \quad ; \quad \Omega_{h}=\mathrm{d} q_{i}^{A} \wedge \mathrm{~d} p_{A}^{i}+\mathrm{d} H \wedge \mathrm{~d} t \tag{5.48}
\end{equation*}
$$

In this setting, the fundamental result is the following, which is the analogous to Proposition 5.10 in the Hamiltonian formalism.

Proposition 5.22. If the kth-order Lagrangian density $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ is hyperregular, then the map $\rho_{2}^{\mathcal{L}}=\rho_{2}^{r} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{k-1} \pi^{*}$ is a diffeomorphism.

Proof. The following diagram is commutative

that is, we have $\rho_{2}^{\mathcal{L}}=\rho_{2}^{r} \circ j_{\mathcal{L}}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{\mathcal{L}}$. Now, by Proposition 5.10, the map $\rho_{1}^{\mathcal{L}}$ is a diffeomorphism. In addition, as $\mathcal{L}$ is hyperregular, the map $\mathcal{F} \mathcal{L}$ is also a diffeomorphism, and thus $\rho_{2}^{\mathcal{L}}$ is a composition of diffeomorphisms, and hence a diffeomorphism itself.

This last result allows us to recover the Hamiltonian formalism in the same way we recovered the Lagrangian one in the previus Section: using the diffeomorphism to define a correspondence between the solutions of both equations.

## Variational principle

Given the Hamiltonian system $\left(J^{k-1} \pi^{*}, \Omega_{h},\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta\right)$, let $\Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ be the set of sections of $\bar{\pi}_{J^{k-1} \pi}^{r}$. Consider the functional

$$
\begin{aligned}
\mathbf{H}: \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right) & \longrightarrow \mathbb{R} \\
\psi_{h} & \longmapsto \int_{\mathbb{R}} \psi_{h}^{*} \Theta_{h}
\end{aligned}
$$

where the convergence of the integral is assumed.
Definition 5.11. The $k$ th-order Hamiltonian variational problem (or generalized Hamilton-Jacobi variational problem) for the $k$ th-order Hamiltonian system $\left(J^{k-1} \pi^{*}, \Omega_{h},\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta\right)$ is the search for the critical (or stationary) sections of the functional $\mathbf{H}$ with respect to the variations of $\psi_{h}$ given by $\left(\psi_{h}\right)_{s}=\sigma_{s} \circ \psi_{h}$, where $\left\{\sigma_{s}\right\}$ is a local one-parameter group of any compact-supported $Z \in \mathfrak{X}^{V\left(\bar{\pi}_{J}^{r}{ }^{k-1 \pi}\right)}\left(J^{k-1} \pi^{*}\right)$; that is

$$
\begin{equation*}
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\psi_{h}\right)_{s}^{*} \Theta_{h}=0 \tag{5.49}
\end{equation*}
$$

Theorem 5.23. Let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be a critical section for the Lagrangian-Hamiltonian variational problem given by the functional LH. Then, the section $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ is a critical section for the Hamiltonian variational problem given by the functional $\mathbf{H}$.

Conversely, given a section $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ solution to the Hamiltonian variational problem, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to the Lagrangian-Hamiltonian variational problem.

Proof. The proof of this result is analogous to the proof given for Theorem 5.13.
Since $\rho_{2}^{r}$ is a submersion, for every compact-supported vector field $X \in \mathfrak{X}^{V\left(\bar{\pi}_{J^{k-1} \pi^{r}}\right)}\left(J^{k-1} \pi^{*}\right)$ there exist compact-supported vector fields $Y \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$ such that $X$ and $Y$ are $\rho_{2}^{r}$-related. We also denote by $\left\{\sigma_{s}\right\}$ a local one-parameter group for the compact-supported vector fields $Y \in \mathfrak{X}^{V\left(\rho_{\mathbb{R}}^{r}\right)}\left(\mathcal{W}_{r}\right)$. Then, using this particular choice of $\rho_{2}^{r}$-related vector fields, we have

$$
\begin{aligned}
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\psi_{h}\right)_{s}^{*} \Theta_{h} & =\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\sigma_{s} \circ \psi_{h}\right)^{*} \Theta_{h}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{h}^{*} \sigma_{s}^{*} \Theta_{h} \\
& =\int_{\mathbb{R}} \psi_{h}^{*} \mathrm{~L}(X) \Theta_{h}=\int_{\mathbb{R}} \psi_{h}^{*}\left(i(X) \mathrm{d} \Theta_{h}+\mathrm{d} i(X) \Theta_{h}\right) \\
& =\int_{\mathbb{R}} \psi^{*}\left(\rho_{2}^{r}\right)^{*}\left(i(X) \mathrm{d} \Theta_{h}+\mathrm{d} i(X) \Theta_{h}\right)=\int_{\mathbb{R}} \psi^{*}\left(i(Y) \mathrm{d} \Theta_{r}+\mathrm{d} i(Y) \Theta_{r}\right) \\
& =\int_{\mathbb{R}} \psi^{*} \mathrm{~L}(Y) \Theta_{r}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi^{*} \sigma_{s}^{*} \Theta_{r}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{s}^{*} \Theta_{r}=0,
\end{aligned}
$$

since $\psi$ is a critical section for the Lagrangian-Hamiltonian variational problem.
Conversely, if we have a section $\psi_{h}$ which is a solution to the Hamiltonian variational problem, then we can construct a section $\psi=j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$. Then, the above reasoning also shows that if $\psi_{h}$ is a solution to the Hamiltonian variational problem, then $\psi$ is a solution to the Lagrangian-Hamiltonian variational problem.

## Dynamical equations for sections

As in Section 5.2, using the results given in previous Sections, we can now state the Hamiltonian equations for sections in the hyperregular case, and recover the Hamiltonian solutions in $J^{k-1} \pi^{*}$ from the solutions in the unified setting.

The $k$ th-order (hyperregular) Hamiltonian problem for sections associated with the cosymplectic Hamiltonian system $\left(J^{k-1} \pi^{*}, \Omega_{h},\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta\right)$ consists in finding sections $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ characterized by the equation

$$
\begin{equation*}
\psi_{h}^{*} i(Y) \Omega_{h}=0, \quad \text { for every } Y \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right) \tag{5.50}
\end{equation*}
$$

Proposition 5.24. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a hyperregular $k$ th-order Lagrangian density, and $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ a section solution to equation 5.9). Then $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ is a solution to equation 5.50.

Proof. The proof of this result is analogous to the proof given for Proposition 5.14.
As $\rho_{2}^{r}$ is a submersion, for every $Y \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ there exist some $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is $\rho_{2}^{r}$-related with $Y$. Observe that this vector field $Z$ is not unique, since $Z+Z_{o}$, with $Z_{o}$ any $\rho_{2}^{r}$-vertical vector field, is also $\rho_{2}^{r}$-related with $Y$. Thus, using this particular choice of $\rho_{2}^{r}$-related vector fields, we have

$$
\psi_{h}^{*} i(Y) \Omega_{h}=\left(\rho_{2}^{r} \circ \psi\right)^{*} i(Y) \Omega_{h}=\psi^{*}\left(\left(\rho_{2}^{r}\right)^{*} i(Y) \Omega_{h}\right)=\psi^{*}\left(i(Z)\left(\rho_{2}^{r}\right)^{*} \Omega_{h}\right)=\psi^{*} i(Z) \Omega_{r}
$$

Since the equality $\psi^{*} i(Z) \Omega_{r}=0$ holds for every $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, in particular it holds for every $Z \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is $\rho_{2}^{r}$-related with $Y \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$. Hence, we obtain

$$
\psi_{h}^{*} i(Y) \Omega_{h}=\psi^{*} i(Z) \Omega_{r}=0
$$

The diagram illustrating this situation is the following:


Remark. Observe that, for the Hamiltonian sections, the condition of holonomy on the section $\psi$ is not required.

As for the Lagrangian sections given by Proposition 5.14, this last result does not give an equivalence between sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$, which are solutions to equation (5.9), and sections $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$, which are solutions to equation (5.50), but only that a section solution to the former equation can be projected to a section solution to the latter. However, recall that sections $\psi$ which are solutions to the dynamical equations in the unified formalism take values in $\mathcal{W}_{\mathcal{L}}$, and hence we are able to establish the equivalence using the diffeomorphism $\rho_{2}^{\mathcal{L}}$. As in the Lagrangian formalism, we first need the following technical result to state the full equivalence, which is the analogous to Lemma 5.15 in the Hamiltonian formalism.

Lemma 5.25. The Hamilton-Cartan 1 -form satisfies $\left(\rho_{2}^{\mathcal{L}}\right)^{*} \Theta_{h}=j_{\mathcal{L}}^{*} \Theta_{r}$.
Proof. An easy computation proves this result:

$$
\left(\rho_{2}^{\mathcal{L}}\right)^{*} \Theta_{h}=\left(\rho_{2}^{r} \circ j_{\mathcal{L}}\right)^{*} \Theta_{h}=j_{\mathcal{L}}^{*} \Theta_{r}
$$

Remark. Since the exterior derivative and the pull-back commute, Lemma 5.25 also holds for the Hamilton-Cartan 2-form.

Now we can state the remaining part of the equivalence between the solutions of the Hamiltonian and unified formalisms.

Proposition 5.26. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a hyperregular Lagrangian density, and $\psi_{h} \in \Gamma\left(\bar{\pi}_{J k-1}^{r}\right)$ a section solution to the dynamical equation 5.50 . Then the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic and a solution to the equation (5.9).

Proof. The proof of this result is analogous to the proof given for Proposition 5.16
Since $j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathcal{W}_{r}$ is an embedding, for every vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ there exists a unique vector field $Y \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related with $X$. Hence, let us assume that $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is tangent to $\mathcal{W}_{\mathcal{L}}$. Then we have

$$
\psi^{*} i(X) \Omega_{r}=\left(j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h}\right)^{*} i(X) \Omega_{r}=\left(\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}
$$

Applying Lemma 5.25 we obtain

$$
\left(\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}=\left(\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h}\right)^{*} i(Y)\left(\rho_{2}^{\mathcal{L}}\right)^{*} \Omega_{h}=\left(\rho_{2}^{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h}\right)^{*} i(Z) \Omega_{h}=\psi_{h}^{*} i(Z) \Omega_{h}
$$

where $Z \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ is the unique vector field related with $Y$ by the diffeomorphism $\rho_{2}^{\mathcal{L}}$. Hence, since $\psi_{h}^{*} i(Z) \Omega_{h}=0$ for every $Z \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ by hypothesis, we have proved that the section $\psi=$ $j_{\mathcal{L}} \circ\left(\rho_{2}^{\mathcal{L}}\right)^{-1} \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ satisfies the equation

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \text { tangent to } \mathcal{W}_{\mathcal{L}}
$$

However, from Proposition 5.6 we know that if $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic, then this last equation is equivalent to equation 5.9 , that is,

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)
$$

### 5.3. The Hamiltonian formalism

It remains to prove that $\psi$ is holonomic in $\mathcal{W}_{r}$. By definition, a section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic if its projection $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic in $J^{2 k-1} \pi$. We prove it in coordinates: if $\psi_{h}(t)=\left(t, q_{i}^{A}(t), p_{A}^{i}(t)\right)$ is a solution to equation (5.50), then we have just proved that $\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right)$ is a solution to equation (5.9) which, in coordinates, gives the equations (5.12, 5.13) and 5.14), along with the equations defining the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$. Then, bearing in mind that the section $\psi$ lies in the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, its projection $\rho_{1}^{r} \circ \psi$ must satisfy the equations (5.12), 5.19) and 5.20). Then, since the $k$ th-order Lagrangian density $\mathcal{L}$ is hyperregular, equations 5.19) have a unique solution, thus obtaining the following equations for the section $\rho_{1}^{r} \circ \psi$

$$
\dot{q}_{i}^{B}-q_{i+1}^{B}=0, \quad 0 \leqslant i \leqslant 2 k-2
$$

in addition to the Euler-Lagrange equations. In particular, these equations are the local equations giving the holonomy condition for the section $\rho_{1}^{r} \circ \psi$. Hence, $\rho_{1}^{r} \circ \psi$ is holonomic in $J^{2 k-1} \pi$, and therefore $\psi$ is holonomic in $\mathcal{W}_{r}$.

Finally, let us compute the local expression of equation (5.50). If $\psi(t)=\left(t, q_{i}^{A}(t), q_{j}^{A}(t), p_{A}^{i}(t)\right) \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to equation (5.9), then equations 5.12, 5.13) and (5.14) hold. Now, bearing in mind the local expression 5.47 for the local Hamiltonian function $H$, we obtain the following $2 k n$ equations for the section $\psi_{h}=\rho_{2}^{r} \circ \psi=\left(t, q_{i}^{A}(t), p_{A}^{i}(t)\right)$

$$
\begin{equation*}
\dot{q}_{i}^{A}=\left.\frac{\partial H}{\partial p_{A}^{i}}\right|_{\psi_{h}} \quad ; \quad \dot{p}_{A}^{i}=-\left.\frac{\partial H}{\partial q_{i}^{A}}\right|_{\psi_{h}} \tag{5.51}
\end{equation*}
$$

So we obtain the Hamilton equations for a $k$ th-order non-autonomous system.

## Dynamical equations for vector fields

Next, using the results stated at the beginning of this Section, we can now state the Hamiltonian dynamical equations for vector fields, and recover the Hamiltonian vector field from the unique vector field solution to the dynamical equations 5.21 in the unified formalism.

The $k$ th-order (hyperregular) Hamiltonian problem for vector fields associated with the Hamiltonian system $\left(J^{k-1} \pi^{*}, \Omega_{r},\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta\right)$ consists in finding vector fields $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ such that

$$
\begin{equation*}
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right)\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta \neq 0 \tag{5.52}
\end{equation*}
$$

Remark. As in the first-order case described in Section 2.4.2, the second equation in (5.52) is a transversality condition for the vector field $X_{h}$ with respect to the projection onto $\mathbb{R}$, and the non-zero value is usually fixed to 1 , thus giving the following equations

$$
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right)\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)^{*} \eta=1
$$

Now that the problem is stated, we recover a vector field solution to equations 5.52 from a vector field solution to equations 5.21. Since $\rho_{2}^{\mathcal{L}}$ is a diffeomorphism by Proposition 5.22 , the reasoning we follow is the same as that for the Lagrangian formalism.
Lemma 5.27. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a kth-order hyperregular Lagrangian density, and $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ a vector field tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a unique vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ such that $X_{h} \circ \rho_{2}^{r} \circ j_{\mathcal{L}}=$ $\mathrm{T} \rho_{2}^{r} \circ X \circ j_{\mathcal{L}}$.

Proof. The proof of this result is similar to the proof given for Lemma 5.17.
Since $X$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique $X_{o} \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ such that $\mathrm{T} j_{\mathcal{L}} \circ X_{o}=X \circ j_{\mathcal{L}}$. Furthermore, since $\rho_{2}^{r}$ is a diffeomorphism, there is a unique vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ which is $\rho_{2}^{\mathcal{L}}$-related with $X_{o}$; that is, $X_{h} \circ \rho_{2}^{\mathcal{L}}=\mathrm{T} \rho_{2}^{\mathcal{L}} \circ X_{o}$. Then we have

$$
X_{h} \circ \rho_{2}^{r} \circ j_{\mathcal{L}}=X_{h} \circ \rho_{2}^{\mathcal{L}}=\mathrm{T} \rho_{2}^{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{2}^{r} \circ \mathrm{~T} j_{\mathcal{L}} \circ X_{o}=\mathrm{T} \rho_{2}^{r} \circ X \circ j_{\mathcal{L}}
$$

This result states that, for every $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ we can define implicitly a unique vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ such that the following diagram commutes


As a consequence of Lemma 5.27 we can give the following result, which states a one-to-one correspondence between the set of vector fields solution to the dynamical equation in the unified formalism and the set of vector fields solution to the dynamical equation in the Hamiltonian formalism.
Theorem 5.28. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a kth-order hyperregular Lagrangian density, and $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ the vector field solution to equations (5.21) and tangent to $\mathcal{W}_{\mathcal{L}}$. Then, there exists a unique vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$, which is a solution to the equations (5.52).
Conversely, if $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ is a solution to equations (5.52), then there exists a unique holonomic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, which is a solution to equations (5.21).

Proof. The proof of this result is analogous to the proof given for Theorem 5.18, Lemma 5.27 now being used to obtain the vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ instead of Lemma 5.17.

Taking $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ as the unique vector field given by Lemma 5.27 we have

$$
i(X) \Omega_{r}=i(X)\left(\rho_{2}^{r}\right)^{*} \Omega_{h}=\left(\rho_{2}^{r}\right)^{*} i\left(X_{h}\right) \Omega_{h}
$$

but, as $\rho_{2}^{r}$ is a surjective submersion, this is equivalent to

$$
\left.i\left(X_{h}\right) \Omega_{h}\right|_{\rho_{2}^{r}\left(\mathcal{W}_{r}\right)}=\left.i\left(X_{h}\right) \Omega_{h}\right|_{J^{k-1} \pi^{*}},
$$

since $\rho_{2}^{r}\left(\mathcal{W}_{r}\right)=J^{k-1} \pi^{*}$. The converse is immediate, reversing this reasoning. Hence, we have proved that $i(X) \Omega_{r}=0$ if, and only if, $i\left(X_{h}\right) \Omega_{h}=0$. The same reasoning proves that $i(X)\left(\rho_{\mathbb{R}}^{r}\right)^{*} \eta \neq 0$ if, and only if $i\left(X_{h}\right)\left(\bar{\pi}_{J^{k-1} \pi^{*}}^{r}\right)^{*} \eta \neq 0$.

It remains to prove that if $X_{h}$ is a solution to equation $(5.52$, then $X$ is holonomic. In order to prove this, we compute the coordinate expression of $X$. In particular, a generic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is given locally by (5.10), that is,

$$
X=f \frac{\partial}{\partial t}+f_{i}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+G_{A}^{i} \frac{\partial}{\partial p_{A}^{i}} .
$$

Since we have just proved that $X$ is a solution to equation (5.21), its component functions must satisfy equations (5.31) and (5.32) (taking $f=1$ as a representative of the equivalence class). Hence, the vector field $X$ is given locally by (5.35), that is,

$$
X=\frac{\partial}{\partial t}+q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{j}^{A} \frac{\partial}{\partial q_{j}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}
$$

In addition, by Lemma 5.27 , the vector field $X$ is tangent to the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, which is given locally by the $k n$ constraints

$$
p_{A}^{r-1}=\sum_{i=0}^{k-r}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{r+i}^{A}}\right)
$$

Therefore, requiring $X$ to be tangent to this submanifold, we obtain the following system of $k n$ equations

$$
\begin{gathered}
\left(F_{k}^{B}-q_{k+1}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}=0 \\
\left(F_{k+1}^{B}-q_{k+2}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}-\left(F_{k}^{B}-q_{k+1}^{B}\right) \frac{d}{d t}\left(\frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}\right)=0 \\
\vdots \\
(-1)^{k}\left(F_{2 k-1}^{B}-\frac{d}{d t} q_{2 k-1}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)-\sum_{i=0}^{k-2}\left(F_{k+i}^{B}-q_{k+i+1}^{B}\right)(\cdots)=0
\end{gathered}
$$

and, since the $k$ th-order Lagrangian density is hyperregular, the Hessian matrix of $\hat{L}$ with respect to $q_{k}^{A}$ is invertible, and these equations reduce to

$$
\begin{array}{r}
F_{i}^{A}=q_{i+1}^{A} \quad, \quad(k \leqslant i \leqslant 2 k-2) \\
(-1)^{k}\left(F_{2 k-1}^{B}-\frac{d}{d t} q_{2 k-1}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{k}^{B} \partial q_{k}^{A}}+\sum_{i=0}^{k}(-1)^{i} \frac{d^{i}}{d t^{i}}\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}\right)=0
\end{array}
$$

from where we deduce the coordinate expression of $X$, which is

$$
X=\frac{\partial}{\partial t}+\sum_{i=0}^{2 k-2} q_{i+1}^{A} \frac{\partial}{\partial q_{i}^{A}}+F_{2 k-1}^{A} \frac{\partial}{\partial q_{2 k-1}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+\left(\frac{\partial \hat{L}}{\partial q_{i}^{A}}-p_{A}^{i-1}\right) \frac{\partial}{\partial p_{A}^{i}}
$$

where $F_{2 k-1}^{A}$ are the unique solutions to the previous system of equations. It is clear from this local expression that the vector field $X$ is holonomic in $\mathcal{W}_{r}$.

Observe that, in this setting, the vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$ solution to equations (5.52) is unique, since the $k$ th-order Lagrangian density is hyperregular, and hence the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equation 5.21 is unique by Proposition 5.8 .

In local coordinates, bearing in mind the coordinate expression 5.48) of the Hamilton-Cartan 2-form $\Omega_{h}$, the coordinate expression of the vector field $X_{h} \in \mathfrak{X}\left(J^{k-1} \pi\right)$ solution to equations (5.52) is

$$
X_{h}=\frac{\partial H}{\partial p_{A}^{i}} \frac{\partial}{\partial q_{i}^{A}}-\frac{\partial H}{\partial q_{i}^{A}} \frac{\partial}{\partial p_{A}^{i}}
$$

## Equivalence of the Hamiltonian dynamical equations in the hyperregular case

To close the hyperregular case, we state the equivalence Theorem in the Hamiltonian formalism, which is the analogous to Theorems 5.9 and 5.20 . This result is a direct consequence of Theorems $5.9,5.23$ and 5.28 and of Propositions 5.24 and 5.26 and thus we do not prove it.

Theorem 5.29. The following assertions on a section $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{k-1} \pi}^{r}\right)$ are equivalent.

1. $\psi_{h}$ is a solution to the Hamiltonian variational problem.
2. $\psi_{h}$ is a solution to equation 5.50, that is,

$$
\psi_{h}^{*} i(Y) \Omega_{h}=0, \quad \text { for every } Y \in \mathfrak{X}\left(J^{k-1} \pi^{*}\right)
$$

3. In natural coordinates, if $\psi_{h}(t)=\left(t, q_{i}^{A}(t), p_{A}^{i}(t)\right), 0 \leqslant i \leqslant k-1$, then the components of $\psi_{h}$ satisfy the $k$ th-order non-autonomous Hamilton equations given by (5.51), that is,

$$
\dot{q}_{i}^{A}=\left.\frac{\partial H}{\partial p_{A}^{i}}\right|_{\psi_{h}} \quad ; \quad \dot{p}_{A}^{i}=-\left.\frac{\partial H}{\partial q_{i}^{A}}\right|_{\psi_{h}}
$$

4. $\psi_{h}$ is a solution to the equation

$$
i\left(\dot{\psi}_{h}\right)\left(\Omega_{h} \circ \psi_{h}\right)=0
$$

where $\dot{\psi}_{h}: \mathbb{R} \rightarrow \mathrm{T}\left(J^{k-1} \pi^{*}\right)$ is the canonical lifting of $\psi_{h}$ to the tangent bundle.
5. $\psi_{h}$ is an integral curve of a vector field contained in a class of $\bar{\pi}_{J^{k-1} \pi^{r}}$-transverse vector fields, $\left\{X_{h}\right\} \subset \mathfrak{X}\left(J^{k-1} \pi^{*}\right)$, satisfying the first equation in 5.52, that is,

$$
i\left(X_{h}\right) \Omega_{h}=0
$$

### 5.3.3 Singular (almost-regular) Lagrangian densities

To close the Hamiltonian formalism of higher-order non-autonomous systems, we analyze the case of non-regular Lagrangian densities. Nevertheless, in order to give a general framework for singular systems we must require some minimal regularity conditions to the $k$ th-order Lagrangian density. Therefore, throughout this Section we assume that the $k$ th-order Lagrangian density is, at least, almost-regular.

In this case, Proposition 5.22 no longer holds, since the Hamiltonian phase space is $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L})$, and $\operatorname{dim} \mathcal{P} \leqslant \operatorname{dim} \mathcal{W}_{\mathcal{L}}$. This fact implies that we are not able to recover the Hamiltonian solutions directly from the unified setting, and we are forced to pass through the Lagrangian formalism and use the LegendreOstrogradsky map to obtain the Hamiltonian solutions to the dynamical equations. Moreover, in this case the correspondence is not one-to-one, but for every solution in the Hamiltonian formalism there are several solutions in both the unified and Lagrangian formalisms that project to the given Hamiltonian solution.

## Variational principle

Given the Hamiltonian system $\left(\mathcal{P}, \Omega_{h}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right)$, let $\Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ be the set of sections of $\bar{\pi}_{\mathcal{P}}$. Consider the functional

$$
\begin{aligned}
\mathbf{H}: \Gamma\left(\bar{\pi}_{\mathcal{P}}\right) & \longrightarrow \mathbb{R} \\
\psi_{h} & \longmapsto \int_{\mathbb{R}} \psi_{h}^{*} \Theta_{h}
\end{aligned}
$$

where the convergence of the integral is assumed.
Definition 5.12. The $k$ th-order Hamiltonian variational problem (or generalized Hamilton-Jacobi variational problem) for the $k$ th-order Hamiltonian $\operatorname{system}\left(\mathcal{P}, \Omega_{h}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right.$ ) is the search for the critical (or stationary) sections of the functional $\mathbf{H}$ with respect to the variations of $\psi_{h}$ given by $\left(\psi_{h}\right)_{s}=\sigma_{s} \circ \psi_{h}$, where $\left\{\sigma_{s}\right\}$ is a local one-parameter group of any compact-supported $Z \in \mathfrak{X}^{V\left(\bar{\pi}_{\mathcal{P}}\right)}(\mathcal{P})$; that is

$$
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\psi_{h}\right)_{s}^{*} \Theta_{h}=0
$$

Theorem 5.30. Let $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ be a critical section for the Lagrangian-Hamiltonian variational problem given by the functional $\mathbf{L H}$. Then, the section $\psi_{h}=\mathcal{F} \mathcal{L}_{o} \circ \rho_{1}^{r} \circ \psi=\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a critical section for the Hamiltonian variational problem given by the functional $\mathbf{H}$.

Conversely, if $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a section solution to the Hamiltonian variational problem, then the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \gamma \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to the Lagrangian-Hamiltonian variational problem, where $\gamma \in \Gamma\left(\mathcal{F} \mathcal{L}_{o}\right)$ is some section of $\mathcal{F} \mathcal{L}_{o}$.

Proof. From Theorem 5.13 we know that if $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to the Lagrangian-Hamiltonian variational problem, then the section $\phi=\bar{\pi}^{2 k-1} \circ \rho_{1}^{r} \circ \psi \in \Gamma(\pi)$ is a solution to the Lagrangian variational problem. And, conversely, if $\phi \in \Gamma(\pi)$ is a solution to the Lagrangian variational problem, then the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ j^{2 k-1} \phi$ is a solution to the Lagrangian variational problem.

Hence, it suffices to prove that the restricted Legendre-Ostrogradsky map gives a correspondence between the solution of the Lagrangian and Hamiltonian variational problems. That is, if $\phi \in \Gamma(\pi)$ is a solution to the Lagrangian variational problem, then the section $\psi_{h}=\mathcal{F} \mathcal{L}_{o} \circ j^{2 k-1} \phi \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a solution to the Hamiltonian variational problem. And, conversely, if if $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a solution to the Hamiltonian variational problem, then $\psi_{\mathcal{L}}=\gamma \circ \psi_{\mathcal{L}}$ is holonomic, and its projection is a solution to the Lagrangian variational problem.

Since $\mathcal{F} \mathcal{L}_{o}: J^{2 k-1} \pi \rightarrow \mathcal{P}$ is a submersion, for every compact-supported vector field $Z \in \mathfrak{X}^{V\left(\bar{\pi}_{\mathcal{P}}\right)}(\mathcal{P})$, there exist compact-supported vector fields $Y \in \mathfrak{X}^{V\left(\bar{\pi}^{2 k-1}\right)}\left(J^{2 k-1} \pi\right)$ such that $Z$ and $Y$ are $\mathcal{F} \mathcal{L}_{o}$-related. In particular, some of these vector fields in $J^{2 k-1} \pi$ are the $(2 k-1)$-jet lifting of compact-supported $\pi$-vertical vector fields $X \in \mathfrak{X}^{V(\pi)}(E)$, that is, we have $Y=j^{2 k-1} X$. We denote by $\left\{\sigma_{s}\right\}$ a local oneparameter group for the compact-supported vector fields $X \in \mathfrak{X}^{V(\pi)}(E)$. Then, using this particular choice of $\mathcal{F} \mathcal{L}_{o}$-related vector fields, we have

$$
\begin{aligned}
\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\psi_{h}\right)_{s}^{*} \Theta_{h} & =\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(\sigma_{s} \circ \psi_{h}\right)^{*} \Theta_{h}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}} \psi_{h}^{*}\left(\sigma_{s}^{*} \Theta_{h}\right)=\int_{\mathbb{R}} \psi_{h}^{*} \mathrm{~L}(Z) \Theta_{h} \\
& =\int_{\mathbb{R}} \psi_{h}^{*}\left(i(Z) \mathrm{d} \Theta_{h}+\mathrm{d} i(Z) \Theta_{h}\right)=\int_{\mathbb{R}} \psi_{\mathcal{L}}^{*}\left(\mathcal{F} \mathcal{L}_{o}^{*}\left(i(Z) \mathrm{d} \Theta_{h}+\mathrm{d} i(Z) \Theta_{h}\right)\right) \\
& =\int_{\mathbb{R}} \psi_{\mathcal{L}}^{*}\left(i(Y) \mathrm{d} \Theta_{\mathcal{L}}+\mathrm{d} i(Y) \Theta_{\mathcal{L}}\right)=\int_{\mathbb{R}} \psi_{\mathcal{L}}^{*} \mathrm{~L}(Y) \Theta_{\mathcal{L}}=\int_{\mathbb{R}}\left(j^{2 k-1} \phi\right)^{*} \mathrm{~L}\left(j^{2 k-1} X\right) \Theta_{\mathcal{L}} \\
& =\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1} \phi\right)^{*}\left(j^{2 k-1} \sigma_{s}\right)^{*} \Theta_{\mathcal{L}}=\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1}\left(\sigma_{s} \circ \phi\right)\right)^{*} \Theta_{\mathcal{L}} \\
& =\left.\frac{d}{d s}\right|_{s=0} \int_{\mathbb{R}}\left(j^{2 k-1} \phi_{s}\right)^{*} \Theta_{\mathcal{L}}=0
\end{aligned}
$$

since $\phi$ is a critical section for the Lagrangian variational problem.
For the converse, if suffices to reverse this reasoning with $\psi_{\mathcal{L}}=\gamma \circ \psi_{h}$, and bearing in mind that $\mathcal{F} \mathcal{L}_{o} \circ \gamma=\operatorname{Id}_{\mathcal{P}}$. It is important to point out that, in general, not every section $\gamma \circ \psi_{h} \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic in $J^{2 k-1} \pi$. Nevertheless, following the same patterns as in the theory of singular nonautonomous first-order mechanical systems [45], it can be proved that some of the sections $\psi_{\mathcal{L}}=\gamma \circ \psi_{h}$ are holonomic.

Remark. Observe that the sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ and $\phi \in \Gamma(\pi)$ obtained from a given $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ are not necessarily unique.

## Dynamical equations for sections

As in the previous Section, we now state the Hamiltonian equations for sections in the almost-regular case, and we recover the Hamiltonian solutions in $\mathcal{P}$ from the solutions in the unified setting.

The $k$ th-order (almost-regular) Hamiltonian problem for sections associated with the Hamiltonian $\operatorname{system}\left(\mathcal{P}, \Omega_{h}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right)$ consists in finding sections $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ characterized by the equation

$$
\begin{equation*}
\psi_{h}^{*} i(Y) \Omega_{h}=0, \quad \text { for every } Y \in \mathfrak{X}(\mathcal{P}) \tag{5.53}
\end{equation*}
$$

Proposition 5.31. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a kth-order almost-regular Lagrangian density, and $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ a section solution to equation 5.9). Then, the section $\psi_{h}=\mathcal{F} \mathcal{L}_{o} \circ \rho_{1}^{r} \circ \psi=\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a solution to equation 5.53).
Conversely, let $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ be a solution to equation 5.53. Then $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \gamma \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic and a solution to the equation (5.9) for some $\gamma \in \Gamma\left(\mathcal{F} \mathcal{L}_{o}\right)$.

Proof. Since the Lagrangian density is almost-regular, the map $\mathcal{F} \mathcal{L}_{o}$ is a submersion onto its image, $\mathcal{P}$. Hence, for every $Y \in \mathfrak{X}(\mathcal{P})$ there exist some $Z \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ such that $Z$ is $\mathcal{F} \mathcal{L}_{o}$-related with $Y$. Note that this vector field $Z$ is not unique in general, since $\operatorname{ker} \operatorname{T\mathcal {F}} \mathcal{L}_{o} \neq\{0\}$, and the vector field $Z+Z_{o}$, with $Z_{o} \in \mathfrak{X}^{V\left(\mathcal{F} \mathcal{L}_{o}\right)}\left(J^{2 k-1} \pi\right)$, is also $\mathcal{F} \mathcal{L}_{o}$-related with $Y$. Using this particular choice of $\mathcal{F} \mathcal{L}_{o}$-related vector fields, we have

$$
\psi_{h}^{*} i(Y) \Omega_{h}=\left(\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}}\right)^{*} i(Y) \Omega_{h}=\psi_{\mathcal{L}}^{*}\left(\mathcal{F} \mathcal{L}_{o}^{*} i(Y) \Omega_{h}\right)=\psi_{\mathcal{L}}^{*} i(Z) \mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}
$$

where $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi$. Then, using Proposition 5.14. we have proved

$$
\psi_{h}^{*} i(Y) \Omega_{h}=\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}=0
$$

The converse is clear reversing the reasoning and using Proposition 5.16, since $\mathcal{F} \mathcal{L}_{o} \circ \gamma=\operatorname{Id}_{\mathcal{P}}$ and, in particular, we have $\gamma^{*} \Theta_{\mathcal{L}}=\Theta_{h}$. As in the proof of Theorem 5.30, in general not every section $\gamma \circ \psi_{h} \in \Gamma\left(\bar{\pi}^{2 k-1}\right)$ is holonomic, but it can be proved that some of the sections $\psi_{\mathcal{L}}=\gamma \circ \psi_{h}$ are so.

The diagram for this situation is the following:


## Dynamical equations for vector fields

Now we state the Hamiltonian dynamical equations for vector fields in the almost-regular case, and we recover a Hamiltonian vector field from a vector field solution to the dynamical equations (5.38) in the unified formalism.

The $k$ th-order (almost-regular) Hamiltonian problem for vector fields associated with the Hamiltonian system $\left(\mathcal{P}, \Omega_{r}, \bar{\pi}_{\mathcal{P}}^{*} \eta\right)$ consists in finding vector fields $X_{h} \in \mathfrak{X}(\mathcal{P})$ such that

$$
\begin{equation*}
i\left(X_{h}\right) \Omega_{h}=0 \quad ; \quad i\left(X_{h}\right) \bar{\pi}_{\mathcal{P}}^{*} \eta \neq 0 . \tag{5.54}
\end{equation*}
$$

Now that the problem is stated, we recover a vector field solution to equations 5.54 from a vector field solution to equations (5.21).

Theorem 5.32. Let $\mathcal{L} \in \Omega^{1}\left(J^{k} \pi\right)$ be a kth-order almost-regular Lagrangian density, and $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ the vector field solution to equations (5.21) and tangent to $\mathcal{W}_{\mathcal{L}}$ (at least on the points of a submanifold $\left.\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}\right)$. Then, there exists a vector field $X_{h} \in \mathfrak{X}(\mathcal{P})$, which is a solution to the equations (5.54) (at least on the points of $\left.\mathcal{P}_{f}=\rho_{2}^{r}\left(\mathcal{W}_{f}\right) \hookrightarrow \mathcal{P}\right)$.

Conversely, if $X_{h} \in \mathfrak{X}(\mathcal{P})$ is a solution to equations (5.54) (at least on the points of a submanifold $\left.\mathcal{P}_{f} \hookrightarrow \mathcal{P}\right)$, then there exist some holonomic vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, which are solutions to equations 5.21 (at least on the points of $\mathcal{W}_{f}=\left(\rho_{2}^{r}\right)^{-1}\left(\mathcal{P}_{f}\right)$ ).

Proof. From Theorem 5.18 we have a bijective correspondence between holonomic vector fields $X_{\mathcal{L}} \in$ $\mathfrak{X}\left(J^{2 k-1} \pi\right)$ solution to equations $\sqrt{5.46}$ (at least on the points of a submanifold $\left.S_{f} \hookrightarrow J^{2 k-1} \pi\right)$ and holonomic vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, solution to equations 5.21) (at least on the points of a submanifold $\left.\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{r}\right)$. Hence, it suffices to prove that we can establish a correspondence between the set of vector fields solution to the Lagrangian dynamical equations, and the set of vector fields solution to the Hamiltonian dynamical equations.

Since the Lagrangian density is almost-regular, the map $\mathcal{F} \mathcal{L}_{o}$ is a surjective submersion on $\mathcal{P}$. Hence, for every $X_{h} \in \mathfrak{X}(\mathcal{P})$ there exist some $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ (not necessarily unique) such that $X_{h}$ and $X_{\mathcal{L}}$ are $\mathcal{F} \mathcal{L}_{o}$-related, that is, $X_{h} \circ \mathcal{F} \mathcal{L}_{o}=\mathrm{T} \mathcal{F} \mathcal{L}_{o} \circ X_{\mathcal{L}}$. And, conversely, for every vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$, there exists a vector field $X_{h} \in \mathfrak{X}(\mathcal{P}) \mathcal{F} \mathcal{L}_{o}$-related with $X_{\mathcal{L}}$. Using this particular choice of $\mathcal{F} \mathcal{L}_{o}$-related vector fields, we have

$$
i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=i\left(X_{\mathcal{L}}\right) \mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\mathcal{F} \mathcal{L}_{o}^{*} i\left(X_{h}\right) \Omega_{h}=\left.i\left(X_{h}\right) \Omega_{h}\right|_{\mathcal{F} \mathcal{L}_{o}\left(J^{2 k-1} \pi\right)}=\left.i\left(X_{h}\right) \Omega_{h}\right|_{\mathcal{P}}
$$

since $\mathcal{F} \mathcal{L}_{o}$ is a surjective submersion on $\mathcal{P}$. The converse is immediate, reversing this reasoning. Hence, we have proved that $i\left(X_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0$ is equivalent to $i\left(X_{h}\right) \Omega_{h}=0$ whenever $X_{\mathcal{L}}$ and $X_{h}$ are $\mathcal{F} \mathcal{L}_{o}$-related. The same reasoning proves that $i\left(X_{\mathcal{L}}\right)\left(\bar{\pi}^{2 k-1}\right)^{*} \eta \neq 0$ is equivalent to $i\left(X_{h}\right) \bar{\pi}_{\mathcal{P}}^{*} \eta \neq 0$. Observe that the reasoning remains the same replacing $J^{2 k-1} \pi$ by $S_{f}$ and $\mathcal{P}$ by $\mathcal{P}_{f}$.

As in the proof of Proposition 5.31, not every vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{2 k-1} \pi\right)$ which is $\mathcal{F} \mathcal{L}_{o}$-related with a vector field $X_{h} \in \mathfrak{X}(\mathcal{P})$ is holonomic. Nevertheless, it can be proved following the patterns in [45] that those holonomic vector fields $\mathcal{F} \mathcal{L}_{o}$-related with $X_{h}$ exist, maybe on another submanifold $S_{f}^{h} \hookrightarrow S_{f}$.

The diagram illustrating the statement and proof of Theorem 5.32 is the following:


## Equivalence of the Hamiltonian equations in the almost-regular case

To close the Hamiltonian formalism for $k$ th-order non-autonomous dynamical systems, we state the equivalence Theorem in the almost-regular case, which is the analogous to Theorems $5.9,5.20$ and 5.29 This result is a direct consequence of Theorems 5.9, 5.30 and 5.32, and of Proposition 5.31. Hence, the proof is omitted.

Theorem 5.33. The following assertions on a section $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ are equivalent.

1. $\psi_{h}$ is a solution to the Hamiltonian variational problem.
2. $\psi_{h}$ is a solution to the equation 5.53, that is,

$$
\psi_{h}^{*} i(Y) \Omega_{h}=0, \quad \text { for every } Y \in \mathfrak{X}(\mathcal{P})
$$

3. $\psi_{h}$ is a solution to the equation

$$
i\left(\dot{\psi}_{h}\right)\left(\Omega_{h} \circ \psi_{h}\right)=0
$$

where $\dot{\psi}_{h}: \mathbb{R} \rightarrow \mathrm{TP}$ is the canonical lifting of $\psi_{h}$ to TP .
4. $\psi_{h}$ is an integral curve of a vector field contained in a class of $\bar{\pi}_{\mathcal{P}}$-transverse vector fields, $\left\{X_{h}\right\} \subset$ $\mathfrak{X}(\mathcal{P})$, satisfying the first equation in 5.54, that is,

$$
i\left(X_{h}\right) \Omega_{h}=0
$$

### 5.4 Examples

In this last Section of the Chapter, two physical models are analyzed as examples to show the application of the formalism. The first example is a regular system, the shape of a deformed elastic cylindrical beam with fixed ends, while the second is a singular one, the second-order relativistic particle analyzed in Section 3.5.2, now subjected to a potential depending on time and position.

### 5.4.1 The shape of a deformed elastic cylindrical beam with fixed ends

Let us consider a deformed elastic cylindrical beam with both ends fixed, as in Section 4.4.2, and let us consider the same problem: to determinate the axis of the beam. Strictly speaking, this is not a time-dependent mechanical system, but if the beam is not homogeneous, it can be modeled using a configuration bundle over a compact subset of $\mathbb{R}$, where every point in the base manifold represents the position of a transverse section of the beam with respect to one of the fixed ends, thus allowing us to show an application of our formalism. For simplicity, instead of a compact subset, we take the whole real line as the base manifold.

The configuration bundle for this system is $\pi: E \rightarrow \mathbb{R}$, where $E$ is a 2-dimensional smooth manifold. Let us denote by $x$ the global coordinate in $\mathbb{R}$, and the canonical volume form in $\mathbb{R}$ by $\eta \in \Omega^{1}(\mathbb{R})$, with local expression $\eta=\mathrm{d} x$. Natural coordinates in $E$ adapted to the bundle structure are $\left(x, q_{0}\right)$, where $q_{0}$ represents the bending of the beam. Now, taking natural coordinates in the second-order jet bundle of $\pi$, the second-order Lagrangian density for this system, $\mathcal{L} \in \Omega^{1}\left(J^{2} \pi\right)$, is locally given by

$$
\mathcal{L}\left(x, q_{0}, q_{1}, q_{2}\right)=L \cdot\left(\bar{\pi}^{2}\right)^{*} \eta=\left(\frac{1}{2} \mu(x) q_{2}^{2}+\rho(x) q_{0}\right) \mathrm{d} x
$$

where $\mu, \rho \in C^{\infty}\left(J^{2} \pi\right)$ are functions that only depend on the coordinate $x$ and represent physical parameters of the beam: $\rho$ is the linear density and $\mu$ is a non-vanishing function involving Young's modulus of the material, the radius of curvature and the sectional moment of the cross-section considered (see

11 for a detailed description). This is a regular Lagrangian density, since the Hessian matrix of the Lagrangian function $L \in C^{\infty}\left(J^{2} \pi\right)$ associated with $\mathcal{L}$ with respect to $q_{2}$ is

$$
\left(\frac{\partial^{2} L}{\partial q_{2} \partial q_{2}}\right)=\mu(x)
$$

and this $1 \times 1$ matrix has maximum rank, since $\mu$ is a non-vanishing function.
Remark. If the beam is homogeneous, $\mu$ and $\rho$ are constants (with $\mu \neq 0$ ), and thus the Lagrangian density is "autonomous", that is, it does not depend explicitly on the coordinate of the base manifold. This case is analyzed in [80], and in Section 4.4.1 to obtain the Hamilton-Jacobi equations.

As this is a second-order system, in the unified setting we consider the bundles $\mathcal{W}=J^{3} \pi \times{ }_{J^{1} \pi} \mathrm{~T}^{*}\left(J^{1} \pi\right)$ and $\mathcal{W}_{r}=J^{3} \pi \times{ }_{J^{1} \pi} J^{1} \pi^{*}$, that is, the following diagram


Natural coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are $\left(x, q_{0}, q_{1}, q_{2}, q_{3}, p, p^{0}, p^{1}\right)$ and $\left(x, q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)$, respectively.
Now, using the notation and terminology introduced throughout this Chapter, if $\Theta_{1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(J^{1} \pi\right)\right)$ and $\Omega_{1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(J^{1} \pi\right)\right)$ are the canonical Liouville forms of the cotangent bundle $\mathrm{T}^{*}\left(J^{1} \pi\right)$, we define the forms $\Theta=\rho_{2}^{*} \Theta_{1} \in \Omega^{1}(\mathcal{W})$ and $\Omega=\rho_{2}^{*} \Omega_{1} \in \Omega^{2}(\mathcal{W})$ whose local expressions are

$$
\Theta=p^{0} \mathrm{~d} q_{0}+p^{1} \mathrm{~d} q_{1}+p \mathrm{~d} x \quad ; \quad \Omega=\mathrm{d} q_{0} \wedge \mathrm{~d} p^{0}+\mathrm{d} q_{1} \wedge \mathrm{~d} p^{1}-\mathrm{d} p \wedge \mathrm{~d} x
$$

The coupling 1-form $\hat{\mathcal{C}} \in \Omega^{1}(\mathcal{W})$, whose local expression is given by 5.4 , has the following local expression in this case

$$
\hat{\mathcal{C}}=\hat{C} \cdot \rho_{\mathbb{R}}^{*} \eta=\left(p+p^{0} q_{1}+p^{1} q_{2}\right) \mathrm{d} x .
$$

Then, denoting $\hat{\mathcal{L}}=\left(\pi_{2}^{3} \circ \rho_{1}\right)^{*} \mathcal{L} \in \Omega^{1}(\mathcal{W})$, we introduce the Hamiltonian submanifold

$$
\mathcal{W}_{o}=\{w \in \mathcal{W} \mid \hat{\mathcal{L}}(w)=\hat{\mathcal{C}}(w)\} \stackrel{j_{o}}{\hookrightarrow} \mathcal{W},
$$

which is locally defined by the constraint function $\hat{C}-\hat{L}=0$, whose coordinate expression is

$$
\hat{C}-\hat{L}=p+p^{0} q_{1}+p^{1} q_{2}-\frac{1}{2} \mu(x) q_{2}^{2}-\rho(x) q_{0}=0
$$

Finally, we construct the Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$, which is specified by giving the local Hamiltonian function $\hat{H}$, whose local expression is

$$
\hat{H}\left(x, q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)=p^{0} q_{1}+p^{1} q_{2}-\frac{1}{2} \mu(x) q_{2}^{2}-\rho(x) q_{0},
$$

that is, we have $\hat{h}\left(x, q_{0}, q_{1}, q_{2}, q_{3}, p^{0}, p^{1}\right)=\left(x, q_{0}, q_{1}, q_{2}, q_{3},-\hat{H}, p^{0}, p^{1}\right)$. Using this Hamiltonian section, we define the forms $\Theta_{r}=\hat{h}^{*} \Theta \in \Omega^{1}\left(\mathcal{W}_{r}\right)$ and $\Omega_{r}=\hat{h}^{*} \Omega \in \Omega^{2}\left(\mathcal{W}_{r}\right)$, with local expressions

$$
\begin{aligned}
& \Theta_{r}=p^{0} \mathrm{~d} q_{0}+p^{1} \mathrm{~d} q_{1}+\left(\frac{1}{2} \mu(x) q_{2}^{2}+\rho(x) q_{0}-p^{0} q_{1}-p^{1} q_{2}\right) \mathrm{d} x \\
& \Omega_{r}=\mathrm{d} q_{0} \wedge \mathrm{~d} p^{0}+\mathrm{d} q_{1} \wedge \mathrm{~d} p^{1}+\left(-\rho(x) \mathrm{d} q_{0}+p^{0} \mathrm{~d} q_{1}+\left(p^{1}-\mu(x) q_{2}\right) \mathrm{d} q_{2}+q_{1} \mathrm{~d} p^{0}+q_{2} \mathrm{~d} p^{1}\right) \wedge \mathrm{d} x
\end{aligned}
$$

Notice that we omit the derivative of $H$ with respect to $x$ in the last summand of $\Omega_{r}$, since $\mathrm{d} x \wedge \mathrm{~d} x=0$, and thus it is not relevant for the final result.

Now we can derive the dynamical equations of the system. First, let us describe the dynamics of this system in terms of sections $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$. In order to do so, let $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field locally given by

$$
Y=f \frac{\partial}{\partial x}+f_{0} \frac{\partial}{\partial q_{0}}+f_{1} \frac{\partial}{\partial q_{1}}+F_{2} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}+G^{0} \frac{\partial}{\partial p^{0}}+G^{1} \frac{\partial}{\partial p^{1}}
$$

Then, if $\psi(x)=\left(x, q_{0}(x), q_{1}(x), q_{2}(x), q_{3}(x), p^{0}(x), p^{1}(x)\right)$ is a holonomic section of the projection $\rho_{\mathbb{R}}^{r}$, equation (5.9) leads to the following 5 equations (the redundant equation 5.11) is omitted)

$$
\begin{gather*}
\dot{q}_{0}=q_{1} \quad ; \quad \dot{q}_{1}=q_{2}  \tag{5.55}\\
\dot{p}^{0}=\rho(x) \quad ; \quad \dot{p}^{1}=-p^{0}  \tag{5.56}\\
p^{1}=q_{2} \mu(x) \tag{5.57}
\end{gather*}
$$

Equations 5.55 give us the condition of holonomy of type 2 for the section, which are also redundant since we assume that $\psi$ is holonomic. Equation (5.57) is a pointwise algebraic condition, which, in combination with the second equation in (5.56), state that the section $\psi$ must lie in a submanifold $\mathcal{W}_{\mathcal{L}}$ defined locally by the constraints

$$
p^{0}=-q_{2} \frac{\partial \mu}{\partial x}-q_{3} \mu \quad ; \quad p^{1}=q_{2} \mu
$$

Now we compute the local expression of the map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{1} \pi^{*}$; from Proposition 5.3 we know the general expression for this map, and we obtain

$$
\begin{equation*}
\mathcal{F} \mathcal{L}^{*} p^{0}=-q_{2} \frac{\partial \mu}{\partial x}-q_{3} \mu \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{1}=q_{2} \mu \tag{5.58}
\end{equation*}
$$

From this, the coordinate expression of the extended Legendre-Ostrogradsky map given by Corollary 5.4 in this example is

$$
\widetilde{\mathcal{F}}^{*} p^{0}=-q_{2} \frac{\partial \mu}{\partial x}-q_{3} \mu \quad ; \quad \widetilde{\mathcal{F}}^{*} p^{1}=q_{2} \mu \quad ; \quad \widetilde{\mathcal{F}}^{*} p=-\frac{1}{2} \mu q_{2}^{2}+q_{1} q_{2} \frac{\partial \mu}{\partial x}+q_{1} q_{3} \mu+q_{0} \rho
$$

Therefore, the section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solution to the dynamical equations is a holonomic section of the projection $\rho_{\mathbb{R}}^{r}$, which lies in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined by the above constraint functions, and whose last component functions satisfy the differential equations

$$
\dot{p}^{0}=\rho(x) \quad ; \quad \dot{p}^{1}=-p^{0}
$$

Now we state the Lagrangian-Hamiltonian problem for vector fields: we wish to find holonomic vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equations 5.21). If $X$ is locally given by

$$
X=f \frac{\partial}{\partial x}+f_{0} \frac{\partial}{\partial q_{0}}+f_{1} \frac{\partial}{\partial q_{1}}+F_{2} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}+G^{0} \frac{\partial}{\partial p^{0}}+G^{1} \frac{\partial}{\partial p^{1}}
$$

then equations (5.21) lead to the following system of 6 equations (again, the redundant equation 5.25) is omitted)

$$
\begin{array}{r}
f_{0}=f \cdot q_{1} \quad ; \quad f_{1}=f \cdot q_{2}, \\
G^{0}=f \cdot \rho(x) \quad ; \quad G^{1}=-f \cdot p^{0}, \\
f \neq 0 \\
f \cdot\left(p^{1}-q_{2} \mu(x)\right)=0 \tag{5.62}
\end{array}
$$

Equations 5.59) give us the condition of holonomic of type 2 in $\mathcal{W}_{r}$ for the vector field $X$. In addition, equation (5.62) is an algebraic relation from which we obtain, in coordinates, the result stated in Proposition 5.7, that is, the vector field $X$ is defined along a submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ defined by

$$
\mathcal{W}_{c}=\left\{[w] \in \mathcal{W}_{r} \mid \xi([w])=0\right\}
$$

where $\xi=p^{1}-q_{2} \mu(x)$. Thus, using (5.59) and 5.60, and taking $f=1$ as a representative of the equivalence class, we have that $X$ is given locally by

$$
\begin{equation*}
X=\frac{\partial}{\partial x}+q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+F_{2} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} . \tag{5.63}
\end{equation*}
$$

Notice that the functions $F_{2}$ and $F_{3}$ in (5.63) are not determined yet. However, recall that the statement of the problem requires the vector field $X$ to be holonomic, from where we can determinate the component function $F_{2}$ as $F_{2}=q_{3}$, and then the vector field given by (5.63) becomes

$$
\begin{equation*}
X=\frac{\partial}{\partial x}+q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}+F_{3} \frac{\partial}{\partial q_{3}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} . \tag{5.64}
\end{equation*}
$$

Moreover, since the vector field $X$ is defined along the submanifold $\mathcal{W}_{c}$, we must require $X$ to be tangent to $\mathcal{W}_{c}$. This condition is locally equivalent to checking if the following identity holds

$$
\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{c}}=0
$$

As we have seen in Section 5.1.2, this equation leads to

$$
\left.\mathrm{L}(X) \xi\right|_{\mathcal{W}_{c}}=-p^{0}+q_{2} \frac{\partial \mu}{\partial x}+q_{3} \mu=0
$$

This is a new constraint defining a submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ which can be identified with the graph of the restricted Legendre-Ostrogradsky map, as we have seen in the coordinate expression 5.58) of $\mathcal{F} \mathcal{L}$. Then, requiring $X$ to be tangent to this new submanifold, we obtain

$$
\begin{equation*}
\mathrm{L}(X)\left(p^{0}-q_{2} \frac{\partial \mu}{\partial x}-q_{3} \mu\right)=\rho+q_{2} \frac{\partial^{2} \mu}{\partial x^{2}}+2 q_{3} \frac{\partial \mu}{\partial x}+F_{3} \mu=0 \tag{5.65}
\end{equation*}
$$

Equation 5.65 is the Euler-Lagrange equation for $X$. Observe that, since $\mu$ is a non-vanishing function, this equation has a unique solution for $F_{3}$. Hence, there is a unique vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to the dynamical equations 5.21, which is tangent to the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, and is given locally by

$$
X=\frac{\partial}{\partial x}+q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{1}{\mu}\left(\rho+q_{2} \frac{\partial^{2} \mu}{\partial x^{2}}+2 q_{3} \frac{\partial \mu}{\partial x}\right) \frac{\partial}{\partial q_{3}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} .
$$

Finally, we recover the Lagrangian and Hamiltonian formalisms. For the Lagrangian solutions, by Proposition 5.14, from the holonomic section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solution to equation 5.9) we can recover a holonomic section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ solution to equation 5.44). In particular, if we have $\psi(x)=\left(x, q_{0}(x), q_{1}(x), q_{2}(x), q_{3}(x), p^{0}(x), p^{1}(x)\right)$, then $\psi_{\mathcal{L}}(x)=\left(x, q_{0}(x), q_{1}(x), q_{2}(x), q_{3}(x)\right)$ is a holonomic section solution to equations (5.56), which, bearing in mind the local expression (5.58) of the restricted Legendre-Ostrogradsky map in this example, can be written locally as

$$
\begin{align*}
\rho+\dot{q}_{2} \frac{\partial \mu}{\partial x}+q_{2} \frac{\partial^{2} \mu}{\partial x^{2}}+\dot{q}_{3} \mu+q_{3} \frac{\partial \mu}{\partial x} & =0  \tag{5.66}\\
\left(\dot{q}_{2}-q_{3}\right) \mu & =0 \tag{5.67}
\end{align*}
$$

Equation (5.67) gives the condition for the section $\psi_{\mathcal{L}}$ to be holonomic, and it is redundant since we required this condition to be fulfilled at the beginning. Now, if $\phi(x)=(x, y(x))$ is a section of $\pi$ such that $j^{3} \phi=\psi_{\mathcal{L}}$, then the Euler-Lagrange equation can be written locally

$$
\frac{d^{2}}{d x^{2}}(\mu \ddot{y})+\rho=0
$$

In the case of an homogeneous beam, the Euler-Lagrange equation reduces to $\mu y^{(i v)}+\rho=0$.
For the Lagrangian vector field, from Lemma 5.17 and Theorem 5.18, we can recover, from the holonomic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, a holonomic vector field $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{3} \pi\right)$ which is a solution to equations (5.46), and is locally given by

$$
X_{\mathcal{L}}=\frac{\partial}{\partial x}+q_{1} \frac{\partial}{\partial q_{0}}+q_{2} \frac{\partial}{\partial q_{1}}+q_{3} \frac{\partial}{\partial q_{2}}-\frac{1}{\mu}\left(\rho+q_{2} \frac{\partial^{2} \mu}{\partial x^{2}}+2 q_{3} \frac{\partial \mu}{\partial x}\right) \frac{\partial}{\partial q_{3}}
$$

For the Hamiltonian solutions, since $\mathcal{L}$ is a second-order regular Lagrangian density we can use the results stated in Section 5.3 .2 and recover the Hamiltonian solutions directly from the unified formalism. For the Hamiltonian sections, using Proposition 5.24 from a section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ fulfilling equation (5.9) we can recover a section $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{r}\right)$ solution to equation 5.50. In particular, if we have $\psi(x)=\left(x, q_{0}(x), q_{1}(x), q_{2}(x), q_{3}(x), p^{0}(x), p^{1}(x)\right)$, then $\psi_{h}(x)=\left(x, q_{0}(x), q_{1}(x), p^{0}(x), p^{1}(x)\right)$ is a section solution to equations (5.55) and 5.56), which can be written locally as

$$
\dot{q}_{0}=\left.\frac{\partial H}{\partial p^{0}}\right|_{\psi_{h}} \quad ; \quad \dot{q}_{1}=\left.\frac{\partial H}{\partial p^{1}}\right|_{\psi_{h}} \quad ; \quad \dot{p}^{0}=-\left.\frac{\partial H}{\partial q_{0}}\right|_{\psi_{h}} \quad ; \quad \dot{p}^{1}=-\left.\frac{\partial H}{\partial q_{1}}\right|_{\psi_{h}}
$$

where $H \in C^{\infty}\left(J^{1} \pi^{*}\right)$ is the local Hamiltonian function with local expression

$$
H\left(x, q_{0}, q_{1}, p^{0}, p^{1}\right)=p^{0} q_{1}+\frac{\left(p^{1}\right)^{2}}{2 \mu}-\rho q_{0}
$$

For the Hamiltonian vector field, from Lemma 5.27 and Theorem 5.28, the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ gives a vector field $X_{h} \in \mathfrak{X}\left(J^{1} \pi^{*}\right)$ solution to equations (5.52), which is locally given by

$$
X_{h}=\frac{\partial}{\partial x}+q_{1} \frac{\partial}{\partial q_{0}}+\frac{p^{1}}{\mu} \frac{\partial}{\partial q_{1}}+\rho \frac{\partial}{\partial p^{0}}-p^{0} \frac{\partial}{\partial p^{1}} .
$$

### 5.4.2 The second-order relativistic particle subjected to a potential

Let us consider a relativistic particle whose action is proportional to its extrinsic curvature. This system has been analyzed in several works [9, 120, 125, 126, and in Section 3.5.2 using the LagrangianHamiltonian formalism. Now assume that this system is subjected to the action of a generic potential $V$ depending only on the time and the position of the particle, thus obtaining a time-dependent dynamical system.

The configuration bundle for this system is $E \xrightarrow{\pi} \mathbb{R}$, where $E$ is a ( $n+1$ )-dimensional smooth manifold. Let $t$ be the global coordinate in $\mathbb{R}$, and $\eta \in \Omega^{1}(\mathbb{R})$ the volume form in $\mathbb{R}$ with local expression $\eta=\mathrm{d} t$. Natural coordinates in $E$ adapted to the bundle structure are denoted by $\left(t, q_{0}^{i}\right), 1 \leqslant i \leqslant n$. Now, bearing in mind the natural coordinates in the second-order jet bundle of $\pi$, the second-order Lagrangian density for this system, $\mathcal{L} \in \Omega^{1}\left(J^{2} \pi\right)$, is locally given by

$$
\begin{equation*}
\mathcal{L}\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}\right)=\left(\frac{\alpha}{\left(q_{1}^{i}\right)^{2}}\left[\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right]^{1 / 2}+V\left(t, q_{0}^{i}\right)\right) \mathrm{d} t \equiv\left(\frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}+V\left(t, q_{0}^{i}\right)\right) \mathrm{d} t \tag{5.68}
\end{equation*}
$$

where $\alpha$ is some nonzero constant and $V \in C^{\infty}\left(J^{2} \pi\right)$ is a function depending only on $t$ and $q_{0}^{i}$. As we have seen in Section 3.5.2, this is a singular Lagrangian density, since the Hessian matrix of the Lagrangian
function $L \in C^{\infty}\left(J^{2} \pi\right)$ associated with $\mathcal{L}$ with respect to $q_{2}^{A}$ is

$$
\frac{\partial^{2} L}{\partial q_{2}^{B} \partial q_{2}^{A}}= \begin{cases}\frac{\alpha}{2\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{1}^{i} q_{2}^{i}\right)^{2}-2\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\right) q_{1}^{B} q_{1}^{A}\right. \\ \left.\quad+\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{B} q_{1}^{A}-q_{1}^{B} q_{2}^{A}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2} q_{2}^{B} q_{2}^{A}\right], & \text { if } B \neq A \\ \frac{\alpha}{\sqrt{g^{3}}}\left[g-\left(q_{2}^{i}\right)^{2} q_{1}^{A} q_{1}^{A}+2\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A} q_{2}^{A}-\left(q_{1}^{i}\right)^{2} q_{2}^{A} q_{2}^{A}\right], & \text { if } B=A\end{cases}
$$

and a long calculation shows that

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial q_{2}^{B} \partial q_{2}^{A}}\right)=0
$$

As in the previous example, this is a second-order system, and therefore we consider the bundles $\mathcal{W}=J^{3} \pi \times{ }_{J^{1} \pi} \mathrm{~T}^{*}\left(J^{1} \pi\right)$ and $\mathcal{W}_{r}=J^{3} \pi \times{ }_{J^{1} \pi} J^{1} \pi^{*}$. Hence, we obtain the following diagram


Natural coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are denoted $\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p, p_{i}^{0}, p_{i}^{1}\right)$ and $\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p_{i}^{0}, p_{i}^{1}\right)$, respectively. Now, if $\Theta_{1} \in \Omega^{1}\left(\mathrm{~T}^{*}\left(J^{1} \pi\right)\right)$ and $\Omega_{1} \in \Omega^{2}\left(\mathrm{~T}^{*}\left(J^{1} \pi\right)\right)$ are the canonical forms of the cotangent bundle of $J^{1} \pi$, we define

$$
\Theta=\rho_{2}^{*} \Theta_{1}=p_{i}^{0} \mathrm{~d} q_{0}^{i}+p_{i}^{1} \mathrm{~d} q_{1}^{i}+p \mathrm{~d} t \in \Omega^{1}(\mathcal{W}) \quad ; \quad \Omega=\rho_{2}^{*} \Omega_{1}=d q_{0}^{i} \wedge d p_{i}^{0}+d q_{1}^{i} \wedge d p_{i}^{1}-\mathrm{d} p \wedge \mathrm{~d} t \in \Omega^{2}(\mathcal{W})
$$

The coupling 1-form $\hat{\mathcal{C}} \in \Omega^{1}(\mathcal{W})$, whose coordinate expression is (5.4), in this case is given locally by

$$
\hat{\mathcal{C}}=\hat{C} \cdot \rho_{\mathbb{R}}^{*} \eta=\left(p+p_{i}^{0} q_{1}^{i}+p_{i}^{1} q_{2}^{i}\right) \mathrm{d} t
$$

From this, and denoting $\hat{\mathcal{L}}=\left(\pi_{2}^{3} \circ \rho_{1}\right)^{*} \mathcal{L} \in \Omega^{1}(\mathcal{W})$ we can introduce the Hamiltonian submanifold $\mathcal{W}_{o} \stackrel{j_{o}}{\hookrightarrow} \mathcal{W}$, which is locally defined by the constraint function $\hat{C}-\hat{L}=0$, whose coordinate expression is

$$
\hat{C}-\hat{L}=p+p_{i}^{0} q_{1}^{i}+p_{i}^{1} q_{2}^{i}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}-V\left(t, q_{0}^{i}\right)
$$

This allows us to construct the Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$, which is specified by giving the local Hamiltonian function $\hat{H}$, whose local expression is

$$
\hat{H}\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p_{i}^{0}, p_{i}^{1}\right)=p_{i}^{0} q_{1}^{i}+p_{i}^{1} q_{2}^{i}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}-V\left(t, q_{0}^{i}\right)
$$

that is, we have $\hat{h}\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i}, p_{i}^{0}, p_{i}^{1}\right)=\left(t, q_{0}^{i}, q_{1}^{i}, q_{2}^{i}, q_{3}^{i},-\hat{H}, p_{i}^{0}, p_{i}^{1}\right)$. Using this Hamiltonian section, we define the forms $\Theta_{r}=\hat{h}^{*} \Theta \in \Omega^{1}\left(\mathcal{W}_{r}\right)$ and $\Omega_{r}=\hat{h}^{*} \Omega \in \Omega^{2}\left(\mathcal{W}_{r}\right)$, with local expressions

$$
\begin{aligned}
\Theta_{r}=p_{i}^{0} \mathrm{~d} q_{0}^{i} & +p_{i}^{1} \mathrm{~d} q_{1}^{i}+\left(\frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}+V\left(t, q_{0}^{i}\right)-p_{i}^{0} q_{1}^{i}-p_{i}^{1} q_{2}^{i}\right) \mathrm{d} t \\
\Omega_{r}=\mathrm{d} q_{0}^{i} & \wedge \mathrm{~d} p_{i}^{0}+\mathrm{d} q_{1}^{i} \wedge \mathrm{~d} p_{i}^{1}+\left(q_{1}^{A} \mathrm{~d} p_{A}^{0}+q_{2}^{A} \mathrm{~d} p_{A}^{1}-\frac{\partial V}{\partial q_{0}^{i}} \mathrm{~d} q_{0}^{i}\right. \\
& +\left[p_{A}^{0}+\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right]\right] \mathrm{d} q_{1}^{A} \\
& \left.+\left[p_{A}^{1}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left(\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right)\right] \mathrm{d} q_{2}^{A}\right) \wedge \mathrm{d} t
\end{aligned}
$$

Now we derive the dynamical equations of the system. In order to state the Lagrangian-Hamiltonian problem for sections, let $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field locally given by

$$
Y=f \frac{\partial}{\partial t}+f_{0}^{i} \frac{\partial}{\partial q_{0}^{i}}+f_{1}^{i} \frac{\partial}{\partial q_{1}^{i}}+F_{2}^{i} \frac{\partial}{\partial q_{2}^{i}}+F_{3}^{i} \frac{\partial}{\partial q_{3}^{i}}+G_{i}^{0} \frac{\partial}{\partial p_{i}^{0}}+G_{i}^{1} \frac{\partial}{\partial p_{i}^{1}}
$$

Now, if $\psi(t)=\left(t, q_{0}^{i}(t), q_{1}^{i}(t), q_{2}^{i}(t), q_{3}^{i}(t), p_{i}^{0}(t), p_{i}^{1}(t)\right)$ is a holonomic section of the projection $\rho_{\mathbb{R}}^{r}$, then equation (5.9) leads to the following $5 n$ equations (the redundant equation (5.11) is omitted)

$$
\begin{array}{r}
\dot{q}_{0}^{A}=q_{1}^{A} \quad, \quad \dot{q}_{1}^{A}=q_{2}^{A} \\
\dot{p}_{A}^{0}=\frac{\partial V}{\partial q_{0}^{A}} ; \quad \dot{p}_{A}^{1}=-p_{A}^{0}-\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right] \\
p_{A}^{1}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left(\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right)=0 \tag{5.71}
\end{array}
$$

Equations 5.69) give the condition of holonomy of type 2 for the section $\psi$, which are also redundant since the holonomy of $\psi$ is required from the beginning. Equations (5.71) are an algebraic condition, from which, in combination with the second group of equations 5.70 , we conclude that the section $\psi$ lies in a submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined locally by the constraints

$$
\begin{aligned}
p_{A}^{0}= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{2}^{i}\right)^{2} g+\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{i} q_{3}^{i}\right)\right) q_{1}^{A}\right] \\
& \quad+\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(\left(q_{1}^{i}\right)^{2}\right)^{2}\left(q_{2}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i} q_{2}^{i}\right) g\right) q_{2}^{A}-\left(q_{1}^{i}\right)^{2} g q_{3}^{A}\right] \\
& \\
p_{A}^{1}= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left[\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right] .
\end{aligned}
$$

Let us compute the local expression of the restricted Legendre-Ostrogradsky map, $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{1} \pi^{*}$, which is obtained from Proposition 5.3. In this example, the coordinate expression of $\mathcal{F} \mathcal{L}$ is

$$
\begin{align*}
\mathcal{F} \mathcal{L}^{*} p_{A}^{0}= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{2}^{i}\right)^{2} g+\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{i} q_{3}^{i}\right)\right) q_{1}^{A}\right] \\
& \quad+\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(\left(q_{1}^{i}\right)^{2}\right)^{2}\left(q_{2}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i} q_{2}^{i}\right) g\right) q_{2}^{A}-\left(q_{1}^{i}\right)^{2} g q_{3}^{A}\right],  \tag{5.72}\\
\mathcal{F} \mathcal{L}^{*} p_{A}^{1}= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left[\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right] .
\end{align*}
$$

From this, the local expression of the extended Legendre-Ostrogradsky map $\widetilde{\mathcal{F} \mathcal{L}}: J^{3} \pi \rightarrow \mathrm{~T}^{*}\left(J^{1} \pi\right)$ in this
example is

$$
\begin{align*}
\widetilde{\mathcal{F L}}^{*} p_{A}^{0}= & \left.\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(q_{2}^{i}\right)^{2} g+\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{i} q_{3}^{i}\right)\right) q_{1}^{A}\right] \\
& +\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(\left(q_{1}^{i}\right)^{2}\right)^{2}\left(q_{2}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i} q_{2}^{i}\right) g\right) q_{2}^{A}-\left(q_{1}^{i}\right)^{2} g q_{3}^{A}\right], \\
\widetilde{\mathcal{F L}}^{*} p_{A}^{1}= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left[\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right],  \tag{5.73}\\
\widetilde{\mathcal{F L}}^{*} p= & \frac{\alpha}{\left(q_{1}^{i}\right)^{2}} \sqrt{g}+V\left(t, q_{0}^{i}\right)-\left(\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(q_{2}^{i}\right)^{2} g+\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{2}^{i} q_{3}^{i}\right)\right) q_{1}^{A}\right]\right. \\
& \left.\quad+\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g^{3}}}\left[\left(\left(\left(q_{1}^{i}\right)^{2}\right)^{2}\left(q_{2}^{i} q_{3}^{i}\right)-\left(q_{1}^{i}\right)^{2}\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i} q_{3}^{i}\right)-\left(q_{1}^{i} q_{2}^{i}\right) g\right) q_{2}^{A}-\left(q_{1}^{i}\right)^{2} g q_{3}^{A}\right]\right) q_{1}^{A} \\
& \quad-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left[\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right] q_{2}^{A} .
\end{align*}
$$

Hence, the section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is holonomic and lies in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$ defined by the constraint functions given by (5.72), and its last component functions satisfy the $2 n$ differential equations

$$
\dot{p}_{A}^{0}=\frac{\partial V}{\partial q_{0}^{A}} \quad ; \quad \dot{p}_{A}^{1}=-p_{A}^{0}-\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right]
$$

Now we state the Lagrangian-Hamiltonian problem for vector fields, that is, we wish to find a vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equations (5.21). If the vector field $X$ is locally given by

$$
X=f \frac{\partial}{\partial t}+f_{0}^{A} \frac{\partial}{\partial q_{0}^{A}}+f_{1}^{A} \frac{\partial}{\partial q_{1}^{A}}+F_{2}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+G_{A}^{0} \frac{\partial}{\partial p_{A}^{0}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}}
$$

then equations 5.21 lead to the following $5 n+1$ equations (the redundant equation 5.30) is omitted)

$$
\begin{array}{r}
f_{0}^{A}=f \cdot q_{1}^{A} ; \quad f_{1}^{A}=f \cdot q_{2}^{A} \\
G_{A}^{0}=f \cdot \frac{\partial V}{\partial q_{0}^{A}} ; G_{A}^{1}=-f \cdot\left(p_{A}^{0}+\frac{\alpha}{\left(\left(q_{1}^{i}\right)^{2}\right)^{2} \sqrt{g}}\left[\left(\left(q_{1}^{i}\right)^{2}\left(q_{2}^{i}\right)^{2}-2\left(q_{1}^{i} q_{2}^{i}\right)^{2}\right) q_{1}^{A}+\left(q_{1}^{i} q_{2}^{i}\right)\left(q_{1}^{i}\right)^{2} q_{2}^{A}\right]\right), \\
f \neq 0 \\
f \cdot\left(p_{A}^{1}-\frac{\alpha}{\left(q_{1}^{i}\right)^{2} \sqrt{g}}\left(\left(q_{1}^{i}\right)^{2} q_{2}^{A}-\left(q_{1}^{i} q_{2}^{i}\right) q_{1}^{A}\right)\right)=0 . \tag{5.77}
\end{array}
$$

From equations (5.74 we obtain the condition of semispray of type 2 for the vector field $X$. In addition, equations 5.77) are algebraic relations between the coordinates of $\mathcal{W}_{r}$ which give, in coordinates, the result stated in Proposition5.7. Thus, using (5.74, 5.75) and 5.76), and taking $f=1$ as a representative of the equivalence class, the vector field $X$ is given locally by

$$
\begin{equation*}
X=\frac{\partial}{\partial t}+q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+F_{2}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+\frac{\partial V}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}} \tag{5.78}
\end{equation*}
$$

where the functions $G_{A}^{1}$ are determined by 5.75). If, in addition, we require the vector field $X$ to be holonomic, this condition reduces the set of vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ given by (5.78) to the following ones

$$
\begin{equation*}
X=\frac{\partial}{\partial t}+q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}+\frac{\partial V}{\partial q_{0}^{A}} \frac{\partial}{\partial p_{A}^{0}}+G_{A}^{1} \frac{\partial}{\partial p_{A}^{1}} \tag{5.79}
\end{equation*}
$$

Notice that the functions $F_{3}^{A}$ are not determinated until the tangency of the vector field $X$ along $\mathcal{W}_{c}$ is required. Since this example has a Lagrangian density far more complicated than the previous example, in this case we study directly the tangency of the vector field along the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$.

From the expression in local coordinates 5.72 of the map $\mathcal{F} \mathcal{L}$, we obtain the primary constraints defining the closed submanifold $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \stackrel{\jmath}{\hookrightarrow} J^{1} \pi^{*}$, which are

$$
\begin{equation*}
\phi_{1}^{(0)} \equiv p_{i}^{1} q_{1}^{i}=0 \quad ; \quad \phi_{2}^{(0)} \equiv\left(p_{i}^{1}\right)^{2}-\frac{\alpha^{2}}{\left(q_{1}^{i}\right)^{2}}=0 \tag{5.80}
\end{equation*}
$$

Let $\mathcal{F} \mathcal{L}_{o}: J^{3} \pi \rightarrow \mathcal{P}$ be the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. Then, the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}\left(\mathcal{F} \mathcal{L}_{o}\right)$ is defined by

$$
\mathcal{W}_{\mathcal{L}}=\left\{[w] \in \mathcal{W}_{r} \mid \xi_{0}^{A}([w])=\xi_{1}^{A}([w])=\phi_{1}^{(0)}([w])=\phi_{2}^{(1)}([w])=0\right\}
$$

where $\xi_{r}^{A}=p_{A}^{r}-\mathcal{F} \mathcal{L}^{*} p_{A}^{r}$.
Next, we compute the tangency condition for the vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ given locally by (5.79) along the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, by checking if the following identities hold

$$
\begin{gather*}
\left.\mathrm{L}(X) \xi_{0}^{A}\right|_{\mathcal{W}_{\mathcal{L}}}=0 \quad ;\left.\quad \mathrm{L}(X) \xi_{1}^{A}\right|_{\mathcal{W}_{\mathcal{L}}}=0  \tag{5.81}\\
\left.\mathrm{~L}(X) \phi_{1}^{(0)}\right|_{\mathcal{W}_{\mathcal{L}}}=0 \quad ;\left.\quad \mathrm{L}(X) \phi_{2}^{(0)}\right|_{\mathcal{W}_{\mathcal{L}}}=0 \tag{5.82}
\end{gather*}
$$

As we have seen in Section 5.1.2, equations (5.81) give us the Lagrangian equations for the vector field $X$. However, equations 5.82) do not hold, since

$$
\mathrm{L}(X) \phi_{1}^{(0)}=\mathrm{L}(X)\left(p_{i}^{1} q_{1}^{i}\right)=-p_{i}^{0} q_{1}^{i} \quad ; \quad \mathrm{L}(X) \phi_{2}^{(0)}=\mathrm{L}(X)\left(\left(p_{i}^{1}\right)^{2}-\alpha^{2} /\left(q_{1}^{i}\right)^{2}\right)=-2 p_{i}^{0} p_{i}^{1}
$$

and hence we obtain two first-generation secondary constraints

$$
\begin{equation*}
\phi_{1}^{(1)} \equiv p_{i}^{0} q_{1}^{i}=0 \quad ; \quad \phi_{2}^{(1)} \equiv p_{i}^{0} p_{i}^{1}=0 \tag{5.83}
\end{equation*}
$$

that define a new submanifold $\mathcal{W}_{1} \hookrightarrow \mathcal{W}_{\mathcal{L}}$. Now, by checking the tangency of the vector field $X$ along this new submanifold, we obtain

$$
\mathrm{L}(X) \phi_{1}^{(1)}=\mathrm{L}(X)\left(p_{i}^{0} q_{1}^{i}\right)=0 \quad ; \quad \mathrm{L}(X) \phi_{2}^{(1)}=\mathrm{L}(X)\left(p_{i}^{0} p_{i}^{1}\right)=-\left(p_{i}^{0}\right)^{2}
$$

and a second-generation secondary constraint appears,

$$
\begin{equation*}
\phi^{(2)} \equiv\left(p_{i}^{0}\right)^{2}=0 \tag{5.84}
\end{equation*}
$$

which defines a new submanifold $\mathcal{W}_{2} \hookrightarrow \mathcal{W}_{1}$. Finally, the tangency of the vector field $X$ along this submanifold gives no new constraints, since

$$
\mathrm{L}(X) \phi^{(2)}=\mathrm{L}(X)\left(\left(p_{i}^{0}\right)^{2}\right)=0
$$

So we have two primary constraints (5.80), two first-generation secondary constraints (5.83), and a single second-generation secondary constraint (5.84). Notice that these five constraints only depend on $q_{1}^{A}, p_{A}^{0}$ and $p_{A}^{1}$, and so they are $\rho_{2}^{r}$-projectable.

Notice that we still have to check 5.81. As we have seen in Section 5.1.2. we obtain the following equations

$$
\begin{array}{r}
\left(F_{3}^{B}-\frac{d}{d t} q_{3}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}}-\frac{d}{d t}\left(\frac{\partial \hat{L}}{\partial q_{1}^{A}}\right)+\frac{d^{2}}{d t^{2}}\left(\frac{\partial \hat{L}}{\partial q_{2}^{A}}\right)+\left(F_{2}^{B}-q_{3}^{B}\right) \frac{d}{d t}\left(\frac{\partial^{2} \hat{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}\right)=0 \\
\left(F_{2}^{B}-q_{3}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}=0 \tag{5.86}
\end{array}
$$

Since we have already required the vector field $X$ to be holonomic in $\mathcal{W}_{r}$, equations 5.86) are satisfied identically and equations 5.85 become

$$
\begin{equation*}
\left(F_{3}^{B}-\frac{d}{d t} q_{3}^{B}\right) \frac{\partial^{2} \hat{L}}{\partial q_{2}^{B} \partial q_{2}^{A}}+\frac{\partial \hat{L}}{\partial q_{0}^{A}}-\frac{d}{d t}\left(\frac{\partial \hat{L}}{\partial q_{1}^{A}}\right)+\frac{d^{2}}{d t^{2}}\left(\frac{\partial \hat{L}}{\partial q_{2}^{A}}\right)=0 \tag{5.87}
\end{equation*}
$$

Using the results of Section 3.5.2, and bearing in mind the coordinate expressions (3.32) and (5.68) of the autonomous and non-autonomous Lagrangians, respectively, we deduce that this equation is compatible if, and only if,

$$
\frac{\partial V}{\partial q_{0}^{A}}=0, \text { for } 1 \leqslant A \leqslant n
$$

That is, we have $n$ first-generation secondary constraints arising from the tangency condition of $X$ along $\mathcal{W}_{\mathcal{L}}$, thus defining a new submanifold $\mathcal{W}_{3} \hookrightarrow \mathcal{W}_{2}$ with constraint functions

$$
\phi_{3, A}^{(1)} \equiv \frac{\partial V}{\partial q_{0}^{A}}=0 \quad \text { for } 1 \leqslant A \leqslant n .
$$

Observe that, since $V$ is a function that depends only on $t$ and $q_{0}^{A}$, these new constraints also depend only on the coordinates $t$ and $q_{0}^{A}$, and thus they are $\rho_{2}^{r}$-projectable. From a physical viewpoint, these constraints mean that the dynamics of the particle can take place on every level set of the potential with respect to the position coordinates.

Finally, we recover the Lagrangian and Hamiltonian dynamics from the unified formalism. For the Lagrangian solutions, using Proposition 5.14 we know that from the holonomic section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solution to equation (5.9) we can recover a holonomic section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ solution to equation (5.44). In particular, if $\psi(t)=\left(t, q_{0}^{i}(t), q_{1}^{i}(t), q_{2}^{i}(t), q_{3}^{i}(t), p_{i}^{0}(t), p_{i}^{1}(t)\right)$, then $\psi_{\mathcal{L}}(t)=\left(t, q_{0}^{i}(t), q_{1}^{i}(t), q_{2}^{i}(t), q_{3}^{i}(t)\right)$ is a holonomic section solution to equations 5.70. Now, bearing in mind the local expression 5.72) of the restricted Legendre-Ostrogradsky map, equations 5.70) give the last $n$ equations of the holonomy condition for $\psi_{\mathcal{L}}$, which are identically satisfied since the holonomy condition has been already required, and the classical second-order Euler-Lagrange equations

$$
\left.\frac{\partial L}{\partial q_{0}^{A}}\right|_{\psi_{\mathcal{L}}}-\left.\frac{d}{d t} \frac{\partial L}{\partial q_{1}^{A}}\right|_{\psi_{\mathcal{L}}}+\left.\frac{d^{2}}{d t^{2}} \frac{\partial L}{\partial q_{2}^{A}}\right|_{\psi_{\mathcal{L}}}=0
$$

For the Lagrangian vector field, from Lemma 5.17 and Theorem 5.18, we can recover from a holonomic vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ solution to equation (5.21) a holonomic vector field, $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{3} \pi\right)$, solution to equations (5.46) on the points of a submanifold $S_{f} \hookrightarrow J^{3} \pi$ given by $S_{f}=\rho_{1}^{r}\left(\mathcal{W}_{3}\right)$ ), and this vector field is locally given by

$$
X_{\mathcal{L}}=\frac{\partial}{\partial t}+q_{1}^{A} \frac{\partial}{\partial q_{0}^{A}}+q_{2}^{A} \frac{\partial}{\partial q_{1}^{A}}+q_{3}^{A} \frac{\partial}{\partial q_{2}^{A}}+F_{3}^{A} \frac{\partial}{\partial q_{3}^{A}}
$$

where $F_{3}^{A}$ are the solutions of equations (5.87), and we have taken $f=1$ as a representative of the equivalence class.

One can check that if the holonomy condition is not required at the beginning and we perform all this procedure with the vector field given by (5.78), the final result is the same. This means that, in this case, the holonomy condition does not give any additional constraint.

Now, since $\mathcal{L}$ is an almost-regular Lagrangian density, for the Hamiltonian dynamics we must use the results stated in Section 5.3 .3 and recover the Hamiltonian solutions passing through the Lagrangian formalism. For the Hamiltonian sections, by Proposition 5.31, from a section $\psi \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ solution to equation (5.9), we can recover a section $\psi_{h}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ solution to the equation (5.53).

For the Hamiltonian vector fields, we know that there are holonomic vector fields $X_{\mathcal{L}} \in \mathfrak{X}\left(J^{3} \pi\right)$, solutions to equations (5.46) at support on the submanifold $S_{f}=\rho_{1}^{r}\left(\mathcal{W}_{3}\right)$ which are $\mathcal{F} \mathcal{L}_{o}$-projectable on $\mathcal{P}_{f}=\mathcal{F} \mathcal{L}_{o}\left(S_{f}\right)=\rho_{2}^{r}\left(\mathcal{W}_{3}\right)$, tangent to $\mathcal{P}_{f}$ and solutions to the Hamilton equations.

## Chapter 6

## Second-order classical field theories

The aim of this Chapter is to state the geometric formulation of second-order field theories, thus generalizing the results of Section 2.5 to the second-order case. Observe that, unlike in previous Chapters, in which we give geometric formulations for dynamical systems of arbitrary order, in this Chapter we focus on the second-order case. The reason to do so is that our formulation can not be straightforwardly generalized to field theories of order greater than 2 . Some comments on this subject, and higher-order field theories in general, are given in Section 6.6

Observe also that, as in the geometric description of higher-order non-autonomous dynamical systems given in Chapter 5, for second-order field theories we do not have a complete description of the Lagrangian and Hamiltonian formalisms. This is due, mainly, to the following two reasons. First, given a $k$ th-order Lagrangian density for a field theory, the definition of the Poincaré-Cartan forms is not unique, and while for the second-order case it is proved that all these forms are equivalent [138, 140, this is not true for the general higher-order case. The second reason, which is closely related with the first one, is the choice of the Hamiltonian phase space. Since the Poincaré-Cartan forms are not unique, neither is the Legendre map in higher-order field theories, and therefore we have several different options for the Hamiltonian phase space of the theory [3, 82, 99, 100].

Taking into account the above comments, in this Chapter we proceed in an analogous way to Chapter 5 we first describe the Lagrangian-Hamiltonian unified formalism for second-order field theories, and, from this setting, we derive both the Lagrangian and Hamiltonian formalisms for this kind of systems. Therefore, the structure of the Chapter is the following. In Section 6.1 we introduce the space of 2symmetric multimomenta, which is the Hamiltonian phase space that we choose to set up our formulation. Using this Hamiltonian phase space, in Section 6.2 we describe the unified formalism for second-order field theories: phase space, canonical structures and field equations, written in terms of sections and multivector fields. Then we describe the Lagrangian and Hamiltonian formalisms in Sections 6.3 and 6.4, respectively. Next, two physical examples are studied in Section 6.5 to illustrate the application of the formalism: the bending of a clamped plate under a uniform load, and the classic Korteweg-de Vries equation. Finally, Section 6.6 is devoted to give some comments on field theories of order greater than 2, and the main issues that prevent us from generalizing this formulation to field theories of arbitrary order.

Along this Chapter, we consider a second-order Lagrangian field theory with $n$ fields depending on $m$ independent variables. As in Section 2.5. the configuration space for this theory is a bundle $\pi: E \rightarrow M$, where $M$ is a $m$-dimensional orientable smooth manifold with fixed volume form $\eta \in \Omega^{m}(M)$, and $\operatorname{dim} E=m+n$. The physical information is given in terms of a second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$, which is a $\bar{\pi}^{2}$-semibasic $m$-form. Because of this, we can write $\mathcal{L}=L \cdot\left(\bar{\pi}^{2}\right)^{*} \eta$, where $L \in C^{\infty}\left(J^{2} \pi\right)$ is the second-order Lagrangian function associated to $\mathcal{L}$ and $\eta$. Multi-index notation introduced in Section 1.4.1 is used.

### 6.1 The space of 2 -symmetric multimomenta

According to [22, 68, 78], and the results stated in Section 2.5 and Chapter 5, the appropriate choices of Hamiltonian phase spaces seem to be the extended and restricted dual jet bundles introduced in Section 1.4.8 namely $\Lambda_{2}^{m}\left(J^{1} \pi\right)$ and $J^{1} \pi^{*}$. Nevertheless, these bundles have too many multimomentum coordinates in order to establish a correspondence between "velocities" and multimomenta in terms of derivatives of the second-order Lagrangian function $L$.

In particular, from the results in Sections 1.4.2 and 1.4 .8 we know that if $\left(x^{i}, u^{\alpha}\right), 1 \leqslant i \leqslant m, 1 \leqslant \alpha \leqslant n$ are local coordinates in $E$ adapted to the bundle structure, then the induced natural coordinates in $J^{2} \pi$, $\Lambda_{2}^{m}\left(J^{1} \pi\right)$ and $J^{1} \pi^{*}$ are $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}\right),\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{i j}\right)$ and $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{i j}\right)$, respectively, with $1 \leqslant i, j \leqslant m, 1 \leqslant \alpha \leqslant n,|I|=2$. Hence, the dual jet bundles of $\pi$ have $n m+n m^{2}$ multimomentum coordinates (and an additional one in the extended bundle, which is identified with the local Hamiltonian function), while the second-order jet bundle $J^{2} \pi$ has $n m+n m(m+1) / 2$ "velocity" coordinates. That is, although we have the same number of first-order velocities and multimomentum coordinates ( $n m$ ), there are $n m(m-1) / 2$ more second-order multimomenta than second-order "velocities". Therefore, we should consider a Hamiltonian phase space with less second-order multimomentum coordinates.

A way to do so is introducing some relations among the second-order multimomentum coordinates, thus defining submanifolds of the aforementioned bundles with less second-order multimomenta. According to [13] and [140, let us consider the submanifold $J^{2} \pi^{\dagger} \hookrightarrow \Lambda_{2}^{m}\left(J^{1} \pi\right)$ defined by

$$
J^{2} \pi^{\dagger}=\left\{\omega \in \Lambda_{2}^{m}\left(J^{1} \pi\right) \mid p_{\alpha}^{i j}=p_{\alpha}^{j i} \text { for every } 1 \leqslant i, j \leqslant m, 1 \leqslant \alpha \leqslant n\right\}
$$

By definition, it is clear that this submanifold is $\pi_{J^{1} \pi}$-transverse. Therefore, $J^{2} \pi^{\dagger}$ fibers over $J^{1} \pi$, and we have the canonical projections

$$
\pi_{J^{1} \pi}^{\dagger}: J^{2} \pi^{\dagger} \rightarrow J^{1} \pi \quad ; \quad \bar{\pi}_{J^{1} \pi}^{\dagger}=\bar{\pi}^{1} \circ \pi_{J^{1} \pi}^{\dagger}: J^{2} \pi^{\dagger} \rightarrow M
$$

which are the natural restrictions of the canonical projections of $\Lambda_{2}^{m}\left(J^{1} \pi\right)$ to the submanifold $J^{2} \pi^{\dagger}$. From the induced coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{i j}\right)$ of $\Lambda_{2}^{m}\left(J^{1} \pi\right)$ we obtain the natural coordinates in $J^{2} \pi^{\dagger}$ adapted to the bundle structure, which are $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, where $|I|=2$. Then, the natural embedding $j_{s}: J^{2} \pi^{\dagger} \hookrightarrow \Lambda_{2}^{m}\left(J^{1} \pi\right)$ is given locally by

$$
\begin{gather*}
j_{s}^{*} x^{i}=x^{i} \quad ; \quad j_{s}^{*} u^{\alpha}=u^{\alpha} \quad ; \quad j_{s}^{*} u_{i}^{\alpha}=u_{i}^{\alpha} \quad ; \quad j_{s}^{*} p_{\alpha}^{i}=p_{\alpha}^{i} \\
j_{s}^{*} p_{\alpha}^{i j}=\frac{1}{n(i j)} p_{\alpha}^{1_{i}+1_{j}}, \quad \text { where } n(i j)= \begin{cases}1, & \text { if } i=j \\
2, & \text { if } i \neq j\end{cases} \tag{6.1}
\end{gather*}
$$

The submanifold $J^{2} \pi^{\dagger} \hookrightarrow \Lambda_{2}^{m}\left(J^{1} \pi\right)$ is called the extended 2-symmetric multimomentum bundle, and its dimension is given by

$$
\operatorname{dim} J^{2} \pi^{\dagger}=\operatorname{dim} \Lambda_{2}^{m}\left(J^{1} \pi\right)-\frac{n m(m-1)}{2}=m+n+2 m n+\frac{n m(m+1)}{2}+1
$$

In particular, this submanifold has $n m(m+1) / 2$ second-order multimomentum coordinates, as we want.
All the geometric structures defined in Section 1.4 .8 for $\Lambda_{2}^{m}\left(J^{1} \pi\right)$ restrict to $J^{2} \pi^{\dagger}$. In particular, let us denote $\Theta_{1}^{s}=j_{s}^{*} \Theta_{1} \in \Omega^{m}\left(J^{2} \pi^{\dagger}\right)$ and $\Omega_{1}^{s}=j_{s}^{*} \Omega_{1}=-\mathrm{d} \Theta_{1}^{s} \in \Omega^{m+1}\left(J^{2} \pi^{\dagger}\right)$ the pull-back of the Liouville $m$ and $(m+1)$-forms to $J^{2} \pi^{\dagger}$, which we call the symmetrized Liouville $m$ and ( $m+1$ )-forms. In addition, from the canonical pairing $\mathcal{C}: J^{2} \pi \times{ }_{J^{1} \pi} \Lambda_{2}^{m}\left(J^{1} \pi\right) \rightarrow \Lambda_{1}^{m}\left(J^{1} \pi\right)$, we can define a pairing $\mathcal{C}^{s}: J^{2} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\dagger} \rightarrow \Lambda_{1}^{m}\left(J^{1} \pi\right)$ as

$$
\mathcal{C}^{s}\left(j_{x}^{2} \phi, \omega\right)=\mathcal{C}\left(j_{x}^{2} \phi, j_{s}(\omega)\right)=\left(j^{1} \phi\right)_{j_{x}^{1} \phi}^{*} j_{s}(\omega),
$$

which we call the symmetrized canonical pairing. As in Section 1.4.8, since $\mathcal{C}^{s}$ takes values in $\Lambda_{1}^{m}\left(J^{1} \pi\right)$, there exists a function $C^{s} \in C^{\infty}\left(J^{2} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\dagger}\right)$ such that $C^{s}\left(j_{x}^{2} \phi, \omega\right) \cdot\left(\bar{\pi}_{J^{1} \pi}^{\dagger}\right)^{*} \eta=\left(j^{1} \phi\right)_{j_{x}^{1} \phi}^{*} j_{s}(\omega)$.

Let us compute in coordinates the local expressions of the symmetrized Liouville forms and of the symmetrized canonical pairing. Recall that, in the induced natural coordinates of $\Lambda_{2}^{m}\left(J^{1} \pi\right)$, the coordinate expressions of the Liouville forms are given by (1.17), and the canonical pairing $\mathcal{C}$ is given by (1.18). In the second-order case, the aforementioned local expressions are

$$
\begin{aligned}
& \Theta_{1}=p \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+p_{\alpha}^{i j} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \Omega_{1}=-\mathrm{d} p \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\mathrm{d} p_{\alpha}^{i j} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \mathcal{C}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{i j}\right)=\left(p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{i j} u_{1_{i}+1_{j}}^{\alpha}\right) \mathrm{d}^{m} x
\end{aligned}
$$

Then, bearing in mind the local expression (6.1) of the canonical embedding $j_{s}: J^{2} \pi^{\dagger} \hookrightarrow \Lambda_{2}^{m}\left(J^{1} \pi\right)$, the coordinate expressions of $\Theta_{1}^{s}$ and $\Omega_{1}^{s}$ become

$$
\begin{align*}
& \Theta_{1}^{s}=p \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\frac{1}{n(i j)} p_{\alpha}^{1_{i}+1_{j}} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \Omega_{1}^{s}=-\mathrm{d} p \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \tag{6.2}
\end{align*}
$$

while the local expression of the symmetrized canonical pairing is

$$
\begin{equation*}
\mathcal{C}^{s}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}\right) \mathrm{d}^{m} x . \tag{6.3}
\end{equation*}
$$

An important fact concerning the pull-back of the multisymplectic $(m+1)$-form $\Omega_{1}$ to $J^{2} \pi^{\dagger}$ is that it is multisymplectic in $J^{2} \pi^{\dagger}$. Since $\Omega_{1}^{s}=-\mathrm{d} \Theta_{1}^{s}$ is obviously closed, it suffices to show that this form is 1 -nondegenerate, that is, $i(X) \Omega_{1}^{s}=0$ if, and only if, $X=0$. In coordinates, let $X \in \mathfrak{X}\left(J^{2} \pi^{\dagger}\right)$ be a generic vector field locally given by

$$
X=f^{i} \frac{\partial}{\partial x^{i}}+F^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+g \frac{\partial}{\partial p}+G_{\alpha}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}
$$

Then, taking into account the coordinate expression 6.2 of the $(m+1)$-form $\Omega_{1}^{s}$, the $m$-form $i(X) \Omega_{1}^{s}$ is locally given by

$$
\begin{aligned}
i(X) \Omega_{1}^{s}=f^{k} & \left(\mathrm{~d} p \wedge \mathrm{~d}^{m-1} x_{k}-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-2} x_{i k}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-2} x_{j k}\right) \\
& +F^{\alpha} \mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d}^{m-1} x_{i}+F_{i}^{\alpha} \frac{1}{n(i j)} \mathrm{d} p^{1_{i}+1_{j}} \wedge \mathrm{~d}^{m-1} x_{j}-g \mathrm{~d}^{m} x-G_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i} \\
& -G_{\alpha}^{I} \sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \mathrm{d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}
\end{aligned}
$$

where $\mathrm{d}^{m-2} x_{j k}=i\left(\partial / \partial x^{k}\right) \mathrm{d}^{m-1} x_{j}$. From this coordinate expression it is clear that $i(X) \Omega_{1}^{s}=0$ if, and only if, $X=0$. Hence $\Omega_{1}^{s}$ is multisymplectic.

Finally, recall that in the extended Hamiltonian formalism described in Section 2.5 we define the restricted multimomentum bundle as the quotient of the extended multimomentum bundle by constant affine transformations along the fibers of $\pi^{1}$. Analogously, we define the restricted 2 -symmetric multimomentum bundle as the quotient bundle

$$
J^{2} \pi^{\ddagger}=J^{2} \pi^{\dagger} / \Lambda_{1}^{m}\left(J^{1} \pi\right)
$$

This bundle is endowed with some canonical projections: the natural quotient map, $\mu: J^{2} \pi^{\dagger} \rightarrow J^{2} \pi^{\ddagger}$, and the canonical projections $\pi_{J^{1} \pi}^{\ddagger}: J^{2} \pi^{\ddagger} \rightarrow J^{1} \pi$ and $\bar{\pi}_{J^{1} \pi}^{\ddagger}: J^{2} \pi^{\ddagger} \rightarrow M$, which satisfy $\pi_{J^{1} \pi}^{\dagger}=\pi_{J^{1} \pi}^{\ddagger} \circ \mu$ and $\bar{\pi}_{J^{1} \pi}^{\dagger}=\bar{\pi}_{J^{1} \pi}^{\ddagger} \circ \mu$.

Since the quotient $J^{2} \pi^{\ddagger}$ can be defined alternatively as the submanifold of $J^{1} \pi^{*}$ defined by the $n m(m-1) / 2$ local constraints $p_{\alpha}^{i j}-p_{\alpha}^{j i}=0$, natural coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{i j}\right)$ in $J^{1} \pi^{*}$ induce local coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$ in $J^{2} \pi^{\ddagger}$. Observe that

$$
\operatorname{dim} J^{2} \pi^{\ddagger}=\operatorname{dim} J^{2} \pi^{\dagger}-1=m+n+2 m n+\frac{n m(m+1)}{2}
$$

### 6.2 Lagrangian-Hamiltonian unified formalism

### 6.2.1 Geometrical setting

## Unified phase space and bundle structures. Local coordinates

According to the results in Section 2.5.3, let us consider the following fiber bundles

$$
\mathcal{W}=J^{3} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\dagger} \quad ; \quad \mathcal{W}_{r}=J^{3} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\ddagger},
$$

where $J^{2} \pi^{\dagger}$ and $J^{2} \pi^{\ddagger}$ are the extended and restricted 2 -symmetric multimomentum bundles defined in the previous Section, respectively. The bundles $\mathcal{W}$ and $\mathcal{W}_{r}$ are called the extended 2 -symmetric jetmultimomentum bundle and the restricted 2 -symmetric jet-multimomentum bundle, respectively.

The bundles $\mathcal{W}$ and $\mathcal{W}_{r}$ are endowed with the canonical projections

$$
\begin{array}{rlll}
\rho_{1}: \mathcal{W} \rightarrow J^{3} \pi & ; \quad \rho_{2}: \mathcal{W} \rightarrow J^{2} \pi^{\dagger} \quad ; \quad \rho_{J^{1} \pi}: \mathcal{W} \rightarrow J^{1} \pi \quad ; \quad \rho_{M}: \mathcal{W} \rightarrow M \\
\rho_{1}^{r}: \mathcal{W}_{r} \rightarrow J^{3} \pi \quad ; \quad \rho_{2}^{r}: \mathcal{W}_{r} \rightarrow J^{2} \pi^{\ddagger} \quad ; \quad \rho_{J^{1} \pi}^{r}: \mathcal{W}_{r} \rightarrow J^{1} \pi \quad ; \quad \rho_{M}^{r}: \mathcal{W}_{r} \rightarrow M
\end{array}
$$

In addition, the natural quotient map $\mu: J^{2} \pi^{\dagger} \rightarrow J^{2} \pi^{\ddagger}$ induces a surjective submersion $\mu_{\mathcal{W}}: \mathcal{W} \rightarrow \mathcal{W}_{r}$. Thus, we have the following commutative diagram


Let $\left(x^{i}, u^{\alpha}\right)$ be a set of local coordinates in $E$ adapted to the bundle structure and such that $\eta=$ $\mathrm{d} x^{1} \wedge \ldots \wedge \mathrm{~d} x^{m} \equiv \mathrm{~d}^{m} x$. Then, we denote by $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}\right)$ and $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$ the induced local coordinates in $J^{3} \pi$ and $J^{2} \pi^{\dagger}$, respectively, with $|I|=2$ and $|J|=3$. Thus, $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$ are the natural coordinates in $J^{2} \pi^{\ddagger}$, and the coordinates in $\mathcal{W}$ and $\mathcal{W}_{r}$ are $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$ and $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, respectively. Observe that

$$
\operatorname{dim} \mathcal{W}=m+n+2 n m+n m(m+1)+\frac{n m(m+1)(m+2)}{6}+1 \quad ; \quad \operatorname{dim} \mathcal{W}_{r}=\operatorname{dim} \mathcal{W}-1
$$

In these coordinates, the above projections have the following coordinate expressions

$$
\begin{aligned}
& \rho_{1}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\rho_{1}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}\right), \\
& \rho_{2}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right) \\
& \rho_{2}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right) \\
& \rho_{J^{k-1} \pi}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\rho_{J^{k-1} \pi}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}\right), \\
& \rho_{M}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\rho_{M}^{r}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}\right) .
\end{aligned}
$$

## Canonical geometric structures

The extended 2 -symmetric jet-multimomentum bundle $\mathcal{W}$ is endowed with some canonical geometric structures, which are the generalization to the second-order setting of the canonical structures introduced in Section 2.5.3

Let $\Theta_{1}^{s} \in \Omega^{m}\left(J^{2} \pi^{\dagger}\right)$ and $\Omega_{1}^{s} \in \Omega^{m+1}\left(J^{2} \pi^{\dagger}\right)$ be the symmetrized Liouville forms. Then we define the following forms in $\mathcal{W}$

$$
\Theta=\rho_{2}^{*} \Theta_{1}^{s} \in \Omega^{m}(\mathcal{W}) \quad ; \quad \Omega=\rho_{2}^{*} \Omega_{1}^{s} \in \Omega^{m+1}(\mathcal{W})
$$

Bearing in mind the local expressions 6.2 of the forms $\Theta_{1}^{s}$ and $\Omega_{1}^{s}$, and the coordinate expression of the projection $\rho_{2}$ given above, we obtain the coordinate expression of the these forms, which are

$$
\begin{aligned}
& \Theta=p \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\frac{1}{n(i j)} p_{\alpha}^{1_{i}+1_{j}} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \Omega=-\mathrm{d} p \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}
\end{aligned}
$$

Observe that, although $\Omega_{1}^{s}$ is multisymplectic, the $(m+1)$-form $\Omega$ is premultisymplectic, since it is closed and 1-degenerate. Indeed, let $X \in \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$. Then we have

$$
i(X) \Omega=i(X) \rho_{2}^{*} \Omega_{1}^{s}=\rho_{2}^{*}\left(i(Y) \Omega_{1}^{s}\right)
$$

where $Y \in \mathfrak{X}\left(J^{2} \pi^{\dagger}\right)$ is a vector field $\rho_{2}$-related with $X$. However, since $X$ is vertical with respect to $\rho_{2}$, we have $Y=0$, and therefore

$$
\rho_{2}^{*}\left(i(Y) \Omega_{1}\right)=\rho_{2}^{*}\left(i(0) \Omega_{1}^{s}\right)=0
$$

In particular, $\{0\} \nsubseteq \mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W}) \subseteq \operatorname{ker} \Omega$, and thus $\Omega$ is 1-degenerate. In coordinates, the $C^{\infty}(\mathcal{W})$-module $\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})$ is locally given by

$$
\begin{equation*}
\mathfrak{X}^{V\left(\rho_{2}\right)}(\mathcal{W})=\left\langle\frac{\partial}{\partial u_{I}^{\alpha}}, \frac{\partial}{\partial u_{J}^{\alpha}}\right\rangle, \tag{6.4}
\end{equation*}
$$

with $|I|=2$ and $|J|=3$.
The second canonical structure in $\mathcal{W}$ is the following.
Definition 6.1. The second-order coupling $m$-form in $\mathcal{W}$ is the $\rho_{M}$-semibasic $m$-form $\hat{\mathcal{C}} \in \Omega^{m}(\mathcal{W})$ defined as follows: for every $\left(j_{x}^{3} \phi, \omega\right) \in \mathcal{W}$ we have

$$
\hat{\mathcal{C}}\left(j_{x}^{3} \phi, \omega\right)=\mathcal{C}^{s}\left(\pi_{2}^{3}\left(j_{x}^{3} \phi\right), \omega\right)
$$

As $\hat{\mathcal{C}}$ is a $\rho_{M}$-semibasic $m$-form, there exists a function $\hat{C} \in C^{\infty}(\mathcal{W})$ such that $\hat{\mathcal{C}}=\hat{C} \cdot \rho_{M}^{*} \eta$. Bearing in mind the local expression 6.3) of $C^{s}$, the coordinate expression of the second-order coupling form is

$$
\begin{equation*}
\hat{\mathcal{C}}=\left(p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}\right) \mathrm{d}^{m} x . \tag{6.5}
\end{equation*}
$$

Let us denote $\hat{\mathcal{L}}=\left(\pi_{2}^{3} \circ \rho_{1}\right)^{*} \mathcal{L} \in \Omega^{m}(\mathcal{W})$. Since the second-order Lagrangian density is a $\bar{\pi}^{2}{ }^{-}$ semibasic form, we have that $\hat{\mathcal{L}}$ is a $\rho_{M}$-semibasic $m$-form, and thus we can write $\hat{\mathcal{L}}=\hat{L} \cdot \rho_{M}^{*} \eta$, where $\hat{L}=\left(\pi_{2}^{3} \circ \rho_{1}\right)^{*} L \in C^{\infty}(\mathcal{W})$ is the pull-back of the Lagrangian function associated with $\mathcal{L}$ and $\eta$. Then, we define a Hamiltonian submanifold

$$
\mathcal{W}_{o}=\{w \in \mathcal{W} \mid \hat{\mathcal{L}}(w)=\hat{\mathcal{C}}(w)\} \stackrel{j_{o}}{\hookrightarrow} \mathcal{W} .
$$

Since both $\hat{\mathcal{L}}$ and $\hat{\mathcal{C}}$ are $\rho_{M}$-semibasic $m$-forms, the submanifold $\mathcal{W}_{o}$ is defined by the constraint $\hat{C}-\hat{L}=0$. In local coordinates, bearing in mind the local expression 6.5) of $\hat{\mathcal{C}}$, the constraint function is

$$
p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}-\hat{L}=0, \quad(|I|=2)
$$

Proposition 6.1. The submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ is 1-codimensional, $\mu_{\mathcal{W}}$-transverse, and the map $\Phi=$ $\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}_{r}$ is a diffeomorphism.

Proof. This proof follows the same patterns as the proof of Proposition 5.1.
$\mathcal{W}_{o}$ is obviously 1 -codimensional, since it is defined by a single constraint function.
To see that $\Phi=\mu_{\mathcal{W}} \circ j_{o}: \mathcal{W}_{o} \rightarrow \mathcal{W}$ is a diffeomorphism, we show that it is one-to-one. First, for every $\left(j_{x}^{3} \phi, \omega\right) \in \mathcal{W}_{o}$, we have $L\left(\pi_{2}^{3}\left(j_{x}^{3} \phi\right)\right)=\hat{L}\left(j_{x}^{3} \phi, \omega\right)=\hat{C}\left(j_{x}^{3} \phi, \omega\right)$, and

$$
\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi, \omega\right)=\mu_{\mathcal{W}}\left(j_{x}^{3} \phi, \omega\right)=\left(j_{x}^{3} \phi, \mu(\omega)\right)=\left(j_{x}^{3} \phi,[\omega]\right)
$$

First, $\mu_{\mathcal{W}} \circ j_{o}$ is injective; in fact, let $\left(j_{x}^{3} \phi_{1}, \omega_{1}\right),\left(j_{x}^{3} \phi_{2}, \omega_{2}\right) \in \mathcal{W}_{o}$, then we wish to prove that

$$
\begin{aligned}
\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi_{1}, \omega_{1}\right)=\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi_{2}, \omega_{2}\right) & \Longleftrightarrow\left(j_{x}^{3} \phi_{1}, \omega_{1}\right)=\left(j_{x}^{3} \phi_{2}, \omega_{2}\right) \\
& \Longleftrightarrow j_{x}^{3} \phi_{1}=j_{x}^{3} \phi_{2} \text { and } \omega_{1}=\omega_{2}
\end{aligned}
$$

Now, using the previous expression for $\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi, \omega\right)$, we have

$$
\begin{aligned}
\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi_{1}, \omega_{1}\right)=\left(\mu_{\mathcal{W}} \circ j_{o}\right)\left(j_{x}^{3} \phi_{2}, \omega_{2}\right) & \Longleftrightarrow\left(j_{x}^{3} \phi_{1},\left[\omega_{1}\right]\right)=\left(j_{x}^{3} \phi_{2},\left[\omega_{2}\right]\right) \\
& \Longleftrightarrow j_{x}^{3} \phi_{1}=j_{x}^{3} \phi_{2} \text { and }\left[\omega_{1}\right]=\left[\omega_{2}\right] .
\end{aligned}
$$

Hence, by definition of $\mathcal{W}_{o}$, we have $L\left(\pi_{2}^{3}\left(j_{x}^{3} \phi_{1}\right)\right)=L\left(\pi_{2}^{3}\left(j_{x}^{3} \phi_{2}\right)\right)=\hat{C}\left(j_{x}^{3} \phi_{1}, \omega_{1}\right)=\hat{C}\left(j_{x}^{3} \phi_{2}, \omega_{2}\right)$. Locally, from the third equality we obtain

$$
p\left(\omega_{1}\right)+p_{\alpha}^{i}\left(\omega_{1}\right) u_{i}^{\alpha}\left(j_{x}^{3} \phi_{1}\right)+p_{\alpha}^{I}\left(\omega_{1}\right) u_{I}^{\alpha}\left(j_{x}^{3} \phi_{1}\right)=p\left(\omega_{2}\right)+p_{\alpha}^{i}\left(\omega_{2}\right) u_{i}^{\alpha}\left(j_{x}^{3} \phi_{2}\right)+p_{\alpha}^{I}\left(\omega_{2}\right) u_{I}^{\alpha}\left(j_{x}^{3} \phi_{2}\right)
$$

but $\left[\omega_{1}\right]=\left[\omega_{2}\right]$ implies $p_{\alpha}^{i}\left(\omega_{1}\right)=p_{\alpha}^{i}\left(\left[\omega_{1}\right]\right)=p_{\alpha}^{i}\left(\left[\omega_{2}\right]\right)=p_{\alpha}^{i}\left(\omega_{2}\right)$ and $p_{\alpha}^{I}\left(\omega_{1}\right)=p_{\alpha}^{I}\left(\left[\omega_{1}\right]\right)=p_{\alpha}^{I}\left(\left[\omega_{2}\right]\right)=$ $p_{\alpha}^{I}\left(\omega_{2}\right)$. Then $p\left(\omega_{1}\right)=p\left(\omega_{2}\right)$, and $\omega_{1}=\omega_{2}$.

Furthermore, $\mu_{\mathcal{W}} \circ j_{o}$ is surjective. In fact, given $\left(j_{x}^{3} \phi,[\omega]\right) \in \mathcal{W}_{r}$, we wish to find $\left(j_{x}^{3} \phi, \zeta\right) \in j_{o}\left(\mathcal{W}_{o}\right)$ such that $[\zeta]=[\omega]$. It suffices to take $[\zeta]$ such that, in local coordinates of $\mathcal{W}$,

$$
p_{\alpha}^{i}(\zeta)=p_{\alpha}^{i}([\zeta]) \quad, \quad p_{\alpha}^{I}(\zeta)=p_{\alpha}^{I}([\zeta]) \quad, \quad p(\zeta)=L\left(\pi_{2}^{3}\left(j_{x}^{3} \phi\right)\right)-p_{\alpha}^{i}([\omega]) u_{i}^{\alpha}\left(j_{x}^{3} \phi\right)-p_{\alpha}^{I}([\omega]) u_{I}^{\alpha}\left(j_{x}^{3} \phi\right)
$$

This $\zeta$ exists as a consequence of the definition of $\mathcal{W}_{o}$. Now, since $\mu_{\mathcal{W}} \circ j_{o}$ is a one-to-one submersion, then, by equality on the dimensions of $\mathcal{W}_{o}$ and $\mathcal{W}_{r}$, it is a one-to-one local diffeomorphism, and thus a global diffeomorphism.

Finally, in order to prove that $\mathcal{W}_{o}$ is $\mu_{\mathcal{W}}$-transversal, it is necessary to check if $\mathrm{L}(X)(\xi) \equiv X(\xi) \neq 0$, for every $X \in \operatorname{ker} \mathrm{~T} \mu_{\mathcal{W}}$ and every constraint function $\xi$ defining $\mathcal{W}_{o}$. Since $\mathcal{W}_{o}$ is defined by the constraint $\hat{C}-\hat{L}=0$ and $\operatorname{ker} \mathrm{T} \mu_{\mathcal{W}}=\langle\partial / \partial p\rangle$, we have

$$
\frac{\partial}{\partial p}(\hat{C}-\hat{L})=\frac{\partial}{\partial p}\left(p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}-\hat{L}\right)=1 \neq 0
$$

then $\mathcal{W}_{o}$ is $\mu_{\mathcal{W}}$-transverse.

As a consequence of Proposition 6.1, the submanifold $\mathcal{W}_{o}$ induces a section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ defined as $\hat{h}=j_{o} \circ \Phi^{-1}: \mathcal{W}_{r} \rightarrow \mathcal{W}$, which is called a Hamiltonian section of $\mu_{\mathcal{W}}$, or a Hamiltonian $\mu_{\mathcal{W}}$-section. This section is specified by giving the local Hamiltonian function

$$
\begin{equation*}
\hat{H}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}-\hat{L}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}\right), \tag{6.6}
\end{equation*}
$$

that is, $\hat{h}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha},-\hat{H}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$. Observe that $\hat{h}$ satisfies $\rho_{1}^{r}=\rho_{1} \circ \hat{h}$ and $\rho_{2}^{r}=\mu \circ \rho_{2} \circ \hat{h}$.

Using this Hamiltonian $\mu_{\mathcal{W}^{\prime}}$-section, we define the following forms in $\mathcal{W}_{r}: \Theta_{r}=\hat{h}^{*} \Theta \in \Omega^{m}\left(\mathcal{W}_{r}\right)$ and $\Omega_{r}=\hat{h}^{*} \Omega=-\mathrm{d} \Theta_{r} \in \Omega^{m+1}\left(\mathcal{W}_{r}\right)$ with local expressions

$$
\begin{align*}
& \Theta_{r}=-\hat{H} \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\frac{1}{n(i j)} p_{\alpha}^{1_{i}+1_{j}} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \Omega_{r}=\mathrm{d} \hat{H} \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \tag{6.7}
\end{align*}
$$

Then, the pair $\left(\mathcal{W}_{r}, \Omega_{r}\right)$ is a premultisymplectic Hamiltonian system.
Finally, as we have done in Chapters 3 and 5 for higher-order dynamical systems, we generalize the definition of holonomic sections and multivector fields to the unified setting in order to give a complete description of second-order Lagrangian field theories in terms of the Lagrangian-Hamiltonian formalism.

Definition 6.2. A section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic of type $s$ in $\mathcal{W}_{r}, 1 \leqslant s \leqslant 3$, if the projected section $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic of type $s$ in $J^{3} \pi$.

In coordinates, if $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, then the condition for $\psi$ to be holonomic of type $s$ in $\mathcal{W}_{r}$ gives the partial differential equations (1.10) with $k=3$ (or, equivalently, 1.11) with $k=3$ ).

Definition 6.3. A multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ is holonomic of type $s$ in $\mathcal{W}_{r}, 1 \leqslant s \leqslant 3$, if

1. $\mathcal{X}$ is integrable.
2. $\mathcal{X}$ is $\rho_{M}^{r}$-transverse.
3. The integral sections $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ of $\mathcal{X}$ are holonomic of type s in $\mathcal{W}_{r}$.

In natural coordinates, let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a locally decomposable and $\left(\rho_{M}^{r}\right)$-transverse multivector field locally given by

$$
\mathcal{X}=\bigwedge_{j=1}^{m} f_{j}\left(\frac{\partial}{\partial x^{j}}+F_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, j}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I, j}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right)
$$

with $f_{j}$ non-vanishing local functions. Then, the condition for $\mathcal{X}$ to be holonomic of type $s$ in $\mathcal{W}_{r}$ gives equations 1.32 with $k=3$. In particular, the local expression for a locally decomposable holonomic of type 1 multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ is

$$
\mathcal{X}=\bigwedge_{j=1}^{m} f_{j}\left(\frac{\partial}{\partial x^{j}}+u_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+u_{1_{i}+1_{j}}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+u_{I+1_{j}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right)
$$

### 6.2.2 Field equations

In this Section we state the field equations for a second-order classical field theory in the unified formalism. The equations are given in two different ways: first we state the geometric equation for sections, and then the geometric equation for multivector fields. Both equations are analyzed locally in-depth. Finally, we prove that these two ways of obtaining the field equations are equivalent.

## Field equations for sections

The second-order Lagrangian-Hamiltonian problem for sections associated with the premultisymplectic system $\left(\mathcal{W}_{r}, \Omega_{r}\right)$ consists in finding holonomic sections $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ satisfying the following condition

$$
\begin{equation*}
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \tag{6.8}
\end{equation*}
$$

In the natural coordinates of $\mathcal{W}_{r}$, let $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ be a generic vector field given by

$$
\begin{equation*}
X=f^{i} \frac{\partial}{\partial x^{i}}+F^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha}^{I} \frac{\partial}{\partial p_{\alpha}^{I}} \tag{6.9}
\end{equation*}
$$

Then, bearing in mind the local expression 6.2 of $\Omega_{r}$, the $m$-form $i(X) \Omega_{r}$ is given locally by

$$
\begin{aligned}
i(X) \Omega_{r}= & f^{k}\left(-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-2} x_{i k}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-2} x_{j k}-u_{i}^{\alpha} \mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d}^{m-1} x_{k}\right. \\
& -p_{\alpha}^{i} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{k}-u_{I}^{\alpha} \mathrm{d} p_{\alpha}^{I} \wedge \mathrm{~d}^{m-1} x_{k}-p_{\alpha}^{I} \mathrm{~d} u_{I}^{\alpha} \wedge \mathrm{d}^{m-1} x_{k}+\frac{\partial \hat{L}}{\partial u^{\alpha}} \mathrm{d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{k} \\
& \left.+\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}} \mathrm{d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{k}+\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} \mathrm{d} u_{I}^{\alpha} \wedge \mathrm{d}^{m-1} x_{k}\right)+F^{\alpha}\left(\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d}^{m-1} x_{i}-\frac{\partial \hat{L}}{\partial u^{\alpha}} \mathrm{d}^{m} x\right) \\
+ & F_{i}^{\alpha}\left(\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d}^{m-1} x_{j}+p_{\alpha}^{i} \mathrm{~d}^{m} x-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}} \mathrm{d}^{m} x\right)+F_{I}^{\alpha}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right) \mathrm{d}^{m} x \\
+ & G_{\alpha}^{i}\left(u_{i}^{\alpha} \mathrm{d}^{m} x-\mathrm{d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}\right)+G_{\alpha}^{I}\left(u_{I}^{\alpha} \mathrm{d}^{m} x-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \mathrm{d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}\right)
\end{aligned}
$$

Thus, taking the pull-back of this last expression by a section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ with local expression

$$
\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right), u_{i}^{\alpha}\left(x^{i}\right), u_{I}^{\alpha}\left(x^{i}\right), u_{J}^{\alpha}\left(x^{i}\right), p_{\alpha}^{i}\left(x^{i}\right), p_{\alpha}^{I}\left(x^{i}\right)\right),
$$

we obtain the following $\rho_{M}^{r}$-semibasic $m$-form

$$
\begin{aligned}
\psi^{*} i(X) \Omega_{r}= & {\left[f ^ { k } \left(\frac{\partial p_{\alpha}^{i}}{\partial x^{k}} \frac{\partial u^{\alpha}}{\partial x^{i}}+\frac{\partial p_{\alpha}^{i}}{\partial x^{i}} \frac{\partial u^{\alpha}}{\partial x^{k}}+\frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{k}} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}+\frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}} \frac{\partial u_{i}^{\alpha}}{\partial x^{k}}-u_{i}^{\alpha} \frac{\partial p_{\alpha}^{i}}{\partial x^{k}}-p_{\alpha}^{i} \frac{\partial u_{i}^{\alpha}}{\partial x^{k}}\right.\right.} \\
& \left.-u_{I}^{\alpha} \frac{\partial p_{\alpha}^{I}}{\partial x^{k}}-p_{\alpha}^{I} \frac{\partial u_{I}^{\alpha}}{\partial x^{k}}+\frac{\partial \hat{L}}{\partial u^{\alpha}} \frac{\partial u^{\alpha}}{\partial x^{k}}+\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}} \frac{\partial u_{i}^{\alpha}}{\partial x^{k}}+\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} \frac{\partial u_{I}^{\alpha}}{\partial x^{k}}\right)+F^{\alpha}\left(\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}-\frac{\partial \hat{L}}{\partial u^{\alpha}}\right) \\
& +F_{i}^{\alpha}\left(\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right)+F_{I}^{\alpha}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right)+G_{\alpha}^{i}\left(u_{i}^{\alpha}-\frac{\partial u^{\alpha}}{\partial x^{i}}\right) \\
& \left.+G_{\alpha}^{I}\left(u_{I}^{\alpha}-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}\right)\right] \mathrm{d}^{m} x .
\end{aligned}
$$

Finally, requiring this last expression to vanish for every vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ (that is, the equality must hold for every local function $f^{i}, F^{\alpha}, F_{i}^{\alpha}, F_{I}^{\alpha}, G_{\alpha}^{i}, G_{\alpha}^{I}$ ) we obtain the following system of equations

$$
\begin{align*}
\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}-\frac{\partial \hat{L}}{\partial u^{\alpha}} & =0  \tag{6.10}\\
\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}} & =0  \tag{6.11}\\
p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} & =0  \tag{6.12}\\
u_{i}^{\alpha}-\frac{\partial u^{\alpha}}{\partial x^{i}}=0 \quad ; \quad u_{I}^{\alpha}-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}} & =0 \tag{6.13}
\end{align*}
$$

A long but straightforward calculation shows that the $m$ equations along the coefficients $f^{k}$ are a combination of the others, and thus we omit them. Observe that equations 6.13) give partially the holonomy
condition for the section $\psi$, but since we required this condition from the beginning, these equations are automatically satisfied. On the other hand, equations (6.12) do not involve any partial derivative of the component functions of $\psi$ : they are point-wise algebraic conditions that must be fulfilled for every section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ solution to the field equation 6.8). These equations arise from the $\rho_{2}^{r}$-vertical part of the vector fields $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, as it is shown in the following result.
Lemma 6.2. If $X \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)$, then $i(X) \Omega_{r} \in \Omega^{m}\left(\mathcal{W}_{r}\right)$ is $\rho_{M}^{r}$-semibasic.
Proof. This result is easy to prove in coordinates. In the natural coordinates of $\mathcal{W}_{r}$, the $C^{\infty}\left(\mathcal{W}_{r}\right)$-module of $\rho_{2}^{r}$-vertical vector fields is given by (6.4), that is,

$$
\mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)=\left\langle\frac{\partial}{\partial u_{I}^{\alpha}}\right\rangle
$$

with $2 \leqslant|I| \leqslant 3$. Then, bearing in mind the local expression (6.7) of $\Omega_{r}$, we have

$$
i\left(\frac{\partial}{\partial u_{I}^{\alpha}}\right) \Omega_{r}= \begin{cases}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right) \mathrm{d}^{m} x, & \text { for }|I|=2 \\ 0=0 \cdot \mathrm{~d}^{m} x, & \text { for }|I|>2\end{cases}
$$

Thus, in both cases we obtain a $\rho_{M}^{r}$-semibasic $m$-form.
As a consequence of this result, we can define the submanifold

$$
\begin{equation*}
\mathcal{W}_{c}=\left\{w \in \mathcal{W}_{r} \mid\left(i(X) \Omega_{r}\right)(w)=0 \text { for every } X \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)\right\} \stackrel{j_{c}}{\hookrightarrow} \mathcal{W}_{r} \tag{6.14}
\end{equation*}
$$

where every section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ solution to the equation 6.8 must take values. This submanifold is called the first constraint submanifold of the premultisymplectic system $\left(\mathcal{W}_{r}, \Omega_{r}\right)$, and has codimension $n m(m+1) / 2$.

As we have seen in the proof of Lemma 6.2, the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ is locally defined by the constraints 6.12). In combination with equations 6.11, we have the following result, which is the analogous to Propositions 3.2 and 5.3 in second-order field theories.

Proposition 6.3. A solution $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ to equation 6.8. takes values in a nm-codimensional submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{c}$ which is identified with the graph of a bundle map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ over $J^{1} \pi$ defined in coordinates by

$$
\begin{equation*}
\mathcal{F} \mathcal{L}^{*} p_{\alpha}^{i}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{\alpha}^{I}=\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} \tag{6.15}
\end{equation*}
$$

Proof. Since $\mathcal{W}_{c}$ is defined locally by the constraints (6.12), it suffices to prove that these contraints, together with the remaining local equations for the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ to be a solution to the equation (6.8), give rise to the local functions defining the map given above, and thus to the submanifold $\mathcal{W}_{\mathcal{L}}$.

Replacing $p_{\alpha}^{I}$ by $\partial \hat{L} / \partial u_{I}^{\alpha}$ in equations (6.11), we obtain

$$
p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}}=0
$$

Therefore, these constraints define a submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{c}$, which can be identified with the graph of a map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ given by

$$
\begin{gathered}
\mathcal{F} \mathcal{L}^{*} x^{i}=x^{i} \quad ; \quad \mathcal{F} \mathcal{L}^{*} u^{\alpha}=u^{\alpha} \quad ; \quad \mathcal{F} \mathcal{L}^{*} u_{i}^{\alpha} \\
\mathcal{F} \mathcal{L}^{*} p_{\alpha}^{i}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p_{\alpha}^{I}=\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}
\end{gathered}
$$

Definition 6.4. The bundle map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ over $J^{1} \pi$ is called the restricted Legendre map associated with the second-order Lagrangian density $\mathcal{L}$.

Observe that $\operatorname{dim} \mathcal{W}_{\mathcal{L}}=\operatorname{dim} J^{3} \pi=m+n+m n+n m(m+1) / 2+n m(m+1)(m+2) / 6$.
Remark. The terminology "Legendre map" is justified, since $\mathcal{F} \mathcal{L}$ is a fiber bundle morphism from the Lagrangian phase space to the Hamiltonian phase space that identifies the multimomenta coordinates with functions on partial derivatives of the Lagrangian function, and thus generalizes the Legendre map in first-order field theories (see [68, 79]), and first-order and higher-order mechanics (see 11 for first-order mechanics and 62 for the higher-order setting).

According to [140], we can give the following definition.
Definition 6.5. A second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ is regular if, for every point $j_{x}^{3} \phi \in J^{3} \pi$, we have

$$
\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{3} \phi\right)\right)=\operatorname{dim} J^{2} \pi+\operatorname{dim} J^{1} \pi-\operatorname{dim} E=\operatorname{dim} J^{2} \pi^{\ddagger}
$$

Otherwise, the Lagrangian density is said to be singular.
Hence, a second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ is regular if, and only if, the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ associated to $\mathcal{L}$ is a submersion onto $J^{2} \pi^{\ddagger}$. This implies that there exist local sections of $\mathcal{F} \mathcal{L}$, that is, maps $\sigma: U \rightarrow J^{3} \pi$, with $U \subset J^{2} \pi^{\ddagger}$ an open set, such that $\mathcal{F} \mathcal{L} \circ \sigma=\mathrm{Id}_{U}$. If $\mathcal{F} \mathcal{L}$ admits a global section $\Upsilon: J^{2} \pi^{\ddagger} \rightarrow J^{3} \pi$, then the Lagrangian density is said to be hyperregular.

Observe that $\operatorname{dim} J^{3} \pi \geqslant J^{2} \pi^{\ddagger}$, since

$$
m+n+n m+\frac{n m(m+1)}{2}+\frac{n m(m+1)(m+2)}{6} \geqslant m+n+2 n m+\frac{n m(m+1)}{2}
$$

and the equality holds if, and only if, $m=1$. Therefore, unlike in higher-order mechanics (see Chapters 3 and 5) or first-order field theories (see Section 2.5), the Legendre map in second-order field theories cannot be a local diffeomorphism due to dimension restrictions.

Computing the local expression of the tangent map to $\mathcal{F} \mathcal{L}$ in a natural chart of $J^{3} \pi$, the regularity condition for the Lagrangian density $\mathcal{L}$ is equivalent to

$$
\operatorname{det}\left(\frac{\partial^{2} L}{\partial u_{I}^{\beta} \partial u_{K}^{\alpha}}\right)\left(j_{x}^{3} \phi\right) \neq 0, \quad \text { for every } j_{x}^{3} \phi \in J^{3} \pi
$$

where $|I|=|K|=2$. That is, the Hessian of the Lagrangian function associated with $\mathcal{L}$ and $\eta$ with respect to the highest order "velocities" is a regular matrix at every point, which is the usual definition of regular Lagrangian densities.

Note that since $\mathcal{W}_{r}$ is diffeomorphic to the submanifold $\mathcal{W}_{o} \hookrightarrow \mathcal{W}$ by Proposition 6.1, and $\mathcal{W}_{o}$ is defined locally by the constraint $p+p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} u_{I}^{\alpha}-\hat{L}=0$, the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ can be extended in a canonical way to a map $\overline{\mathcal{F} \mathcal{L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$, defining $\widetilde{\mathcal{F}}^{*} p$ as the pull-back of the local Hamiltonian function $-\hat{H}$. This enables us to state the following result, which is a straightforward consequence of Proposition 6.3, and is the analogous to Corollary 5.4 on second-order field theories.
Corollary 6.4. The submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}$ is the graph of a bundle map $\widetilde{\mathcal{F} \mathcal{L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$ over $J^{1} \pi$ defined locally by

$$
\begin{align*}
& \widetilde{\mathcal{F}}^{*} p_{\alpha}^{i}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}}\left(\frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}}\right) \quad ; \quad \widetilde{\mathcal{F}}^{*} p_{\alpha}^{I}=\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}, \\
& \widetilde{\mathcal{F}}^{*} p=\hat{L}-u_{i}^{\alpha}\left(\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}}\left(\frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}}\right)\right)-u_{I}^{\alpha} \frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}, \tag{6.16}
\end{align*}
$$

and satisfying $\mathcal{F} \mathcal{L}=\mu \circ \widetilde{\mathcal{F} \mathcal{L}}$.

The bundle map $\widetilde{\mathcal{F L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$ is the extended Legendre map associated with the Lagrangian density $\mathcal{L}$. An important result concerning both Legendre maps is the following, which is the analogous to Proposition 5.5 for second-order field theories.
Proposition 6.5. For every $j_{x}^{3} \phi \in J^{3} \pi$ we have $\operatorname{rank}\left(\widetilde{\mathcal{F} \mathcal{L}}\left(j_{x}^{3} \phi\right)\right)=\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{3} \phi\right)\right)$.
Following the same patterns as in 44 for first-order mechanical systems, the proof of this result consists in computing in a natural chart of coordinates the local expressions of the Jacobian matrices of both maps, $\widehat{\mathcal{F} \mathcal{L}}$ and $\mathcal{F} \mathcal{L}$. Then, observe that the ranks of both maps depend on the rank of the Hessian matrix of the Lagrangian function with respect to the highest order velocities, and that the additional row in the Jacobian matrix of $\overline{\mathcal{F} \mathcal{L}}$ is a combination of the others. Since it is just a long calculation in coordinates, we omit the proof of this result.

Notice that the component functions $u_{J}^{\alpha}$ with $|J|=3$ of the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ are not yet determined, since the coordinate expression of the field equation 6.8 does not give any condition on these functions. In fact, these functions are determined by the equations 6.10 and 6.11). Indeed, since the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ must take values in the submanifold $\mathcal{W}_{\mathcal{L}}$ given by Proposition 6.3 then by replacing the local expression of the restricted Legendre map in equations 6.10 and 6.11 we obtain the second-order Euler-Lagrange equations for field theories

$$
\begin{equation*}
\left.\frac{\partial \hat{L}}{\partial u^{\alpha}}\right|_{\psi}-\left.\frac{d}{d x^{i}} \frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right|_{\psi}+\left.\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right|_{\psi}=0, \quad(1 \leqslant \alpha \leqslant n) \tag{6.17}
\end{equation*}
$$

Finally, observe that since the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ must take values in the submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, it is natural to consider the restriction of equation (6.8) to the submanifold $\mathcal{W}_{\mathcal{L}}$; that is, to restrict the set of vector fields to those tangent to $\mathcal{W}_{\mathcal{L}}$. Nevertheless, the new equation may not be equivalent to the former. The following result gives a sufficient condition for these two equations to be equivalent.
Proposition 6.6. If $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic in $\mathcal{W}_{r}$, then the equation 6.8) is equivalent to

$$
\begin{equation*}
\psi^{*} i(Y) \Omega_{r}=0, \quad \text { for every } Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \text { tangent to } \mathcal{W}_{\mathcal{L}} \tag{6.18}
\end{equation*}
$$

Proof. We prove this result in coordinates. First of all, let us compute the coordinate expression of a vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$. Let $X$ be a generic vector field locally given by (6.9), that is,

$$
X=f^{i} \frac{\partial}{\partial x^{i}}+F^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}
$$

Then, since $\mathcal{W}_{\mathcal{L}}$ is the submanifold of $\mathcal{W}_{r}$ defined locally by the $n m+n m(m+1) / 2$ constraint functions $\xi_{\alpha}^{i}, \xi_{\alpha}^{I}$ with coordinate expressions

$$
\xi_{\alpha}^{i}=p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}} \quad ; \quad \xi_{\alpha}^{I}=p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}},
$$

then the tangency condition of $X$ along $\mathcal{W}_{\mathcal{L}}$, which is $\mathrm{L}(X) \xi_{\alpha}^{i}=\mathrm{L}(X) \xi_{\alpha}^{I}=0$ (on $\mathcal{W}_{\mathcal{L}}$ ), gives the following relation on the component functions of $X$

$$
\begin{aligned}
G_{\alpha}^{i}= & f^{k}\left(\frac{\partial^{2} \hat{L}}{\partial x^{k} \partial u_{i}^{\alpha}}-\frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial^{2} \hat{L}}{\partial x^{k} \partial u_{1_{i}+1_{j}}^{\alpha}}\right)+F^{\beta}\left(\frac{\partial^{2} \hat{L}}{\partial u^{\beta} \partial u_{i}^{\alpha}}-\frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial^{2} \hat{L}}{\partial u^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}\right) \\
& +F_{k}^{\beta}\left(\frac{\partial^{2} \hat{L}}{\partial u_{k}^{\beta} \partial u_{i}^{\alpha}}-\frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial^{2} \hat{L}}{\partial u_{k}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}\right)+F_{I}^{\beta}\left(\frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{i}^{\alpha}}-\frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}\right) \\
& -\frac{1}{n(i j)}\left(F_{j}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}+F_{1_{k}+1_{j}}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{k}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}+F_{I+1_{j}}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}\right), \\
G_{\alpha}^{I}= & f^{i} \frac{\partial^{2} \hat{L}}{\partial x^{i} \partial u_{I}^{\alpha}}+F^{\beta} \frac{\partial^{2} \hat{L}}{\partial u^{\beta} \partial u_{I}^{\alpha}}+F_{i}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{i}^{\beta} \partial u_{I}^{\alpha}}+F_{J}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{J}^{\beta} \partial u_{I}^{\alpha}} .
\end{aligned}
$$

Hence, the tangency condition enables us to write the component functions $G_{\alpha}^{i}, G_{\alpha}^{I}$ as functions $\widetilde{G}_{\alpha}^{i}, \widetilde{G}_{\alpha}^{I}$ depending on the rest of the components $f^{i}, F^{\alpha}, F_{i}^{\alpha}, F_{I}^{\alpha}, F_{J}^{\alpha}$.

Now, if $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, then the equation g.8 gives in coordinates

$$
\begin{aligned}
\psi^{*} i(X) \Omega_{r}= & {\left[f^{k}(\cdots)+F^{\alpha}\left(\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}-\frac{\partial \hat{L}}{\partial u^{\alpha}}\right)+F_{i}^{\alpha}\left(\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right)\right.} \\
& \left.+F_{I}^{\alpha}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right)+G_{\alpha}^{i}\left(-\frac{\partial u^{\alpha}}{\partial x^{i}}+u_{i}^{\alpha}\right)+G_{\alpha}^{I}\left(u_{I}^{\alpha}-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}\right)\right] \mathrm{d}^{m} x .
\end{aligned}
$$

where the terms $(\cdots)$ contain a long expression with several partial derivatives of the component functions and the Lagrangian function, which is not relevant in this proof. On the other hand, if we take a vector field $Y$ tangent to $\mathcal{W}_{\mathcal{L}}$, then we must replace the component functions $G_{\alpha}^{i}$ and $G_{\alpha}^{I}$ by $\widetilde{G}_{\alpha}^{i}$ and $\widetilde{G}_{\alpha}^{I}$ in the previous equation, thus obtaining

$$
\begin{aligned}
\psi^{*} i(Y) \Omega_{r}= & {\left[f^{k}(\cdots)+F^{\alpha}\left(\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}-\frac{\partial \hat{L}}{\partial u^{\alpha}}\right)+F_{i}^{\alpha}\left(\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right)\right.} \\
& \left.+F_{I}^{\alpha}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right)+\widetilde{G}_{\alpha}^{i}\left(-\frac{\partial u^{\alpha}}{\partial x^{i}}+u_{i}^{\alpha}\right)+\widetilde{G}_{\alpha}^{I}\left(u_{I}^{\alpha}-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}\right)\right] \mathrm{d}^{m} x .
\end{aligned}
$$

Finally, if $\psi$ is holonomic, then equations (6.13) are satisfied, and the last two terms of both $i(X) \Omega_{r}$ and $i(Y) \Omega_{r}$ vanish, thus obtaining

$$
\begin{aligned}
\psi^{*} i(X) \Omega_{r}= & {\left[f^{k}(\cdots)+F^{\alpha}\left(\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}-\frac{\partial \hat{L}}{\partial u^{\alpha}}\right)+F_{i}^{\alpha}\left(\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{\alpha}+1_{j}}}{\partial x^{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right)\right.} \\
& \left.+F_{I}^{\alpha}\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right)\right] \mathrm{d}^{m} x=\psi^{*} i(Y) \Omega_{r}
\end{aligned}
$$

Hence, we have $i(X) \Omega_{r}=0$ if, and only if, $i(Y) \Omega_{r}=0$.

## Remarks.

- Observe that, contrary to first-order field theories the holonomy condition is not recovered from the coordinate expression of the field equations (see Section 2.5.3). Moreover, in this case, unlike in higher-order time-dependent mechanical systems, not even a condition for the holonomy of type 2 can be obtained (see Sections 3.2 and 5.1). This is due to the constraints $p_{\alpha}^{i j}-p_{\alpha}^{j i}=0$ introduced in Section 6.1 to define both the extended and restricted 2 -symmetric multimomentum bundles. Hence, the full holonomy condition is necessarily required in this formalism.
It is important to point out that, although the holonomy condition cannot be obtained from the field equation, a holonomic section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ satisfies the local equations 6.13). Hence, a holonomic section can be a solution to the equation (6.8).
- The regularity of the Lagrangian density seems to play a secondary role in this formulation, because the holonomy of the section solution to the equation 6.8 is necessarily required, regardless of the regularity of the Lagrangian density given. Nevertheless, recall that the Euler-Lagrange equations 6.17) may not be compatible if the second-order Lagrangian density is singular, and thus the regularity of $\mathcal{L}$ still determines if the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ solution to the equation 6.8 lies in $\mathcal{W}_{\mathcal{L}}$ or in a submanifold of $\mathcal{W}_{\mathcal{L}}$. If $\mathcal{L}$ is singular, in the most favorable cases, there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ where the section $\psi$ takes values.


## Field equations for multivector fields

The second-order Lagrangian-Hamiltonian problem for multivector fields associated with the premultisymplectic manifold $\left(\mathcal{W}_{r}, \Omega_{r}\right)$ consists in finding a class of locally decomposable holonomic multivector fields $\{\mathcal{X}\} \subset \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ satisfying the following field equation

$$
\begin{equation*}
i(\mathcal{X}) \Omega_{r}=0, \quad \text { for every } \mathcal{X} \in\{\mathcal{X}\} \subseteq \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right) \tag{6.19}
\end{equation*}
$$

Since the $(m+1)$-form $\Omega_{r}$ is premultisymplectic, equation $\sqrt{6.19}$ may not admit a global solution $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, but only defined on some submanifold of $\mathcal{W}_{r}$. Using an adapted version of the constraint algorithm described in Section 1.7 for premultisymplectic manidolds [46, we have the following result.

Proposition 6.7. A solution $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ to equation 6.19) exists only on the points of the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ defined by

$$
\begin{aligned}
\mathcal{W}_{c} & =\left\{w \in \mathcal{W}_{r} \mid(i(Z) \mathrm{d} \hat{H})(w)=0, \text { for every } Z \in \operatorname{ker} \Omega\right\} \\
& =\left\{w \in \mathcal{W}_{r} \mid\left(i(Y) \Omega_{r}\right)(w)=0, \text { for every } Y \in \mathfrak{X}^{V\left(\rho_{2}^{r}\right)}\left(\mathcal{W}_{r}\right)\right\}
\end{aligned}
$$

The submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ is the so-called compatibility submanifold for the premultisymplectic system $\left(\mathcal{W}_{r}, \Omega_{r}\right)$. Observe that we denoted this submanifold by $\mathcal{W}_{c}$, which is the notation used for the first constraint submanifold defined in 6.14). Indeed, both submanifolds are equal. In order to prove this, recall that the first constraint submanifold is defined locally by the constraints $p_{\alpha}^{I}-\partial \hat{L} / u_{I}^{\alpha}=0$. Hence, it suffices to prove that the compatibility submanifold given by Proposition 6.7 is defined locally by the same constraints.

In fact, in natural coordinates, the coordinate expression for the local Hamiltonian function $\hat{H}$ is given by (6.6), and thus we have

$$
\mathrm{d} \hat{H}=-\frac{\partial \hat{L}}{\partial u^{\alpha}} \mathrm{d} u^{\alpha}+\left(p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right) \mathrm{d} u_{i}^{\alpha}+\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right) \mathrm{d} u_{I}^{\alpha}+u_{i}^{\alpha} \mathrm{d} p_{\alpha}^{i}+u_{I}^{\alpha} \mathrm{d} p_{\alpha}^{I}
$$

Now, bearing in mind that ker $\Omega$ is the $(n m(m+1) / 2+n m(m+1)(m+2) / 6)$-dimensional $C^{\infty}(\mathcal{W})$-module locally given by (6.4), the functions $i(Z) \mathrm{d} \hat{H}$ for $Z \in \operatorname{ker} \Omega$ have the following coordinate expressions

$$
i\left(\frac{\partial}{\partial u_{I}^{\alpha}}\right) \mathrm{d} \hat{H}=p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} \text { for }|I|=2 \quad ; \quad i\left(\frac{\partial}{\partial u_{J}^{\alpha}}\right) \mathrm{d} \hat{H}=0 \text { for }|J|=3
$$

Therefore, the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ is locally defined by the $n m(m+1) / 2$ constraints $p_{\alpha}^{I}-\partial \hat{L} / \partial u_{I}^{\alpha}=0$. In particular, it is equal to the submanifold defined in (6.14), and we have

$$
\operatorname{dim} \mathcal{W}_{c}=\operatorname{dim} \mathcal{W}_{r}-n m(m+1) / 2=m+n+2 m n+\frac{n m(m+1)}{2}+\frac{n m(m+1)(m+2)}{6}
$$

Now we compute the coordinate expression of the equation (6.19) in a local chart of $\mathcal{W}_{r}$. From the results in Section 1.6 and [75], a representative $\mathcal{X}$ of a class of locally decomposable, integrable and $\rho_{M}^{r}$-transverse $m$-vector fields $\{\mathcal{X}\} \subset \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ can be written in coordinates

$$
\begin{equation*}
\mathcal{X}=f \bigwedge_{j=1}^{m}\left(\frac{\partial}{\partial x^{j}}+F_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, j}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I, j}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right) \tag{6.20}
\end{equation*}
$$

where $f$ is a non-vanishing local function. Taking $f=1$ as a representative of the equivalence class, the
contraction $i(\mathcal{X}) \Omega_{r}$ gives locally the following 1-form

$$
\begin{aligned}
i(\mathcal{X}) \Omega_{r}= & \left(G_{\alpha, k}^{i} F_{i}^{\alpha}+G_{\alpha, i}^{i} F_{k}^{\alpha}+\frac{1}{n(i j)} G_{\alpha, k}^{1_{i}+1_{j}} F_{i, j}^{\alpha}+\frac{1}{n(i j)} G_{\alpha, j}^{1_{i}+1_{j}} F_{i, k}^{\alpha}-u_{i}^{\alpha} G_{\alpha, k}^{i}-p_{\alpha}^{i} F_{i, k}^{\alpha}\right. \\
& \left.-u_{I}^{\alpha} G_{\alpha, k}^{I}-p_{\alpha}^{I} F_{I, k}^{\alpha}+\frac{\partial \hat{L}}{\partial u^{\alpha}} F_{k}^{\alpha}+\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}} F_{i, k}^{\alpha}+\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}} F_{I, k}^{\alpha}\right) \mathrm{d} x^{k}+\left(\sum_{i=1}^{m} G_{\alpha, i}^{i}-\frac{\partial \hat{L}}{\partial u^{\alpha}}\right) \mathrm{d} u^{\alpha} \\
& +\left(\sum_{j=1}^{m} \frac{1}{n(i j)} G_{\alpha, j}^{1_{i}+1_{j}}+p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}\right) \mathrm{d} u_{i}^{\alpha}+\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right) \mathrm{d} u_{I}^{\alpha}+\left(u_{j}^{\alpha}-F_{j}^{\alpha}\right) \mathrm{d} p_{\alpha}^{j} \\
& +\left(u_{I}^{\alpha}-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} F_{i, j}^{\alpha}\right) \mathrm{d} p_{\alpha}^{I}
\end{aligned}
$$

Then, requiring this 1 -form to vanish, we obtain the coordinate expression of equation (6.19), which is the following system of equations

$$
\begin{array}{r}
F_{j}^{\alpha}=u_{j}^{\alpha} ; \sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} F_{i, j}^{\alpha}=u_{I}^{\alpha} \\
\sum_{i=1}^{m} G_{\alpha, i}^{i}=\frac{\partial \hat{L}}{\partial u^{\alpha}} \\
\sum_{j=1}^{m} \frac{1}{n(i j)} G_{\alpha, j}^{1_{i}+1_{j}}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-p_{\alpha}^{i} \\
p_{\alpha}^{K}-\frac{\partial \hat{L}}{\partial u_{K}^{\alpha}}=0, \quad|K|=2 \tag{6.24}
\end{array}
$$

The $m$ additional equations alongside the 1 -forms $\mathrm{d} x^{i}$ are a straightforward consequence of the others and the tangency condition that follows, and thus we omit them. Therefore, a locally decomposable and $\rho_{M}^{r}$-transverse multivector field solution to the field equation 6 . 6.19 given in coordinates by

$$
\mathcal{X}=\bigwedge_{j=1}^{m}\left(\frac{\partial}{\partial x^{j}}+u_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, j}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I, j}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right)
$$

where the functions $F_{i, j}^{\alpha}, G_{\alpha, j}^{i}$ and $G_{\alpha, j}^{I}$ must satisfy the equations 6.21, 6.22) and 6.23). Note that most of the component functions remain undetermined, and that there can be several different functions satisfying the aforementioned equations. However, recall that the statement of the problem requires the class of multivector fields to be holonomic. In coordinates, this implies that equations 1.32 are satisfied with $k=3$ and $r=1$, and, more particularly, equations 6.21) are satisfied. Thus, a locally decomposable and holonomic multivector field $\mathcal{X}$ solution to the field equation 6.19 has the following coordinate expression

$$
\mathcal{X}=\bigwedge_{j=1}^{m}\left(\frac{\partial}{\partial x^{j}}+u_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+u_{1_{i}+1_{j}}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+u_{I+1_{j}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right)
$$

with $G_{\alpha, j}^{i}$ and $G_{\alpha, j}^{I}$ satisfying 6.22 and 6.23.
Observe that equations (6.24) are a compatibility condition for the multivector field $\mathcal{X}$, which state that the multivector field solution to the field equation (6.19) exists only at support on the submanifold $\mathcal{W}_{c}$. Hence, we recover in coordinates the result stated in Proposition 6.7.

Let us analyze the tangency of the multivector field $\mathcal{X}$ along the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$. Recall that, since $\mathcal{X}$ is locally decomposable, that is, we have $\mathcal{X}=X_{1} \wedge \ldots \wedge X_{m}$ on an open neighborhood around
every point, the tangency of $\mathcal{X}$ along the submanifold $\mathcal{W}_{c}$ is equivalent to the tangency of every $X_{i}$ along $\mathcal{W}_{c}$. That is, we must require that $\left.\mathrm{L}\left(X_{k}\right) \xi\right|_{\mathcal{W}_{c}}=0$ for every constraint function $\xi$ defining $\mathcal{W}_{c}$ and for every $1 \leqslant k \leqslant m$.

Therefore, since the submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$ is locally defined by the $n m(m+1) / 2$ constraint functions $\xi_{\alpha}^{K}=p_{\alpha}^{K}-\partial \hat{L} / \partial u_{K}^{\alpha}$, we must check if the condition $\mathrm{L}\left(X_{j}\right) \xi_{\alpha}^{K} \equiv X_{j}\left(\xi_{\alpha}^{K}\right)=0$ holds on $\mathcal{W}_{c}$ for every $1 \leqslant j \leqslant m, 1 \leqslant \alpha \leqslant n,|K|=2$. Computing, we obtain

$$
\begin{aligned}
& \left(\frac{\partial}{\partial x^{j}}+u_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+u_{1_{i}+1_{j}}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+u_{I+1_{j}}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right)\left(p_{\alpha}^{K}-\frac{\partial \hat{L}}{\partial u_{K}^{\alpha}}\right)=0 \\
& \quad \Longleftrightarrow G_{\alpha, j}^{K}-\frac{\partial^{2} \hat{L}}{\partial x^{j} \partial u_{K}^{\alpha}}-u_{j}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u^{\beta} \partial u_{K}^{\alpha}}-u_{1_{i}+1_{j}}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{i}^{\beta} \partial u_{K}^{\alpha}}-u_{I+1_{j}}^{\beta} \frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{K}^{\alpha}}=0 \\
& \quad \Longleftrightarrow G_{\alpha, j}^{K}-\frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{K}^{\alpha}}=0 .
\end{aligned}
$$

Hence, the tangency condition enables us to determinate all the coefficient functions $G_{\alpha, j}^{K}$, since we obtain $n m^{2}(m+1) / 2$ equations, one for each function. Now, taking into account equations (6.23) and the coefficients $G_{\alpha, j}^{K}$ that we have determined, we obtain

$$
\sum_{j=1}^{m} \frac{1}{n(i j)} G_{\alpha, j}^{1_{i+1}+1_{j}}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}+p_{\alpha}^{i}=0 \Longleftrightarrow p_{\alpha}^{i}-\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}+\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}}=0
$$

Hence, the tangency condition for the multivector field $\mathcal{X}$ along $\mathcal{W}_{c}$ gives rise to $m n$ new constraints defining a submanifold of $\mathcal{W}_{c}$ that coincides with the submanifold $\mathcal{W}_{\mathcal{L}}$ introduced in Proposition 6.3. Now we must study the tangency of $\mathcal{X}$ along the new submanifold $\mathcal{W}_{\mathcal{L}}$. After a long but straightforward calculation, we obtain

$$
G_{\alpha, k}^{i}=\frac{d}{d x^{k}} \frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-\frac{d}{d x^{k}} \sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial \hat{L}}{\partial u_{1_{i}+1_{j}}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)}\left(F_{I+1_{j}, k}^{\beta}-\frac{d}{d x^{k}} u_{I+1_{j}}^{\beta}\right) \frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}} .
$$

Therefore, the tangency condition along the submanifold $\mathcal{W}_{\mathcal{L}}$ enables us to determinate all the functions $G_{\alpha, k}^{i}$. Now, taking into account equations 6.22, we have

$$
\begin{aligned}
& \sum_{i=1}^{m} G_{\alpha, i}^{i}-\frac{\partial \hat{L}}{\partial u^{\alpha}}=0 \Longleftrightarrow \\
& \frac{\partial \hat{L}}{\partial u^{\alpha}}-\frac{d}{d x^{i}} \frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}+\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}+\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{n(i j)}\left(F_{I+1_{j}, i}^{\beta}-\frac{d}{d x^{i}} u_{I+1_{j}}^{\beta}\right) \frac{\partial^{2} \hat{L}}{\partial u_{I}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}=0
\end{aligned}
$$

These $n$ equations are the second-order Euler-Lagrange equations for a locally decomposable holonomic multivector field. Observe that if $\hat{\mathcal{L}}$ is a second-order regular Lagrangian density, then the Hessian of $\hat{L}$ with respect to the second-order velocities is regular, and we can assure the existence of a local multivector field $\mathcal{X}$ solution to the equation 6.19), defined at support on $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$, and tangent to $\mathcal{W}_{\mathcal{L}}$. A global solution is then obtained using partitions of the unity.

If the Lagrangian density is not regular, then the above equations may or may not be compatible, and may give rise to new constraints. In the most favorable cases there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ (where we admit $\mathcal{W}_{f}=\mathcal{W}_{\mathcal{L}}$ ) where we have a well-defined holonomic multivector field at support on $\mathcal{W}_{f}$, and tangent to $\mathcal{W}_{f}$, solution to the equation

$$
\begin{equation*}
\left.i(\mathcal{X}) \Omega_{r}\right|_{\mathcal{W}_{f}}=0 \tag{6.25}
\end{equation*}
$$

## Equivalence of the field equations in the unified formalism

In the previous Sections we have stated the field equations in the unified formalism in several ways. First, we have stated a geometric equation for sections of the bundle $\rho_{M}^{r}: \mathcal{W}_{r} \rightarrow M$, and we have analyzed it in coordinates. Then, we have stated a geometric equation for multivector fields defined in $\mathcal{W}_{r}$, and we have studied the equation and the tangency condition in coordinates. In this Section we prove that all these equations are equivalent.

Theorem 6.8. The following assertions on a holonomic section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ are equivalent.

1. $\psi$ is a solution to the equation (6.8), that is,

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)
$$

2. If $\psi$ is given locally by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right), u_{j}^{\alpha}\left(x^{i}\right), u_{I}^{\alpha}\left(x^{i}\right), u_{J}^{\alpha}\left(x^{i}\right), p_{\alpha}^{j}\left(x^{i}\right), p_{\alpha}^{I}\left(x^{i}\right)\right)$, then the component functions of $\psi$ satisfy equations (6.10 and 6.11), that is, the following system of $n+n m$ partial differential equations

$$
\begin{equation*}
\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}=\frac{\partial \hat{L}}{\partial u^{\alpha}} \quad ; \quad \sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-p_{\alpha}^{i} \tag{6.26}
\end{equation*}
$$

3. $\psi$ is a solution to the equation

$$
\begin{equation*}
i\left(\Lambda^{m} \psi^{\prime}\right)\left(\Omega_{r} \circ \psi\right)=0 \tag{6.27}
\end{equation*}
$$

where $\Lambda^{m} \psi^{\prime}: M \rightarrow \Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$ is the canonical lifting of $\psi$.
4. $\psi$ is an integral section of a multivector field contained in a class of locally decomposable holonomic multivector fields $\{\mathcal{X}\} \subset \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, and satisfying the equation 6.19), that is,

$$
i(\mathcal{X}) \Omega_{r}=0
$$

Proof. We prove this result following the same patterns as the proof of Theorem 5.9.
$(1 \Longleftrightarrow 2)$ From the results in the previous Sections, the field equation 6.8 gives in coordinates the equations 6.10, 6.11, 6.12 and 6.13. As stated there, the equations 6.12 are the local constraints defining the first constraint submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$. In addition, since we assume that the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic, the equations $\sqrt{6.13}$ ) are satisfied. Therefore, the equation (6.8) is locally equivalent to equations (6.10) and 6.11), that is, to equations 6.26).
$(2 \Longleftrightarrow 3)$ If $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is locally given by

$$
\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right), u_{i}^{\alpha}\left(x^{i}\right), u_{I}^{\alpha}\left(x^{i}\right), u_{J}^{\alpha}\left(x^{i}\right), p_{\alpha}^{j}\left(x^{i}\right), p_{\alpha}^{I}\left(x^{i}\right)\right),
$$

then its canonical lifting to $\Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$ is locally given by $\Lambda^{m} \psi^{\prime}=\psi_{1}^{\prime} \wedge \ldots \wedge \psi_{m}^{\prime}$, with

$$
\psi_{j}^{\prime}=\left(0, \ldots, 0,1,0, \ldots, 0, \frac{d}{d x^{j}} u^{\alpha}, \frac{d}{d x^{j}} u_{i}^{\alpha}, \frac{d}{d x^{j}} u_{I}^{\alpha}, \frac{d}{d x^{j}} u_{J}^{\alpha}, \frac{d}{d x^{j}} p_{\alpha}^{i}, \frac{d}{d x^{j}} p_{\alpha}^{I}\right)
$$

where $d / d x^{j}$ is the $j$ th coordinate total derivative, and the 1 is at the $j$ th position. Then, the inner product $i\left(\Lambda^{m} \psi^{\prime}\right)\left(\Omega_{r} \circ \psi\right)$ gives, in coordinates,

$$
\begin{aligned}
i\left(\Lambda^{m} \psi^{\prime}\right)\left(\Omega_{r} \circ \psi\right)= & \sum_{i=1}^{m}(\cdots) \mathrm{d} x^{i}+\left(\frac{\partial \hat{L}}{\partial u^{\alpha}}-\frac{d p_{\alpha}^{i}}{d x^{i}}\right) \mathrm{d} u^{\alpha}+\left(\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-p_{\alpha}^{i}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d p_{\alpha}^{1_{i}+1_{j}}}{d x^{j}}\right) \mathrm{d} u_{i}^{\alpha} \\
& +\left(p_{\alpha}^{I}-\frac{\partial \hat{L}}{\partial u_{I}^{\alpha}}\right) \mathrm{d} u_{I}^{\alpha}+\left(\frac{d u^{\alpha}}{d x^{i}}-u_{i}^{\alpha}\right) \mathrm{d} p_{\alpha}^{i}+\left(\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{d u_{i}^{\alpha}}{d x^{j}}-u_{I}^{\alpha}\right) \mathrm{d} p_{\alpha}^{I}
\end{aligned}
$$

where the terms $(\cdots)$ along the forms $\mathrm{d} x^{i}$ involve of partial derivatives of the Lagrangian function and of the rest of component functions. Now, requiring this last expression to vanish, we obtain equations $(\sqrt{6.10}),(\sqrt{6.11}),(\sqrt{6.12})$ and $(\sqrt{6.13})$, along with $m$ additional equations which are a combination of those. Same comments as in the proof of the previous item apply. In particular, equations (6.12) are the local constraints defining the first constraint submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$, and equations 6.13 are automatically satisfied because of the holonomy assumption. Therefore, the equation 6.27 is locally equivalent to equations (6.10) and 6.11, that is, to equations 6.26).
$(2 \Longleftrightarrow 4)$ From the results in the previous Section, if $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ is a generic locally decomposable multivector field locally given by 6.20 , then, taking $f=1$ as a representative of the equivalence class, the field equation 6.19) is locally equivalent to the equations 6.21, 6.22, 6.23) and 6.24). As already stated, equations (6.24) give, in coordinates, the compatibility submanifold $\mathcal{W}_{c}$ obtained using the premultisymplectic version of the constraint algorithm in 46. On the other hand, since the multivector field $\mathcal{X}$ is assumed to be holonomic, then equations 6.21 are satisfied. Hence, the field equation 6.19) is locally equivalent to equations 6.22 and 6.23).
Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be an integral section of $\mathcal{X}$ locally given by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$. Then, the condition of integral section is locally equivalent to the following system of equations

$$
\begin{gathered}
\frac{\partial u^{\alpha}}{\partial x^{i}}=F_{i}^{\alpha} \circ \psi \quad ; \quad \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}=F_{i, j}^{\alpha} \circ \psi \quad ; \quad \frac{\partial u_{I}^{\alpha}}{\partial x^{j}}=F_{I, j}^{\alpha} \circ \psi \quad ; \quad \frac{\partial u_{J}^{\alpha}}{\partial x^{j}}=F_{J, j}^{\alpha} \circ \psi \\
\frac{\partial p_{\alpha}^{i}}{\partial x^{j}}=G_{\alpha, j}^{i} \circ \psi \quad ; \quad \frac{\partial p_{\alpha}^{I}}{\partial x^{j}}=G_{\alpha, j}^{I} \circ \psi
\end{gathered}
$$

Replacing these equations in (6.21, 6.22 and 6.23), we obtain the following system of partial differential equations for the component functions of $\psi$

$$
\begin{gathered}
\frac{\partial u^{\alpha}}{\partial x^{i}}=u_{i}^{\alpha} \quad ; \quad \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}=u_{1_{i}+1_{j}}^{\alpha} \quad ; \quad \frac{\partial u_{I}^{\alpha}}{\partial x^{j}}=u_{I+1_{j}}^{\alpha} \quad ; \quad \frac{\partial u_{J}^{\alpha}}{\partial x^{j}}=F_{J, j}^{\alpha} \\
\sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}=\frac{\partial \hat{L}}{\partial u^{\alpha}} \quad ; \quad \sum_{j=1}^{m} \frac{1}{n(i j)} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}=\frac{\partial \hat{L}}{\partial u_{i}^{\alpha}}-p_{\alpha}^{i}
\end{gathered}
$$

Since the multivector field $\mathcal{X}$ is holonomic and tangent to $\mathcal{W}_{\mathcal{L}}$, the first equations are identically satisfied. Thus, the condition of $\psi$ to be an integral section of a locally decomposable holonomic multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, and satisfying the equation (6.19) is locally equivalent to equations (6.26).

### 6.3 Lagrangian formalism

In this Section we state the Lagrangian formalism for second-order field theories. As in Section 5.2, we have already stated the unified formalism for second-order field theories, and thus we will "recover" the Lagrangian structures and solutions from the unified setting.

The results remain the same for both regular and singular second-order Lagrangian densities. Thus, no distinction will be made in this matter.

### 6.3.1 Geometrical setting

In order to establish the field equations in the Lagrangian formalism, we must define the Poincaré-Cartan $m$ and $(m+1)$-forms in $J^{3} \pi$. Since the constraint algorithm delivers a unique extended Legendre map in the unified framework (see Proposition 6.3 and Corollary 6.4, we can give the following definition.

Definition 6.6. Let $\Theta_{1}^{s} \in \Omega^{m}\left(J^{2} \pi^{\dagger}\right)$ and $\Omega_{1}^{s} \in \Omega^{m+1}\left(J^{2} \pi^{\dagger}\right)$ be the symmetrized Liouville forms in $J^{2} \pi^{\dagger}$. The Poincaré-Cartan forms in $J^{3} \pi$ are defined as

$$
\Theta_{\mathcal{L}}=\widetilde{\mathcal{F L}}^{*} \Theta_{1}^{s} \in \Omega^{m}\left(J^{3} \pi\right) \quad ; \quad \Omega_{\mathcal{L}}=\widetilde{\mathcal{F L}}^{*} \Omega_{1}^{s}=-\mathrm{d} \Theta_{\mathcal{L}} \in \Omega^{m+1}\left(J^{3} \pi\right)
$$

The Poincaré-Cartan forms can also be recovered directly from the unified formalism. In fact:
Lemma 6.9. Let $\Theta=\rho_{2}^{*} \Theta_{1}^{s}$ and $\Theta_{r}=\hat{h}^{*} \Theta$ be the canonical m-forms defined in $\mathcal{W}$ and $\mathcal{W}_{r}$, respectively. Then, the Poincaré-Cartan m-form satisfies $\Theta=\rho_{1}^{*} \Theta_{\mathcal{L}}$ and $\Theta_{r}=\left(\rho_{1}^{r}\right)^{*} \Theta_{\mathcal{L}}$.

Proof. A straightforward computation leads to this result. For the first statement we have

$$
\rho_{1}^{*} \Theta_{\mathcal{L}}=\rho_{1}^{*}\left(\widetilde{\mathcal{F} \mathcal{L}} \Theta_{1}^{*}\right)=\left(\widetilde{\mathcal{F} \mathcal{L}} \circ \rho_{1}\right)^{*} \Theta_{1}^{s}=\rho_{2}^{*} \Theta_{1}^{s}=\Theta
$$

and from this the second statement follows

$$
\left(\rho_{1}^{r}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h}\right)^{*} \Theta_{\mathcal{L}}=\hat{h}^{*}\left(\rho_{1}^{*} \Theta_{\mathcal{L}}\right)=\hat{h}^{*} \Theta=\Theta_{r}
$$

Remark. As the pull-back of a form by a function and the exterior derivative commute, this result also holds for the Poincaré-Cartan $(m+1)$-form.

In the natural coordinates $\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}\right)$ of $J^{3} \pi$, bearing in mind the local expression 6.2) of $\Theta_{1}^{s}$, and 6.16) of the extended Legendre map, the local expression of the Poincaré-Cartan $m$-form is

$$
\begin{aligned}
\Theta_{\mathcal{L}}= & \left.\frac{\partial L}{\partial u_{i}^{\alpha}}-\sum_{j=1}^{m} \frac{1}{n(i j)} \frac{d}{d x^{j}} \frac{\partial L}{\partial u_{1_{i}+1_{j}}^{\alpha}}\right)\left(\mathrm{d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-u_{i}^{\alpha} \mathrm{d}^{m} x\right) \\
& +\frac{1}{n(i j)} \frac{\partial L}{\partial u_{1_{i}+1_{j}}^{\alpha}}\left(\mathrm{d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}-u_{1_{i}+1_{j}}^{\alpha} \mathrm{d}^{m} x\right)+L \mathrm{~d}^{m} x .
\end{aligned}
$$

An important fact regarding the Poincaré-Cartan $(m+1)$-form $\Omega_{\mathcal{L}}$ is that it is 1-degenerate when $m>1$, regardless of the regularity of the Lagrangian density. Indeed, since the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ is a submersion with $\operatorname{dim} J^{3} \pi>\operatorname{dim} J^{2} \pi^{\ddagger}$, and $\operatorname{rank}(\mathcal{F} \mathcal{L})=\operatorname{rank}(\widetilde{\mathcal{F} \mathcal{L}})$, there exists a non-zero vector field $X \in \mathfrak{X}\left(J^{3} \pi\right)$ which is $\widetilde{\mathcal{F} \mathcal{L}}$-related to $\mathbf{0} \in \mathfrak{X}\left(J^{2} \pi^{\dagger}\right)$, that is, $\mathrm{T} \widetilde{\mathcal{F} \mathcal{L}} \circ X=\mathbf{0} \circ \widetilde{\mathcal{F} \mathcal{L}}$. Then, we have

$$
i(X) \Omega_{\mathcal{L}}=i(X) \widetilde{\mathcal{F L}}^{*} \Omega_{1}^{s}=\widetilde{\mathcal{F}}^{*} i(\mathbf{0}) \Omega_{1}^{s}=0
$$

Finally, the following result enables us to establish a one-to-one correspondence between the solutions of the unified formalism and the solutions of the Lagrangian equations that we state in the following Sections.

Proposition 6.10. The map $\rho_{1}^{\mathcal{L}}=\rho_{1}^{r} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{3} \pi$ is a diffeomorphism.
Proof. Since $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, it is clear that $J^{3} \pi$ is diffeomorphic to $\mathcal{W}_{\mathcal{L}}$. On the other hand, since $\rho_{1}$ is a surjective submersion by definition, its restriction to the submanifold $\mathcal{W}_{\mathcal{L}}$ is also a surjective submersion and, due to the fact that $\operatorname{dim} \mathcal{W}_{\mathcal{L}}=\operatorname{dim} J^{3} \pi$, the map $\rho_{1}^{\mathcal{L}}$ is a bijective local diffeomorphism. In particular, the map $\rho_{1}^{\mathcal{L}}$ is a global diffeomorphism.

### 6.3.2 Field equations

Using the results stated in the previous Section, we can state the field equations in the Lagrangian formalism, and recover the solutions to these equations from the solutions to the field equations in the unified formalism.

## Field equations for sections

Using the previous results, we can state the Lagrangian equations for sections, and recover the Lagrangian sections in $J^{3} \pi$ from the sections in the unified formalism.

First, the second-order Lagrangian problem for sections associated with the system ( $J^{3} \pi, \mathcal{L}$ ) consists in finding sections $\phi \in \Gamma(\pi)$ satisfying

$$
\begin{equation*}
\left(j^{3} \phi\right)^{*} i(X) \Omega_{\mathcal{L}}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{3} \pi\right) . \tag{6.28}
\end{equation*}
$$

Proposition 6.11. Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a holonomic section solution to the equation 6.8). Then the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic, and its projection $\phi=\pi^{3} \circ \psi_{\mathcal{L}}$ is a solution to equation 6.28).

Proof. By definition, a section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic if the section $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic. Hence, $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi$ is clearly a holonomic section.

Now, since $\rho_{1}^{r}: \mathcal{W}_{r} \rightarrow J^{3} \pi$ is a submersion, for every vector field $X \in \mathfrak{X}\left(J^{3} \pi\right)$ there exist some vector fields $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ such that $X$ and $Y$ are $\rho_{1}^{r}$-related. Observe that this vector field $Y$ is not unique because the vector field $Y+Y_{o}$, with $Y_{o} \in \operatorname{ker} \mathrm{~T} \rho_{1}^{r}$ is also $\rho_{1}^{r}$-related with $X$. Thus, using this particular choice of $\rho_{1}^{r}$-related vector fields, we have

$$
\psi_{\mathcal{L}}^{*} i(X) \Omega_{\mathcal{L}}=\left(\rho_{1}^{r} \circ \psi\right)^{*} i(X) \Omega_{\mathcal{L}}=\psi^{*}\left(\left(\rho_{1}^{r}\right)^{*} i(X) \Omega_{\mathcal{L}}\right)=\psi^{*} i(Y)\left(\rho_{1}^{r}\right)^{*} \Omega_{\mathcal{L}}=\psi^{*} i(Y) \Omega_{r}
$$

Since the equality $\psi^{*} i(Y) \Omega_{r}=0$ holds for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, it holds, in particular, for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is $\rho_{1}^{r}$-related with $X \in \mathfrak{X}\left(J^{3} \pi\right)$. Hence we obtain

$$
\psi_{\mathcal{L}}^{*} i(X) \Omega_{\mathcal{L}}=\psi^{*} i(Y) \Omega_{r}=0
$$

The following diagram illustrates the situation of the above Proposition


Observe that Proposition 6.11 states that every section solution to the field equation in the unified formalism projects to a section solution to the field equation in the Lagrangian formalism, but it does not establish an equivalence between the solutions. This equivalence does exist, due to the facts that the $\operatorname{map} \rho_{1}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{3} \pi$ is a diffeomorphism, and that every section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ solution to equation 6.8 takes values in the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L}) \hookrightarrow \mathcal{W}_{r}$. In order to establish this equivalence, we first need the following technical result.

Lemma 6.12. The Poincaré-Cartan forms satisfy $\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=j_{\mathcal{L}}^{*} \Theta_{r}$ and $\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Omega_{\mathcal{L}}=j_{\mathcal{L}}^{*} \Omega_{r}$.

Proof. Since the exterior derivative and the pull-back commute, it suffices to prove the statement for the $m$-forms. We have

$$
\begin{aligned}
\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}} & =\left(\rho_{1}^{r} \circ j_{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{\mathcal{L}}=\left(\rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*}\left(\widetilde{\mathcal{F} \mathcal{L}}^{*} \Theta_{1}^{s}\right) \\
& =\left(\widetilde{\mathcal{F} \mathcal{L}} \circ \rho_{1} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{1}^{s}=\left(\rho_{2} \circ \hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta_{1}^{s}=\left(\hat{h} \circ j_{\mathcal{L}}\right)^{*} \Theta=j_{\mathcal{L}}^{*} \Theta_{r}
\end{aligned}
$$

Now we can state the remaining part of the equivalence between the solutions of the Lagrangian and unified formalisms.

Proposition 6.13. Let $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{3}\right)$ be a holonomic section solution to the field equation (6.28). Then the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}} \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic and it is a solution to the equation 6.8).

Proof. By definition, a section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is holonomic in $\mathcal{W}_{r}$ if the section $\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic in $J^{3} \pi$. Computing, we have

$$
\rho_{1}^{r} \circ \psi=\rho_{1}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\psi_{\mathcal{L}}
$$

since $\rho_{1}^{r} \circ j_{\mathcal{L}}=\rho_{1}^{\mathcal{L}} \Leftrightarrow \rho_{1}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}=\operatorname{Id}_{J^{3} \pi}$. Hence, as $\psi_{\mathcal{L}}$ is holonomic, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}$ is holonomic in $\mathcal{W}_{r}$.

Now, since $j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow \mathcal{W}_{r}$ is an embedding, for every vector field $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique vector field $Y \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related with $X$. Hence, let us assume that $X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ is tangent to $\mathcal{W}_{\mathcal{L}}$. Then we have

$$
\psi^{*} i(X) \Omega_{r}=\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(X) \Omega_{r}=\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}
$$

Applying Lemma 6.12 we obtain

$$
\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y) j_{\mathcal{L}}^{*} \Omega_{r}=\left(\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Y)\left(\rho_{1}^{\mathcal{L}}\right)^{*} \Omega_{\mathcal{L}}=\left(\rho_{1}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{*} i(Z) \Omega_{\mathcal{L}}=\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}
$$

where $Z \in \mathfrak{X}\left(J^{3} \pi\right)$ is the unique vector field related with $Y \in \mathfrak{X}\left(\mathcal{W}_{\mathcal{L}}\right)$ by the diffeomorphism $\rho_{1}^{\mathcal{L}}$. Hence, as $\psi_{\mathcal{L}}^{*} i(Z) \Omega_{\mathcal{L}}=0$, for every $Z \in \mathfrak{X}\left(J^{3} \pi\right)$ by hypothesis, we just proved that the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}$ satisfies the equation

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right) \text { tangent to } \mathcal{W}_{\mathcal{L}}
$$

However, from Proposition 6.6 we know that if $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is a holonomic section, then the last equation is equivalent to the equation (6.8), that is,

$$
\psi^{*} i(X) \Omega_{r}=0, \quad \text { for every } X \in \mathfrak{X}\left(\mathcal{W}_{r}\right)
$$

Let us compute the local equation for the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$. Assume that the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is given locally by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$. Since $\psi$ is a holonomic section solution to equation (6.8), it must satisfy the local equations 6.10, 6.11 and 6.13). The equations 6.13 are automatically satisfied as a consequence of the assumption of $\psi$ being holonomic. Now, taking into account that $\psi$ takes values in the submanifold $\mathcal{W}_{\mathcal{L}} \cong \operatorname{graph}(\mathcal{F} \mathcal{L})$, the equations 6.10) and 6.11) can be $\rho_{1}^{\mathcal{L}}$-projected to $J^{3} \pi$, thus giving the following system of $n$ partial differential equations for the component functions of the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi$

$$
\left.\frac{\partial L}{\partial u^{\alpha}}\right|_{\psi_{\mathcal{L}}}-\left.\frac{d}{d x^{i}} \frac{\partial L}{\partial u_{i}^{\alpha}}\right|_{\psi_{\mathcal{L}}}+\left.\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial L}{\partial u_{I}^{\alpha}}\right|_{\psi_{\mathcal{L}}}=0 \quad(1 \leqslant \alpha \leqslant n)
$$

where the section $\psi_{\mathcal{L}}$ is locally given by $\psi_{\mathcal{L}}\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}\right)$. Finally, since $\psi_{\mathcal{L}}$ is holonomic in $J^{3} \pi$, there exists a section $\phi \in \Gamma(\pi)$ with local expression $\phi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\left(x^{i}\right)\right)$ satisfying $j^{3} \phi=\psi_{\mathcal{L}}$. Then, the above equations can be rewritten as follows

$$
\begin{equation*}
\left.\frac{\partial L}{\partial u^{\alpha}}\right|_{j^{3} \phi}-\left.\frac{d}{d x^{i}} \frac{\partial L}{\partial u_{i}^{\alpha}}\right|_{j^{3} \phi}+\left.\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial L}{\partial u_{I}^{\alpha}}\right|_{j^{3} \phi}=0 \quad(1 \leqslant \alpha \leqslant n) \tag{6.29}
\end{equation*}
$$

Therefore, we obtain the Euler-Lagrange equations for a second-order field theory. As stated before, equations $\sqrt{6.29}$ may or may not be compatible, and in this last case a constraint algorithm must be used to obtain a submanifold $S_{f} \hookrightarrow J^{3} \pi$ (if such a submanifold exists) where the equations can be solved.

## Field equations for multivector fields

Now, using the results stated at the beginning of the Section, we can state the Lagrangian field equation for multivector fields, and recover a solution to the Lagrangian equation starting from a solution to the equation in the unified formalism.

The Lagrangian problem for multivector fields associated with the system $\left(J^{3} \pi, \mathcal{L}\right)$ consists in finding a class of locally decomposable holonomic multivector fields $\left\{\mathcal{X}_{\mathcal{L}}\right\} \subset \mathfrak{X}^{m}\left(J^{3} \pi\right)$ satisfying the following field equation

$$
\begin{equation*}
i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0, \quad \text { for every } \mathcal{X}_{\mathcal{L}} \in\left\{\mathcal{X}_{\mathcal{L}}\right\} \subseteq \mathfrak{X}^{m}\left(J^{3} \pi\right) \tag{6.30}
\end{equation*}
$$

First we need to state a correspondence between the set of multivector fields in $\mathcal{W}_{r}$ tangent to $\mathcal{W}_{\mathcal{L}}$ and the set of multivector fields in $J^{3} \pi$.

Lemma 6.14. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a multivector field tangent to $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$. Then there exists a unique multivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ such that $\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{r} \circ j_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}$.
Conversely, if $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$, then there exists a unique multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ such that $\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{r} \circ j_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}$.

Proof. As the multivector field $\mathcal{X}$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique multivector field $\mathcal{X}_{o} \in \mathfrak{X}^{m}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $\mathcal{X}$, that is, $\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o}=\mathcal{X} \circ j_{\mathcal{L}}$. Furthermore, since $\rho_{1}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{3} \pi$ is a diffeomorphism, there is a unique multivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ which is $\rho_{1}^{\mathcal{L}}$-related to $\mathcal{X}_{o}$; that is, $\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}} \circ \mathcal{X}_{o}$. Then we have

$$
\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{r} \circ j_{\mathcal{L}}=\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}} \circ \mathcal{X}_{o}=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o}=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}
$$

The converse is proved reversing this reasoning.

The above result states that there is a one-to-one correspondence between the set of multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ and the set of multivector fields $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$, which makes the following diagram commutative


As a consequence of Lemma 6.14, we can establish a bijective correspondence between the set of multivector fields in $\mathcal{W}_{r}$ tangent to $\mathcal{W}_{\mathcal{L}}$ solution to the field equation in the unified formalism and the set of multivector fields in $J^{3} \pi$ solution to the Lagrangian field equation stated above. In particular, we have the following result.

Theorem 6.15. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a locally decomposable holonomic multivector field solution to the equation (6.19) (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ) and tangent to $\mathcal{W}_{\mathcal{L}}$ (resp. tangent to $\left.\mathcal{W}_{f}\right)$. Then there exists a unique locally decomposable holonomic multivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ solution to the equation 6.30 (at least on the points of $S_{f}=\rho_{1}^{\mathcal{L}}\left(\mathcal{W}_{f}\right)$, and tangent to $\left.S_{f}\right)$.

Conversely, if $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ is a locally decomposable holonomic multivector field solution to the equation (6.30) (at least on the points of a submanifold $S_{f} \hookrightarrow J^{3} \pi$, and tangent to $S_{f}$ ), then there exists a unique locally decomposable holonomic multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ which is a solution to the equation (6.19) (at least on the points of $\left(\rho_{1}^{\mathcal{L}}\right)^{-1}\left(S_{f}\right) \hookrightarrow \mathcal{W}_{\mathcal{L}}$ ), and tangent to $\mathcal{W}_{\mathcal{L}}$ (resp. tangent to $\mathcal{W}_{f}$ ).

Proof. Applying Lemmas 6.9 and 6.14, we have

$$
\left.i(\mathcal{X}) \Omega_{r}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.i(\mathcal{X})\left(\rho_{1}^{r}\right)^{*} \Omega_{\mathcal{L}}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.\left(\rho_{1}^{r}\right)^{*} i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{\rho_{1}^{r}\left(\mathcal{W}_{\mathcal{L}}\right)}=\left.i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}\right|_{J^{3} \pi} .
$$

Hence, $\mathcal{X}_{\mathcal{L}}$ is a solution to the equation $i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0$ if, and only if, $\mathcal{X}$ is a solution to the equation $i(\mathcal{X}) \Omega_{r}=0$.

Now we must prove that $\mathcal{X}_{\mathcal{L}}$ is holonomic if, and only if, $\mathcal{X}$ is holonomic. Observe that, following the same reasoning as above, we have

$$
\begin{aligned}
\left.i(\mathcal{X})\left(\rho_{M}^{r}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}} & =\left.i(\mathcal{X})\left(\bar{\pi}^{3} \circ \rho_{1}^{r}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}}=\left.\left(\rho_{1}^{r}\right)^{*} i\left(\mathcal{X}_{\mathcal{L}}\right)\left(\bar{\pi}^{3}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}} \\
& =\left.i\left(\mathcal{X}_{\mathcal{L}}\right)\left(\bar{\pi}^{3}\right)^{*} \eta\right|_{\rho_{1}^{r}\left(\mathcal{W}_{\mathcal{L}}\right)}=\left.i\left(\mathcal{X}_{\mathcal{L}}\right)\left(\bar{\pi}^{3}\right)^{*} \eta\right|_{J^{3} \pi}
\end{aligned}
$$

Hence, $\mathcal{X}_{\mathcal{L}}$ is $\bar{\pi}^{3}$-transverse if, and only if, $\mathcal{X}$ is $\rho_{M}^{r}$-transverse.
Now, let us assume that $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ is holonomic, and let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be an integral section of $\mathcal{X}$. Then, the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic by definition, and we have

$$
\mathcal{X}_{\mathcal{L}} \circ \psi_{\mathcal{L}}=\mathcal{X}_{\mathcal{L}} \circ \rho_{1}^{r} \circ \psi=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \mathcal{X} \circ \psi=\Lambda^{m} \mathrm{~T} \rho_{1}^{r} \circ \Lambda^{m} \psi^{\prime}=\Lambda^{m} \psi_{\mathcal{L}}^{\prime}
$$

where $\Lambda^{m} \psi^{\prime}: M \rightarrow \Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$ is the canonical lifting of $\psi$ to $\Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$. That is, $\psi_{\mathcal{L}}$ is an integral section of $\mathcal{X}_{\mathcal{L}}$. Hence, if $\mathcal{X}$ is holonomic, then $\mathcal{X}_{\mathcal{L}}$ is holonomic.

For the converse, let us assume that $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ is holonomic, and let $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{3}\right)$ be an integral section of $\mathcal{X}_{\mathcal{L}}$. Then, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}} \in \Gamma\left(\rho_{M}^{3}\right)$ satisfies

$$
\rho_{1}^{r} \circ \psi=\rho_{1}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\psi_{\mathcal{L}}
$$

since $\rho_{1}^{r} \circ j_{\mathcal{L}}=\rho_{1}^{\mathcal{L}}$ implies $\rho_{1}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}=\operatorname{Id}_{J^{3} \pi}$. Therefore, the section $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}$ is holonomic. Finally, since the multivector field $\mathcal{X}$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique multivector field $\mathcal{X}_{o} \in \mathfrak{X}^{m}\left(\mathcal{W}_{\mathcal{L}}\right)$ satisfying $\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o}=\mathcal{X} \circ j_{\mathcal{L}}$. In addition, since the map $\rho_{1}^{\mathcal{L}}$ is a diffeomorphism, $\mathcal{X}_{\mathcal{L}}$ and $\mathcal{X}_{o}$ are $\left(\rho_{1}^{\mathcal{L}}\right)^{-1}$-related; that is, $\mathcal{X}_{o} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1}=\left(\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}}\right)^{-1} \circ \mathcal{X}_{\mathcal{L}}$. Then we have

$$
\begin{aligned}
\mathcal{X} \circ \psi & =\mathcal{X} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ\left(\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}}\right)^{-1} \circ \mathcal{X}_{\mathcal{L}} \circ \psi_{\mathcal{L}} \\
& =\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ\left(\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}}\right)^{-1} \circ \Lambda^{m} \psi_{\mathcal{L}}^{\prime}=\Lambda^{m}\left(j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \psi_{\mathcal{L}}\right)^{\prime}=\Lambda^{m} \psi^{\prime} .
\end{aligned}
$$

Hence, $\psi$ is an integral section of $\mathcal{X}$. Therefore, $\mathcal{X}$ is holonomic if, and only if, $\mathcal{X}_{\mathcal{L}}$ is holonomic.
Let $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ be a locally decomposable multivector field. From the results in Section 1.6 and in [75] we know that $\mathcal{X}_{\mathcal{L}}$ admits the following local expression

$$
\mathcal{X}_{\mathcal{L}}=f \bigwedge_{j=1}^{m}\left(\frac{\partial}{\partial x^{j}}+F_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, j}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+F_{I, j}^{\alpha} \frac{\partial}{\partial u_{I}^{\alpha}}+F_{J, j}^{\alpha} \frac{\partial}{\partial u_{J}^{\alpha}}\right)
$$

Taking $f=1$ as a representative of the equivalence class, since $\mathcal{X}_{\mathcal{L}}$ is required to be holonomic, it must satisfy the equations 1.32 with $k=3$ and $r=1$, that is,

$$
F_{j}^{\alpha}=u_{j}^{\alpha} \quad ; \quad F_{i, j}^{\alpha}=u_{1_{i}+1_{j}}^{\alpha} \quad ; \quad F_{I, j}^{\alpha}=u_{I+1_{j}}^{\alpha} .
$$

In addition, $\mathcal{X}_{\mathcal{L}}$ is a solution to the equation 6.30. Bearing in mind the local equations (6.22) and (6.23) for the multivector field $\mathcal{X}$, and the fact that $\mathcal{X}$ is tangent to the submanifold $\mathcal{W}_{\mathcal{L}}=\operatorname{graph}(\mathcal{F} \mathcal{L})$, we obtain that the local equations for the component functions of $\mathcal{X}_{\mathcal{L}}$ are

$$
\frac{\partial L}{\partial u^{\alpha}}-\frac{d}{d x^{i}} \frac{\partial L}{\partial u_{i}^{\alpha}}+\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial L}{\partial u_{I}^{\alpha}}+\sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{n(i j)}\left(F_{I+1_{j}, i}^{\beta}-\frac{d}{d x^{i}} u_{I+1_{j}}^{\beta}\right) \frac{\partial^{2} L}{\partial u_{I}^{\beta} \partial u_{1_{i}+1_{j}}^{\alpha}}=0
$$

which are the second-order Euler-Lagrange equations for a multivector field.

## Equivalence of the field equations in the Lagrangian formalism

Finally, we state the equivalence Theorem in the Lagrangian formalism, which is the analogous to Theorem 6.8 in this formulation. This result is a straightforward consequence of Theorems 6.8 and 6.15 and of Propositions 6.11 and 6.13, and hence we omit the proof.

Theorem 6.16. The following assertions on a section $\phi \in \Gamma(\pi)$ are equivalent.

1. $j^{3} \phi$ is a solution to equation 6.28, that is,

$$
\left(j^{3} \phi\right)^{*} i(X) \Omega_{\mathcal{L}}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{3} \pi\right) .
$$

2. In natural coordinates, if $\phi$ is given by $\phi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}\right)$, then $j^{3} \phi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}\right)$ is a solution to the second-order Euler-Lagrange equations given by 6.29), that is,

$$
\left.\frac{\partial L}{\partial u^{\alpha}}\right|_{j^{3} \phi}-\left.\frac{d}{d x^{i}} \frac{\partial L}{\partial u_{i}^{\alpha}}\right|_{j^{3} \phi}+\left.\sum_{|I|=2} \frac{d^{2}}{d x^{I}} \frac{\partial L}{\partial u_{I}^{\alpha}}\right|_{j^{3} \phi}=0
$$

3. $\psi_{\mathcal{L}}=j^{3} \phi$ is a solution to the equation

$$
i\left(\Lambda^{m} \psi_{\mathcal{L}}^{\prime}\right)\left(\Omega_{\mathcal{L}} \circ \psi_{\mathcal{L}}\right)=0
$$

where $\Lambda^{m} \psi_{\mathcal{L}}^{\prime}: M \rightarrow \Lambda^{m} \mathrm{~T}\left(J^{3} \pi\right)$ is the canonical lifting of $\psi_{\mathcal{L}}$.
4. $j^{3} \phi$ is an integral section of a multivector field contained in a class of locally decomposable holonomic multivector fields $\left\{\mathcal{X}_{\mathcal{L}}\right\} \subset \mathfrak{X}^{m}\left(J^{3} \pi\right)$ satisfying equation 6.30, that is,

$$
i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0
$$

### 6.4 Hamiltonian formalism

In order to describe the Hamiltonian formalism on the basis of the unified one, we must distinguish between the regular and non-regular cases. In fact, the only "non-regular" case that we consider is the almost-regular one, so we first need to generalize the concept of almost-regular Lagrangian density to second-order field theories. On the other hand, recall that the geometric information of the theory is given by the canonical Liouville forms of the extended 2 -symmetric multimomentum bundle. Hence, we only need to introduce the physical information in the Hamiltonian formalism from the Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ defined in the unified setting.

### 6.4.1 Geometrical setting

Let $\widetilde{\mathcal{F L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$ be the extended Legendre map obtained in 6.16) and $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ the restricted Legendre map obtained in 6.15. Let us denote by $\widetilde{\mathcal{P}}=\operatorname{Im}(\widetilde{\mathcal{F} \mathcal{L}})=\widetilde{\mathcal{F} \mathcal{L}}\left(J^{3} \pi\right) \stackrel{\tilde{J}}{\hookrightarrow} J^{2} \pi^{\dagger}$ and $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L})=\mathcal{F} \mathcal{L}\left(J^{3} \pi\right) \stackrel{J}{\hookrightarrow} J^{2} \pi^{\ddagger}$ the image sets of the extended and restricted Legendre maps, respectively, which we assume to be submanifolds. We denote $\bar{\pi}_{\mathcal{P}}: \mathcal{P} \rightarrow M$ the natural projection, and $\mathcal{F} \mathcal{L}_{o}$ the map defined by $\mathcal{F} \mathcal{L}=\jmath \circ \mathcal{F} \mathcal{L}_{o}$. With these notations, we can give the following definition.
Definition 6.7. A second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ is said to be almost-regular if

1. $\mathcal{P}$ is a closed submanifold of $J^{2} \pi^{\ddagger}$.
2. $\mathcal{F} \mathcal{L}$ is a submersion onto its image.
3. For every $j_{x}^{3} \phi \in J^{3} \pi$, the fibers $\mathcal{F} \mathcal{L}^{-1}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{3} \phi\right)\right)$ are connected submanifolds of $J^{3} \pi$.

If the second-order Lagrangian density is almost-regular, the Legendre map is a submersion onto its image, and therefore it admits local sections defined on the submanifold $\mathcal{P} \hookrightarrow J^{2} \pi^{\ddagger}$. We denote by $\Gamma_{\mathcal{P}}(\mathcal{F} \mathcal{L})$ the set of local sections of $\mathcal{F} \mathcal{L}$ defined on the submanifold $\mathcal{P}$. Observe that if $\mathcal{L}$ is regular, then $\Gamma_{\mathcal{P}}(\mathcal{F} \mathcal{L})$ is exactly the set of local sections of $\mathcal{F} \mathcal{L}$.

As a consequence of Proposition 6.5, we have that $\widetilde{\mathcal{P}}$ is diffeomorphic to $\mathcal{P}$. This diffeomorphism is $\widetilde{\mu}=\mu \circ \tilde{\jmath}: \widetilde{\mathcal{P}} \rightarrow \mathcal{P}$. This enables us to state the following result.
Lemma 6.17. If the second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ is, at least, almost-regular, then the Hamiltonian section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ induces a Hamiltonian section $h \in \Gamma(\mu)$ defined by

$$
h([\omega])=\left(\rho_{2} \circ \hat{h}\right)\left(\left[\left(\rho_{2}^{r}\right)^{-1}(\jmath([\omega]))\right]\right), \quad \text { for every }[\omega] \in \mathcal{P}
$$

Proof. It is clear that, given $[\omega] \in J^{2} \pi^{\ddagger}$, the section $\hat{h}$ maps every point $\left(j_{x}^{3} \phi,[\omega]\right) \in\left(\rho_{2}^{r}\right)^{-1}([\omega])$ into $\rho_{2}^{-1}\left[\rho_{2}\left(\hat{h}\left(j_{x}^{3} \phi,[\omega]\right)\right)\right]$. So we have the diagram


Thus, the crucial point is the $\rho_{2}$-projectability of the local function $\hat{H}$. However, since a local base for ker $\mathrm{T} \rho_{2}$ is given by (6.4), then we have that $\hat{H}$ is $\rho_{2}$-projectable if, and only if,

$$
p_{\alpha}^{I}=\frac{\partial L}{\partial u_{I}^{\alpha}}
$$

This condition is fulfilled when $[\omega] \in \mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L})$, which implies that $\rho_{2}\left[\hat{h}\left(\left(\rho_{2}^{r}\right)^{-1}([\omega])\right)\right] \in \widetilde{\mathcal{P}}$.
As in the unified setting, this Hamiltonian $\mu$-section is specified by a local Hamiltonian function $H \in C^{\infty}(\mathcal{P})$, that is,

$$
h\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha},-H, p_{\alpha}^{i}, p_{\alpha}^{I}\right)
$$

Using the Hamiltonian $\mu$-section we define the Hamilton-Cartan forms $\Theta_{h}=h^{*} \Theta_{1}^{s} \in \Omega^{m}(\mathcal{P})$ and $\Omega_{h}=$ $h^{*} \Omega_{1}^{s} \in \Omega^{m+1}(\mathcal{P})$. Observe that $\mathcal{F} \mathcal{L}_{o}^{*} \Theta_{h}=\Theta_{\mathcal{L}}$ and $\mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\Omega_{\mathcal{L}}$. Then, the pair $\left(\mathcal{P}, \Omega_{h}\right)$ is the second-order Hamiltonian field theory associated with $\left(\mathcal{W}_{r}, \Omega_{r}\right)$.

Remark. The Hamiltonian $\mu$-section can be defined in some equivalent ways without passing through the unified formalism. First, we can define it as $h=\tilde{\jmath} \circ \widetilde{\mu}^{-1}$. From this, bearing in mind the definition of $\widetilde{\mathcal{P}}$ and $\mathcal{P}$ as the image sets of the extended and restricted Legendre maps, respectively, we can also define the Hamiltonian $\mu$-section as $h=\overline{\mathcal{F} \mathcal{L}} \circ \gamma$, where $\gamma \in \Gamma_{\mathcal{P}}(\mathcal{F} \mathcal{L})$.

### 6.4.2 Hyperregular and regular Lagrangian densities

For the sake of simplicity, we assume throughout this Section that the second-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ is hyperregular, and that $\Upsilon: J^{2} \pi^{\ddagger} \rightarrow J^{3} \pi$ is a global section of $\mathcal{F} \mathcal{L}$. All the results stated also hold for regular Lagrangians, restricting to the corresponding open sets where the Legendre map admits local sections.

Observe that if the Lagrangian density is hyperregular, then we have $\mathcal{P}=J^{2} \pi^{\ddagger}$ and $\mathcal{F} \mathcal{L}_{o}=\mathcal{F} \mathcal{L}$. In addition, the local Hamiltonian function associated to the Hamiltonian $\mu$-section $h$ has the following coordinate expression

$$
\begin{equation*}
H\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=p_{\alpha}^{i} u_{i}^{\alpha}+p_{\alpha}^{I} f_{I}^{\alpha}-\left(\pi_{2}^{3} \circ \Upsilon\right)^{*} L \tag{6.31}
\end{equation*}
$$

where $f_{I}^{\alpha}\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)=\Upsilon^{*} u_{I}^{\alpha}$. Therefore, the Hamilton-Cartan $m$ and $(m+1)$-forms have the following coordinate expression

$$
\begin{aligned}
& \Theta_{h}=-H \mathrm{~d}^{m} x+p_{\alpha}^{i} \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}+\frac{1}{n(i j)} p_{\alpha}^{1_{i}+1_{j}} \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} \\
& \Omega_{h}=\mathrm{d} H \wedge \mathrm{~d}^{m} x-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}
\end{aligned}
$$

In addition, since $\operatorname{Im}(\mathcal{F} \mathcal{L})=J^{2} \pi^{\ddagger}$, then the Hamiltonian sections $h$ and $\hat{h}$ satisfy $h \circ \rho_{2}^{r}=\rho_{2} \circ \hat{h}$, that is, the following diagram commutes


In addition to the previous comments, in the hyperregular case we can give the following result on the 1-nondegeneracy of the Hamilton-Cartan $(m+1)$-form.

Proposition 6.18. If the Lagrangian density is hyperregular, then the Hamilton-Cartan $(m+1)$-form $\Omega_{h}=h^{*} \Omega_{1}^{s} \in \Omega^{m+1}\left(J^{2} \pi^{\ddagger}\right)$ is a multisymplectic form in $J^{2} \pi^{\ddagger}$.

Proof. A direct computation in coordinates leads to this result. Let $\Upsilon \in \Gamma(\mathcal{F} \mathcal{L})$ be a global section of the restricted Legendre map, and assume that the local Hamiltonian function $H$ is given locally by (6.31). Then we have the following local expression for $\mathrm{d} H$

$$
\mathrm{d} H=-\frac{\partial L}{\partial x^{i}} \mathrm{~d} x^{i}-\frac{\partial L}{\partial u^{\alpha}} \mathrm{d} u^{\alpha}+\left(p_{\alpha}^{i}-\frac{\partial L}{\partial u_{i}^{\alpha}}\right) \mathrm{d} u_{i}^{\alpha}+\left(p_{\alpha}^{I}-\frac{\partial L}{\partial u_{I}^{\alpha}}\right) \mathrm{d} f_{I}^{\alpha}+u_{i}^{\alpha} \mathrm{d} p_{\alpha}^{i}+f_{I}^{\alpha} \mathrm{d} p_{\alpha}^{I}
$$

where

$$
\mathrm{d} f_{I}^{\alpha}=\frac{\partial f_{I}^{\alpha}}{\partial x^{j}} \mathrm{~d} x^{j}+\frac{\partial f_{I}^{\alpha}}{\partial u^{\beta}} \mathrm{d} u^{\beta}+\frac{\partial f_{I}^{\alpha}}{\partial u_{j}^{\beta}} \mathrm{d} u_{j}^{\beta}+\frac{\partial f_{I}^{\alpha}}{\partial p_{\beta}^{j}} \mathrm{~d} p_{\beta}^{j}+\frac{\partial f_{I}^{\alpha}}{\partial p_{\beta}^{K}} \mathrm{~d} p_{\beta}^{K}
$$

Observe that since $H$ takes values in $J^{2} \pi^{\ddagger}=\operatorname{Im}(\mathcal{F} \mathcal{L})$, we have $p_{\alpha}^{I}-\partial L / \partial u_{I}^{\alpha}=0$. Thus, the expression of $\mathrm{d} H$ becomes

$$
\mathrm{d} H=-\frac{\partial L}{\partial x^{i}} \mathrm{~d} x^{i}-\frac{\partial L}{\partial u^{\alpha}} \mathrm{d} u^{\alpha}+\left(p_{\alpha}^{i}-\frac{\partial L}{\partial u_{i}^{\alpha}}\right) \mathrm{d} u_{i}^{\alpha}+u_{i}^{\alpha} \mathrm{d} p_{\alpha}^{i}+f_{I}^{\alpha} \mathrm{d} p_{\alpha}^{I}
$$

and therefore the Hamilton-Cartan $(m+1)$-form is locally given by

$$
\begin{aligned}
\Omega_{h}=[ & \left.-\frac{\partial L}{\partial u^{\alpha}} \mathrm{d} u^{\alpha}+\left(p_{\alpha}^{i}-\frac{\partial L}{\partial u_{i}^{\alpha}}\right) \mathrm{d} u_{i}^{\alpha}+u_{i}^{\alpha} \mathrm{d} p_{\alpha}^{i}+f_{I}^{\alpha} \mathrm{d} p_{\alpha}^{I}\right] \wedge \mathrm{d}^{m} x \\
& -\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j}
\end{aligned}
$$

Now, since the $C^{\infty}\left(J^{2} \pi^{\ddagger}\right)$-module of vector fields $\mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)$ admits the following local base

$$
\mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)=\left\langle\frac{\partial}{\partial x^{i}}, \frac{\partial}{\partial u^{\alpha}}, \frac{\partial}{\partial u_{i}^{\alpha}}, \frac{\partial}{\partial p_{\alpha}^{i}}, \frac{\partial}{\partial p_{\alpha}^{I}}\right\rangle,
$$

then the contraction of $\Omega_{h}$ with every vector field in the local base of $\mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)$ gives the following $m$-forms

$$
\begin{aligned}
& i\left(\frac{\partial}{\partial x^{k}}\right) \Omega_{h}=-\mathrm{d} H \wedge \mathrm{~d}^{m-1} x_{k}-\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d} u^{\alpha} \wedge \mathrm{d}^{m-2} x_{i k}-\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-2} x_{j k}, \\
& i\left(\frac{\partial}{\partial u^{\alpha}}\right) \Omega_{h}=-\frac{\partial L}{\partial u^{\alpha}} \mathrm{d}^{m} x+\mathrm{d} p_{\alpha}^{i} \wedge \mathrm{~d}^{m-1} x_{i}, \\
& i\left(\frac{\partial}{\partial u_{i}^{\alpha}}\right) \Omega_{h}=\left(p_{\alpha}^{i}-\frac{\partial L}{\partial u_{i}^{\alpha}}\right) \mathrm{d}^{m} x+\frac{1}{n(i j)} \mathrm{d} p_{\alpha}^{1_{i}+1_{j}} \wedge \mathrm{~d}^{m-1} x_{j}, \\
& i\left(\frac{\partial}{\partial p_{\alpha}^{i}}\right) \Omega_{h}=u_{i}^{\alpha} \mathrm{d}^{m} x-\mathrm{d} u^{\alpha} \wedge \mathrm{d}^{m-1} x_{i}, \\
& i\left(\frac{\partial}{\partial p_{\alpha}^{I}}\right) \Omega_{h}=f_{I}^{\alpha} \mathrm{d}^{m} x-\sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \mathrm{d} u_{i}^{\alpha} \wedge \mathrm{d}^{m-1} x_{j} .
\end{aligned}
$$

From this it is clear that $i(X) \Omega_{h}=0$ if, and only if, $X=0$, that is, $\Omega_{h}$ is multisymplectic.
As it has been pointed out in Section 6.3.1, the Poincaré-Cartan $(m+1)$-form can not be multisymplectic in $J^{3} \pi$, due to the fact that the restricted Legendre map is, at the best, a submersion onto $J^{2} \pi^{\ddagger}$. Nevertheless, the restriction of the form $\Omega_{\mathcal{L}}$ to some submanifold can be multisymplectic, as we show in the following result, which is a direct consequence of Proposition 6.18.
Corollary 6.19. Let $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ be a second-order hyperregular Lagrangian density, $\Upsilon \in \Gamma(\mathcal{F} \mathcal{L}) a$ global section of $\mathcal{F} \mathcal{L}$, and $\operatorname{Im}(\Upsilon) \hookrightarrow J^{3} \pi$ the image set of $\Upsilon$, whose natural embedding is canonically identified with $\Upsilon$. Then the $(m+1)$-form $\Upsilon^{*} \Omega_{\mathcal{L}} \in \Omega^{m+1}(\operatorname{Im}(\Upsilon))$ is a multisymplectic form in $\operatorname{Im}(\Upsilon)$.

Proof. From Definition 6.6 we have

$$
\Upsilon^{*} \Omega_{\mathcal{L}}=\Upsilon^{*}\left(\widetilde{\mathcal{F}}^{*} \Omega_{1}^{s}\right)=(\widetilde{\mathcal{F} \mathcal{L}} \circ \Upsilon)^{*} \Omega_{1}^{s}=h^{*} \Omega_{1}^{s}=\Omega_{h}
$$

Then, since $\mathcal{L}$ is a second-order hyperregular Lagrangian density, from Proposition 6.18 we have that $\Omega_{h}$ is multisymplectic in $J^{2} \pi^{\ddagger}$. Therefore, $\Upsilon^{*} \Omega_{\mathcal{L}}$ is multisymplectic in $\operatorname{Im}(\Upsilon)$.

## Field equations for sections

As in Section 6.3, using the results given in previous Sections, we can now state the Hamiltonian field equation for sections in the hyperregular case, and recover the Hamiltonian solutions in $J^{2} \pi^{\ddagger}$ from the solutions in the unified setting.

The second-order (hyperregular) Hamiltonian problem for sections associated with the Hamiltonian system $\left(J^{2} \pi^{\ddagger}, \Omega_{h}\right)$ consists in finding sections $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ characterized by the equation

$$
\begin{equation*}
\psi_{h}^{*} i(X) \Omega_{h}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{2} \pi^{\ddagger}\right) . \tag{6.32}
\end{equation*}
$$

Proposition 6.20. Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a section solution to the equation 6.8. Then the section $\psi_{h}=$ $\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ is a solution to the equation (6.32).

Proof. The proof of this result is analogous to the proof of Proposition 6.11. In particular, since the map $\rho_{2}^{r}: \mathcal{W}_{r} \rightarrow J^{2} \pi^{\ddagger}$ is a submersion, for every vector field $X \in \mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)$ there exist some vector fields $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ such that $X$ and $Y$ are $\rho_{2}^{r}$-related. Observe that this vector field $Y$ is not unique, as the vector field $Y+Y_{o}$, with $Y_{o} \in \operatorname{ker} \mathrm{~T} \rho_{2}^{r}$, is also $\rho_{2}^{r}$-related with $X$. Thus, using this particular choice of $\rho_{2}^{r}$-related vector fields, we have

$$
\begin{aligned}
\psi_{h}^{*} i(X) \Omega_{h} & =\left(\rho_{2}^{r} \circ \psi\right)^{*} i(X) \Omega_{h}=\psi^{*}\left(\left(\rho_{2}^{r}\right)^{*} i(X) \Omega_{h}\right)=\psi^{*} i(Y)\left(\rho_{2}^{r}\right)^{*} \Omega_{h} \\
& =\psi^{*} i(Y)\left(h \circ \rho_{2}^{r}\right)^{*} \Omega_{1}^{s}=\psi^{*} i(Y)\left(\rho_{2} \circ \hat{h}\right)^{*} \Omega_{1}^{s}=\psi^{*} i(Y) \Omega_{r}
\end{aligned}
$$

Since the equality $\psi^{*} i(Y) \Omega_{r}=0$ holds for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$, in particular it holds for every $Y \in \mathfrak{X}\left(\mathcal{W}_{r}\right)$ which is $\rho_{2}^{r}$-related with $X \in \mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)$. Hence we obtain

$$
\psi_{h}^{*} i(X) \Omega_{h}=\psi^{*} i(Y) \Omega_{r}=0
$$

The diagram illustrating the situation of the above Proposition is the following


Observe that, as in the Lagrangian formalism described in Section 6.3, Proposition 6.20 states that every section solution to the field equation in the unified formalism projects to a section solution to the field equation in the Hamiltonian formalism, but it does not establish a correspondence between the solutions. As in the Lagrangian setting, this correspondence does exist, but in this formulation it is not one-to-one. This is due to the fact that the map $\rho_{2}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{2} \pi^{\ddagger}$ is a submersion, and not a diffeomorphism, as in the Lagrangian setting. This implies that for every section $\psi_{h}$ solution to the Hamiltonian field equation there are several sections solution to the field equation in the unified formalism that project to $\psi_{h}$.

Proposition 6.21. Let $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ be a second-order hyperregular Lagrangian density, and $\psi_{h} \in$ $\Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ a section solution to the field equation 6.32). Then the section $\psi=\sigma \circ \psi_{h} \in \Gamma\left(\rho_{M}^{r}\right)$ is a solution to the equation (6.8), where $\sigma \in \Gamma\left(\rho_{2}^{r}\right)$ is a global section of the projection $\rho_{2}^{r}$.

Proof. First, let us prove that the global section $\sigma \in \Gamma\left(\rho_{2}^{r}\right)$ does exist. As the second-order Lagrangian density is hyperregular, there exists a global section of $\mathcal{F} \mathcal{L}$, which we denote by $\Upsilon \in \Gamma(\mathcal{F} \mathcal{L})$. Then, we define $\sigma=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \Upsilon$. This map $\sigma: J^{2} \pi^{\ddagger} \rightarrow \mathcal{W}_{r}$ is a section of the projection $\rho_{2}^{r}$, since we have

$$
\rho_{2}^{r} \circ \sigma=\rho_{2}^{r} \circ j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \Upsilon=\rho_{2}^{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \Upsilon=\mathcal{F} \mathcal{L} \circ \Upsilon=\operatorname{Id}_{J^{2} \pi^{\ddagger}}
$$

Moreover, as $\Upsilon$ is a global section of $\mathcal{F} \mathcal{L}, \rho_{1}^{\mathcal{L}}$ is a diffeomorphism, and $j_{\mathcal{L}}$ is an embedding, we deduce that $\sigma$ is a global section of $\rho_{2}^{r}$.

Now we prove that $\psi$ is a solution to equation (6.8). Computing,

$$
\psi^{*} i(X) \Omega_{r}=\left(\sigma \circ \psi_{h}\right)^{*} i(X) \Omega_{r}=\psi_{h}^{*} i(Y) \Omega_{h}
$$

where $Y \in \mathfrak{X}\left(J^{2} \pi^{\ddagger}\right)$ is a vector field $\rho_{2}^{r}$-related with $X$, and we have used that $\Omega_{r}=\left(\rho_{2}^{r}\right)^{*} \Omega_{h}$ implies $\sigma^{*} \Omega_{r}=\sigma^{*}\left(\left(\rho_{2}^{r}\right)^{*} \Omega_{h}\right)=\left(\rho_{2}^{r} \circ \sigma\right)^{*} \Omega_{h}=\Omega_{h}$.

Let us compute the local equations for the section $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$. If the section $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is locally given by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, u_{I}^{\alpha}, u_{J}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, then the section $\psi_{h}=\rho_{2}^{r} \circ \psi$ is given in coordinates by $\psi\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$. Now, bearing in mind that the section $\psi$ solution to the equation (6.8) must satisfy the local equations 6.10, (6.11) and 6.13), that the section $\psi$ takes values in the submanifold $\mathcal{W}_{\mathcal{L}} \cong \operatorname{graph}(\mathcal{F} \mathcal{L})$, and the local expression 6.31) of the Hamiltonian function $H$ in the hyperregular case, we obtain the following system of partial differential equations for the section $\psi_{h}$

$$
\begin{equation*}
\frac{\partial u^{\alpha}}{\partial x^{i}}=\frac{\partial H}{\partial p_{\alpha}^{i}} \quad ; \quad \sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}=\frac{\partial H}{\partial p_{\alpha}^{I}} \quad ; \quad \sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}=-\frac{\partial H}{\partial u^{\alpha}} \quad ; \quad \sum_{j=1}^{m} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}=-\frac{\partial H}{\partial u_{i}^{\alpha}} \tag{6.33}
\end{equation*}
$$

## Field equations for multivector fields

Next, using the results stated at the beginning of this Section, we can now state the Hamiltonian field equation for a multivector field, and recover the Hamiltonian solutions from the solutions to the field equation (6.19) in the unified formalism.

The second-order (hyperregular) Hamiltonian problem for multivector fields associated with the system $\left(J^{2} \pi^{\ddagger}, \Omega_{h}\right)$ consists in finding a class of locally decomposable, integrable and ( $\bar{\pi}_{J^{1} \pi}^{\ddagger}$ )-transverse multivector fields $\left\{\mathcal{X}_{h}\right\} \subset \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ satisfying the following field equation

$$
\begin{equation*}
i\left(\mathcal{X}_{h}\right) \Omega_{h}=0, \quad \text { for every } \mathcal{X}_{h} \in\left\{\mathcal{X}_{h}\right\} \subseteq \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right) \tag{6.34}
\end{equation*}
$$

In order to recover the solutions to the field equation for multivector fields, we first need the following technical result, which is similar to Lemma 6.14.

Lemma 6.22. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a multivector field tangent to $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$. Then there exists a unique multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ such that $\mathcal{X}_{h} \circ \rho_{2}^{r} \circ j_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}$.
Conversely, if $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$, then there exist multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ such that $\mathcal{X}_{h} \circ \rho_{2}^{r} \circ j_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}$.

Proof. The proof of this result is analogous to the proof of Lemma 6.14 bearing in mind that the map $\rho_{2}^{\mathcal{L}}=\rho_{2}^{r} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{2} \pi^{\ddagger}$ is a submersion onto $J^{2} \pi^{\ddagger}$. In particular, since the multivector field $\mathcal{X}$ is tangent to $\mathcal{W}_{\mathcal{L}}$, there exists a unique multivector field $\mathcal{X}_{o} \in \mathfrak{X}^{m}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $j_{\mathcal{L}}$-related to $\mathcal{X}$, that is, $\Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o}=\mathcal{X} \circ j_{\mathcal{L}}$. On the other hand, as $\rho_{2}^{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{2} \pi^{\ddagger}$ is a submersion, there is a unique multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ which is $\rho_{2}^{\mathcal{L}}$-related to $\mathcal{X}_{o}$; that is, $\mathcal{X}_{h} \circ \rho_{2}^{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{1}^{\mathcal{L}} \circ \mathcal{X}_{o}$. Then, computing, we have

$$
\mathcal{X}_{h} \circ \rho_{2}^{r} \circ j_{\mathcal{L}}=\mathcal{X}_{h} \circ \rho_{2}^{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \rho_{2}^{\mathcal{L}} \circ \mathcal{X}_{o}=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \Lambda^{m} \mathrm{~T} j_{\mathcal{L}} \circ \mathcal{X}_{o}=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \mathcal{X} \circ j_{\mathcal{L}}
$$

The converse is proved reversing this reasoning, but now the multivector field $\mathcal{X}_{o} \in \mathfrak{X}^{m}\left(\mathcal{W}_{\mathcal{L}}\right)$ which is $\rho_{2}^{\mathcal{L}}$-related with the given $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ is not unique, since $\rho_{2}^{\mathcal{L}}$ is a submersion with ker $\mathrm{T} \rho_{2}^{\mathcal{L}} \neq\{0\}$.

As in the Lagrangian formalism, the previous result gives a correspondence between the set of multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ and the set of multivector fields $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ such that the following diagram is commutative


Nevertheless, observe that in the Hamiltonian formalism, the map $\rho_{2}^{\mathcal{L}}=\rho_{2}^{r} \circ j_{\mathcal{L}}: \mathcal{W}_{\mathcal{L}} \rightarrow J^{2} \pi^{\ddagger}$ is a submersion (instead of a diffeomorphism, as in the Lagrangian setting), and thus the correspondence is not one-to-one. In particular, for every multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ we can define a
unique multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ such that the previous diagram commutes. But since $\rho_{2}^{\mathcal{L}}$ is a submersion, for every $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ there are several multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, satisfying the same property.

Using Lemma 6.22 we can now state the (non-bijective) correspondence between the multivector fields in $J^{2} \pi^{\ddagger}$ solution to equation (6.34) and the multivector fields in $\mathcal{W}_{r}$ solution to the field equation (6.19).
Theorem 6.23. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a locally decomposable, integrable and $\rho_{M}^{r}$-transverse multivector field solution to the equation (6.19) and tangent to $\mathcal{W}_{\mathcal{L}}$. Then there exists a locally decomposable, integrable and $\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$-transverse multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ solution to the equation (6.34).
Conversely, if $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ is a locally decomposable, integrable and $\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$-transverse multivector field solution to the equation (6.34), then there exist locally decomposable, integrable and $\rho_{M}^{r}$-transverse multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ tangent to $\mathcal{W}_{\mathcal{L}}$ solution to the equation 6.19.

Proof. The proof of this result is analogous to the proof of Theorem6.15. In particular, applying Lemma 6.22 , we have

$$
\left.i(\mathcal{X}) \Omega_{r}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.i(\mathcal{X})\left(\rho_{2}^{r}\right)^{*} \Omega_{h}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.\left(\rho_{2}^{r}\right)^{*} i\left(\mathcal{X}_{h}\right) \Omega_{h}\right|_{\mathcal{W}_{\mathcal{L}}}=\left.i\left(\mathcal{X}_{h}\right) \Omega_{h}\right|_{\rho_{2}^{r}\left(\mathcal{W}_{\mathcal{L}}\right)}=\left.i\left(\mathcal{X}_{h}\right) \Omega_{h}\right|_{J^{2} \pi^{\ddagger}}
$$

Hence, $\mathcal{X}_{h}$ is a solution to the equation $i\left(\mathcal{X}_{h}\right) \Omega_{h}=0$ if, and only if, $\mathcal{X}$ is a solution to the equation $i(\mathcal{X}) \Omega_{r}=0$.

Observe that, following the same reasoning as above, we have

$$
\begin{aligned}
\left.i(\mathcal{X})\left(\rho_{M}^{r}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}} & =\left.i(\mathcal{X})\left(\bar{\pi}_{J^{1} \pi}^{\ddagger} \circ \rho_{2}^{r}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}}=\left.\left(\rho_{2}^{r}\right)^{*} i\left(\mathcal{X}_{h}\right)\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)^{*} \eta\right|_{\mathcal{W}_{\mathcal{L}}} \\
& =\left.i\left(\mathcal{X}_{h}\right)\left(\bar{\pi}^{3}\right)^{*} \eta\right|_{\rho_{1}^{r}\left(\mathcal{W}_{\mathcal{L}}\right)}=i\left(\mathcal{X}_{h}\right)\left({\left.\left(\pi_{J^{1} \pi}^{\ddagger}\right)^{*} \eta\right|_{J^{2} \pi^{\ddagger}}}\right.
\end{aligned}
$$

Hence, $\mathcal{X}_{h}$ is $\bar{\pi}_{J^{1} \pi^{-}}^{\ddagger}$-transverse if, and only if, $\mathcal{X}$ is $\rho_{M^{r}}^{r}$-transverse.
Now, let us assume that $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ is integrable, and let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be an integral section of $\mathcal{X}$. Then, the section $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ satisfies

$$
\mathcal{X}_{h} \circ \psi_{h}=\mathcal{X}_{h} \circ \rho_{2}^{r} \circ \psi=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \mathcal{X} \circ \psi=\Lambda^{m} \mathrm{~T} \rho_{2}^{r} \circ \Lambda^{m} \psi^{\prime}=\Lambda^{m} \psi_{h}^{\prime},
$$

where $\Lambda^{m} \psi^{\prime}: M \rightarrow \Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$ is the canonical lifting of $\psi$ to $\Lambda^{m} \mathrm{~T} \mathcal{W}_{r}$. That is, $\psi_{h}$ is an integral section of $\mathcal{X}_{h}$. Hence, if $\mathcal{X}$ is integrable, then $\mathcal{X}_{h}$ is integrable.

For the converse, let us assume that $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ is integrable, and let $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ be an integral section of $\mathcal{X}_{h}$. Then, the section $\psi=\sigma \circ \psi_{h} \in \Gamma\left(\rho_{M}^{r}\right)$, defined as in Proposition 6.21, satisfies

$$
\mathcal{X} \circ \psi=\mathcal{X} \circ \sigma \circ \psi_{h}=\Lambda^{m} \mathrm{~T} \sigma \circ \mathcal{X}_{h} \circ \psi_{h}=\Lambda^{m} \mathrm{~T} \sigma \circ \Lambda^{m} \psi_{h}^{\prime}=\Lambda^{m} \psi^{\prime}
$$

where we have used the fact that if the multivector fields $\mathcal{X}_{h}$ and $\mathcal{X}$ are $\rho_{2}^{r}$-related, then they are also $\sigma$-related. Therefore, if $\mathcal{X}_{h}$ is integrable, so is $\mathcal{X}$.

Let $\mathcal{X}_{h} \in \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ be a locally decomposable multivector field. From the results given in Section 1.6 and [75], we know that $\mathcal{X}_{h}$ is given in the natural coordinates of $J^{2} \pi^{\ddagger}$ by

$$
\begin{equation*}
\mathcal{X}_{h}=f \bigwedge_{j=1}^{m}\left(\frac{\partial}{\partial x^{j}}+F_{j}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+F_{i, j}^{\alpha} \frac{\partial}{\partial u_{i}^{\alpha}}+G_{\alpha, j}^{i} \frac{\partial}{\partial p_{\alpha}^{i}}+G_{\alpha, j}^{I} \frac{\partial}{\partial p_{\alpha}^{I}}\right) \tag{6.35}
\end{equation*}
$$

Taking $f=1$ as a representative of the equivalence class, since $\mathcal{X}_{h}$ is a solution to the equation (6.34), we obtain that the local equations for the component functions of $\mathcal{X}_{h}$ are

$$
F_{j}^{\alpha}=\frac{\partial H}{\partial p_{\alpha}^{j}} \quad ; \quad \sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} F_{i, j}^{\alpha}=\frac{\partial H}{\partial p_{\alpha}^{I}} \quad ; \quad \sum_{i=1}^{m} G_{\alpha, i}^{i}=-\frac{\partial H}{\partial u^{\alpha}} \quad ; \quad \sum_{j=1}^{m} G_{\alpha, j}^{1_{i}+1_{j}}=-\frac{\partial H}{\partial u_{i}^{\alpha}} .
$$

## Equivalence of the Hamiltonian field equations in the hyperregular case

Finally, we state the equivalence Theorem for the Hamiltonian formalism in the hyperregular case. This result is analogous to Theorems 6.8 and 6.16 , and is a direct consequence of Theorems 6.8 and 6.23 and of Propositions 6.20 and 6.21 , and hence we omit the proof.
Theorem 6.24. The following assertions on a section $\psi_{h} \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ are equivalent.

1. $\psi_{h}$ is a solution to equation 6.32 , that is,

$$
\psi_{h}^{*} i(X) \Omega_{h}=0, \quad \text { for every } X \in \mathfrak{X}\left(J^{2} \pi^{\ddagger}\right) .
$$

2. In natural coordinates, if $\psi_{h}$ is given by $\psi_{h}\left(x^{i}\right)=\left(x^{i}, u^{\alpha}, u_{i}^{\alpha}, p_{\alpha}^{i}, p_{\alpha}^{I}\right)$, then its component functions are a solution to the equations (6.33), that is,

$$
\frac{\partial u^{\alpha}}{\partial x^{i}}=\frac{\partial H}{\partial p_{\alpha}^{i}} \quad ; \quad \sum_{1_{i}+1_{j}=I} \frac{1}{n(i j)} \frac{\partial u_{i}^{\alpha}}{\partial x^{j}}=\frac{\partial H}{\partial p_{\alpha}^{I}} \quad ; \quad \sum_{i=1}^{m} \frac{\partial p_{\alpha}^{i}}{\partial x^{i}}=-\frac{\partial H}{\partial u^{\alpha}} \quad ; \quad \sum_{j=1}^{m} \frac{\partial p_{\alpha}^{1_{i}+1_{j}}}{\partial x^{j}}=-\frac{\partial H}{\partial u_{i}^{\alpha}} .
$$

3. $\psi_{h}$ is a solution to the equation

$$
i\left(\Lambda^{m} \psi_{h}^{\prime}\right)\left(\Omega_{h} \circ \psi_{h}\right)=0
$$

where $\Lambda^{m} \psi_{h}^{\prime}: M \rightarrow \Lambda^{m} \mathrm{~T}\left(J^{2} \pi^{\ddagger}\right)$ is the canonical lifting of $\psi_{h}$.
4. $\psi_{h}$ is an integral section of a multivector field contained in a class of locally decomposable, integrable and $\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$-transverse multivector fields $\left\{\mathcal{X}_{h}\right\} \subset \mathfrak{X}^{m}\left(J^{2} \pi^{\ddagger}\right)$ satisfying equation 6.34), that is,

$$
i\left(\mathcal{X}_{h}\right) \Omega_{h}=0
$$

### 6.4.3 Singular (almost-regular) Lagrangian densities

Finally, we study the case of second-order singular Lagrangian densities, although the only non-regular case that we study is the almost-regular one, since some minimal regularity conditions must be required to the second-order Lagrangian density in order to give a general framework. Thus, throughout this Section we assume that the second-order Lagrangian density is, at least, almost-regular.

Recall that, for almost-regular Lagrangian densities, only in the most favorable cases does there exist a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ where the field equations can be solved. In this situation, the solutions in the Hamiltonian formalism cannot be obtained directly from the projection of the solutions in the unified setting, but rather by passing through the Lagrangian formalism and using the Legendre map. Recall that, in this case, the phase space of the system is $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow J^{2} \pi^{\ddagger}$.

## Field equations for sections

As for the hyperregular case, we now state the Hamiltonian field equation for sections in the almostregular case, and we recover the Hamiltonian solutions in $\mathcal{P}$ from the solutions in the unified formalism.

The second-order (almost-regular) Hamiltonian problem for sections associated with the Hamiltonian system $\left(\mathcal{P}, \Omega_{h}\right)$ consists in finding sections $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ characterized by the equation

$$
\begin{equation*}
\psi_{h}^{*} i(X) \Omega_{h}=0, \quad \text { for every } X \in \mathfrak{X}(\mathcal{P}) . \tag{6.36}
\end{equation*}
$$

Proposition 6.25. Let $\mathcal{L} \in \Omega^{m}\left(J^{2} \pi\right)$ be an almost-regular Lagrangian density. Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a solution to the equation 6.8). Then, the section $\psi_{h}=\mathcal{F} \mathcal{L}_{o} \circ \rho_{1}^{r} \circ \psi=\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a solution to the equation 6.36).
Conversely, let $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ be a solution to equation 6.36). Then $\psi=j_{\mathcal{L}} \circ\left(\rho_{1}^{\mathcal{L}}\right)^{-1} \circ \gamma \circ \psi_{h} \in \Gamma\left(\rho_{\mathbb{R}}^{r}\right)$ is a solution to the equation 6.8), where $\gamma \in \Gamma_{\mathcal{P}}\left(\mathcal{F} \mathcal{L}_{o}\right)$.

Proof. Since the Lagrangian density $\mathcal{L}$ is assumed to be almost-regular, then the map $\mathcal{F} \mathcal{L}_{o}$ is a submersion onto its image, $\mathcal{P}$. Thus, for every vector field $X \in \mathfrak{X}(\mathcal{P})$ there exist some vector fields $Y \in \mathfrak{X}\left(J^{3} \pi\right)$ such that $X$ and $Y$ are $\mathcal{F} \mathcal{L}_{o}$-related. Using this particular choice of $\mathcal{F} \mathcal{L}_{o}$-related vector fields, we have

$$
\psi_{h}^{*} i(X) \Omega_{h}=\left(\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}}\right)^{*} i(X) \Omega_{h}=\psi_{\mathcal{L}}^{*}\left(\mathcal{F} \mathcal{L}_{o}^{*} i(X) \Omega_{h}\right)=\psi_{\mathcal{L}}^{*} i(Y) \mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\psi_{\mathcal{L}}^{*} i(Y) \Omega_{\mathcal{L}}
$$

Then we have proved

$$
\psi_{h}^{*} i(X) \Omega_{h}=\psi_{\mathcal{L}}^{*} i(Y) \Omega_{\mathcal{L}}=0
$$

since the last equality holds for every $Y \in \mathfrak{X}\left(J^{3} \pi\right)$ and, in particular, for every vector field $\mathcal{F} \mathcal{L}_{o}$-related to a vector field in $\mathcal{P}$. Therefore, using Proposition 6.11, the result follows.

The converse is proved reversing the reasoning and using Proposition 6.13, since $\mathcal{F} \mathcal{L}_{o} \circ \gamma=\operatorname{Id}_{\mathcal{P}}$ and, in particular, we have $\gamma^{*} \Theta_{\mathcal{L}}=\Theta_{h}$.

The diagram illustrating this last result is the following.


## Field equations for multivector fields

Next, we state the Hamiltonian field equation for a multivector field in the almost-regular case, and recover the Hamiltonian solutions from the solutions to the field equation $\sqrt{6.19}$ in the unified formalism.

The second-order (almost-regular) Hamiltonian problem for multivector fields associated with the system $\left(\mathcal{P}, \Omega_{h}\right)$ consists in finding a class of locally decomposable, integrable and $\bar{\pi}_{\mathcal{P}}$-transverse multivector fields $\left\{\mathcal{X}_{h}\right\} \subset \mathfrak{X}^{m}(\mathcal{P})$ satisfying the following field equation

$$
\begin{equation*}
i\left(\mathcal{X}_{h}\right) \Omega_{h}=0, \quad \text { for every } \mathcal{X}_{h} \in\left\{\mathcal{X}_{h}\right\} \subseteq \mathfrak{X}^{m}(\mathcal{P}) \tag{6.37}
\end{equation*}
$$

Since the second-order Lagrangian density is almost-regular, assume that there exists a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{\mathcal{L}}$ and a multivector field $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, defined at support on $\mathcal{W}_{f}$ and tangent to $\mathcal{W}_{f}$, which is a solution to the equation (6.25). Now consider the submanifolds $S_{f}=\rho_{1}^{\mathcal{L}}\left(\mathcal{W}_{f}\right) \hookrightarrow J^{3} \pi$ and $\mathcal{P}_{f}=$ $\mathcal{F} \mathcal{L}\left(S_{f}\right) \hookrightarrow \mathcal{P} \hookrightarrow J^{2} \pi^{\ddagger}$. With these notations, we can state the following result, which is the analogous theorem to Theorem 6.23 in the case of almost-regular Lagrangian densities.

Theorem 6.26. Let $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$ be a locally decomposable, integrable and $\rho_{M}^{r}$-transverse multivector field, defined at support on $\mathcal{W}_{f}$ and tangent to $\mathcal{W}_{f}$, which is a solution to the equation (6.25). Then there exists a locally decomposable, integrable and $\bar{\pi}_{\mathcal{P}}$-transverse multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}(\mathcal{P})$, defined at support on $\mathcal{P}_{f}$ and tangent to $\mathcal{P}_{f}$, which is a solution to the equation 6.37.
Conversely, if $\mathcal{X}_{h} \in \mathfrak{X}^{m}(\mathcal{P})$ is a locally decomposable, integrable and $\bar{\pi}_{\mathcal{P}}$-transverse multivector field defined at support on $\mathcal{P}_{f}$ and tangent to $\mathcal{P}_{f}$ which is a solution to the equation 6.37), then there exist locally decomposable, integrable and $\rho_{M}^{r}$-transverse multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, defined at support on $\mathcal{W}_{f}$ and tangent to $\mathcal{W}_{f}$, which are solutions to the equation 6.25.

Proof. Using Theorem 6.15, there is a one-to-one correspondence between holonomic multivector fields $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ solution to the field equation (6.30) (at least on the points of a submanifold $S_{f} \hookrightarrow J^{3} \pi$ ) and holonomic multivector fields $\mathcal{X} \in \mathfrak{X}^{m}\left(\mathcal{W}_{r}\right)$, tangent to $\mathcal{W}_{\mathcal{L}}$, solution to equations (6.19) (at least on the points of a submanifold $\mathcal{W}_{f} \hookrightarrow \mathcal{W}_{r}$. Hence, it suffices to prove that we can establish a correspondence between multivector fields in $J^{3} \pi$ solution to the Lagrangian field equation, and multivector fields in $\mathcal{P}$ solution to the Hamiltonian field equation.

Since the Lagrangian density is almost-regular, the map $\mathcal{F} \mathcal{L}_{o}$ is a surjective submersion on $\mathcal{P}$. Hence, for every $\mathcal{X}_{h} \in \mathfrak{X}^{m}(\mathcal{P})$ there exist some $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ (not necessarily unique) such that $\mathcal{X}_{h}$ and $\mathcal{X}_{\mathcal{L}}$ are $\mathcal{F} \mathcal{L}_{o}$-related, that is, $\mathcal{X}_{h} \circ \mathcal{F} \mathcal{L}_{o}=\Lambda^{m} \mathrm{~T} \mathcal{F} \mathcal{L}_{o} \circ \mathcal{X}_{\mathcal{L}}$. And, conversely, for every multivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$, there exists a multivector field $\mathcal{X}_{h} \in \mathfrak{X}^{m}(\mathcal{P})$ which is $\mathcal{F} \mathcal{L}_{o}$-related with $X_{\mathcal{L}}$. Using this particular choice of $\mathcal{F} \mathcal{L}_{o}$-related multivector fields, we have

$$
i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=i\left(\mathcal{X}_{\mathcal{L}}\right) \mathcal{F} \mathcal{L}_{o}^{*} \Omega_{h}=\mathcal{F} \mathcal{L}_{o}^{*} i\left(\mathcal{X}_{h}\right) \Omega_{h}=\left.i\left(\mathcal{X}_{h}\right) \Omega_{h}\right|_{\mathcal{F} \mathcal{L}_{o}\left(J^{3} \pi\right)}=\left.i\left(\mathcal{X}_{h}\right) \Omega_{h}\right|_{\mathcal{P}}
$$

since $\mathcal{F} \mathcal{L}_{o}$ is a surjective submersion on $\mathcal{P}$. The converse is immediate, reversing this reasoning. Hence, we have proved that $i\left(\mathcal{X}_{\mathcal{L}}\right) \Omega_{\mathcal{L}}=0$ is equivalent to $i\left(\mathcal{X}_{h}\right) \Omega_{h}=0$ whenever $\mathcal{X}_{\mathcal{L}}$ and $\mathcal{X}_{h}$ are $\mathcal{F} \mathcal{L}_{o}$-related. The same reasoning proves that $i\left(\mathcal{X}_{\mathcal{L}}\right)\left(\bar{\pi}^{3}\right)^{*} \eta \neq 0$ is equivalent to $i\left(\mathcal{X}_{h}\right) \bar{\pi}_{\mathcal{P}}^{*} \eta \neq 0$. Observe that the reasoning remains the same replacing $J^{3} \pi$ by $S_{f}$ and $\mathcal{P}$ by $\mathcal{P}_{f}$.

Now, let us assume that $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{m}\left(J^{3} \pi\right)$ is integrable, and let $\psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}^{3}\right)$ be an integral section of $\mathcal{X}_{\mathcal{L}}$. Then, the section $\psi_{h}=\mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ satisfies

$$
\mathcal{X}_{h} \circ \psi_{h}=\mathcal{X}_{h} \circ \mathcal{F} \mathcal{L}_{o} \circ \psi_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \mathcal{F} \mathcal{L}_{o} \circ \mathcal{X}_{\mathcal{L}} \circ \psi_{\mathcal{L}}=\Lambda^{m} \mathrm{~T} \mathcal{F} \mathcal{L}_{o} \circ \Lambda^{m} \psi_{\mathcal{L}}^{\prime}=\Lambda^{m} \psi_{h}^{\prime}
$$

That is, $\psi_{h}$ is an integral section of $\mathcal{X}_{h}$. Hence, if $\mathcal{X}_{\mathcal{L}}$ is integrable, then $\mathcal{X}_{h}$ is integrable.
For the converse, let us assume that $\mathcal{X}_{h} \in \mathfrak{X}^{m}(\mathcal{P})$ is integrable, and let $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ be an integral section of $\mathcal{X}_{h}$. Then, the section $\psi_{\mathcal{L}}=\gamma \circ \psi_{h} \in \Gamma\left(\rho_{M}^{r}\right)$, with $\gamma \in \Gamma_{\mathcal{P}}\left(\mathcal{F} \mathcal{L}_{o}\right)$ satisfies

$$
\mathcal{X}_{\mathcal{L}} \circ \psi_{\mathcal{L}}=\mathcal{X}_{\mathcal{L}} \circ \gamma \circ \psi_{h}=\Lambda^{m} \mathrm{~T} \gamma \circ \mathcal{X}_{h} \circ \psi_{h}=\Lambda^{m} \mathrm{~T} \gamma \circ \Lambda^{m} \psi_{h}^{\prime}=\Lambda^{m} \psi_{\mathcal{L}}^{\prime}
$$

where we have used the fact that if the multivector fields $\mathcal{X}_{h}$ and $\mathcal{X}_{\mathcal{L}}$ are $\mathcal{F} \mathcal{L}_{o}$-related, then they are also $\gamma$-related. Therefore, if $\mathcal{X}_{h}$ is integrable, so is $\mathcal{X}_{\mathcal{L}}$.

The diagram that illustrates the situation of the previous Theorem is the following


## Equivalence of the Hamiltonian field equations in the almost-regular case

Finally, we state the equivalence Theorem for the Hamiltonian formalism in the almost-regular case, which is the analogous to Theorems $6.8,6.16$ and 6.24 in the almost-regular setting. Since this result is a straightforward consequence of Theorems 6.8 and 6.26 and of Proposition 6.25, we omit the proof.

Theorem 6.27. The following assertions on a section $\psi_{h} \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ are equivalent.

1. $\psi_{h}$ is a solution to equation 6.36, that is,

$$
\psi_{h}^{*} i(X) \Omega_{h}=0, \quad \text { for every } X \in \mathfrak{X}(\mathcal{P})
$$

2. $\psi_{h}$ is a solution to the equation

$$
i\left(\Lambda^{m} \psi_{h}^{\prime}\right)\left(\Omega_{h} \circ \psi_{h}\right)=0
$$

where $\Lambda^{m} \psi_{h}^{\prime}: M \rightarrow \Lambda^{m} \mathrm{TP}$ is the canonical lifting of $\psi_{h}$.
3. $\psi_{h}$ is an integral section of a multivector field contained in a class of locally decomposable, integrable and $\bar{\pi}_{\mathcal{P}}$-transverse multivector fields $\left\{\mathcal{X}_{h}\right\} \subset \mathfrak{X}^{m}(\mathcal{P})$ satisfying equation 6.37), that is,

$$
i\left(\mathcal{X}_{h}\right) \Omega_{h}=0
$$

### 6.5 Examples

In this Section, two physical models are analyzed as examples to show the application of the formalisms. The first example is a regular field theory, the bending of a loaded and clamped plate, while the second is a singular one, the well-known Korteweg-de Vries equation.

### 6.5.1 Loaded and clamped plate

Let us consider a plate with clamped edges. We wish to determine the bending (or deflection) perpendicular to the plane of the plate under the action of an external force given by a uniform load. This system has been studied using a previous version of the unified formalism in [15], and can be modeled as a second-order field theory, taking $M=\mathbb{R}^{2}$ as the base manifold (the plate) and the "vertical" bending as a fiber bundle $E=\mathbb{R}^{2} \times \mathbb{R} \xrightarrow{\pi} \mathbb{R}^{2}$ (that is, the fibers are 1-dimensional).

We consider in $M=\mathbb{R}^{2}$ the canonical coordinates $(x, y)$ of the Euclidean plane, and in $E=\mathbb{R}^{3}$ we take the global coordinates $(x, y, u)$ adapted to the bundle structure. Recall that $\mathbb{R}^{2}$ admits a canonical volume form $\eta=\mathrm{d} x \wedge \mathrm{~d} y \in \Omega^{2}\left(\mathbb{R}^{2}\right)$.

Remark. Note that this is the "smaller" higher-order field theory that can be considered: dimension 2 in the base manifold, 1-dimensional fibers and second-order.

In the induced coordinates $\left(x, y, u, u_{1}, u_{2}, u_{(2,0)}, u_{(1,1)}, u_{(0,2)}\right)$ of $J^{2} \pi$, the second-order Lagrangian density $\mathcal{L} \in \Omega^{2}\left(J^{2} \pi\right)$ for this field theory is given by

$$
\mathcal{L}=\frac{1}{2}\left(u_{(2,0)}^{2}+2 u_{(1,1)}^{2}+u_{(0,2)}^{2}-2 q u\right) \mathrm{d} x \wedge \mathrm{~d} y
$$

where $q \in \mathbb{R}$ is a constant modeling the uniform load on the plate.

## Lagrangian-Hamiltonian formalism

Following Section 6.2.1 we consider the fiber bundles

$$
\mathcal{W}=J^{3} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\dagger} \quad ; \quad \mathcal{W}_{r}=J^{3} \pi \times_{J^{1} \pi} J^{2} \pi^{\ddagger}
$$

with the natural coordinates introduced in the aforementioned Section, which are

$$
\begin{equation*}
\left(x, y, u, u_{1}, u_{2}, u_{(2,0)}, u_{(1,1)}, u_{(0,2)}, u_{(3,0)}, u_{(2,1)}, u_{(1,2)}, u_{(0,3)}, p, p^{1}, p^{2}, p^{(2,0)}, p^{(1,1)}, p^{(0,2)}\right) \tag{6.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x, y, u, u_{1}, u_{2}, u_{(2,0)}, u_{(1,1)}, u_{(0,2)}, u_{(3,0)}, u_{(2,1)}, u_{(1,2)}, u_{(0,3)}, p^{1}, p^{2}, p^{(2,0)}, p^{(1,1)}, p^{(0,2)}\right) \tag{6.39}
\end{equation*}
$$

respectively. Observe that, in this example, we have $\operatorname{dim} J^{3} \pi=12$ and $\operatorname{dim} J^{2} \pi^{\ddagger}=10$, and therefore $\operatorname{dim} \mathcal{W}=18$ and $\operatorname{dim} \mathcal{W}_{r}=17$.

The Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ is specified by the local Hamiltonian function, whose coordinate expression (6.6) in this case is

$$
\begin{equation*}
\hat{H}=p^{1} u_{1}+p^{2} u_{2}+p^{(2,0)} u_{(2,0)}+p^{(1,1)} u_{(1,1)}+p^{(0,2)} u_{(0,2)}-\frac{1}{2} u_{(2,0)}^{2}-u_{(1,1)}^{2}-\frac{1}{2} u_{(0,2)}^{2}+q u \tag{6.40}
\end{equation*}
$$

and the canonical forms in $\mathcal{W}_{r}$ are given by

$$
\begin{align*}
\Theta_{r}= & -\hat{H} \mathrm{~d} x \wedge \mathrm{~d} y+p^{1} \mathrm{~d} u \wedge \mathrm{~d} y-p^{2} \mathrm{~d} u \wedge \mathrm{~d} x+p^{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} y-\frac{1}{2} p^{(1,1)} \mathrm{d} u_{1} \wedge \mathrm{~d} x \\
& +\frac{1}{2} p^{(1,1)} \mathrm{d} u_{2} \wedge \mathrm{~d} y-p^{(0,2)} \mathrm{d} u_{2} \wedge \mathrm{~d} x \\
\Omega_{r}= & \mathrm{d} \hat{H} \wedge \mathrm{~d} x \wedge \mathrm{~d} y-\mathrm{d} p^{1} \mathrm{~d} u \wedge \mathrm{~d} y+\mathrm{d} p^{2} \mathrm{~d} u \wedge \mathrm{~d} x-\mathrm{d} p^{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} y+\frac{1}{2} \mathrm{~d} p^{(1,1)} \mathrm{d} u_{1} \wedge \mathrm{~d} x  \tag{6.41}\\
& -\frac{1}{2} \mathrm{~d} p^{(1,1)} \mathrm{d} u_{2} \wedge \mathrm{~d} y+\mathrm{d} p^{(0,2)} \mathrm{d} u_{2} \wedge \mathrm{~d} x
\end{align*}
$$

Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a holonomic section. Then, taking into account the local expression (6.40) of the local Hamiltonian function $\hat{H}$ and (6.41) of the canonical forms in $\mathcal{W}_{r}$, the field equation (6.8) gives in coordinates the following system of 11 equations

$$
\begin{array}{r}
\frac{\partial p^{1}}{\partial x}+\frac{\partial p^{2}}{\partial y}+q=0 \\
\frac{\partial p^{(2,0)}}{\partial x}+\frac{1}{2} \frac{\partial p^{(1,1)}}{\partial y}+p^{1}=0 \quad ; \quad \frac{1}{2} \frac{\partial p^{(1,1)}}{\partial x}+\frac{\partial p^{(0,2)}}{\partial y}+p^{2}=0 \\
p^{(2,0)}-u_{(2,0)}=0 \quad ; \quad p^{(1,1)}-2 u_{(1,1)}=0 \quad ; \quad p^{(0,2)}-u_{(0,2)}=0, \\
u_{1}-\frac{\partial u}{\partial x}=0 \quad ; \quad u_{2}-\frac{\partial u}{\partial y}=0 \\
u_{(2,0)}-\frac{\partial u_{1}}{\partial x}=0 \quad ; \quad u_{(1,1)}-\frac{1}{2}\left(\frac{\partial u_{1}}{\partial y}+\frac{\partial u_{2}}{\partial x}\right)=0 \quad ; \quad u_{(0,2)}-\frac{\partial u_{2}}{\partial y}=0 . \tag{6.46}
\end{array}
$$

Equations (6.45 and (6.46) are automatically satisfied, since we require the section $\psi$ to be holonomic at the beginning. On the other hand, combining equations (6.43) and (6.44), we obtain the constraints defining the submanifold $\mathcal{W}_{\mathcal{L}}$, and hence the Legendre map associated to this Lagrangian density, which is the fiber bundle map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ given locally by

$$
\begin{gather*}
\mathcal{F} \mathcal{L}^{*} p^{1}=-u_{(3,0)}-u_{(1,2)} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{2}=-u_{(2,1)}-u_{(0,3)} \\
\mathcal{F} \mathcal{L}^{*} p^{(2,0)}=u_{(2,0)} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{(1,1)}=2 u_{(1,1)} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{(0,2)}=u_{(0,2)} \tag{6.47}
\end{gather*}
$$

Observe that the tangent map of $\mathcal{F} \mathcal{L}$ at every point $j_{x}^{3} \phi \in J^{3} \pi$ is given in coordinates by the $10 \times 12$ real matrix

$$
\mathrm{T}_{j_{x}^{3} \phi} \mathcal{F} \mathcal{L}=\left(\begin{array}{cccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

From this it is clear that $\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{3} \phi\right)\right)=10=\operatorname{dim} J^{2} \pi^{\ddagger}$. Hence, the restricted Legendre map is a submersion onto $J^{2} \pi^{\ddagger}$, and thus the second-order Lagrangian density $\mathcal{L} \in \Omega^{2}\left(J^{2} \pi\right)$ is regular.

Finally, combining equations $(6.42, ~ 6.43$ and 6.44 , we obtain the second-order Euler-Lagrange equation for this field theory

$$
\begin{equation*}
u_{(4,0)}+2 u_{(2,2)}+u_{(0,4)}=q \Longleftrightarrow \frac{\partial^{4} u}{\partial x^{4}}+2 \frac{\partial^{4} u}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4} u}{\partial y^{4}}=q \tag{6.48}
\end{equation*}
$$

This is the classical equation for the bending of a clamped plate under a uniform load.
Now, let $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ be a locally decomposable bivector field given locally by 6.20 , that is,

$$
\begin{aligned}
\mathcal{X}=( & \frac{\partial}{\partial x}+F_{1} \frac{\partial}{\partial u}+F_{1,1} \frac{\partial}{\partial u_{1}}+F_{2,1} \frac{\partial}{\partial u_{2}}+F_{(2,0), 1} \frac{\partial}{\partial u_{(2,0)}}+F_{(1,1), 1} \frac{\partial}{\partial u_{(1,1)}}+F_{(0,2), 1} \frac{\partial}{\partial u_{(0,2)}} \\
& +F_{(3,0), 1} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 1} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 1} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 1} \frac{\partial}{\partial u_{(0,3)}} \\
& \left.+G_{1}^{1} \frac{\partial}{\partial p^{1}}+G_{1}^{2} \frac{\partial}{\partial p^{2}}+G_{1}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{1}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{1}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right) \\
\wedge & \left(\frac{\partial}{\partial y}+F_{2} \frac{\partial}{\partial u}+F_{1,2} \frac{\partial}{\partial u_{1}}+F_{2,2} \frac{\partial}{\partial u_{2}}+F_{(2,0), 2} \frac{\partial}{\partial u_{(2,0)}}+F_{(1,1), 2} \frac{\partial}{\partial u_{(1,1)}}+F_{(0,2), 2} \frac{\partial}{\partial u_{(0,2)}}\right. \\
& +F_{(3,0), 2} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 2} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 2} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 2} \frac{\partial}{\partial u_{(0,3)}} \\
& \left.+G_{2}^{1} \frac{\partial}{\partial p^{1}}+G_{2}^{2} \frac{\partial}{\partial p^{2}}+G_{2}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{2}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{2}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right) .
\end{aligned}
$$

Then, taking into account the coordinate expressions 6.40 of the local Hamiltonian function $\hat{H}$ and 6.41) of the 3 -form $\Omega_{r}$, the equation 6.19) gives in coordinates the following system of 11 equations for the component functions of the bivector field $\mathcal{X}$

$$
\begin{array}{r}
F_{1}=u_{1} \quad ; \quad F_{2}=u_{2}, \\
F_{1,1}=u_{(2,0)} \quad ; \quad \frac{1}{2}\left(F_{1,2}+F_{2,1}\right)=u_{(1,1)} \quad ; \quad F_{2,2}=u_{(0,2)}, \\
G_{1}^{1}+G_{2}^{2}=-q, \\
G_{1}^{(2,0)}+\frac{1}{2} G_{2}^{(1,1)}=-p^{1} \quad ; \quad \frac{1}{2} G_{1}^{(1,1)}+G_{2}^{(0,2)}=-p^{2}, \\
p^{(2,0)}-u_{(2,0)}=0 \quad ; \quad p^{(1,1)}-2 u_{(1,1)}=0 \quad ; \quad p^{(0,2)}-u_{(0,2)}=0 . \tag{6.53}
\end{array}
$$

Moreover, if we assume that $\mathcal{X}$ is holonomic, then we have the following 8 additional equations

$$
\begin{align*}
F_{1,2}=u_{(1,1)} \quad ; \quad F_{2,1}=u_{(1,1)} \quad ; \quad F_{(2,0), 1}=u_{(3,0)} \quad ; \quad F_{(2,0), 2}=u_{(2,1)} \\
F_{(1,1), 1}=u_{(2,1)} \quad ; \quad F_{(1,1), 2}=u_{(1,2)} \quad ; \quad F_{(0,2), 1}=u_{(1,2)} \quad ; \quad F_{(0,2), 2}=u_{(0,3)} . \tag{6.54}
\end{align*}
$$

Observe that equations (6.53) are the equations defining the first constraint submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$. As we have seen in Section 6.2.2, the tangency condition for the bivector field $\mathcal{X}$ along $\mathcal{W}_{c}$ enables us to determine all the coefficients $G_{i}^{I}$, with $i=1,2$ and $|I|=2$, in the following way

$$
\begin{aligned}
& G_{1}^{(2,0)}=u_{(3,0)} \quad ; \quad G_{1}^{(1,1)}=2 u_{(2,1)} \quad ; \quad G_{1}^{(0,2)}=u_{(1,2)} \\
& G_{2}^{(2,0)}=u_{(2,1)} \quad ; \quad G_{2}^{(1,1)}=2 u_{(1,2)} \quad ; \quad G_{2}^{(0,2)}=u_{(0,3)}
\end{aligned}
$$

Then, replacing these functions in equations 6.52, we obtain the following 2 additional constraints

$$
p^{1}+u_{(3,0)}+u_{(1,2)}=0 \quad ; \quad p^{2}+u_{(2,1)}+u_{(0,3)}=0
$$

which define a new submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$. Analyzing the tangency of the bivector field $\mathcal{X}$ along this new submanifold $\mathcal{W}_{\mathcal{L}}$, we obtain the following 4 equations, which enable us to determinate the coefficients $G_{i}^{j}$ as follows

$$
\begin{array}{lll}
G_{1}^{1}+F_{(3,0), 1}+F_{(1,2), 1}=0 \quad ; & G_{1}^{2}+F_{(2,1), 1}+F_{(0,3), 1}=0 \\
G_{2}^{1}+F_{(3,0), 2}+F_{(1,2), 2}=0 \quad ; \quad & G_{1}^{2}+F_{(2,1), 2}+F_{(0,3), 2}=0
\end{array}
$$

Hence, replacing these expressions on equations 6.51), we obtain the second-order Euler-Lagrange equation for a bivector field, which is

$$
\begin{equation*}
F_{(3,0), 1}+F_{(1,2), 1}+F_{(2,1), 2}+F_{(0,3), 2}=q \tag{6.55}
\end{equation*}
$$

Observe that if $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is an integral section of $\mathcal{X}$, then its component functions must satisfy the second-order Euler-Lagrange equation 6.48).

## Lagrangian formalism

Now we recover the Lagrangian structures and equations from the unified setting. In order to obtain the Poincaré-Cartan 2-form $\Theta_{\mathcal{L}}=\widehat{\mathcal{F} \mathcal{L}^{*}} \Theta_{1}^{s} \in \Omega^{2}\left(J^{3} \pi\right)$, we need the extended Legendre map $\widehat{\mathcal{F} \mathcal{L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$. From the results in Section 6.2.2, and bearing in mind the coordinate expression 6.47) of the restricted Legendre map in this example, we have that the extended Legendre map is given locally by

$$
\begin{gathered}
\widetilde{\mathcal{F L}}^{*} p^{1}=-u_{(3,0)}-u_{(1,2)} \quad ; \quad \widetilde{\mathcal{F}}^{*} p^{2}=-u_{(2,1)}-u_{(0,3)} \\
\widetilde{\mathcal{F}}^{*} p^{(2,0)}=u_{(2,0)} \quad ; \quad \widetilde{\mathcal{F} \mathcal{L}} p^{*}(1,1)=2 u_{(1,1)} \quad ; \quad \widetilde{\mathcal{F}}^{*} p^{(0,2)}=u_{(0,2)} \\
\widetilde{\mathcal{F}}^{*} p=u_{(3,0)} u_{1}+u_{(1,2)} u_{1}+u_{(2,1)} u_{2}+u_{(0,3)} u_{2}-\frac{1}{2} u_{(2,0)}^{2}-u_{(1,1)}^{2}-\frac{1}{2} u_{(0,2)}^{2}-q u
\end{gathered}
$$

Therefore, the Poincaré-Cartan 2-form is given locally by

$$
\begin{aligned}
\Theta_{\mathcal{L}}= & \left(\frac{1}{2} u_{(2,0)}^{2}+u_{(1,1)}^{2}+\frac{1}{2} u_{(0,2)}^{2}+q u-u_{(3,0)} u_{1}-u_{(1,2)} u_{1}-u_{(2,1)} u_{2}-u_{(0,3)} u_{2}\right) \mathrm{d} x \wedge \mathrm{~d} y \\
& -\left(u_{(3,0)}+u_{(1,2)}\right) \mathrm{d} u \wedge \mathrm{~d} y+\left(u_{(2,1)}+u_{(0,3)}\right) \mathrm{d} u \wedge \mathrm{~d} x+u_{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} y-u_{(1,1)} \mathrm{d} u_{1} \wedge \mathrm{~d} x \\
& +u_{(1,1)} \mathrm{d} u_{2} \wedge \mathrm{~d} y-u_{(0,2)} \mathrm{d} u_{2} \wedge \mathrm{~d} x
\end{aligned}
$$

Now, if $\Omega_{\mathcal{L}}=-\mathrm{d} \Theta_{\mathcal{L}}$, we recover the Lagrangian solutions for the field equations from the unified formalism. In particular, if $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is a holonomic section solution to the field equation (6.8), then the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic and is a solution to the field equation 6.28) by Proposition 6.11. In coordinates, the component functions of the section $\psi_{\mathcal{L}}=j^{3} \phi$, for some $\phi(x, y)=(x, y, u(x, y)) \in \overline{\Gamma(\pi)}$, are a solution to the second-order Euler-Lagrange equation 6.48, that is,

$$
u_{(4,0)}+2 u_{(2,2)}+u_{(0,4)}=q
$$

Finally, if $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ is a locally decomposable holonomic bivector field solution to the field equation 6.19), then, using Theorem 6.15, there exists a unique locally decomposable holonomic bivector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{2}\left(J^{3} \pi\right)$ solution to the equation (6.30). In coordinates, a locally decomposable holonomic bivector field $\mathcal{X}_{\mathcal{L}}$ is given by

$$
\begin{aligned}
\mathcal{X}_{\mathcal{L}}=( & \frac{\partial}{\partial x}+u_{1} \frac{\partial}{\partial u}+u_{(2,0)} \frac{\partial}{\partial u_{1}}+u_{(1,1)} \frac{\partial}{\partial u_{2}}+u_{(3,0)} \frac{\partial}{\partial u_{(2,0)}}+u_{(2,1)} \frac{\partial}{\partial u_{(1,1)}}+u_{(1,2)} \frac{\partial}{\partial u_{(0,2)}} \\
& \left.+F_{(3,0), 1} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 1} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 1} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 1} \frac{\partial}{\partial u_{(0,3)}}\right) \\
\wedge & \left(\frac{\partial}{\partial y}+u_{2} \frac{\partial}{\partial u}+u_{(1,1)} \frac{\partial}{\partial u_{1}}+u_{(0,2)} \frac{\partial}{\partial u_{2}}+u_{(2,1)} \frac{\partial}{\partial u_{(2,0)}}+u_{(1,2)} \frac{\partial}{\partial u_{(1,1)}}+u_{(0,3)} \frac{\partial}{\partial u_{(0,2)}}\right. \\
& \left.+F_{(3,0), 2} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 2} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 2} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 2} \frac{\partial}{\partial u_{(0,3)}}\right) .
\end{aligned}
$$

Then, the component functions of this bivector field must satisfy the equation 6.55, that is,

$$
F_{(3,0), 1}+F_{(1,2), 1}+F_{(2,1), 2}+F_{(0,3), 2}=q
$$

## Hamiltonian formalism

Since the Lagrangian density is regular, the Hamiltonian formalism takes place in an open set of $J^{2} \pi^{\ddagger}$. In fact, $\mathcal{L} \in \Omega^{2}\left(J^{2} \pi\right)$ is a hyperregular Lagrangian density, since the restricted Legendre map admits global sections. For instance, the map defined locally by

$$
\Upsilon=\left(x, y, u, u_{1}, u_{2}, p^{(2,0)}, \frac{1}{2} p^{(1,1)}, p^{(0,2)},-\frac{1}{2} p^{1},-\frac{1}{2} p^{2},-\frac{1}{2} p^{1},-\frac{1}{2} p^{2}\right)
$$

is a section of $\mathcal{F} \mathcal{L}$ defined everywhere in $J^{2} \pi^{\ddagger}$.
In the natural coordinates of $J^{2} \pi^{\ddagger}$, using Lemma 6.17, and bearing in mind the coordinate expression (6.40) of the local Hamiltonian function $\hat{H}$, the local Hamiltonian function $H$ that specifies the Hamiltonian $\mu$-section $h$ is given by

$$
H=p^{1} u_{1}+p^{2} u_{2}+\frac{1}{2}\left(p^{(2,0)}\right)^{2}+\frac{1}{4}\left(p^{(1,1)}\right)^{2}+\frac{1}{2}\left(p^{(0,2)}\right)^{2}+q u
$$

Hence, the Hamilton-Cartan 2-form $\Theta_{h} \in \Omega^{2}\left(J^{2} \pi^{\ddagger}\right)$ is given locally by

$$
\begin{aligned}
\Theta_{h}= & \left(-p^{1} u_{1}-p^{2} u_{2}-\frac{1}{2}\left(p^{(2,0)}\right)^{2}-\frac{1}{4}\left(p^{(1,1)}\right)^{2}-\frac{1}{2}\left(p^{(0,2)}\right)^{2}-q u\right) \mathrm{d} x \wedge \mathrm{~d} y+p^{1} \mathrm{~d} u \wedge \mathrm{~d} y \\
& -p^{2} \mathrm{~d} u \wedge \mathrm{~d} x+p^{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} y-\frac{1}{2} p^{(1,1)} \mathrm{d} u_{1} \wedge \mathrm{~d} x+\frac{1}{2} p^{(1,1)} \mathrm{d} u_{2} \wedge \mathrm{~d} y-p^{(0,2)} \mathrm{d} u_{2} \wedge \mathrm{~d} x
\end{aligned}
$$

Now we recover the Hamiltonian field equations and solutions from the unified setting. First, let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a (holonomic) section solution to the field equation 6.8. Then, as the second-order Lagrangian density is hyperregular, using Proposition 6.20 we know that the section $\psi_{h}=\rho_{2}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{J^{1} \pi}^{\ddagger}\right)$ is a solution to the equation 6.32 . In coordinates, the component functions of $\psi_{h}$ must satisfy the following system of 8 partial differential equations

$$
\begin{gathered}
\frac{\partial u}{\partial x}=u_{1} \quad ; \quad \frac{\partial u}{\partial y}=u_{2} \quad ; \quad \frac{\partial u_{1}}{\partial x}=p^{(2,0)} \quad ; \quad \frac{\partial u_{2}}{\partial x}+\frac{\partial u_{1}}{\partial y}=p^{(1,1)} \quad ; \quad \frac{\partial u_{2}}{\partial y}=p^{(0,2)} \\
\frac{\partial p^{1}}{\partial x}+\frac{\partial p^{2}}{\partial y}=q \quad ; \quad \frac{\partial p^{(2,0)}}{\partial x}+\frac{1}{2} \frac{\partial p^{(1,1)}}{\partial y}=-p^{1} \quad ; \quad \frac{1}{2} \frac{\partial p^{(1,1)}}{\partial x}+\frac{\partial p^{(0,2)}}{\partial y}=-p^{2}
\end{gathered}
$$

Finally, if $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ is a locally decomposable bivector field solution to the equation (6.19), then, by Theorem 6.23 there exists a locally decomposable bivector field $\mathcal{X}_{h} \in \mathfrak{X}^{2}\left(J^{2} \pi^{\ddagger}\right)$ solution to the equation (6.34). If $\mathcal{X}_{h}$ is locally given by (6.35), that is,

$$
\begin{aligned}
\mathcal{X}_{h}= & \left(\frac{\partial}{\partial x}+F_{1} \frac{\partial}{\partial u}+F_{1,1} \frac{\partial}{\partial u_{1}}+F_{2,1} \frac{\partial}{\partial u_{2}}+G_{1}^{1} \frac{\partial}{\partial p^{1}}+G_{1}^{2} \frac{\partial}{\partial p^{2}}\right. \\
& \left.+G_{1}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{1}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{1}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right) \\
\wedge & \left(\frac{\partial}{\partial y}+F_{2} \frac{\partial}{\partial u}+F_{1,2} \frac{\partial}{\partial u_{1}}+F_{2,2} \frac{\partial}{\partial u_{2}}+G_{2}^{1} \frac{\partial}{\partial p^{1}}+G_{2}^{2} \frac{\partial}{\partial p^{2}}\right. \\
& \left.+G_{2}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{2}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{2}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right)
\end{aligned}
$$

then its component functions must satisfy the following 8 equations

$$
\begin{gathered}
F_{1}=u_{1} \quad ; \quad F_{2}=u_{2} \quad ; \quad F_{1,1}=p^{(2,0)} \quad ; \quad F_{2,1}+F_{1,2}=p^{(1,1)} \quad ; \quad F_{2,2}=p^{(0,2)} \\
G_{1}^{1}+G_{2}^{2}=q \quad ; \quad G_{1}^{(2,0)}+\frac{1}{2} G_{2}^{(1,1)}=-p^{1} \quad ; \quad \frac{1}{2} G_{1}^{(1,1)}+G_{2}^{(0,2)}=-p^{2}
\end{gathered}
$$

### 6.5.2 Korteweg-de Vries equation

In the following we derive the Korteweg-de Vries equation, usually denoted as the KdV equation for short, using the geometric formalism introduced in this Chapter. The KdV equation is a mathematical model of waves on shallow water surfaces, and has become the prototypical example of a non-linear partial differential equation whose solutions can be specified exactly. Many papers are devoted to analyzing this model and, in particular, some previous multisymplectic descriptions of it are available, for instance in [5, 87, 153]. A further analysis using a different version of the unified formalism is given in [149.

The usual form of the KdV equation is

$$
\begin{equation*}
\frac{\partial y}{\partial t}-6 y \frac{\partial y}{\partial x}+\frac{\partial^{3} y}{\partial x^{3}}=0 \tag{6.56}
\end{equation*}
$$

that is, a non-linear, dispersive partial differential equation for a real function $y$ depending on two real variables, the space $x$ and the time $t$. It is known that the KdV equation can be derived from a least action principle as the Euler-Lagrange equation of the Lagrangian density

$$
\mathcal{L}=\frac{1}{2} \frac{\partial u}{\partial x} \frac{\partial u}{\partial t}-\left(\frac{\partial u}{\partial x}\right)^{3}-\frac{1}{2}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)^{2}
$$

where $y=\partial u / \partial x$. It is therefore clear that we can use our formulation to derive the Korteweg-de Vries equation as the field equations of a second-order field theory with a 2-dimensional base manifold and a 1-dimensional fiber over this base.

Hence, let us consider $M=\mathbb{R}^{2}$ with global coordinates $(x, t)$, and $E=\mathbb{R}^{2} \times \mathbb{R}$ with natural coordinates adapted to the bundle structure, $(x, t, u)$. In these coordinates, the canonical volume form in $\mathbb{R}^{2}$ is given by $\eta=\mathrm{d} x \wedge \mathrm{~d} t \in \Omega^{2}\left(\mathbb{R}^{2}\right)$.

In the induced coordinates $\left(x, t, u, u_{1}, u_{2}, u_{(2,0)}, u_{(1,1)}, u_{(0,2)}\right)$ of $J^{2} \pi$, the second-order Lagrangian density $\mathcal{L} \in \Omega^{2}\left(J^{2} \pi\right)$ given above may be written as

$$
\mathcal{L}=\frac{1}{2}\left(u_{1} u_{2}-2 u_{1}^{3}-u_{(2,0)}^{2}\right) \mathrm{d} x \wedge \mathrm{~d} t
$$

## Lagrangian-Hamiltonian formalism

Following Section 6.2.1, consider the fiber bundles

$$
\mathcal{W}=J^{3} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\dagger} \quad ; \quad \mathcal{W}_{r}=J^{3} \pi \times{ }_{J^{1} \pi} J^{2} \pi^{\ddagger}
$$

with the natural coordinates (6.38) and (6.39), respectively. Observe that, as in the previous example, we have $\operatorname{dim} J^{3} \pi=12$ and $\operatorname{dim} J^{2} \pi^{\ddagger}=10$, and therefore $\operatorname{dim} \mathcal{W}=18$ and $\operatorname{dim} \mathcal{W}_{r}=17$.

The Hamiltonian $\mu_{\mathcal{W}}$-section $\hat{h} \in \Gamma\left(\mu_{\mathcal{W}}\right)$ is specified by the local Hamiltonian function, whose coordinate expression (6.6) in this case is

$$
\begin{equation*}
\hat{H}=p^{1} u_{1}+p^{2} u_{2}+p^{(2,0)} u_{(2,0)}+p^{(1,1)} u_{(1,1)}+p^{(0,2)} u_{(0,2)}-\frac{1}{2} u_{1} u_{2}+u_{1}^{3}+\frac{1}{2} u_{(2,0)}^{2} . \tag{6.57}
\end{equation*}
$$

Then, the canonical forms in $\mathcal{W}_{r}$ have the coordinate expressions 6.41, just replacing the local Hamiltonian function $\sqrt{6.40}$ by (6.57).

Let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a holonomic section. Then, bearing in mind the coordinate expression 6.57) of the local Hamiltonian function $\hat{H}$ and 6.41 of the canonical forms $\mathcal{W}_{r}$, the field equation (6.8) gives in coordinates the following system of 11 equations

$$
\begin{array}{r}
\frac{\partial p^{1}}{\partial x}+\frac{\partial p^{2}}{\partial t}=0 \\
\frac{\partial p^{(2,0)}}{\partial x}+\frac{1}{2} \frac{\partial p^{(1,1)}}{\partial t}+p^{1}-\frac{1}{2} u_{2}+3 u_{1}^{2}=0 \quad ; \quad \frac{1}{2} \frac{\partial p^{(1,1)}}{\partial x}+\frac{\partial p^{(0,2)}}{\partial t}+p^{2}-\frac{1}{2} u_{1}=0 \\
p^{(2,0)}+u_{(2,0)}=0 \quad ; \quad p^{(1,1)}=0 \quad ; \quad p^{(0,2)}=0 \\
u_{1}-\frac{\partial u}{\partial x}=0 \quad ; \quad u_{2}-\frac{\partial u}{\partial t}=0 \\
u_{(2,0)}-\frac{\partial u_{1}}{\partial x}=0 \quad ; \quad u_{(1,1)}-\frac{1}{2}\left(\frac{\partial u_{1}}{\partial t}+\frac{\partial u_{2}}{\partial x}\right)=0 \quad ; \quad u_{(0,2)}-\frac{\partial u_{2}}{\partial t}=0 \tag{6.62}
\end{array}
$$

As in the Example analyzed in the previous Section, equations 6.61 and 6.62 are automatically satisfied because we require the section to be holonomic from the beginning. On the other hand, combining equations $\sqrt{6.59}$ and $\left(6.60\right.$ we obtain the constraints defining the submanifold $\mathcal{W}_{\mathcal{L}}$, and in particular the coordinate expression of the restricted Legendre map $\mathcal{F} \mathcal{L}: J^{3} \pi \rightarrow J^{2} \pi^{\ddagger}$ associated to this second-order Lagrangian density, which is

$$
\begin{gather*}
\mathcal{F} \mathcal{L}^{*} p^{1}=\frac{1}{2} u_{2}-3 u_{1}^{2}+u_{(3,0)} \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{2}=\frac{1}{2} u_{1}  \tag{6.63}\\
\mathcal{F} \mathcal{L}^{*} p^{(2,0)}=-u_{(2,0)} ; \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{(1,1)}=0 \quad ; \quad \mathcal{F} \mathcal{L}^{*} p^{(0,2)}=0
\end{gather*}
$$

The tangent map of $\mathcal{F} \mathcal{L}$ at every point $j_{x}^{3} \phi \in J^{3} \pi$ is given in coordinates by

$$
\mathrm{T}_{j_{x}^{3} \phi} \mathcal{F} \mathcal{L}=\left(\begin{array}{cccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -6 u_{1} & 1 / 2 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 / 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

From this it is clear that $\operatorname{rank}\left(\mathcal{F} \mathcal{L}\left(j_{x}^{3} \phi\right)\right)=7<10=\operatorname{dim} J^{2} \pi^{\ddagger}$. Hence, the second-order Lagrangian density $\mathcal{L} \in \Omega^{2}\left(J^{2} \pi\right)$ is singular.

Finally, combining equations 6.58, 6.59 and 6.60, we obtain the second-order Euler-Lagrange equation for this field theory

$$
\begin{equation*}
u_{(1,1)}-6 u_{1} u_{(2,0)}+u_{(4,0)}=0 \Longleftrightarrow \frac{\partial^{2} u}{\partial t \partial x}-6 \frac{\partial u}{\partial x} \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{4} u}{\partial x^{4}}=0 \tag{6.64}
\end{equation*}
$$

which, taking $y=\partial u / \partial x$, is the usual Korteweg-de Vries equation 6.56.
Now, let $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ be a locally decomposable 2 -vector field given locally by 6 6.20), that is,

$$
\begin{aligned}
\mathcal{X}=( & \frac{\partial}{\partial x}+F_{1} \frac{\partial}{\partial u}+F_{1,1} \frac{\partial}{\partial u_{1}}+F_{2,1} \frac{\partial}{\partial u_{2}}+F_{(2,0), 1} \frac{\partial}{\partial u_{(2,0)}}+F_{(1,1), 1} \frac{\partial}{\partial u_{(1,1)}}+F_{(0,2), 1} \frac{\partial}{\partial u_{(0,2)}} \\
& +F_{(3,0), 1} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 1} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 1} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 1} \frac{\partial}{\partial u_{(0,3)}} \\
& \left.+G_{1}^{1} \frac{\partial}{\partial p^{1}}+G_{1}^{2} \frac{\partial}{\partial p^{2}}+G_{1}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{1}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{1}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right) \\
\wedge & \left(\frac{\partial}{\partial t}+F_{2} \frac{\partial}{\partial u}+F_{1,2} \frac{\partial}{\partial u_{1}}+F_{2,2} \frac{\partial}{\partial u_{2}}+F_{(2,0), 2} \frac{\partial}{\partial u_{(2,0)}}+F_{(1,1), 2} \frac{\partial}{\partial u_{(1,1)}}+F_{(0,2), 2} \frac{\partial}{\partial u_{(0,2)}}\right. \\
& +F_{(3,0), 2} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 2} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 2} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 2} \frac{\partial}{\partial u_{(0,3)}} \\
& \left.+G_{2}^{1} \frac{\partial}{\partial p^{1}}+G_{2}^{2} \frac{\partial}{\partial p^{2}}+G_{2}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}+G_{2}^{(1,1)} \frac{\partial}{\partial p^{(1,1)}}+G_{2}^{(0,2)} \frac{\partial}{\partial p^{(0,2)}}\right) .
\end{aligned}
$$

Then the field equation 6.19) gives in coordinates the following system of 11 equations

$$
\begin{array}{r}
F_{1}=u_{1} \quad ; \quad F_{2}=u_{2}, \\
F_{1,1}=u_{(2,0)} ; \quad \frac{1}{2}\left(F_{1,2}+F_{2,1}\right)=u_{(1,1)} ; \quad F_{2,2}=u_{(0,2)}, \\
G_{1}^{1}+G_{2}^{2}=0, \\
G_{1}^{(2,0)}+\frac{1}{2} G_{2}^{(1,1)}=\frac{1}{2} u_{2}-3 u_{1}^{2}-p^{1} \quad ; \quad \frac{1}{2} G_{1}^{(1,1)}+G_{2}^{(0,2)}=\frac{1}{2} u_{1}-p^{2}, \\
p^{(2,0)}+u_{(2,0)}=0 \quad ; \quad p^{(1,1)}=0 \quad ; \quad p^{(0,2)}=0 . \tag{6.69}
\end{array}
$$

Moreover, if we assume that $\mathcal{X}$ is holonomic, then we have the following 8 additional equations

$$
\begin{align*}
F_{1,2}=u_{(1,1)} \quad ; \quad F_{2,1}=u_{(1,1)} \quad ; \quad F_{(2,0), 1}=u_{(3,0)} \quad ; \quad F_{(2,0), 2}=u_{(2,1)}  \tag{6.70}\\
F_{(1,1), 1}=u_{(2,1)} \quad ; \quad F_{(1,1), 2}=u_{(1,2)} \quad ; \quad F_{(0,2), 1}=u_{(1,2)} \quad ; \quad F_{(0,2), 2}=u_{(0,3)} .
\end{align*}
$$

Observe that equations 6.69 are the equations defining the first constraint submanifold $\mathcal{W}_{c} \hookrightarrow \mathcal{W}_{r}$. As we have seen in Section 6.2.2, the tangency condition for the 2 -vector field $\mathcal{X}$ along $\mathcal{W}_{c}$ enables us to determine all the coefficients $G_{i}^{I}$, with $i=1,2$ and $|I|=2$, as follows

$$
\begin{aligned}
& G_{1}^{(2,0)}=-u_{(3,0)} \quad ; \quad G_{1}^{(1,1)}=0 \quad ; \quad G_{1}^{(0,2)}=0 \\
& G_{2}^{(2,0)}=-u_{(2,1)} \quad ; \quad G_{2}^{(1,1)}=0 \quad ; \quad G_{2}^{(0,2)}=0
\end{aligned}
$$

Then, replacing these expressions in equations 6.68), we obtain the following 2 additional constraints

$$
p^{1}-\frac{1}{2} u_{2}+3 u_{1}^{2}-u_{(3,0)}=0 \quad ; \quad p^{2}-\frac{1}{2} u_{1}=0
$$

which define a new submanifold $\mathcal{W}_{\mathcal{L}} \hookrightarrow \mathcal{W}_{r}$. Analyzing the tangency of the 2-vector field along this new submanifold $\mathcal{W}_{\mathcal{L}}$, we obtain the following 4 equations, which enable us to determinate the coefficient functions $G_{i}^{j}$ as follows

$$
\begin{array}{ll}
G_{1}^{1}-\frac{1}{2} u_{(1,1)}+6 u_{1} u_{(2,0)}-F_{(3,0), 1}=0 \quad ; \quad G_{1}^{2}-\frac{1}{2} u_{(2,0)}=0 \\
G_{2}^{1}-\frac{1}{2} u_{(0,2)}+6 u_{1} u_{(1,1)}-F_{(3,0), 2}=0 \quad ; \quad G_{2}^{2}-\frac{1}{2} u_{(1,1)}=0
\end{array}
$$

Hence, replacing these expressions on equations (6.67), we obtain the second-order Euler-Lagrange equation for a 2 -vector field, which is

$$
u_{(1,1)}-6 u_{1} u_{(2,0)}+F_{(3,0), 1}=0
$$

from where we can determinate $F_{(3,0), 1}$ as

$$
\begin{equation*}
F_{(3,0), 1}=6 u_{1} u_{(2,0)}-u_{(1,1)} . \tag{6.71}
\end{equation*}
$$

Observe that if $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is an integral section of $\mathcal{X}$, then its component functions must satisfy the second-order Euler-Lagrange equation 6.64).

Remark. Observe that, in this case, the Lagrangian density is singular, but there are no additional constraints. This implies that the final constraint submanifold is the whole submanifold $\mathcal{W}_{\mathcal{L}}$ in the unified formalism.

## Lagrangian formalism

Now we recover the Lagrangian formalism from the unified setting. First, we need the coordinate expression of the extended Legendre map $\overline{\mathcal{F} \mathcal{L}}: J^{3} \pi \rightarrow J^{2} \pi^{\dagger}$. From the results in Section 6.2.2, the local expression of $\overline{\mathcal{F L}}$ is

$$
\begin{gathered}
\widetilde{\mathcal{F}}^{*} p^{1}=\frac{1}{2} u_{2}-3 u_{1}^{2}+u_{(3,0)} \quad ; \quad \widetilde{\mathcal{F}}^{2} p^{*}=\frac{1}{2} u_{1}, \\
\widetilde{\mathcal{F}}^{*} p^{(2,0)}=-u_{(2,0)} ; \quad \widetilde{\mathcal{F}}^{*} p^{(1,1)}=0 \quad ; \quad \widetilde{\mathcal{F} \mathcal{L}} p^{(0,2)}=0, \\
\widetilde{\mathcal{F}}^{*} p=-\frac{1}{2} u_{1} u_{2}+2 u_{1}^{3}-u_{(3,0)} u_{1}+\frac{1}{2} u_{(2,0)}^{2} .
\end{gathered}
$$

Therefore, the Poincaré-Cartan 2-form $\Theta_{\mathcal{L}}=\widetilde{\mathcal{F} \mathcal{L}^{*}} \Theta_{1}^{s} \in \Omega^{2}\left(J^{3} \pi\right)$ is given locally by

$$
\begin{aligned}
\Theta_{\mathcal{L}}= & \left(\frac{1}{2} u_{1} u_{2}-2 u_{1}^{3}+u_{(3,0)} u_{1}-\frac{1}{2} u_{(2,0)}^{2}\right) \mathrm{d} x \wedge \mathrm{~d} y+\left(\frac{1}{2} u_{2}-3 u_{1}^{2}+u_{(3,0)}\right) \mathrm{d} u \wedge \mathrm{~d} y \\
& -\frac{1}{2} u_{1} \mathrm{~d} u \wedge \mathrm{~d} x-u_{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} y
\end{aligned}
$$

Then, let $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ be a holonomic section solution to the field equation 6.8). Then, from Proposition 6.11 we know that the section $\psi_{\mathcal{L}}=\rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}^{3}\right)$ is holonomic and is a solution to the Lagrangian field equation 6.28). In coordinates, the component functions of the section $\psi_{\mathcal{L}}=j^{3} \phi$, for some $\phi(x, t)=(x, t, u(x, t)) \in \overline{\Gamma(\pi)}$, are a solution to the second-order Euler-Lagrange equation

$$
u_{(1,1)}-6 u_{1} u_{(2,0)}+u_{(4,0)}=0
$$

On the other hand, if $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ is a locally decomposable holonomic 2 -vector field solution to the field equation (6.19), then, by Theorem 6.15, there exists a unique locally decomposable holonomic 2 -vector field $\mathcal{X}_{\mathcal{L}} \in \mathfrak{X}^{2}\left(J^{3} \pi\right)$ solution to the equation 6.30). In coordinates, a locally decomposable holonomic 2-vector field in $J^{3} \pi$ is given by

$$
\begin{aligned}
\mathcal{X}_{\mathcal{L}}=( & \frac{\partial}{\partial x}+u_{1} \frac{\partial}{\partial u}+u_{(2,0)} \frac{\partial}{\partial u_{1}}+u_{(1,1)} \frac{\partial}{\partial u_{2}}+u_{(3,0)} \frac{\partial}{\partial u_{(2,0)}}+u_{(2,1)} \frac{\partial}{\partial u_{(1,1)}}+u_{(1,2)} \frac{\partial}{\partial u_{(0,2)}} \\
& \left.+F_{(3,0), 1} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 1} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 1} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 1} \frac{\partial}{\partial u_{(0,3)}}\right) \\
\wedge & \left(\frac{\partial}{\partial t}+u_{2} \frac{\partial}{\partial u}+u_{(1,1)} \frac{\partial}{\partial u_{1}}+u_{(0,2)} \frac{\partial}{\partial u_{2}}+u_{(2,1)} \frac{\partial}{\partial u_{(2,0)}}+u_{(1,2)} \frac{\partial}{\partial u_{(1,1)}}+u_{(0,3)} \frac{\partial}{\partial u_{(0,2)}}\right. \\
& \left.+F_{(3,0), 2} \frac{\partial}{\partial u_{(3,0)}}+F_{(2,1), 2} \frac{\partial}{\partial u_{(2,1)}}+F_{(1,2), 2} \frac{\partial}{\partial u_{(1,2)}}+F_{(0,3), 2} \frac{\partial}{\partial u_{(0,3)}}\right) .
\end{aligned}
$$

Then, the component functions of this 2-vector field must satisfy the equation 6.55, that is,

$$
F_{(3,0), 1}=6 u_{1} u_{(2,0)}-u_{(1,1)} .
$$

## Hamiltonian formalism

Since the Lagrangian density is singular, the Hamiltonian formalism takes place in the submanifold $\mathcal{P}=\operatorname{Im}(\mathcal{F} \mathcal{L}) \hookrightarrow J^{2} \pi^{\ddagger}$. In this case, we can not recover the Hamiltonian solutions directly from the unified setting, but rather passing through the Lagrangian formulation. Bearing in mind the coordinate expression 6.63 of the restricted Legendre map, the submanifold $\mathcal{P}$ is defined locally by the constraints

$$
p^{2}-\frac{1}{2} u_{1}=0 \quad ; \quad p^{(1,1)}=0 \quad ; \quad p^{(0,2)}=0
$$

Observe that $\operatorname{dim} \mathcal{P}=\operatorname{rank}(\mathcal{F} \mathcal{L})=7$.
A set of natural coordinates $\left(x, t, u, u_{1}, u_{2}, p^{1}, p^{2}, p^{(2,0)}, p^{(1,1)}, p^{(0,2)}\right)$ in the restricted 2 -symmetric multimomentum bundle $J^{2} \pi^{\ddagger}$ induces coordinates $\left(x, t, u, u_{1}, u_{2}, p^{1}, p^{(2,0)}\right)$ in $\mathcal{P}$, with the natural embedding $\jmath: \mathcal{P} \hookrightarrow J^{2} \pi^{\ddagger}$ given locally by

$$
\begin{equation*}
\jmath^{*} p^{2}=\frac{1}{2} u_{1} \quad ; \quad \jmath^{*} p^{(1,1)}=0 \quad ; \quad \jmath^{*} p^{(0,2)}=0 \tag{6.72}
\end{equation*}
$$

In these coordinates, using Lemma 6.17, and bearing in mind the coordinate expressions 6.57) of the local Hamiltonian function $\hat{H}$ and 6.72 of the natural embedding $\mathcal{P} \hookrightarrow J^{2} \pi^{\ddagger}$, the local Hamiltonian function specifying the Hamiltonian section $h \in \Gamma(\mu)$ is given by

$$
H=p^{1} u_{1}+u_{1}^{3}-\frac{1}{2}\left(p^{(2,0)}\right)^{2}
$$

Therefore, the Hamilton-Cartan 2-form $\Theta_{h}=h^{*} \Theta_{1}^{s} \in \Omega^{2}(\mathcal{P})$ is given locally by

$$
\Theta_{h}=\left(\frac{1}{2}\left(p^{(2,0)}\right)^{2}-p^{1} u_{1}-u_{1}^{3}\right) \mathrm{d} x \wedge \mathrm{~d} t+p^{1} \mathrm{~d} u \wedge \mathrm{~d} t-\frac{1}{2} u_{1} \mathrm{~d} u \wedge \mathrm{~d} x+p^{(2,0)} \mathrm{d} u_{1} \wedge \mathrm{~d} t
$$

Now we recover the Hamiltonian field equations. If $\psi \in \Gamma\left(\rho_{M}^{r}\right)$ is a (holonomic) section solution to the field equation 6.8), then, using Proposition 6.25, the section $\psi_{h}=\mathcal{F} \mathcal{L} \circ \rho_{1}^{r} \circ \psi \in \Gamma\left(\bar{\pi}_{\mathcal{P}}\right)$ is a solution to the equation 6.36). In coordinates, the component functions of $\psi_{h}$ must satisfy the following system of 4 partial differential equations

$$
\frac{\partial u}{\partial x}=u_{1} \quad ; \quad \frac{1}{2} \frac{\partial u}{\partial t}=p^{1}+3 u_{1}^{2} \quad ; \quad \frac{\partial p^{1}}{\partial x}+\frac{1}{2} \frac{\partial u_{1}}{\partial t}=0 \quad ; \quad \frac{\partial u_{1}}{\partial x}=-p^{(2,0)}
$$

Finally, if $\mathcal{X} \in \mathfrak{X}^{2}\left(\mathcal{W}_{r}\right)$ is a locally decomposable 2 -vector field solution to the equation (6.19), then, using Theorem 6.26, there exists a locally decomposable 2 -vector field $\mathcal{X}_{h} \in \mathfrak{X}^{2}(\mathcal{P})$ solution to the equation 6.37). If $\mathcal{X}_{h}$ is locally given by

$$
\begin{aligned}
\mathcal{X}_{h}= & \left(\frac{\partial}{\partial x}+F_{1} \frac{\partial}{\partial u}+F_{1,1} \frac{\partial}{\partial u_{1}}+F_{2,1} \frac{\partial}{\partial u_{2}}+G_{1}^{1} \frac{\partial}{\partial p^{1}}+G_{1}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}\right) \\
& \wedge\left(\frac{\partial}{\partial t}+F_{2} \frac{\partial}{\partial u}+F_{1,2} \frac{\partial}{\partial u_{1}}+F_{2,2} \frac{\partial}{\partial u_{2}}+G_{2}^{1} \frac{\partial}{\partial p^{1}}+G_{2}^{(2,0)} \frac{\partial}{\partial p^{(2,0)}}\right),
\end{aligned}
$$

then its component functions must satisfy the following 4 equations

$$
F_{1}=u_{1} \quad ; \quad \frac{1}{2} F_{2}=p^{1}+3 u_{1}^{2} \quad ; \quad G_{1}^{1}+\frac{1}{2} F_{1,2}=0 \quad ; \quad F_{1,1}=-p^{(2,0)}
$$

### 6.6 The higher-order case

As we have stated at the beginning of this Chapter, this formulation fails when we try to generalize it to a classical field theory of order greater or equal than 3 . The main obstruction is also the fundamental tool that we have used to obtain a unique Legendre map from the constraint algorithm in the unified setting: the space of 2 -symmetric multimomenta.

In particular, the relation among the multimomentum coordinates that we have introduced in Section 6.1. $p_{\alpha}^{i j}=p_{\alpha}^{j i}$ for every $1 \leqslant i, j \leqslant m$ and every $1 \leqslant \alpha \leqslant n$, can indeed be generalized to higher-order field theories. In particular, we have the following result, which has been proved in [13], §4.2.6.
Theorem. Let $\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I i}\right)$ be an adapted system of coordinates on $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$. The relation

$$
I!\cdot p_{\alpha}^{I i}=I^{\prime}!\cdot p_{\alpha}^{I^{\prime} i^{\prime}}, \text { whenever } I+1_{i}=I^{\prime}+1_{i^{\prime}} \text { and }|I|=\left|I^{\prime}\right|=k-1
$$

is invariant under change of coordinates.
From this result, a straightforward consequence is that the relation $I!\cdot p_{\alpha}^{I i}=I^{\prime}!\cdot p_{\alpha}^{I^{\prime} i^{\prime}}$ defines a submanifold of $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$, that is, the following result, which is also stated in [13], $\S 4.2 .6$, holds.
Corollary. The space of $k$-symmetric multimomenta

$$
J^{k} \pi^{\dagger}=\left\{\omega \in \Lambda_{2}^{m}\left(J^{k-1} \pi\right)\left|I!\cdot p_{\alpha}^{I i}=I^{\prime}!\cdot p_{\alpha}^{I^{\prime} i^{\prime}}, I+1_{i}=I^{\prime}+1_{i^{\prime}},|I|=\left|I^{\prime}\right|=k-1\right\}\right.
$$

is an embedded submanifold of $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$. A system of adapted coordinates $\left(x^{i}, u^{\alpha}\right)$ on $E$ induces coordinates $\left(x^{i}, u_{I}^{\alpha}, p, p_{\alpha}^{I^{\prime} i}, p_{\alpha}^{K}\right)$ on $J^{k} \pi^{\dagger}$, where $0 \leqslant\left|I^{\prime}\right|<|I| \leqslant k-1$ and $|K|=k$. The natural embedding is then given in coordinates by $j_{s}^{*} p_{\alpha}^{I i}=p_{\alpha}^{I+1_{i}} /(I(i)+1)$, for $|I|=k-1$. This manifold is transverse to $\pi_{J^{k-1} \pi}: \Lambda_{2}^{m}\left(J^{k-1} \pi\right) \rightarrow J^{k-1} \pi$, and therefore fibers over $J^{k-1} \pi$.

That is, we can generalize both the extended and restricted 2 -symmetric multimomentum bundles to higher-order field theories. The main issue, however, is that the previous Theorem only ensures that the "symmetric" relation among the multimomentum coordinates holds for the highest-order multimomenta. That is, this relation of symmetry on the multimomenta is not invariant under change of coordinates for lower orders, and hence we do not obtain a submanifold of $\Lambda_{2}^{m}\left(J^{k-1} \pi\right)$.

When translated to the formulation, this implies that the field equations in the unified formalism enable us to "fix" the highest-order multimomenta as usual, that is,

$$
p_{\alpha}^{K}-\frac{\partial \hat{L}}{\partial u_{K}^{\alpha}}=0
$$

Nevertheless, when requiring the multivector field $\mathcal{X}$ to be tangent to the submanifold defined by these constraints, there are many more coefficient functions $G_{\alpha, j}^{I}$ to be determined than equations obtained by the tangency condition, preventing us to obtain a well-defined submanifold of $\mathcal{W}_{c}$ and a univocally defined Legendre map. For more details and comments, as well as the explicit calculations in the third-order case, we refer to [13], §4.2.6.

Observe, however, that the key point to obtain a unique restricted Legendre map has been to consider a Hamiltonian phase space which has the same number of multimomentum coordinates than the number of "velocities" in which the Lagrangian density depends, that is, we have considered a Hamiltonian phase space where Definition 6.5 is equivalent to the restricted Legendre map being a submersion. The aforementioned Definition is a particular case, for $k=2$, of the following Definition, stated in [140].
Definition. A kth-order Lagrangian density $\mathcal{L} \in \Omega^{m}\left(J^{k} \pi\right)$ is regular if the restricted Legendre map associated to $\mathcal{L}$ satisfies

$$
\operatorname{rank}(\mathcal{F} \mathcal{L})=\operatorname{dim} J^{k} \pi+\operatorname{dim} J^{k-1} \pi-\operatorname{dim} E=m+n+n \sum_{r=1}^{k-1}\binom{m+r-1}{r}+n \sum_{r=1}^{k}\binom{m+r-1}{r}
$$

Therefore, it may seem natural to consider a Hamiltonian phase space whose dimension coincides with this number. Note that this Hamiltonian phase space would have $n \sum_{r=1}^{k}\binom{m+r-1}{r}$ multimomenta coordinates (plus one on the extended bundle), which is exactly the number of generalized coordinates of "velocities" in which depends a $k$ th-order Lagrangian density. For now, this is still work in progress.

## Conclusions and further research

In this final Chapter of this dissertation we summarize the main contributions of the work. A list of publications derived from this work, or related to it, is also given. Finally, some further lines of research are pointed out at the end.

## Summary of contributions

The starting point of this work has been the geometric formulations for dynamical systems and field theories, and, in particular, first-order dynamical systems and field theories. Our work has been devoted to generalize these geometric formalisms to higher-order theories using a Skinner-Rusk approach.

Among the results stated in this dissertation, I wish to point out the following ones.

- Starting from the Lagrangian and Hamiltonian formalisms for higher-order systems (Section 2.3), we have generalized the unified formalism originally stated by R. Skinner and R. Rusk in 141 (Section 2.1.3) to higher-order systems. The dynamical equations are stated both for vector fields and integral curves. These results can be found in Sections 3.1 and 3.2 .
- Following the patterns in [141, which have been reviewed in Section 2.1.3 we recover both the Lagrangian and Hamiltonian dynamics for higher-order systems from the dynamics in the unified formalism. Regular and singular cases are distinguished when necessary, and our results are consistent with the results in the literature [62], which have been reviewed in Section 2.3. These results are found in Sections 3.3 and 3.4 .
- Starting from the geometric description of the Hamilton-Jacobi theory established in [23] (Section 2.2), and using the geometric Lagrangian and Hamiltonian formulations for higher-order autonomous systems (Section 2.3), we give the geometric formulation of the Hamilton-Jacobi problem for regular higher-order autonomous dynamical systems. Following the patterns in the aforementioned work, we distinguish between the generalized and standard versions of the Hamilton-Jacobi problem. These results are given in Sections 4.1 and 4.2 .
- Using the results obtained in Chapter 33 and following the ideas in 60 (which is not reviewed in this dissertation), we give the geometric description of the Hamilton-Jacobi problem for higherorder systems in the Lagrangian-Hamiltonian formalism. Contrary to the aforementioned paper, we restrict ourselves to the case of dynamical systems given in terms of a regular Lagrangian function, that is, the singular case is not considered. In addition, both the Lagrangian and Hamiltonian geometric formulations of the Hamilton-Jacobi problem for higher-order systems are recovered from the unified setting. Section 4.3 is devoted to give these results.
- We have stated the Lagrangian-Hamiltonian unified formalism for higher-order non-autonomous dynamical systems, thus generalizing the results in [6] (Section 2.4.3) to the higher-order setting, or, equivalently, generalizing the results in Chapter 3 to the case of time dependent dynamical systems. Equations are stated in terms of integral sections and vector fields. Moreover, our approach uses
a general fiber bundle $\pi: E \rightarrow \mathbb{R}$, instead of the common trivial fiber bundle $E=Q \times \mathbb{R}$ found in the literature [1, 27, 73, 134]. Observe that, although every fiber bundle over $\mathbb{R}$ is trivializable, by sticking to the general framework we can give more easily the generalization to the case when the base manifold is not 1-dimensional, that is, to field theories. These results are found in Section 5.1.
- Starting from the unified formalism obtained in Section 5.1, we derived both the Lagrangian and Hamiltonian formalisms for higher-order non-autonomous dynamical systems, thus completing previous partial studies on this subject [40, 47, 52, 63, 101]. In particular, since the constraint algorithm in the unified formalism delivers the full Legendre-Ostrogradsky map associated to the Lagrangian density, we are able to define the Poincaré-Cartan forms, and state the Lagrangian equations. For the Hamiltonian formalism, we can recover a local Hamiltonian function from the local Hamiltonian function of the unified formalism, both in the regular and singular (almost-regular) cases. These results can be found in Sections 5.2 and 5.3
- We have given an unambiguous geometric formulation for second-order classical field theories. In particular, by introducing a relation of symmetry among the second-order multimomentum coordinates, and using a Skinner-Rusk approach, we have been able to obtain a unique Legendre transformation from the constraint algorithm, which coincides with the known well-defined secondorder Legendre map [139, 140] thus removing the ambiguities in the definition of this geometric structure. Moreover, the field equation is stated in terms of multivector fields and their integral sections. These results are stated in Sections 6.1 and 6.2,
- Bearing in mind that a unique Legendre map is obtained as a consequence of the constraint algorithm in the unified setting, we are able to define a unique Poincaré-Cartan $m$-form, thus effectively removing any ambiguity in second-order field theories. Moreover, the Poincaré-Cartan $m$-form that we obtain coincides with the one obtained in [137, 138,140 , which is derived in an alternative way. This shows that our results are consistent with the results in the literature. Then, a well-defined geometric Lagrangian formalism for second-order field theories is given following the patterns in Section 2.5.1 Moreover, the 1-nondegeneracy of the Poincaré-Cartan ( $m+1$ )-form is discussed, and we prove that this form can not be multisymplectic, regardless of the second-order Lagrangian density provided. All these results are given in Section 6.3
- Since we do have a uniquely well-defined Legendre map, we are able to give a geometric Hamiltonian formalism for second-order field theories in the space of symmetric multimomenta, and both the regular and singular (almost-regular) cases are analyzed in Section 6.4.
- Our approach differs from [15] in that our formulation enables us to obtain a unique Legendre map from the algorithm, and the tangency condition does not give rise to ambiguities. In addition, we do state the field equation in several equivalent ways, contrary to the aforementioned work, where the field equation is stated only in terms of Ehresmann connections. Nevertheless, the field equations obtained are identical, and the formalism given in [15] allows the authors to recover the full holonomy condition from the field equation.
Furthermore, our approach also differs from [149] in that our formulation makes no use of infiniteorder jet bundles. That is, although in [149] all the ambiguities in higher-order classical field theories are removed, the phase space of the system has infinite dimension. In our work we do not use infinite-order jets, and therefore all the manifolds have finite dimension.
- The case of classical field theories of order greater than 2 is discussed in Section 6.6. Some results are generalized to the higher-order setting, and some further research is pointed out.
- Several physical models, in both regular and non-regular cases, have been studied as examples to show the applications of every geometric formulation given in this dissertation. These examples are contained in Sections $3.5,4.4,5.4$ and 6.5 . In particular, the physical models studied are: the Pais-Uhlenbeck oscillator, a second-order relativistic particle (both free and subjected to a timedependent potential), the end of a thrown javelin, the shape of a deformed elastic cylindrical beam with fixed ends (both homogeneous and non-homogeneous cases), the bending of a clamped plate under a uniform load, and the classic Korteweg-de Vries equation.

Since most of the features of the unified formalism for higher-order theories are common to every theory analyzed in this dissertation, we do give the general conclusions and comments on this formulation in the following.

- Although the forms in the unified phase spaces are defined straightforwardly from the canonical forms in the Hamiltonian phase space, this is not the case of the coupling functions. In first-order theories, the coupling functions are just the canonical pairing that arises naturally from the duality between the Lagrangian and Hamiltonian phase spaces. For higher-order theories, these spaces are no longer dual to each other, and thus the generalization is not straightforward. Nevertheless, the Lagrangian phase space in all these theories can be canonically embedded into a bundle which is naturally dual to the Hamiltonian phase space, and therefore the coupling function can be defined as the restriction of the canonical pairing to the submanifold which we identify with the Lagrangian phase space.
- Contrary to the first-order case (see Sections 2.1.3 2.4.3 and 2.5.3), the holonomy condition is not recovered from the coordinate expression of the dynamical (resp., field) equations, regardless of the regularity of the Lagrangian function which is considered. That is, this condition must be required as an extra assumption for higher-order theories. Nevertheless, some partial holonomy conditions are still recovered from the equations and, although the formulation does not give the full condition, it is still useful when dealing with singular systems.
- For higher-order dynamical systems, the full holonomy condition can indeed be recovered from the constraint algorithm when the Lagrangian function is regular. However, to do so we require that the vector field solution to the dynamical equations is tangent to the submanifold $\operatorname{graph}(\mathcal{F} \mathcal{L})$, which is a condition required "ad-hoc", since no equation requires this condition to hold. When sticking to the general framework, we must require the full holonomy condition to hold from the beginning.
- In the case of second-order field theories, only the first level of the holonomy condition can be recovered, instead of the first and the second. This is due to the symmetry relation defined among the multimomentum coordinates, which prevents us of obtaining separate equations for every second-order partial derivative. Nevertheless, a holonomic section or multivector field still satisfies these equations, and therefore can be solutions to the field equations.
- Again, contrary to first-order theories, the full Legendre map (or Legendre-Ostrogradsky map) is not obtained from the coordinate expression of the geometric equations or the compatibility submanifold. In particular, only the highest-order momentum coordinates are fixed in both cases, and the full transformation is obtained as a consequence of the constraint algorithm when the solutions are required to lie or be tangent to the compatibility submanifold.
- The regularity of the Lagrangian function seems to play a secondary role on higher-order theories, since the holonomy condition must be required even in the regular case. Nevertheless, as we have seen in Sections 3.2, 5.1.2 and 6.2.2, after delivering the full Legendre transformation, the constraint algorithm delivers the Euler-Lagrange equations, which must hold in order to have welldefined solutions in the whole submanifold graph $(\mathcal{F} \mathcal{L})$. For regular Lagrangians, the Euler-Lagrange equations are compatible, and thus this is the final step of the constraint algorithm: the solutions to the equations are well-defined in all the points of $\operatorname{graph}(\mathcal{F} \mathcal{L})$, and induce dynamics in this submanifold. However, for singular Lagrangians, these equations may not be compatible. In this case, new constraints may appear, and the algorithm continues.
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Publications (research papers and conference proceedings) derived from this work are [29, 30, 129, 130, 131, 132, 133 in the Bibliography found on page 237. In addition, there have been 9 contributions to
national and international congresses and workshops derived from this work, 6 of them being talks and 3 of them posters. In addition, 4 talks based on this work have been given in seminars.

The list of publications ordered by Chapters, but keeping the numeration in the Bibliography, is the following.

## Chapter 3. Unified formalism for higher-order autonomous dynamical systems
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## Chapter 4. Geometric Hamilton-Jacobi theory for higher-order autonomous systems

[29] L. Colombo, M. de León, P.D. Prieto-Martínez, and N. Román-Roy, "Unified formalism for the generalized $k$ th-order Hamilton-Jacobi problem", arXiv:1310.1071 [math-ph], 2013.
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## Chapter 5. Higher-order non-autonomous dynamical systems

[130] P.D. Prieto-Martínez and N. Román-Roy, "Skinner-Rusk unified formalism for higher-order systems", Proceedings of the XX International Fall Workshop on Geometry and Physics. Madrid. AIP Conference Proceedings 1460 (2012) 216-220.
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[132] P.D. Prieto-Martínez and N. Román-Roy, "Higher-order Mechanics: Variational Principles and other topics", J. Geom. Mech. 5(4) (2013) 493-510.

## Chapter 6. Second-order classical field theories

[133] P.D. Prieto-Martínez and N. Román-Roy, "A multisymplectic unified formalism for second-order classical field theories", arXiv:1402.4087 [math-ph], 2014.
(Submitted to J. Geom. Mech.).

In addition, there is another work in progress in collaboration with Leonardo Colombo (ICMAT, Madrid, Spain) which is partially based on the results of Chapter 3 and [28, 33, and involves higherorder dynamical systems on principal bundles. Some first results have already been published in [35], but we do not include them in this dissertation, since the study of higher-order systems on Lie groups would require additional structures and mathematical background which are beyond the scope of this Ph.D. dissertation.

## Further research

Finally, I wish to point out some future lines of research that arise from the geometric formulations stated in this dissertation.

## Reduction by symmetries in higher-order theories

The problem of reduction of dynamical systems with symmetries has deserved the interest of theoretical physicists and mathematicians, with the purpose of reducing the number of evolution equations, by finding integrals of motion. In particular, geometric treatment of this subject has been revealed as a powerful tool in the study of this question. The pioneering and fundamental work on this topic is 113 (see also [1, 104, 151]).

The procedure in the aforementioned work has been generalized and extended to many different situations: presymplectic autonomous Hamiltonian systems [77], non-autonomous mechanical systems [54] nonholonomic systems [8, 18, 109], higher-order autonomous dynamical systems [51, 52, 53, 61], optimal control [43, 71, 115] and several formulations first-order classical field theories [59, 76, 119, 111, 136, including $k$-symplectic, $k$-cosymplectic and multisymplectic formulations, although reduction and symmetries in first-order field theories is still an open research line.

Our geometric formulations for higher-order non-autonomous dynamical systems (Chapter 5) and second-order field theories (Chapter 6) may help in the generalization of the concepts of symmetry and conservation law for these kinds of systems, and may also prove useful on describing a geometric treatment of the reduction procedure.

## Nonholonomic constraints in higher-order systems

Constraints in first-order dynamical systems and field theories can be classified into two large families: holonomic and nonholonomic constraints, and they are "easily" differentiated. A constraint is holonomic if it can be written in the form $F=0$, with $F$ being a function depending only on the coordinates of position (or the fields) of the system, or the total derivative of such a function. If a constraint can not be written in these forms (which mostly implies that it must depend on the velocities and cannot be written as the total derivative of a function on the basis), then we say that this constraint is nonholonomic.

Nonholonomic constraints appear naturally on a wide variety of systems, and the prototypical example is the rolling motion of a disk on a horizontal plane [12, 42]. Because of this, many works are devoted to the study of theories with nonholonomic constraints [18, 24, 37, 38, 55, 57, 58, 91, 96, 147 .

Nevertheless, as we have seen in Section 1.4.3, there are several "levels" of holonomy in higher-order theories. Therefore, keeping the above definitions, a constraint which is nonholonomic could be holonomic on some levels, in the sense that it could the lift of a function in the basis up to a certain order, and thus the nonholonomy would come only from the last orders of derivation. Adopting the terminology of the aforementioned Section, we could refine the classification of constraints in higher-order theories defining the concepts of holonomic constraints of type $r$, with $1 \leqslant r \leqslant k$, where $k$ is the order of the tangent bundle or jet bundle being considered. In this terminology, holonomic constraints would be holonomic of type 1, and the concept of nonholonmic constraint, as defined above, would correspond to "not being holonomic of type $r$ for any $1 \leqslant r \leqslant k$ ".

We believe that the study of these constraints can be useful to simplify geometric models of constrained systems in higher-order theories, and can serve as a first step to give a general geometric formulation for the Hamilton-Jacobi problem of singular higher-order systems.

## Hamilton-Jacobi theory

As we have pointed out in the Introduction, the geometric formulation of the Hamilton-Jacobi theory has been generalized to many different situations. Following this line of research, the results in Chapter 4 can be generalized to higher-order non-autonomous dynamical systems and multisymplectic second-order classical field theories using the results in Chapters 5 and 6 , respectively.

Another line of research on Hamilton-Jacobi theory is the study of the Hamilton-Jacobi problem for
higher-order autonomous systems given in terms of a singular Lagrangian function, following the patterns in [60] and using the results in Section 4.3. Observe that, in order to achieve this goal, a better knowledge of nonholonomic constraints in higher-order theories would prove useful.

## Higher-order field theories

There are several open problems on higher-order field theories. The first one, which is the most interesting from a mathematical point of view (although not so interesting from the physical one), has been pointed out in Section 6.6 to obtain an unambiguous geometric formulation for field theories of order greater or equal than 3. Bearing in mind the results in Chapter 6, and the comments in Section 6.6 , the natural way to solve this problem should consist in finding the obstruction that prevents us to define the symmetry relation among every level of multimomentum coordinates. At the present day, we are working on a generalization of the intrinsic definition given in [138, 140] of the 2 -symmetric multimomentum bundle. We do believe that generalizing the results of D.J. Saunders and M. Crampin is the first step to obtain the symmetry relation among all the multimomenta. Observe that, to the best of our knowledge, there are no "natural" classical field theories of order greater than 2, and therefore this open problem is interesting only from a purely mathematical point of view.

A second open problem in field theories consists in giving a complete geometric description of real second-order theories, which could facilitate the comprehension of the classical models. More particularly, it would be very interesting to obtain a geometric model for general relativity, using the Hilbert-Einstein second-order Lagrangian density.

Finally, a third open problem on second-order field theory consists on establishing the variational principles from which the field equations can be derived, following the patterns in [132], and to prove the equivalence between solutions to the variational problem and solution to the field equations given in Chapter 6. This is work in progress at the present time.
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