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Abstract

Humans spend a large part of its lives in indoor environments and yet there is not a
positioning system that can be deployed in any indoor environment of the world and
accurately estimate the position of the people inside this environment. For this reason, in
the last decade there has been an increasing interest in the research of indoor positioning
systems. This PhD dissertation aims to contribute to the study of indoor positioning
systems with the design of new systems from an experimental point of view, that is, we
aim to design systems that can be implemented using nowadays commercial technologies.

First, we have considered the design of an hybrid positioning system that combines
the inertial measurements from a hip mounted inertial measurement unit with the RSS
measurements from a wireless sensor network. Particularly, we design two methods for
exploiting the statistics of the RSS measurements in order to extend in time the short
term accuracy of the inertial sensors.

Afterwards, we continue the study of indoor positioning systems based on WSN by
extending the problem to the multiple receiver case. We deploy multiple receivers on the
body of the user and take advantage of the di↵erent attenuations su↵ered due to the e↵ect
of the human body on the wireless signals in order to estimate the position, velocity and
heading of the user without the need of using inertial sensors.

Finally, with the aim of applying our designs to mass market applications, we move to
a WiFI network and commercial devices, smartphones and smartwatches. The smartphone
cooperates with the smartwatch in order to circumvent the problems produced for the use
of third party WiFi networks. Specifically, we design an hybrid indoor positioning system
that combines the inertial measurements from a smartphone placed in the pocket of the
user with the RSS measurements received from the smartphone and the smartwatch.
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Notation

In general, boldface upper-case letters denote matrices (A), boldface lower-case letters
denote column vectors (a), and italics denote scalars (a).

log
a

(·) Base a logarithm.

ln(·) Natural logarithm.

exp(·) Exponential function.

a ⌧ b a is much less than b.

a ⇡ b a is approximately equal to b.

AT Transpose of matrix A.

A�1 Inverse of matrix A.

diag(A) Main diagonal of matrix A.

I Identity matrix.

â Estimation of the vector a.

ā Mean of the values of the vector a.

kak Euclidean norm of a.

x
k

Value of vector x at the k-th time instant.

x
0:k

Values of vector x from time instant 0 to time instant k.

p(x,y) Joint probability distribution of x and y.

p(x|y) Probability distribution of x conditioned on y.

p(x; a, b) Probability distribution of x with parameters a and b.

x̂
k|k Estimated mean of the posterior distribution of the state at time k given

the measurements up to time k.

P
k|k�1

Estimated prediction of the covariance matrix of the state at time k based
on the state at time k � 1.
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k|k Estimated covariance matrix of the posterior distribution of the state at

time k given the measurements up to time k.
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Chapter 1

Introduction

1.1 Motivation

The human being has always wanted to determine its own position in order to be able to

find important places like for example sources of water or food. The expansion of human

communities around the Earth, with the consequent establishment of trade routes, boosted

the need to know the position in a more general context. Originally, the recognition of

natural landmarks as mountains and rivers was employed for positioning. Later on, it was

the man who started building its own landmarks as the lighthouses. The celestial navigation

that has been used for centuries is another example of landmark based positioning. For

many years, the research community developed new methods for positioning but it was

not until the 1960s, with the development of the first satellite navigation systems and

its evolutions, that we were able to compute our position anywhere in the Earth with

accuracies in the range of meters. Notwithstanding, the positioning problem is not already

solved as there are still places where the satellite navigation systems cannot be employed

like urban canyons or indoor scenarios. For this reason, the research e↵orts of scientists

have been now focused in the development of indoor positioning systems (IPS).

Recently, the evolution of IPS facilitates the creation of indoor location based services

which build applications on top of the knowledge of the position. Examples of this kind of

services are the location of products stored in a warehouse, the tracking of equipment inside

a hospital, the guidance of firemen inside buildings with reduced visibility due to smoke,

among others like the guidance of people inside airports or the development of assisted

living systems for elderly care. In fact, the predicted market value of indoor location

services for 2020 is US$10 billion [1]. Therefore, there is a special interest in developing

IPS that can be easily scaled to mass market applications and deployed in millions of

buildings in the world. The current trend to reduce the cost of the systems is to use the

1



2 1.2. Outline

wireless infrastructures already deployed for communications as landmarks for positioning.

Among the multitude of available technologies for communications (LTE, WiFi, Bluetooth,

wireless sensor networks (WSN), ultra wide band (UWB), ...) the WiFI technology is

the most commonly employed because it is already worldwide deployed. Although WSNs

are also commonly used due to its key role in the internet of the things (IoT) and the

future of smart cities. Similarly, the development of the microelectromechanical systems

(MEMS) provide us with low cost inertial sensors that can also estimate the position of a

pedestrian without the need of any infrastructure in the building. Note that most of these

technologies are already available in nowadays commercial smartphones converting the

smartphone in the perfect device for mass market positioning systems.

Within this framework, this PhD dissertation provides a contribution to the study of

indoor positioning systems for pedestrians from an experimental perspective. More precisely,

we designed IPS based on the received signal strength (RSS) of the signals received from

wireless networks that can be implemented with the current commercial technologies. Our

study begins with the indoor positioning systems based on the combination of inertial

measurements and the RSS of a WSN. Then, we deploy multiple receivers in the body

of the user and we study the multiple receiver case where the inertial measurements are

substituted for multiple RSS measurements from di↵erent receivers. Moreover, we also

study IPS based on the current smartphone technologies, based on the RSS of a WiFi

network and the inertial sensors embedded in the smartphone, with the aim of obtaining

positioning systems that can be easily scaled to mass market applications.

1.2 Outline

The objective of this PhD dissertation is the design of indoor positioning systems from

an experimental point of view, that is, the systems will be implemented using nowadays

commercial technologies and the metric used for measuring the goodness of our system

will be the error committed during a series of experimental tests.

Chapter 2 presents a review of the state of the art of indoor positioning systems with

special attention to the methods based on the RSS and hybrid systems involving inertial

and RSS measurements.

Chapter 3 presents an overview of the Bayesian estimation theory focusing on the

analytical solution provided by the Kalman filter (KF) and detailing the conditions of

optimality of the KF solution. Besides, the suboptimal approach provided by the extended

Kalman filter (EKF) is also detailed.
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Chapter 4 is devoted to the study of the statistical characteristics of RSS based position

measurements and its contribution to the improvement of the performance of hybrid

systems combining RSS and inertial measurements. In particular, an IPS is designed based

on the RSS of a WSN and the inertial measurements of a hip mounted inertial measurement

unit (IMU). The combination of the measurements is done using an EKF with two novel

methods for automatically configuring the measurement noise covariance matrix, taking

into account the statistics of the RSS measurements in contrast with other works where

this matrix is ad-hoc adjusted without considering the statistics of the measurements. The

designed methods allow the EKF to benefit from the goodness of the inertial sensors in

the short term and, assisted by the RSS measurements, extend their accuracy also in the

long term.

Chapter 5 continues with the study of indoor positioning systems based on WSN

extending the positioning problem to the multiple receiver case, that is, the user carries

multiple receivers on the body. In that situation, we present a solution that exploits the

di↵erent attenuation su↵ered by the receivers, depending on its position on the body of

the user, to estimate the position, velocity and heading of the user without the need of

employing inertial sensors. Particularly, machine learning (ML) techniques are employed to

classify the measurements into groups with similar statistics and then obtain the relative

distance and angle from the user to an anchor node of a WSN. This information is then

converted to position and velocity measurements and combined using an EKF in order

to improve the position estimation. The designed system is able to accurately track the

position of the user with time invariant position errors.

Chapter 6 is dedicated to smartphone based IPS with the aim of designing a system

with easy scalability to mass market applications. We take advantage of the increasing

popularity of smartphones and smartwatches and use them as positioning devices. To do

so, we use the integrated WiFi transceiver and inertial sensors as the measurement sources

of our positioning system. First, we evaluate the typical problem of the RSS positioning

systems when they are applied to external WiFi networks and then, we extend the idea of

multiple receivers to the smartphone and smartwatch case by designing a method based on

Gaussian mixture models (GMM) that overcomes the main issues identified thanks to the

combination of measurements from di↵erent receivers. The enhanced position estimation

based on the GMM is combined with the inertial measurements from a smartphone placed

on the pocket of the user through an extended Kalman filter. The result is an IPS that

can be implemented in commercial smartphones and smartwatches and so it can be easily

scaled to mass market applications.

Chapter 7 concludes this PhD dissertation with a summary and discussion of the

obtained results. Some suggestions for future work in the field are also outlined.



4 1.3. Research contributions

1.3 Research contributions

The main contribution of this thesis is the study of indoor positioning systems for pedes-

trians from an experimental point of view based on the implementation of all the systems

designed with nowadays commercial technologies. Next, the details of research contributions

in each chapter are presented.

Chapter 4

The main results of this chapter addressing the design of covariance matrix tuning methods

for the EKF applied to pedestrian indoor navigation have been published in one journal

paper and two conference papers:

• A. Correa, M. Barcelo, A. Morell and J. L. Vicario, “Enhanced Inertial-Aided Indoor

Tracking System for Wireless Sensor Networks: A Review,” in IEEE Sensors Journal,

vol. 14, no. 9, pp. 2921-2929, Sept. 2014.

• A. Correa, M. Barcelo, A. Morell and J. L. Vicario, “Distance-based tuning of

the EKF for indoor positioning in WSNs,” 2014 22nd European Signal Processing

Conference (EUSIPCO), Lisbon, 2014, pp. 1512-1516.

• A. Correa, A. Morell, M. Barcelo and J. L. Vicario, “Navigation system for elderly

care applications based on wireless sensor networks,” 2012 Proceedings of the 20th

European Signal Processing Conference (EUSIPCO), Bucharest, 2012, pp. 210-214.

Chapter 5

The main results of this chapter are related to the design of algorithms for combining RSS

from multiple receivers deployed around the body of the user and have been published in

one journal paper and one conference paper:

• A. Correa, M. Barcelo , A. Morell and J. L. Vicario, “Indoor Pedestrian Tracking by

On-Body Multiple Receivers,” in IEEE Sensors Journal, vol. 16, no. 8, pp. 2545-2553,

April 15, 2016.

• A. Correa, M. Barcelo, A. Morell and J. L. Vicario, “Indoor pedestrian tracking

system exploiting multiple receivers on the body,” 2014 International Conference on

Indoor Positioning and Indoor Navigation (IPIN), Busan, 2014, pp. 518-525.
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Chapter 6

The main results of this chapter consist on the application of the indoor positioning

problem to smartphones and smartwatches and have been published in one journal paper:

• A. Correa, E. Munoz Diaz, D. Bousdar, A. Morell and J. L. Vicario, “Advanced

Pedestrian Positioning System to Smartphones and Smartwatches,” in Sensors

Journal, vol. 16, no. 11, pp. 1903-1921, Nov. 2016.

Other research contributions

During the PhD period, several collaborations have been carried out resulting in one

patent, five journal papers and four conference papers:

• A. Correa, S. Sand, “Verfahren zum Ermitteln des Zustands eines drahtlosen

Übertragungskanals”, Deutsch patent, DE102016202739, 2016.

• A. Morell, A. Correa, M. Barcelo and J. L. Vicario, “Data Aggregation and Principal

Component Analysis in WSNs,” in IEEE Transactions on Wireless Communications,

vol. 15, no. 6, pp. 3908-3919, June 2016.

• M. Barcelo, A. Correa, J. L. Vicario, A. Morell and X. Vilajosana, “Addressing

Mobility in RPL With Position Assisted Metrics,” in IEEE Sensors Journal, vol. 16,

no. 7, pp. 2151-2161, April, 2016.

• M. Barcelo, A. Correa, J. L. Vicario, A. Morell, “Cooperative interaction among

multiple RPL instances in wireless sensor networks”, Computer Communications,

vol. 81, no. 1, pp. 61-71, May 2016.

• M. Barcelo, A. Correa, J.L. Vicario, and A. Morell. “Joint routing, channel allo-

cation and power control for real-life wireless sensor networks”, in Trans. Emerg.

Telecommun. Technol., vol. 26, no. 5, pp. 945-956, May 2015.

• M. Barcelo; A. Correa; J. Llorca; A. Tulino; J. Lopez Vicario; A. Morell, “IoT-Cloud

Service Optimization in Next Generation Smart Environments,” in IEEE Journal on

Selected Areas in Communications , vol.PP, no.99, pp.1-1, Oct. 2016.

• M. Barcelo, A. Correa, X. Vilajosana, J. L. Vicario and A. Morell, “Novel Routing

Approach for the TSCH Mode of IEEE 802.15.14e in Wireless Sensor Networks with

Mobile Nodes,” 2014 IEEE 80th Vehicular Technology Conference (VTC2014-Fall),

Vancouver, BC, 2014, pp. 1-5.
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• M. Barcelo, A. Correa, J. L. Vicario and A. Morell, “Cooperative Multi-tree Sleep

Scheduling for Surveillance in Wireless Sensor Networks,” MILCOM 2013 - 2013

IEEE Military Communications Conference, San Diego, CA, 2013, pp. 200-205.

• M. Barcelo, A. Correa, J. L. Vicario and A. Morell, “Joint routing and transmission

power control for Collection Tree Protocol in WSN,” 2013 IEEE 24th Annual

International Symposium on Personal, Indoor, and Mobile Radio Communications

(PIMRC), London, 2013, pp. 1989-1993.

• M. Barcelo, A. Correa, J. L. Vicario and A. Morell, “Multi-tree routing for heteroge-

neous data tra�c in wireless sensor networks,” 2013 IEEE International Conference

on Communications (ICC), Budapest, 2013, pp. 1899-1903.



Chapter 2

State of the Art

It is widely accepted that GPS has become the de facto standard for outdoor positioning

and tracking applications. However, there is no equivalent system for indoor scenarios.

Therefore, considerable research e↵ort has been focused on this topic recently. Indoor

positioning systems have been designed for providing information about the position of a

person or object inside a building. Traditionally these systems can be classified into three

groups:

• Network based systems: these systems are build on the top of a wireless network

deployed in the scenario and use the information of the wireless signals to estimate

the position of the user carrying a wireless device.

• Inertial based systems: these systems use self-contained sensors that measure the

motion of the user and estimate its position relative to the starting point without

the need of any physical infrastructure deployed in the building.

• Hybrid systems: these systems jointly combine two or more di↵erent methods in

order to enhance the estimation of position.

A complete classification of IPS is shown in Figure 2.1 including references to remark-

able works. Note that hybrid systems are not subclassified. There are lots of possible

combinations of IPS that can form an hybrid system and a general classification of these

systems is not feasible. In this chapter, we only focus on those hybrid systems related to

the IPS designed in this PhD dissertation. In the rest of the chapter we will review each

class of IPS following this classification.

7
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Indoor
Positioning
Systems

Hybrid
[29, 30, 31,

32, 33, 34, 35,
36, 37, 38, 39,
40, 41, 42,
43, 44, 45]

Inertial based

SLAM
[26, 27, 28]

PDR
Step and
Heading

[23, 24, 25]

Strapdown
[20, 21, 22]

Network
based

Range free

Fingerprinting

Probabilistic
[19]

Deterministic
[16, 17, 18]

Proximity
[13, 14, 15]

Range based

RSS
[8, 9, 10,
11, 12]

Angle
[6, 7]

Time
[2, 3, 4, 5]

Figure 2.1: Classification of Indoor Positioning Systems
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2.1 Network based systems

There are many di↵erent wireless networks that can be deployed in an indoor environment.

From the typical WiFi networks that are deployed in millions of buildings around the

world for providing internet access to the wireless sensor networks (WSN) designed for the

IoT or the popular Bluetooth beacons among other alternatives such as the ultra wide

band networks. Leaving aside the election of the wireless network, which obviously will

determine the accuracy and precision of the IPS, we can classify the network based IPS

systems according to the information obtained from the wireless signals into two groups:

i) range based methods and ii) range free methods.

Range based methods extract geometric information (distance or angle) from the

signals of di↵erent anchor nodes in the wireless network and then combine the geometric

constraints of each anchor to obtain the position of the user. Alternatively, the range free

methods are based on the inter-node connectivity information or in the identification of

signal features patterns that are location dependent.

2.1.1 Range based

There are di↵erent ways for extracting geometric information from wireless signals, the

most common ones are the methods based on the propagation time of the signal, between

the transmitter and the receiver, the angle of arrival (AoA) or the received signal strength.

In the following, we briefly detail the fundamentals of each class of methods analyzing its

advantages and disadvantages.

Time

Time based localization algorithms measure the propagation time of a signal between the

transmitter and the receiver, also known as time of flight (ToF), and compute the distance

between the user and the anchor node d as follows,

d = �t v, (2.1)

where� t is the ToF and v is the propagation speed. The simplest approach is known as

time of arrival (ToA). In this case the transmitter includes in the radio packet the time

when the signal is transmitted and the receiver computes the reception time. In this way,

the receiver has all the information for computing the distance. The position of the user

can be obtained, if the distance to multiple anchors nodes is known, using a lateration

method. Lateration methods compute the position of a user as the intersection of di↵erent
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Figure 2.2: Lateration method concept.

circles with center the anchors position and radius the estimated distance as depicted

in Figure 2.2. For a two dimensional position estimation it is necessary to estimate the

distance to at least three anchor nodes.

It is fundamental in a ToA method to take into account that ToA methods require

synchronization between all nodes, as the time of reference must be the same in all cases.

This can be a problem for certain kind of wireless networks with simple low power devices

and high restrictions in the algorithm complexity, as it is the case of WSN. An alternative

method that relaxes the synchronization constraints is the time di↵erence of arrival (TDoA).

There are two main implementations of TDoA:

• The first TDoA method computes the di↵erence in the ToA of a signal transmitted

to two di↵erent receivers. For each TDoA measurement the transmitter must be in a

hyperboloid with a constant range di↵erence between the two receiver positions [46].

This method relaxes the synchronization constraint to the receivers.

• The second TDoA method is based on the di↵erence in the ToA of two di↵erent signals

with di↵erent propagation times. Usually, the first signal is the radio packet and the

second one is a kind of sound signal due to the di↵erence in the propagation speed

between the electromagnetic waves (propagate at the speed of light ⇡ 300000 km/s)

and the acoustic waves (propagation speed ⇡ 340m/s) [47]. This method does not

need synchronization but the nodes must include additional hardware in order to

send two kind of signals simultaneously.

One example of a time based positioning system is the Active Bat system [2]. This

system is based on the TDoA of ultrasound signals. The user carries a transmitter and the
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signals are received by a grid of ceiling mounted receivers, which are synchronized using a

wired connection. The system reports accuracies within 9 cm for the 95% of measurements.

The main disadvantages of the system are related to the placement of the receivers in the

ceiling which increases the cost and reduces the scalability.

Another example based also in ultrasound signals is the Cricket system [3]. The working

principle of the Cricket system is similar to the Active Bat system but in this case the

computation of the position is performed by the user which carries an ultrasound receiver.

A set of ultrasound transmitters are deployed around the building, which also transmit

radio frequency signals for synchronization.

More recent works are based on the UWB technology, this technology improves the

ranging accuracy due to the large bandwidth used [4]. The use of a large bandwidth

allows to implement shorter pulses which increase the time resolution and accuracy of the

ToF estimations. Therefore the accuracy of the positioning system is also improved. The

fundamental limits of wide band localization methods are determined in [48] and in [49]

where the problem is extended to cooperative networks. More information about UWB

systems can be found in [4, 5].

Time based localization methods are susceptible to errors produced for inaccuracies in

the clocks or errors in the time estimation. Take into account that for a signal traveling at

light speed 1µs of error corresponds to an approximate distance error of 300m. Furthermore,

NLOS conditions produce a positive bias in the distance estimation. Therefore, time based

systems must include methods for detecting NLOS conditions, increasing in this way the

complexity of the algorithms.

Angle

Angle based localization methods use the angle of arrival of a signal to compute the

position of the receiver. The working principle is similar to time based methods but instead

of using the distances to the anchor nodes the angles are used. There are typically two

main methods of obtaining the AoA of a signal [8]:

• Use an array of sensors (for ultrasound systems) whose location relative to the node

center are known and use the di↵erence in the ToA of the signal at each sensor to

compute the AoA of the anchor node. In the case of using radio signals the array of

sensors is replaced by an antenna array.

• Use two or more directional antennas pointing to di↵erent directions and with

overlapping main beams. Then compute the AoA as a function of the ratio of the
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Figure 2.3: Triangulation method concept.

RSS of the individual antennas.

Once the AoA of multiple anchor nodes is estimated, the computation of the position

is done using triangulation. The basic idea is shown in Figure 2.3. If the position of the

vertices of a triangle are known, it is possible to compute the position of any node inside

the triangle knowing the angle at which the interior point sees the vertices [6]. There are

many di↵erent ways of solving the triangulation problem, in [7] the most common methods

are reviewed and a new method that does not take into account the ordering of the anchor

nodes is presented.

The main disadvantage of AoA based methods is the increase in the cost of the system

due to the additional hardware, as these systems need arrays of sensors or antennas.

Furthermore, if the AoA is computed based on the ToF of the wireless signals, inaccuracies

in the clocks of the devices impinge in the accuracy of the position estimations.

RSS

RSS based localization methods estimate the distance between the user and an anchor

node using the received signal strength. These methods are based on the concept that the

attenuation su↵ered by a signal travelling from a transmitter to a receiver depends on the

distance travelled. In order to estimate the distance it is necessary to model the wireless

environment using a propagation model. Traditionally, the log-distance path loss model

is employed, where it is considered that the attenuation (in dB) is proportional to the
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Figure 2.4: Calibration of a propagation model.

logarithm of the distance travelled [8], that is,

RSS = P

1m

� 10↵ log
10

d� �, (2.2)

where d is the distance to the anchor node, P
1m

is the received power at 1 meter from

the transmitter in dBmW, ↵ is the path loss exponent and � ⇠ N
�
0, �2

�

�
is a zero mean

Gaussian noise that models the shadowing e↵ects. Note that the parameters of the model,

i.e. P
1m

and ↵, have to be experimentally obtained for each scenario, which requires

a measurement campaign to adjust the model to the scenario. The calibration process

consists in the collection of the RSS in predefined positions with known distance to anchors

and the computation of the model parameters, which is usually done using regression

methods. Figure 2.4 shows the calibration process with the collected samples and the

computed log-distance path loss model.

Once calibrated, distance is estimated according to the path loss model using the

maximum likelihood estimator (MLE), which for the case of the distance estimation is [9]:

d̂ = 10
RSS�P1m

10↵
. (2.3)

As in the case of time based localization algorithms the position of the user is estimated

combining the distance information of multiple anchor nodes using a lateration method
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[10]. RSS based methods are attractive due to its inherent simplicity, as far as the RSS

measurements are natively supported by most transceivers. Unfortunately, the variability

of the wireless channel jointly with the attenuation of the signal due to walls, objects or

the human body introduce errors in the distance estimation and makes the RSS based

localization algorithms less accurate than time or angle based algorithms. A review of the

main sources of error of RSS based algorithms can be found in [11] where the authors

also include a list of recommendations for the appropriate implementation of RSS based

algorithms.

An example of a RSS based localization system can be found in [10], where authors

use the correlation between the RSS samples in nearby locations to fit di↵erent path

loss models depending on the position of the user and therefore adapt to changes of the

propagation model between areas of the same building. In [9] a cooperative method for

the localization of the nodes in a WSN is presented. A comparison of the accuracy of the

RSS based methods versus the time based methods is presented in [12] where the authors

compute the Cramér-Rao bound under Gaussian and log-normal models.

2.1.2 Range free

Range free methods are based on the connectivity information of a wireless network, which

can be used to estimate the position without computing any range measurement to an

anchor node. There are mainly two kind of range free algorithms:

• Proximity methods: these methods use the connectivity information to infer

directly the position of the user based on the number of anchors in the neighborhood.

• Fingerprinting methods: these methods are based on location dependent charac-

teristics of the signals received from the wireless network. First a database of the

characteristics and the real location where they were measured is collected. Then,

the position is estimated by selecting the position of the database sample that best

matches the real data.

Proximity

The proximity algorithms are based on the following simple idea: if a user is receiving

a signal from an anchor node, the position of the user must be near the position of the

anchor node. The operation mode is as follows: first, the user scans the channel looking for

the radio signals from the anchors nodes. Once an anchor node is detected, the position of
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Figure 2.5: Proximity method concept.

the user is estimated as the position of the anchor node. In the case of detecting more

than one radio signal, the anchor node with the strongest received signal is selected.

Figure 2.5 describes the method, where the circles represent the coverage area of the

anchor nodes. Any user located in the circle of node s

1

will estimate its own position as

the position of the anchor node s

1

whereas if the object is located in the circle of anchor

s

2

it will estimate the position as the position of the anchor node s
2

. In the intersection of

both circles the selection of the anchor node will be done in terms of the RSS.

One of the first system to employ the proximity method was the Active Badge system

[13]. This system uses a network of infrared sensors that detect the signals transmitted by

the active badge an provide a localization algorithm with room accuracy.

The error committed by the proximity methods is directly related to the size of the

coverage areas. Furthermore, if the coverage area of the anchor nodes is reduced, the

number of anchor nodes needed for a total coverage of an indoor area increases. For this

reason, proximity methods are particularly suited for low cost wireless devices such as

RFID, where the deployment of a large number of tags in a building does not escalate the

cost of the system [14]. Moreover, the use of passive RFID tags reduces the maintenance

cost of the network as the battery of the anchor nodes must not be regularly replaced.

A more general way of using connectivity information is employed in the centroid

algorithm, where the estimation of position is computed as the centroid of the position of

the anchor nodes received [15], that is,

m̂ =

"
1

N

NX

i=1

x

i

,

1

N

NX

i=1

y

i

#
, (2.4)

where m̂ is the estimated position of the mobile node and x

i

, y
i

are respectively the x
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Figure 2.6: Simulated distribution of RSS in an indoor scenario.

and y coordinates of the i-th anchor node. In the centroid method the accuracy of the

position estimation is also dependent on the number of nodes. In general, proximity based

methods cannot obtain highly accurate position estimations, the obtained accuracy is in

the order of the average distance between the anchors deployed in the building. However,

the simplicity of these methods o↵ers a good solution for room accuracy systems based on

low complex wireless networks.

Examples of proximity methods based on RFID can be found in [50, 51, 52] where the

authors review the RFID based localization methods available in the literature.

Fingerprinting

Fingerprinting methods are based on the uniqueness of radio signals received at di↵erent

positions, which is due to the propagation issues in the complex indoor environment.

It is common the presence of radio signals in most of the indoor environments, such

as the ones received from WiFi, WSN or Bluetooth networks deployed in the buildings

among other signals as for example GSM or LTE signals. The complexity of the indoor

environment produces big di↵erences between the signals received at di↵erent locations

due to multipath, shadowing or the propagation in NLOS environments. Figure 2.6 shows

the distribution of the RSS in an indoor environment with three deployed anchor nodes

under ideal propagation conditions. The color change from blue to red as a function of

the aggregated received power of the three anchors. It can be shown the di↵erent areas

created by the received power. Note that this e↵ect can be magnified by including the

multipath and NLOS to the propagation model considered.

The main idea behind the fingerprinting method is to generate a database of the

characteristics of the signals at di↵erent positions (fingerprints) and then compare the

signals received by the user with the database and estimate the position of the user as

the position of the fingerprint that best matches the received signals. The creation of

the database samples requires an intensive campaign of measurements in order to collect
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the fingerprints of the radio signals, typically the RSS, and create a radio map of the

indoor environment. This process is time consuming and vulnerable to environmental

changes. Furthermore, the accuracy of the system depends on the assumption of similar

wireless conditions between the collection of the fingerprints and the current signals [53].

The movement of humans or objects inside the building will produce di↵erences between

the database and the online collected measurements that will cause an increase in the

positioning error.

There are two kind of fingerprinting methods: i) deterministic and ii) probabilistic.

One of the first deterministic fingerprinting system was the RADAR system developed

at Microsoft [16]. The system collects the RSS and SNR as fingerprints from a WiFi

network and reports an accuracy of 3m. The position is estimated as the position of

the fingerprint that minimizes the Euclidian distance between the online measurements

and the fingerprints. The search methodology employed is the k nearest neighbors (kNN)

approach. Similarly, in [17] authors present a fingerprinting method based an the weighted

extension of the kNN algorithm. The advantage of the kNN approaches is the reduced

computational complexity of these algorithms. There are other systems that increase the

accuracy of the position estimation at the expense of a higher computational cost, such as

systems based on support vector machines (SVM) [54] or linear discriminant analysis [18].

In the group of the probabilistic approaches the aim is to find the location with maximum

likelihood. The Horus system [19] uses a probabilistic model of the signal distribution in

the environment and computes the position with maximum posterior probability. There

are other systems based on Bayesian networks [55] or on the Kullback-Leibler divergence

[56].

The collection of fingerprints is not reduced to the measurement of the characteristics

of radio signals, recent works proved that it is also possible use the geomagnetic field [57].

An study of the feasibility of magnetic fingerprints is performed in [58]. Independently

of the source of fingerprints the main disadvantage of fingerprinting methods is the

e↵ort needed for the collection of the database samples. These methods cannot be easily

extrapolated from one building to another without doing a new calibration campaign. For

this reason, recently researchers have shown an increasing interest in reducing the e↵ort of

the calibration process [53]. More information about fingerprinting methods can be found

in [59].
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2.2 Inertial based systems

Contrarily to the network based systems, where the position of the user is estimated

measuring the features from the signals received from a wireless network, inertial based

systems compute their own position without any help from a physical infrastructure. The

inertial sensors measure physical quantities related to the motion of the object or user

where the sensors are mounted. Typically inertial sensors are grouped into an IMU, which

is formed by a 3 axis accelerometer that measures the linear acceleration, a 3 axis gyroscope

that measures the angular velocity and a 3 axis magnetometer that measures the magnetic

field1. There are two main kinds of inertial navigation systems [60]:

• Strapdown systems: these systems estimate the position of the user by the double

integration of the acceleration.

• Step and heading systems (SHS): these systems estimate the position by adding

to the initial position estimation vectors representing the step length and the step

heading of the user.

Regardless of the approach used the first step of an inertial navigation system is

the computation of the relative orientation of the sensor and the body of the user. The

measurements of an IMU are expressed in the sensor coordinate frame, whenever we attach

the IMU to the body of the user, the axes of the sensor coordinate frame may not coincide

with the axes of the navigation frame. Any misalignment in the axes produces errors in

the measurements, therefore the estimation of the relative orientation is a crucial part of

an inertial navigation system. The relative transformation between two coordinate frames

can be obtained by sequentially rotating around three axis, where the angles of rotation

are expressed as Euler angles, that is, the roll (�
x

), pitch (✓
y

) and yaw ( 
z

). The definition

of the Euler angles is shown in Figure 2.7.

The transformation between coordinate frames is done using the following rotation

matrices [61]:

O
�

x

=

2

4
1 0 0
0 � cos(�

x

) sin(�
x

)
0 sin(�

x

) cos(�
x

)

3

5
, (2.5)

O
✓

y

=

2

4
cos(✓

y

) 0 sin(✓
y

)
0 1 0

� sin(✓
y

) 0 cos(✓
y

)

3

5
, (2.6)

1
The magnetometer is not an inertial sensor, however in this work we group it into the inertial

measurement unit as this is the typical term used in the literature.
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where O represents the rotation matrix. The rotations are applied in the following order:

O
T

= O
�

x

O
✓

y

O
 

z

, (2.8)

and the measurements of the IMU in the navigation frame zNF

IMU

are obtained by multiplying

the IMU measurements in the sensor frame zSF
IMU

by the rotation matrix O
T

, that is,

zNF

IMU

= O
T

zSF
IMU

. (2.9)

In order to estimate the rotation angles the earth gravitational field, measured by the

accelerometers, is typically employed. In the absence of any external acceleration, the

output of an accelerometer corresponds to the earth gravitational field. Therefore it is

possible to estimate the roll and pitch angles knowing that if the sensor coordinate frame

is aligned with the earth coordinate frame the gravitation vector must fall in the z axis

[61], that is,

tan�
x

=
a

y

a

z

, (2.10)

tan ✓
y

=
�a

xp
a

2

y

+ a

2

z

, (2.11)

where a
x

, a
y

and a

z

are the outputs of the accelerometer in the x, y and z axis, respectively.

Unfortunately the gravitational field is invariant to the rotation of the yaw angle and
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Figure 2.8: Strapdown navigation system.

therefore the yaw angle remains unknown using this method. This fact is circumvented

in indoor positioning systems by assuming knowledge about the initial orientation of the

user or by computing the initial orientation using the earth magnetic field.

2.2.1 Strapdown systems

The idea beyond the strapdown inertial navigation systems is to estimate the position

of the user by the double integration of the acceleration signal a(t) =
⇥
a

x

(t), a
y

(t), a
z

(t)
⇤
.

Thereby, the integration of the accelerometer signal results in the velocity and in turn the

integration of the velocity results in the position [62], that is,

v (t) = v (0) +

Z
t

0

a (t)� g dt, (2.12)

m (t) = m (0) +

Z
t

0

v (t) dt, (2.13)

where v is the velocity, g the gravity and m the position, all of them related to the

navigation frame. Figure 2.8 shows the block diagram of a strapdown navigation system.

First, the angular velocity measured by the gyroscope is integrated in order to track the

orientation of the sensor frame with respect to the navigation frame. Note that once the

initial orientation is known, the orientation at any time can be known by accumulating

the rotation done in each axis, which is measured by the gyroscope. Once the orientation

is known, the signal from the accelerometer is rotated to the navigation frame and the

gravitation force is subtracted before the integration of the acceleration signal to obtain

the velocity and the position.

The errors in the measurements of the sensors a↵ect di↵erently to the estimation

of position. On the one hand, the errors of the accelerometer produce a drift in the
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position because the integration procedure accumulates the errors over time. On the other

hand, the errors of the gyroscope result in an erroneous rotation matrix and therefore

the measurements of the accelerometer are incorrectly projected into the navigation

frame. Furthermore, the strapdown navigation systems subtract the value of the earth

gravitational field before the integration. Any error in the alignment of the frames will

produce a bias due to a gravitational component projected to the horizontal plane. This

source of error cannot be neglected as the magnitude of the acceleration caused by the

gravity is usually greater than the acceleration produced by the movement of the user.

In fact, the errors in the gyroscope measurements are the ones limiting the accuracy of

the inertial strapdown systems. In general, the error in the estimation of position grows

cubically with time due to the integration of the accelerometer and gyroscope signals.

Using the current MEMS technology, the estimation of position will deviate over the

meter in seconds making the estimation of the trajectory of a human in the long term

unfeasible [63].

Recently, Foxlin et. al. [20] demonstrated that using a foot mounted IMU the time

dependency of the position estimation errors in strapdown systems, which typically grows

cubically with time, can be reduced to a linear growth if the zero velocity update (ZUPT)

is applied. The idea beyond ZUPT is to detect the stance phases of the human walking,

when the foot is firmly planted on the ground and the velocity is zero, and apply these

zero velocity measurements to an extended Kalman filter that estimates the errors of

the inertial measurements. However, the ZUPT strategy cannot correct the errors in the

yaw angle. In order to amend this, several authors proposed techniques for reducing the

gyroscope bias, such as the zero angular rate update [64] or the heuristic heading reduction

[65]. An example of a inertial strapdown system using these techniques can be found in

[21]. Similarly, the authors in [22] applied these updates using an unscented Kalman filter

(UKF) for the estimation of the inertial measurement errors.

2.2.2 Step and heading systems

Contrarily to the strapdown navigation systems, the step and heading systems do not

use the integration of the acceleration signal to compute the position of the user. Instead,

these systems detect the steps and estimate the length and heading of each step from the

accelerometer and gyroscope signals. Then recursively estimate the position of the user by

accumulating vectors that represent the movement of the user at each step, that is,

m

x

(k) = m

x

(k � 1) + l

step

(k) cos(✓ (k)), (2.14)

m

y

(k) = m

y

(k � 1) + l

step

(k) sin(✓ (k)), (2.15)
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where m
x

and m

y

are respectively the x, y components of the position, k is the time index,

l

step

the step length and ✓ the heading. The fundamental cycle for a step and heading

system is [60]:

• Identification of the subset of data of an individual step.

• Estimation of the step length.

• Estimation of the heading.

Typically, the step of a pedestrian is divided into two phases: i) the stance phase where

the foot is firmly planted on the ground and ii) the swing phase where the foot is in the

air. Most of the algorithms designed to identify step events are based on the detection of

the stance phase. Usually, threshold based methods are used to identify the lack of activity

measured by the IMU during the stance phase. Traditionally these methods are based

on the magnitude of the acceleration but the angular velocity has also been employed

[60]. Alternatively there are methods that detect repetitive events on the walking data.

Figure 2.9 shows the module of the acceleration during a walk of a pedestrian, the raw

data and the filtered data are shown as many methods filter the data to eliminate high

frequencial noise components of the accelerometer measurements. The detection of the

steps can be done by counting the number of peaks produced by the strike of the heel in

the floor [66]. Other methods compute the zero crossings of the acceleration signal after

subtracting the gravity [67]. More complex methods correlate the received signal with a

pre-stored template of the acceleration during a step [68]. Due to the repetitive behavior

of the acceleration during the steps, spectral analysis is also employed to detect peaks in

the typical stepping frequencies [69]. Recently, in [23] authors present a step detection

method based on the pitch angle measured by the gyroscope of a smartphone placed in

the pocket of the user.

The estimation of the step length can be obtained from the vertical displacement of

the pelvis as shown by Weingberg et. al. in [70]. Following this procedure the step length

is estimated as,

l

step

= K

4
p

a

z

max

� a

z

min

, (2.16)

where K is a user-specific constant and a

z

max

, a
z

min

are respectively the maximum and

minimum of the acceleration in the vertical axis. The step length can also be estimated

as a linear function of the step frequency considering that the step length and frequency

increase with the speed of the user [69].

Finally, the last point of the fundamental cycle of step and heading systems is the

estimation of the heading of each step. The heading estimation of these systems is equal
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Figure 2.9: Acceleration signal measured on the hip of a pedestrian during a walk.

to the strapdown systems, that is, the heading is obtained by the integration of the

gyroscope signal. Thus, the final position estimation is drifted by the errors accumulated

during the integration. Fortunately, in the step and heading systems the growth of the

error is linear with time instead of the cubic error present in strapdown systems. The

heading can be obtained also using a magnetometer but in indoor environments that

include ferromagnetic materials, the heading estimation is compromised. The fusion of

both measurements has shown relatively good accuracy [36] as both measurement errors

are complementary, that is, the gyroscope produce high accurate measurements in the

short term and the magnetometer gives low accurate measurements but stable in time.

An example of a step and heading system is found in [24], where the authors design

a system for hand held smartphones. Similarly, in [23] a step and heading system for

smartphones placed in the pocket of the user is designed where the steps are detected

using the gyroscope signal. A comparison of the performance of di↵erent systems using

low cost sensors is presented in [25].

Despite the improvements of the step and heading systems in the reduction of the drift,

it exists and therefore these kind of systems cannot be applied for a long period of time

without any correcting strategy.
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Figure 2.10: Simultaneous localization and mapping.

2.2.3 Simultaneous localization and mapping

The simultaneous localization and mapping (SLAM) extends the localization problem

including the estimation of a map. It was developed by the robotics community and the key

idea is that a mobile robot can be placed at an unknown location in an unknown environ-

ment and incrementally build a consistent map of this environment while simultaneously

determining its location within this map [71, 72].

In 2012, Angermann et. al. developed the FootSLAM system resulting from the applica-

tion of the SLAM problem to the localization of a pedestrian in an indoor environment [26].

The FootSLAM system maps the environment with a regular grid of hexagons and builds

a probabilistic map computing the probability that a pedestrian crosses the transition

between two adjacent hexagons. The idea beyond this system is that it is probable that

a pedestrian walking in an indoor environment passes di↵erent times by the same place

and thus the estimation can be enhanced considering that the user goes and returns along

the same path. Figure 2.10 shows the concept of the FootSLAM where the more likely

hexagons are highlighted.

The FootSLAM system computes the odometry of the user using a foot mounted

IMU and uses the movement of the user between two epochs to update the particles of a

Rao-Blackwellized particle filter. Each particle takes into account a possible path of the

user and computes the corresponding hexagonal probabilistic map. At every epoch, the

estimated path and probabilistic map of each particle are updated with the measured

movement of the user, that is, the probabilities of the transitions between hexagons crossed

due to the movement of the user are increased. Thus, whenever the user close the loop and

returns to the origin the filter will reward those particles that have gone and returned along



Chapter 2. State of the Art 25

the same path. With this method the drift of the inertial sensors can be eliminated but the

filter has the dependence on the closure of the loops. If the walk of the pedestrian does not

return to the same place the error in the position estimations will grow as in the typical

step and heading systems. The main disadvantage of the system is the computational

complexity as every particle must store a probabilistic map of all the environment which

can lead to high computational complexity for large environments.

Recently, there appeared works in the literature based on the FootSLAM system, such

as the FeetSLAM where the maps of di↵erent users are combined [27] or the PocketSLAM

where the inertial measurements are obtained from an smartphone placed on the pocket

of the user [28].

2.3 Hybrid positioning systems

An hybrid positioning system by definition is a system that combines two or more systems

in order to enhance the performance o↵ered by these systems individually. Currently, there

are myriads of hybrid positioning systems in the literature that combine the di↵erent

IPS reviewed so far. Numerous studies have attempted to review the current state of the

art of hybrid positioning systems, for example, in 2001, Hightower et. al [73] review the

state of the art of positioning systems. Similarly, in 2002, Pahlavan et. al. [74] review

the state of the art focusing in systems for indoor environments. More recent revisions

are presented in [46, 75] covering hybrid systems of network based technologies. Hybrid

methods containing inertial based systems are reviewed in [60]. There are other surveys

focused in hybrid methods covering a specific kind of systems like fingerprinting [59, 53],

covering a specific technology like UWB [5] or covering a specific device carried by the

user like a smartphone [76]. Other examples of surveys published in the last couple of

years can be found in [77, 78].

A complete classification of hybrid positioning systems is not feasible due to the large

amount of possible combinations of IPS that can form an hybrid system. Therefore, in this

section we will review those systems related to the IPS designed in this PhD dissertation.

In particular, we will focus on the following three groups:

• RSS-IMU hybrid systems: here we include the methods that combine inertial

measurements with RSS measurements either by using a propagation model or a

fingerprinting approach.

• Map hybrid systems: here we embrace the methods that in addition to the

RSS and/or IMU measurements also use the map of the building to enhance the
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performance of an IPS.

• Smartphone hybrid systems: here we include those RSS-IMU and Map hybrid

systems that have been specifically designed for smartphones.

2.3.1 RSS-IMU hybrid systems

The availability of wireless networks deployed inside millions of buildings around the world

make RSS based positioning systems an attractive option for hybrid systems because there

is no need of investing in a wireless infrastructure. Note that, as stated in Section 2.1.1 the

RSS can be computed just listening to the network, i. e. without any additional hardware,

as far as most of the wireless standards of communication already include the RSS field in

the radio packets.

The most common kind of RSS hybrid systems is one that combines it with inertial

sensors. The motivation is clear: both systems have complementary errors. The inertial

based systems obtain highly accurate positions estimations in the short term while the

RSS based systems are less accurate but the estimations of position are time invariant. An

example of these kind of hybrid systems is found in [29] where the authors developed a

system that combines the position estimation of a WiFi probabilistic fingerprinting with the

information of a foot mounted SHS using an EKF for the fusion of the systems. Similarly,

in [30, 31] the step information of a hip mounted IMU is combined with the position

estimations of a range based RSS system. Jimenez et. al. [32] combine a strapdown foot

mounted inertial system with the RSS of RFID tags using an EKF. Table 2.1 summarizes

the RSS-IMU hybrid positioning systems showing the main characteristics of the underlying

RSS and IMU systems as well as the parameters and results of the experimental evaluation.

2.3.2 Map hybrid systems

The high complexity of the indoor environments with di↵erent distributions of walls and

furniture that produces NLOS communications between the user and the wireless networks

is an inconvenient for IPS because it produces less accurate estimations of the position.

However, if the map of the building is a priori known by the user, the high complexity

can be an advantage to the IPS as it can constraint the possible positions and improve

the accuracy of the estimations. Commonly, the map information is used to enhance the

performance of the RSS-IMU hybrid systems. Figure 2.11 shows the estimated trajectory

from an inertial system that is a↵ected by drift an how the map information can help us

to recover the original path. Typically, the map information is included in the fusion of the
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Figure 2.11: Inertial position estimation with drift (red) and corrected path (dashed).

measurements using a particle filter. During the calculation of the weights of each particle,

the map constraints are calculated and those particles that have been propagated to

impossible locations (as for example crossing a wall) receive a weight of zero preventing the

resampling of those particles in the following epoch. For example, in [33] the measurements

of a RSS probabilistic fingerprinting method are combined with the measurements of a belt

mounted SHS. Then a PF fuses the measurements with the map information. Similarly, in

[34] the authors use an equivalent system but the IMU is placed on the foot of the user.

There are other examples of hybrid systems with map information as in [35, 36]. Table 2.2

summarizes all of them for the purpose of comparison including the main characteristics

of the underlaying systems employed and the experimental evaluation.

2.3.3 Smartphone hybrid systems

The popularization of smartphones among the world converted the smartphone in the

perfect device for positioning. Any IPS that can be implemented in a smartphone has the

potential to be used by millions of people, granting access to the mass market without

the need of investing in devices for positioning. For this reason the research e↵orts of

authors working in the field of pedestrian positioning focused on the smartphone technology

during the last years. Furthermore, the di↵erent technologies included in the nowadays

smartphones allow us to implement hybrid systems using a single device. Note that a

smartphone usually includes WiFi, GSM, LTE and Bluetooth radios as well as a 9 DoF

IMU among other technologies like GPS.

Examples of IPS based on smartphones can be found in the literature as for example

in [37] where the authors present an indoor tracking system for underground public
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transportation based on inertial measurements and information about the route and average

time between stops. Other authors estimate the relative position of the smartphone with

respect to the user, which is mandatory for the transformation of the inertial measurements

from the smartphone coordinate frame to the navigation coordinate frame; in [38], the

authors use a least square support vector machine (LS-SVM) for the classification of the

smartphone position (hand, pocket, head, etc) and then combine the inertial data with the

measurements from a WiFi fingerprinting method using a hidden Markov model (HMM).

However, in order to increase the accuracy of the system, the authors typically assume

a fixed position of the smartphone; an example can be found in [45] where the authors

combine the inertial measurements with RSS and magnetic fingerprinting using an EKF.

Other authors employ the SLAM approach in the smartphone combining the inertial

measurements with WiFi and magnetic fingerprints [39, 40]. More accurate results can

be obtained if the map information is available. In [41] the authors also use a HMM for

the fusion of the WiFi and inertial measurements and incorporate the map information.

Similarly, [42, 43] combine the WiFi fingerprints with the inertial measurements using a

particle filter and in [44] the fusion is done with a Kalman filter. The performance of these

systems is summarized in Table 2.3 including the technologies used by the systems, their

accuracies and the characteristics of the experimental validation.
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Chapter 3

An overview of Bayesian filtering
techniques

During this PhD dissertation we designed three di↵erent indoor positioning systems.

Common to all of them is the application of the bayesian estimation theory. In particular,

the extended Kalman filter is employed, which gives a suboptimal solution to the bayesian

filtering problem. In this chapter, we review the bayesian estimation theory and the

analytical solutions provided by the Kalman filter and the extended Kalman filter.

The objective in bayesian estimation is to estimate the hidden states {x
0

,x
1

,x
2

, . . .}
which are observed from a set of noise measurements {z

1

, z
2

, z
3

, . . .}. Particularizing for

the indoor positioning problem, the vector to be estimated x represents the state of the

user by means of its position, speed and orientation and z are the available measurements.

The objective of the Bayesian estimation at a given time instant k is to estimate the joint

posterior probability density function (PDF) of all the hidden states given all the available

measurements, that is,

p (x
0

, . . . ,x
k

|z
1

, . . . , z
k

) . (3.1)

If we apply the Bayes rule and reformulate the hidden states as x
0:k

= x
0

, . . . ,x
k

and

the noisy measurements as z
1:k

= z
1

, . . . , z
k

, then we can estimate the joint posterior

distribution as [79],

p (x
0:k

|z
1:k

) =
p (z

1:k

|x
0:k

) p (x
0:k

)

p (z
1:k

)
, (3.2)

where p (x
0:k

) is the prior distribution, p (z
1:k

|x
0:k

) the likelihood model of the measurements

and p (z
1:k

) a normalization constant defined by,

p (z
1:k

) =

Z
p (z

1:k

|x
0:k

) p (x
0:k

) dx
0:k

. (3.3)

Note that following the bayesian approach the posterior distribution must be estimated

33
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every time a new measurement is available. The dimensionality of the posterior distribution

increases with the number of measurements. In particular the dimension of the integral in

Equation 3.3 grows with time. Therefore, the computation of the integral, and consequently

the posterior probability, becomes una↵ordable in terms of computational complexity

for large sets of measurements. Fortunately, in the indoor positioning problem there are

some constraints that can be applied. The position of a pedestrian in two successive time

instants cannot be to distant because the velocity of a pedestrian is reduced. Commonly,

it is considered that the state of a pedestrian (position, velocity and heading) follows a

first order hidden Markov model, where the current state x
k

depends only on the previous

state x
k�1

. Thus, the prior distribution of the states and the likelihood model of the

measurements at a given time instant k = K can be now expressed as [79],

p (x
0:K

) = p (x
0

)
KY

k=1

p (x
k

|x
k�1

) , (3.4)

p (z
1:K

|x
0:K

) =
KY

k=1

p (z
k

|x
k

) , (3.5)

where the state model p (x
k

|x
k�1

) can be defined as a function of the previous step and

the process noise v
k�1

[80], that is,

x
k

= f

k�1

(x
k�1

,v
k�1

) , (3.6)

where f

k�1

is a possibly non linear function. Similarly, the likelihood model of the mea-

surements p (z
k

|x
k

) can also be expressed as,

z
k

= h

k

(x
k

,w
k

) , (3.7)

where h

k

is a possibly nonlinear function of the current state x
k

and the measurement

noise w
k

.

From the Bayesian perspective, the indoor positioning problem consists on estimating

the current state of the pedestrian considering all the available measurements, that is,

the PDF p (x
k

|z
1:k

) has to be estimated at each step. In general the Bayesian estimation

assumes the knowledge of the prior PDF p (x
0

) and recursively estimates p (x
k

|z
1:k

) in two

stages: i) the prediction step and ii) the update step.

In the prediction step, the posterior probability is predicted by obtaining the marginal

distribution of x
k

given z
1:k

from the joint distribution p (x
k

,x
k�1

|z
1:k�1

), that is,

p (x
k

|z
1:k�1

) =

Z
p (x

k

,x
k�1

|z
1:k�1

) dx
k�1

. (3.8)
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As the state is described as a first order hidden Markov model, the prediction step can

be computed based on the state model p (x
k

|x
k�1

) and the posterior probability computed

in the previous state p (x
k�1

|z
1:k�1

) [81], that is,

p (x
k

|z
1:k�1

) =

Z
p (x

k

|x
k�1

) p (x
k�1

|z
1:k�1

) dx
k�1

. (3.9)

The update step is applied when the measurement of the time step k is received. Then,

the Bayes rule is applied to estimate the posterior PDF, that is,

p (x
k

|z
1:k

) =
p (z

k

|x
k

) p (x
k

|z
1:k�1

)

p (z
k

|z
1:k�1

)
, (3.10)

where p (z
k

|z
1:k�1

) is the normalization constant defined as,

p (z
k

|z
1:k�1

) =

Z
p (z

k

|x
k

) p (x
k

|z
1:k�1

) dx
k

. (3.11)

Assuming the knowledge of the prior PDF p (x
0

) and the state and measurement

models, the posterior PDF can be recursively estimated. In general the PDF cannot be

analytically solved and numerical methods must be employed. However, under certain

assumptions, the PDF can be analytically solved as in the case of the Kalman filter (see

Section 3.1) or in the case of the extended Kalman filter (see Section 3.2).

3.1 Kalman filter

The Kalman filter was first presented by Rudolph Emil Kalman in 1960 [82]. The KF

provides an analytical solution to the Bayesian estimator becoming the optimum minimum

MSE estimator when certain conditions are met [80]. The KF assumes that the posterior

PDF is Gaussian at each time step and therefore it can be parametrized by the mean and

covariance. If p (x
k�1

|z
1:k�1

) is Gaussian, it can be proved that p (x
k

|z
1:k

) will be Gaussian

if the following assumptions hold [81]:

• The state model is a known linear function.

• The measurement model is a known linear function.

• The process noise is drawn from a known zero mean Gaussian distribution, that is,

v
k

⇠ N (0,Q
k

).

• The measurement noise is drawn from a known zero mean Gaussian distribution,

that is, w
k

⇠ N (0,R
k

).



36 3.1. Kalman filter

• The process noise and the measurement noise are independent.

Therefore, the state and measurement equations can be rewritten as,

x
k

= F
k�1

x
k�1

+ v
k�1

, (3.12)

z
k

= H
k

x
k

+w
k

, (3.13)

where F
k�1

and H
k

are respectively the state matrix and the measurement matrix and

can be time variant. In probabilistic terms, the state model and likelihood model of the

measurements are Gaussians distributions, that is,

p (x
k

|x
k�1

) = N
�
x
k

;F
k�1

x
k�1

,Q
k�1

�
, (3.14)

p (y
k

|x
k

) = N (y
k

;H
k

x
k

,R
k

) , (3.15)

The Kalman filter copies the prediction step and update step structure of the Bayesian

estimation. However, in the KF the PDFs are considered Gaussian and therefore they

can be parametrized by the mean and covariance. Thus, in the KF, the computation of

the PDFs is simplified by just computing the mean and covariance. Particularly, in the

prediction step the mean and covariance of the state are predicted from the previous state

as follows,

x̂
k|k�1

= F
k�1

x̂
k�1|k�1

, (3.16)

P
k|k�1

= F
k�1

P
k�1|k�1

FT

k�1

+Q
k�1

. (3.17)

Analyzing again the filter in probabilistic terms, at a given time instant k we assume

that the posterior PDF of the previous time instant k � 1 is available, that is,

p (x
k�1

|z
1:k�1

) = N
�
x
k�1

; x̂
k�1|k�1

,P
k�1|k�1

�
. (3.18)

Then, the new posterior PDF is predicted using Equations 3.16 and 3.17 as follows:

p (x
k

|z
1:k�1

) = N
�
x
k

; x̂
k|k�1

,P
k|k�1

�
. (3.19)

The derivation of the prediction step of the KF is based on the prediction step of the

Bayesian estimation. In order to prove that the solution provided by the KF is equal to

the solution of the Bayesian estimation let us introduce Lemma 1 [79].

Lemma 1 Given two random variables x and y with Gaussian distributions,

p (x) ⇠ N (a,A) ,
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p (y|x) ⇠ N (Cx+ u,B) ,

then the joint distribution of x and y and the marginal distribution of y are also Gaussian

distributions, that is,

p (x,y) ⇠ N
✓

a

Ca+ u

�
,


A AC

T

CA CAC

T +B

�◆
,

p (y) ⇠ N
�
Ca+ u,CAC

T +B

�
.

If we apply the Lemma 1 to Equation 3.8 the result is,

p (x
k

|z
1:k�1

) = N
�
x
k

;F
k�1

x
k�1

,F
k�1

P
k�1|k�1

FT

k�1

+Q
k�1

�
. (3.20)

Note that the results obtained by Equation 3.20 are equal to the results in

Equation 3.19.

Similarly, the update step modifies the predictions using the available measurements

at time k and the so called Kalman gain K
k

, that is,

x̂
k|k = x̂

k|k�1

+K
k

�
z
k

�H
k

x̂
k|k�1

�
, (3.21)

P
k|k = (I�K

k

H
k

)P
k|k�1

, (3.22)

where I is the identity matrix. The Kalman gain is derived in order to minimize the MSE

of the state estimation [83], that is,

K
k

= P
k|k�1

HT

k

�
R

k

+H
k

P
k|k�1

HT

k

��1

. (3.23)

Repeating the analysis in probabilistic terms, we update the posterior PDF of the state

as,

p (x
k

|z
1:k

) = N
�
x
k

; x̂
k|k,Pk|k

�
. (3.24)

In order to prove that the closed solution of the KF update step is equal to the Bayesian

solution let us introduce Lemma 2 [79].

Lemma 2 Given two random variables x and y with the following joint probability distri-

bution,

p (x,y) ⇠ N
✓

a

b

�
,


A C

T

C B

�◆
,

then the marginal and conditional distributions of x and y are given as,

p (x) ⇠ N (a,A) ,
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p (y) ⇠ N (b,B) ,

p (x|y) ⇠ N
�
a+CB

�1(y� b),A�CB

�1

C

T

�
.

p (y|x) ⇠ N
�
b+C

T

A

�1(x� a),B�C

T

A

�1

C

�
.

The update step of the Bayesian estimation computes the posterior PDF p (x
k

|z
1:k

).

Let us first compute the joint distribution of x
k

and z
k

given the set of past measurements,

that is, p (x
k

, z
k

|z
1:k�1

). From Lemma 1 the joint probability distribution is given as,

p (x
k

, z
k

|z
1:k�1

) = N
✓

x̂
k|k�1

H
k

x̂
k|k�1

�
,


P

k|k�1

P
k|k�1

H T

k

H
k

P
k|k�1

H
k

P
k|k�1

H T

k

+R

�◆
, (3.25)

Then, we apply the Lemma 2 to the joint probability distribution p (x
k

, z
k

|z
1:k�1

) in order

to obtain the conditional distribution p (x
k

|z
k

, z
1:k�1

) = p (x
k

|z
1:k

), that is,

p (x
k

|z
1:k

) = N
�
x̂
k|k,Pk|k

�
, (3.26)

where x̂
k|k and P

k|k are,

x̂
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k
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HT
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+R)�1H
k

P
k|k�1

, (3.28)

which is exactly the same solution provided by the Kalman filter. An interesting charac-

teristic of the KF is that even when the Gaussian assumption is not hold, the Kalman

filter is the optimal linear MMSE estimator [84]. This fact explains why the Kalman filter

has been used widely in the literature as it provides accurate estimations with relatively

low computational complexity.

3.2 Extended Kalman filter

The assumptions of the optimality of the Kalman filter are in general highly restrictive.

Although the Gaussian distributions are commonly found in the nature, the relationships

between two physical magnitudes are commonly non linear. For example, in our work the

position of a pedestrian observed from range measurements will be described by a non

linear measurement model (see Section 2.1.1). The Extended Kalman filter is designed as

a suboptimal solution for these cases where the non linear functions are linearized about

the mean using a first order Taylor series approximation [79]. In the EKF we assume

that the process and measurement noises are additive. Then, we describe the state and

measurement models as,

x
k

= f

k�1

(x
k�1

) + v
k�1

, (3.29)
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z
k

= h

k

(x
k

) +w
k

. (3.30)

Afterwards, the equations are linearized about the estimate in the previous time step

[80] , that is,

f

k�1

(x
k

) ⇡ f

k�1

�
x̂
k�1|k�1

�
+ F̂

k�1

�
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� x̂
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�
, (3.31)

where F̂
k�1

is now the Jacobian matrix, that is,

F̂
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=
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����
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Similarly, the measurement model is approximated as,

h
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� x̂
k|k�1

�
, (3.33)

where Ĥ
k

is also the Jacobian matrix, that is,

Ĥ
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=
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(x
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)
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ˆ

x

k|k�1

. (3.34)

The estimation process of the EKF is similar to the KF. In particular, the non linear

functions are used to predict the state and measurements and the Jacobian matrices are

employed for the prediction of the covariances and the computation of the Kalman gain.

The EKF steps are as follows,

x̂
k|k�1

= f

k�1

�
x̂
k�1|k�1

�
, (3.35)
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Note that the EKF employs non linear functions and therefore the random variables

employed will no longer be normal after the non linear transformations. The EKF has no

optimal properties and its accuracy depends on the accuracy of the linearization performed

[80]. Nevertheless, the EKF achieves accurate results for certain applications like in the

indoor positioning problems described in this PhD dissertation.
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Chapter 4

Inertial-aided Indoor Tracking
System for Wireless Sensor Networks

In this chapter, we begin the study of indoor positioning systems based on wireless sensor

networks. The expansion of the internet of things in the last years has popularized the

deployment of WSNs to control and interact with the environment, i.e. in alignment with

the ideas of smart cities and smart buildings. Therefore IPS designers can take advantage

of this deployment to build IPS on top of the networks without increasing the cost of

the positioning system. Following the idea of reducing the cost of the system, in this

chapter we present an indoor tracking system based on the RSS because these techniques

do not require additional hardware to be implemented. Furthermore, the RSS can be read

without being part of the network, that is, just listening to the network packets. The main

problem when dealing with applications using pure RSS based localization methods is

that, we experience an accuracy limitation. The reason is that the RSS observations are

error-prone mainly due to the well known wireless channel variability. This fact impinges

directly on the performance of most of the RSS based localization methods proposed in the

literature as stated in Section 2.1.1. Similarly, the inertial based sensors provide accurate

solutions for the short term but the error grows with time due to the inertial drift. In this

chapter, we combine both strategies in an hybrid architecture to exploit the benefits of

both systems and increase the performance of the resulting IPS.

4.1 Introduction

This chapter describes a RSS-IMU hybrid system, similar to the ones reviewed in Section

2.3.1, that combines RSS measurements form a WSN with inertial measurements from a

belt mounted IMU. In general, the literature of RSS-IMU hybrid systems is focused on the

41
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improvement of the measurements used by the fusion filter. Most works try to enhance the

accuracy of the RSS-based position estimations or the accuracy of the speed and heading

estimations from the inertial measurements. However, far too little attention has been paid

to the configuration of the fusion filters in order to e↵ectively combine the inertial and

RSS measurements. In this chapter we address this problem and we design two di↵erent

methods for the automatic configuration of the extended Kalman filter.

First of all we analyse the statistical characteristics of the RSS based position measure-

ments. Following this analysis, two automatic methods for the tuning of the measurement

noise covariance matrix of the EKF are designed: i) the Power Threshold Covariance

Matrix Tuning (PT-CMT) method; and ii) the Distance Statistics Covariance Matrix

Tuning (DS-CMT) method. These methods allow the EKF to benefit from the goodness of

the inertial sensors in the short term and, assisted by the RSS measurements, extend their

accuracy also in the long term. Finally, both methods have been tested experimentally. To

the best of the author’s knowledge, there are no other works considering the covariance

matrix tuning of the EKF in the context of indoor hybrid positioning solutions for WSNs

based on inertial and RSS measurements.

The main contributions of this chapter follow:

• The analysis of the RSS measurements statistics and its impact in the accuracy of

the RSS based position estimations.

• The design of the PT-CMT method for the automatic configuration of the EKF.

• The design of the DS-CMT method for the automatic configuration of the EKF.

• The experimental validation of the proposed methods.

This chapter is organized as follows: Section 4.2 introduces the system architecture. Sections

4.3 and 4.4 detail the proposed system whereas Section 4.5 presents the experimental

validation. Finally, the conclusions are presented in Section 4.6.

4.2 System Architecture

Let us consider a wireless sensor network deployed in an arbitrary indoor area. There are

N anchor nodes in the network with known positions,

s
i

=
⇥
x y

⇤
T

, (4.1)
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where x, y are the respective Cartesian coordinates and i = 1, 2, ...N is the index. Lets

also consider a pedestrian that carries an additional node with unknown position,

m
k

=
⇥
x

k

y

k

⇤
T

, (4.2)

where k stands for the time index with corresponding sampling period T . The node carried

by the pedestrian, the mobile node, listens to the network packets in order to get the

RSS values of each radio link between s
i

and m
k

. The mobile node includes a 3-axis

accelerometer, a 3-axis magnetometer and a 3-axis gyroscope. These sensors are sampled

several times at every time instant k obtaining the vectors of measurements from the

accelerometer a
x,k

, a
y,k

, a
z,k

, magnetometer b
x,k

, b
y,k

, b
z,k

and gyroscope c
x,k

, c
y,k

, c
z,k

.

The subscripts x, y, z denote the respective sensor measurement axis.

Additionally, let us consider the following state space representation of the mobile node.

First, the state variables are,

x
k

=
⇥
x

k

y

k

v

k

✓

k

⇤
T

, (4.3)

where x
k

, y
k

represent the position of the mobile node at the k-th time instant in Cartesian

coordinates, v
k

is its speed and ✓
k

its heading. Taking into account that the pedestrian

motion fits well to a constant velocity model, we work with the following state space

model,

x
k

= f

k�1

(x
k�1

) + v
k�1

, (4.4)

where v
k�1

is a zero mean Gaussian noise with covariance matrix Q and f

k�1

(x
k�1

) is

the state model function that describes the constant velocity model with the velocity

represented in polar coordinates. Namely,

f

k�1

(x
k�1

) =

2

664

1 0 T cos ✓
k�1

0
0 1 T sin ✓

k�1

0
0 0 1 0
0 0 0 1

3

775x
k�1

. (4.5)

This chapter presents a pedestrian tracking system based on an EKF, which combines

RSS and inertial measurements using the architecture depicted in Figure 4.1. The system

architecture is divided into three blocks,

• The pre-processing block that transforms the available set of RSS and inertial

measurements into measurements of the state variables.

• The covariance matrix tuning block that tunes the measurement noise covariance

matrix of the EKF based on the analysis of the RSS based distance estimation

statistics.
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⇤T

v̂k

Inertial 
Processing ˆ

✓k

Covariance 
Matrix Tuning

RSS

Gyroscope

Accelerometer

Magnetometer

Figure 4.1: Navigation system architecture.

• The EKF block that reduces the positioning error thanks to the kinematic model

and the information given by the previous blocks.

The pre-processing block is divided into two sub-blocks: i) the positioning processing

sub-block, which transforms the RSS measurements into measurements of the mobile node

position
⇥
x̂

k

ŷ

k

⇤
and ii) the inertial processing sub-block, which estimates the speed and

heading of the mobile node v̂

k

, ✓̂
k

from the inertial measurements.

The EKF block uses the measurements of the state variables, the statistical information

about the model and the previous state estimation x̂
k�1|k�1

to compute a refined estimation

of the state vector x̂
k|k. This refined estimation achieves high accuracy thanks to the two

novel measurement noise covariance matrix tuning methods introduced in Section 4.4.1.

In what follows, we first describe how the set of RSS values and the inertial measure-

ments are pre-processed and, afterwards, we discuss our particular configuration of the

EKF to take into account the statistics of the measurements.

4.3 Pre-Processing Block

This section describes: i) the propagation model (log-distance path loss model) used to

obtain distance measurements from RSS readings; ii) how the distance measurements are

then converted to a position estimation by means of the weighted least squares (WLS)

algorithm; and iii) the methods employed to extract heading and speed information from

the IMU readings. All the techniques and models described in this section have been

chosen according to complexity, versatility and acceptation criteria, that is, we selected
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computationally low complex (to be implemented in a WSN node) and widely used

solutions in the literature.

4.3.1 Positioning Processing Sub-Block

The positioning processing sub-block obtains a position estimation from the received RSS

values. In this chapter we employ the least squares (LS) approach, which obtains the

position of the mobile node as the position that minimizes the squared error of the measured

distances [84]. Notwithstanding, the ideas developed here can be easily extrapolated to

other RSS based location methods [46].

Using the LS method, the first step is to estimate the distance between the mobile

node and the anchor nodes. As stated in Section 2.1.1 this is typically done using the

log-distance path loss model, that is,

RSS

s

i

!m

k

,k

= P

1m

� 10↵ log
10

d

s

i

!m

k

� �, (4.6)

where d
s

i

!m

k

is the distance to the i-th node, P
1m

is the received power at 1 meter from the

transmitter, ↵ is the path loss exponent and � ⇠ N
�
0, �2

�

�
is a zero mean Gaussian noise

that models the shadowing e↵ects. Note that the parameters of the model, i.e. P
1m

and ↵,

have to be experimentally obtained for each scenario, which requires a small measurement

campaign to adjust the model to the scenario.

The maximum likelihood estimator of the distance between an anchor node and the

mobile node is [9]:

d̂

s

i

!m

k

= 10
RSSs

i

!m
k

,k

�P1m

10↵
, (4.7)

where d̂
s

i

!m

k

is the estimated distance to the i-th node. Note that the distance estimation

does not follow a Gaussian distribution due to the exponential relationship between

the distance and the RSS value. In fact, the distance estimation follows a log-normal

distribution [9], that is

ln d̂
s

i

!m

k

⇠ N
�
ln d

s

i

!m

k

, �

2

d

�
, (4.8)

where �
d

= (�
�

ln 10) / (10↵) is the standard deviation. Moreover, the mean and variance

of the distance estimation are,
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e
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, (4.9)
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2
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e

�

2
d � 1

⌘
, (4.10)

Therefore the estimator is biased with a bias directly proportional to the distance

value. Note also that the variance exhibits a quadratic growth with the distance value.
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Such statistical characteristic of d̂
s

i

!m

k

makes the estimation of small distances more

reliable than the estimation of large ones, which should also be considered in the design of

localization algorithms.

The LS approach estimates the mobile node position in order to minimize the overall

squared error of the distances estimated. Note that for a given realization of the LS

approach, the distances estimated from di↵erent nodes have di↵erent accuracies. In order

to take this into account, we use the well-known weighted LS (WLS) alternative [85, 86].

It computes the current position of the mobile node as the solution of the following

minimization problem,

min
ˆ

m

k

J =
X

i2R

!

i

⇣
d̂

s

i

!m

k

� ks
i

� m̂
k

k
⌘
2

, (4.11)

where R is the set of RSS values available at the k-th time instant and !
i

= 1/Var
h
d̂

s

i

!m

k

i

are the weights [86]. The problem in (4.11) can be solved in an iterative way following the

gradient descent approach [85], that is,

m̂
k,(l)

= m̂
k,(l�1)

+ �

(l)

X

i2R

!

i

(d̂
i

� kŝ
i

� m̂
k,(l�1)

k)q̃
i,(l�1)

, (4.12)

where l is the iteration index, 0 < �

(l)

⌧ 1 is the step size, and q̃
i,(l�1)

is a unitary vector,

q̃
i,(l�1)

=

�
ŝ
i

� m̂
k,(l�1)

�

kŝ
i

� m̂
k,(l�1)

k . (4.13)

4.3.2 Inertial Processing Sub-Block

The inertial processing sub-block transforms the inertial observations into estimations of

the speed and heading of the mobile node. In this work, we place the IMU in the middle

of the back at the waist level (see Figure 4.2) for the user comfortability and versatility (it

is much easier to fix a small device on a belt than on a shoe). However this placement has

two main disadvantages: i) the ZUPT strategy cannot be used for correcting the inertial

drift [25]; and ii) the sensor axes have to be perfectly aligned with the system axes in

order to avoid misalignment errors. Note that we do not consider perfect alignment, hence

our system copes with small alignment errors (due to the user manual adjustment) instead.

Nevertheless, these disadvantages are circumvented thanks to the use of the designed

measurement noise covariance matrix tuning methods (see Section 4.4), which allow us to

achieve accuracies similar to the ones obtained with the foot mounted hybrid systems.

Let us first focus on the speed computation block, where v̂
k

is estimated as the product

of the number of steps per second times the length of each step, since we assume a constant
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Figure 4.2: System axes.

step length per user l
step

. In order to compute the number of steps per second, we work

with the modulus of the acceleration as far as it is not a↵ected by the particular alignment

of the sensor. The corresponding discrete signal is first filtered (see Figure 4.3) using a

low pass linear phase finite impulse response (FIR) filter (order 20 and 1.5 Hz cut-o↵

frequency) in order to mitigate the higher frequency accelerations due for example to

sensor vibrations and that are not of interest [87]. Finally the number of local maximums

(M
max

) that are above a predefined threshold is computed and we obtain v̂

k

as,

v̂

k

=
M

max

T

l

step

. (4.14)

Second, the heading or speed direction of the mobile node is computed using a

combination of magnetometer and gyroscope measurements. The magnetometer gives

vector information of the main magnetic field, which is usually the earth magnetic field.

Therefore, it is possible to obtain the angle between the magnetic field and the mobile

node [88]. Hence, using the initial angle measurement as a reference, the heading of the

sensor at each moment is obtained as,

✓̂

mag,k

= tan�1

b̄
y,k

b̄
x,k

� ✓̂

mag,0

, (4.15)

where ✓̂
mag,k

is the heading estimation from the magnetometer at time-instant k and b̄
x,k

,

b̄
y,k

are the mean of the magnetic field readings at the k-th period in the x and y axis,

respectively. Note that the magnetometer provides long term stability but su↵ers from

local alterations in the magnetic field produced, for example, by home appliances, which
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Figure 4.3: Module of the acceleration signal: original and filtered.

introduce errors in the measurements. Alternatively, the change of heading of the mobile

node during an specific interval can be obtained by means of integrating the gyroscope

signal, since it provides information about the angular speed. In this case, external sources

of interference are not considered but the drift of the sensors plays an important role.

As shown in [89], the combination of both measurements provides a relatively accurate

estimate of the heading and mitigates the particular drawbacks associated to each type of

sensors. Mathematically, the combination is expressed as,

✓̂

k

= (1�W )
⇣
✓̂

k�1

+ ⌦
k

T

⌘
+W ✓̂

mag,k

, (4.16)

where ✓̂
k

is the heading estimation at time instant k, W the weighting factor and⌦
k

the

integration of the measurements of the yaw axis of the gyroscope signal at the k-th period

[36].

In what follows, we describe how the EKF is configured to take advantage of the

statistical information of the RSS measurements in order to benefit from the goodness of

the inertial measurements also in the long term. Obviously, more sophisticated positioning

and inertial pre-processing blocks will lead to better system performance, but important

is that the ideas developed next can be easily extrapolated to possible modifications in

the pre-processing blocks.
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Figure 4.4: Equations of the extended Kalman Filter.

4.4 Novel Distance Statistics Based Adaptive Ex-
tended Kalman Filter

In this section, two novel configuration methods of the EKF are presented. These new

methods are based on the statistical characteristics of the distance estimations, which are

used for computing the position measurements. In this way the EKF takes into account

the di↵erent degrees of reliability in the positioning data and the overall accuracy of the

system is increased as a result.

Figure 4.4 summarizes the equations of the EKF presented in Section 3.2. The kinematic

model employed is the constant velocity model defined in Equation 4.5 and the Jacobian

matrix of the model function is given as,

F̂
k�1

=

2

664

1 0 T cos(✓k) �T sin(✓k)vk

0 1 T sin(✓k) T cos(✓k)vk

0 0 1 0
0 0 0 1

3

775 . (4.17)

The performance of the filter depends on the existing measurement noise as expected.

However, an accurate adjustment of the measurement noise covariance matrix R is not

straightforward and in practice most works adopt an ad-hoc solution [29, 90, 30]. This

ad-hoc adjustment is not e�cient due to the variations of the statistics of the distance

measurements (see Section 4.3.1). In Section 4.4.1 we propose two di↵erent methods to

tune the measurement noise covariance matrix based on those statistics.
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4.4.1 Covariance Matrix Tuning

This section presents two automatic methods that exploit the di↵erent degrees of reliability

in the measurements to adjust the corresponding covariance matrix. They are based on

the statistical characteristics of the distance estimations in indoor environments and allow

us to design a system with simple inertial algorithms with similar performance than other

more complex strategies (e.g. foot mounted hybrid systems).

The proposed methods are: i) the power threshold covariance matrix tuning method

(PT-CMT); and ii) the distance statistics covariance matrix tuning method (DS-CMT).

On the one hand, the PT-CMT method is a simple solution that considers two degrees of

reliability in the measurements. It is designed for indoor areas with many small rooms (e.g.

houses or o�ces). On the other hand, the DS-CMT takes into account the whole range

of reliabilities. This method is specially designed for indoor open areas (e.g. large halls,

museums, university classrooms).

Before introducing the methods, let us define the measurement noise covariance matrix

as,

R =

2

4
C 0

0


�

2

V

0
0 �

2

✓

�
3

5
, (4.18)

where C is the noise covariance matrix of the position measurements, �2

V

is the variance

of the speed measurements and �2

✓

is the variance of the heading measurements. Both �2

V

and �2

✓

are considered time invariant in our work whereas the distance statistics modify C.

Note that we are modifying the parameters of the matrix R based on the RSS statistics,

therefore we will not modify the variance of the measurements obtained from the inertial

sensors.

Figure 4.5 shows the bias and the variance of the distance estimation as a function of

the distance itself according to (4.9)-(4.10). Note the exponential growth of the variance

and also the linear increase in the bias. Consequently, the closer the mobile node is to an

anchor node, the higher the reliability of the estimated distance.

Power Threshold Covariance Matrix Tuning (PT-CMT)

The PT-CMT method considers two types of position measurements: i) highly reliable

measurements when the node is close to an anchor node; and ii) low reliable measurements

in the other cases. This distinction is made in terms of power by comparing the received

power to a given threshold P

th

. When the highest RSS (the position computation involves

several RSS values from di↵erent anchor nodes) or P

max

is higher than P

th

, then the
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Figure 4.5: Bias and Variance of the distance estimation.

position estimation of the mobile node is directly the location of the anchor node with the

highest RSS. Note that in that case there is no need to estimate the position using the

WLS approach. Note also that in order to minimize the errors in the distinction of the

measurements reliability, an adequate value of P
th

is necessary. In particular we consider

that the node is close to an anchor node whenever the distance between them is lower

than 1 meter. Therefore, following the log-distance path loss model the power threshold is

selected to be greater than the value of the received power at 1 meter to the transmitter

P

1m

. Finally, the tuning of the covariance matrix is defined as:

C =

⇢
✏I if P

max

� P

th

�

2

p

I if P

max

< P

th

, (4.19)

where ✏⌧ 1 and �2

p

is a standard value of the variance defined by the user.

The PT-CMT method is designed to be applied in indoor areas with small rooms

and narrow corridors, as for example in houses or o�ces. In these scenarios an adequate

placement of the anchor nodes will produce highly reliable measurements frequently. For

example, consider a node placed below the frame of a door or in a corridor.
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Figure 4.6: Basics of the DS-CMT method.

Distance Statistics Covariance Matrix Tuning (DS-CMT)

In open indoor areas such as large halls or museums the previous hypothesis is no longer

valid, that is, the trajectory of the mobile node is not necessarily close to any anchor node

at any point. Therefore, the PT-CMT method is not adequate. In the DS-CMT method

each position has a di↵erent degree of reliability that depends on the individual distances

to the anchor nodes. In the following, we describe how the degree of reliability is computed

and how the covariance matrix of the EKF is adjusted afterwards.

First of all, the probability density function of the distance estimation from the anchor’s

position s
i

to the mobile node position m
k

is defined as [91],

f (�) =

(
1p

2⇡�

d

�

exp
(ln��ln ds

i

!m
k

)
2

�2�

2
d

if �> 0

0 if�  0
. (4.20)

From the PDF of the distance estimation it is possible to define a confidence region

(see Figure 4.6) where the mobile node will be with a given probability p defined by the

user. This confidence region is a circle centered on the anchor’s node location and with

radius r

i

fulfilling p (d
s

i

!m

k

 r

i

) = p. Notwithstanding, the mean and variance of the
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distance are unknown and therefore we use the estimated values, that is,

Z
r

i

0

+

1p
2⇡�̂

d

�

exp

⇣
ln�� ln d̂

s

i

!m

k

⌘
2

�2�̂2

d

d� ⇡ p, (4.21)

where �̂
d

= (�̂
�

ln 10) / (10↵̂) and �̂
�

, ↵̂ are parameters of the log-distance path loss model

obtained in the system calibration.

The reliability of the position estimations depends on the area resultant of the inter-

section of all the confidence region of the anchor nodes. The computation of this area is

not straightforward therefore in this work we will approximate this area by the confidence

region of the closest anchor node. Note that the mobile node is simultaneously inside all

the confidence regions with high probability (p=0.95 in our case) and the smaller region

corresponds with the closest anchor node. Note also that the approximated area will always

be greater than the real one so our approximation can be considered as an upper bound of

the real area.

Finally the measurement noise covariance matrix of the EKF is adjusted using the

radius of the smaller confidence region r

i

min

, that is,

C = r

2

i

min

I. (4.22)

Next section evaluates the performance enhancements achieved thanks to the proposed

DSB-EKF.

4.5 Experimental Validation

In the experimental validation, we test the performance of the system using the Iris motes

[92] from Crossbow, equipped with the ATmega 1281 microcontroller [93] and the rf230

radio chip [94]. The IMU used is the 9DOF Sensor Stick from Sparkfun, which includes a

3 axis accelerometer (ADXL345 [95]), a 3 axis magnetometer (HMC5883L [96]) and a 3

axis gyroscope (ITG-3200 [97]).

The anchor nodes are configured to broadcast a packet every second with an output

power of 0 dBm. The mobile node (a node connected to the IMU stick) is attached

to the person with the help of a belt. The accelerometer is sampled at 50 Hz and the

magnetometer and gyroscope at 15 Hz. Finally, there is one more mote connected to a

computer that acts as a gateway. This mote receives a message from the mobile node every

second and stores the data in the computer. The position estimation is computed by the

EKF every second.



54 4.5. Experimental Validation

Figure 4.7: Scenario 1 (size 8.6m x 18m).

Anchor node

A

B

Figure 4.8: Scenario 2 (size 5.6m x 13.6m).
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Figure 4.9: PT-CMT in Scenario 1 (size 8.6m x 18m).

In order to evaluate the performance of the proposed technique, the system is tested in

two di↵erent scenarios. The Scenario 1 is a big classroom of 154.95m2 that is representative

of a large indoor area and it is covered with 8 anchor motes as shown in Figure 4.7, there

is one node every 19.3m2. The true path is a square trajectory of 46.4m length.

Scenario 2 is a house with an area of 76.16m (5.6m x 13.6m) covered with 8 motes (See

Figure 4.8), that is, one node for every 9.52m2. Therefore, this scenario is representative

of an indoor area with small rooms and corridors. The defined path starts at point A, goes

to point B and returns to point A as depicted in Figure 4.8. There are stops programmed

at points A and B of 15 seconds duration.

Common to both scenarios is the duration of the test, which is fixed to 20 minutes.

Note that this duration is enough to evaluate the long term stability of the algorithms

presented as far as, typically, inertial based positioning methods deviate in seconds or a

few minutes in the best cases. The tests are repeated ten times and averaged afterwards.

The power threshold of the PT-CMT strategy is set to �61 dBm for Scenario 1 and to

�63 dBm for Scenario 2.

During the experimental validation we compare the results of an EKF configured with

the PT-CMT method, an EKF configured with the DS-CMT method and a reference case

with an EKF manually configured, that is, di↵erent values are tested and the ones that

minimize the positioning error are selected. In the following, these systems are referred to

as PT-CMT-EKF, DS-CMT-EKF and Basic-EKF.

Let us first focus on Scenario 1. Figures 4.9 and 4.10 include an example of the estimated

paths of the PT-CMT-EKF and DS-CMT-EKF systems. The reader can appreciate the

higher accuracy of the DS-CMT-EKF system compared to the PT-CMT-EKF. In the
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Figure 4.10: DS-CMT in Scenario 1 (size 8.6m x 18m).

di↵erent tests carried out the root mean squared error (RMSE) achieved is 1m for the

DS-CMT-EKF and 1.3m for the PT-CMT-EKF, which represents an improvement of 23%.

This improvement is due to the characteristics of the Scenario 1, i.e. an open area where

the mobile node does not pass near the anchor nodes and therefore the PT-CMT-EKF is

not the best option. Furthermore, both methods outperform the accuracy of the Basic-EKF

as shown in Table 4.1. Specifically, the improvement in accuracy is 9% and 30% for the

PT-CMT-EKF and DS-CMT-EKF, respectively.

Table 4.1: Results of the experimental validation in terms of RMSE

Basic-EKF PT-CMT-EKF DS-CMT-EKF

Scenario 1 1.43 1.3 1

Scenario 2 1.05 0.64 0.87

Note that in general the RMSE does not fully represent the real performance of a

system. Instead, the cumulative distribution function (CDF) of the positioning errors

provides more information. The CDF has been calculated for both methods and plotted

in Figure 4.11. We appreciate that the error is below 2.62m in 90% of the occasions for

the Basic-EKF. This error is 2.29m for the PT-CMT-EKF and it is significantly reduced

to 1.77m in the case of the DS-CMT-EKF. The improvement of both methods over the

Basic-EKF in terms of CDF is 12.6% and 32.5% for the PT-CMT-EKF and DS-CMT-EKF,

respectively.

Considering now the Scenario 2, an example of the estimated paths for both methods

is shown in Figure 4.12 and Figure 4.13. In this case the performance of the algorithms
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Figure 4.11: Cumulative Distributed Function of the error in the Scenario 1.

follows a di↵erent pattern and it is the PT-CMT-EKF who presents better results. The

tests carried out show a RMSE of 0.87m for the DS-CMT-EKF and 0.64m for the PT-

CMT-EKF, which represents an improvement of 26%. Again, both methods outperform

the accuracy obtained by the Basic-EKF (see Table 4.1). In particular, the improvement is

39% for the PT-CMT-EKF and and 17% DS-CMT-EKF. Moreover, Figure 4.14 shows the

CDF for Scenario 2. If we analyse again the error in the 90% of the cases, we observe that

it is situated at 1.79m for the Basic-EKF. This error is below 1.5m for the DS-CMT-EKF

and 1.32m for the PT-CMT-EKF. The resultant improvement in accuracy, in terms of

CDF, over the Basic-EKF is 26% for the PT-CMT-EKF and 16% for the DS-CMT-EKF

Note that in this case, the trajectory of the mobile node is often very close to the anchor

nodes and this explains the superior performance of the PT-CMT-EKF.

Finally, we evaluate the di↵erent methods as a function of the number of anchor nodes,

which strongly influences the performance of the techniques. Table 4.2 summarizes the

90th percentile of the CDF for two di↵erent number of anchor nodes N = 8 and N = 6. As

it is expected the accuracy of the system is degraded when less anchor nodes are available.

Particularly remarkable is the behavior of the DS-CMT-EKF, whose performance is slightly

degraded with the number of nodes. Contrarily, the PT-CMT-EKF is clearly degraded

because close anchor nodes are not present along the trajectory.
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Anchor node
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B

Figure 4.12: PT-CMT in Scenario 2 (size 5.6m x 13.6m).

Anchor node
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B

Figure 4.13: DS-CMT in Scenario 2 (size 5.6m x 13.6m).

Table 4.2: Results of the experimental validation in terms of 90th percentile

Basic-EKF PT-CMT-EKF DS-CMT-EKF

8 nodes 6 nodes 8 nodes 6 nodes 8 nodes 6 nodes

Scenario 1 2.62 2.93 2.29 2.68 1.77 1.93

Scenario 2 1.79 2.17 1.32 1.69 1.5 1.66



Chapter 4. Inertial-aided Indoor Tracking System for Wireless Sensor Networks 59

0 0.5 1 1.5 2 2.5

RMSE (m)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

F
(x
)

Cumulative Distribution Function

Basic-EKF 8 Nodes
PT-CMT-EKF 8 Nodes
DS-CMT-EKF 8 Nodes

Figure 4.14: Cumulative Distributed Function of the error in the Scenario 2.

Notice that our solutions extend in both scenarios the short-term accuracy of the

inertial sensors over time as desired. Note also that the presented covariance matrix tuning

methods do not avoid the drift of the inertial sensors but they are able to bound this

drift by tuning the measurement noise covariance matrix of the EKF taking into account

the statistics of the distance readings. That is because the proposed methods are able

to convey the low MSE of the good position measurements to the output of the EKF.

Furthermore, the presented methods achieve similar accuracies to other hybrid systems

using more complex inertial algorithms like the ZUPT strategy for the foot mounted

inertial algorithms [32, 29, 60]. In particular, our proposed systems achieve accuracies

around the meter (i.e. the same as foot mounted hybrid systems) and this accuracy is

maintained over a long period of time, that is, the accuracy remains around 1 meter during

a 20 minutes test.

4.6 Conclusions

In this chapter we presented an enhanced inertial-aided indoor tracking system for WSNs

based on the extended Kalman filter. Our system combines distance measurements ex-

tracted from the RSS of a set of anchor nodes together with inertial measurements obtained
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from an on-board IMU. It is well-known that dead reckoning solutions provide good accu-

racies in the short term but not in the long term. On the contrary, RSS based position

estimations are not so accurate but stable in time. In this chapter, we statistically analysed

the RSS based position measurements and designed two covariance matrix tuning methods

that automatically adjust some of the filter parameters, in particular the coe�cients of the

measurement noise covariance matrix. The PT-CMT method suits indoor scenarios with

many small rooms and the DS-CMT method is better for indoor open areas. In summary,

we showed that it is possible to design simple EKF based solutions that e�ciently combine

observations with di↵erent degrees of reliability.

The system has been experimentally validated in two di↵erent representative indoor

scenarios with di↵erent densities of nodes and the proposed enhancements in the EKF

reduce the positioning RMSE with respect to a regular EKF up to 39% in the scenarios

tested. As a result, the proposed system is kept simple in terms of computational complexity,

the accuracy is around the meter in terms of RMSE and also kept in the long term as

it is shown in Section 4.5 during a 20 minutes test. Therefore, our contribution suits

applications that require the tracking of objects or people inside buildings.



Chapter 5

Indoor Pedestrian Tracking by
On-body Multiple Receivers

In this chapter, we continue the study of indoor positioning systems based on wireless

sensor networks extending the problem to the multiple receiver case. The multiple receiver

scheme is exploited to improve the accuracy of the designed IPS and to estimate the

speed and heading of the user without the use of inertial sensors. The motivation is the

reduction of the computational complexity of the system. The WSNs devices are designed

for low complex systems with low measurement rates in order to enlarge the duration

of the batteries. The use of inertial sensors in WSNs increase the complexity as they

must be sampled several times every second to be able to recognize the movement of the

user. Moreover, the computation of the relative orientation generally implies the use of

additional Kalman filter variations, typically the EKF or the UKF, as stated in Section

2.2.2. Furthermore, the placement of the receivers around the body of the user allows us

to exploit the attenuation of the human body, which will be di↵erent for each receiver, in

order to infer the relative orientation between the user and the anchor node. The result is

a pure RSS based localization system that can respond to changes in the orientation of

the user without the need of using inertial sensors, with the correspondent saving in terms

of computational cost.

5.1 Introduction

This chapter describes the design of an indoor positioning system, based on the RSS

measurements received from a WSN, employing multiple receivers deployed in the body

of the user. The multiple receiver architecture is not common in the literature of IPS.

In fact, most authors prefer to employ hybrid architectures involving RSS and inertial

61
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measurements (see Section 2.3) because it can benefit from the time invariant RSS

based position estimations and the speed and heading estimations based on the inertial

measurements. However, in this chapter we show that the speed and heading of the user

can also be estimated employing a multiple receiver architecture. To do so, we employ

machine learning techniques to find patterns in the data and estimate the distance and

relative angle between the user and each anchor node. Then, we combine the measurements

to find the estimations of position, speed and heading and finally, we use an EKF for

the fusion of the position and velocity measurements. Furthermore, the system has been

experimentally validated. To the best of the author’s knowledge, there are no other works

considering the multiple receiver architecture for pure RSS based systems based on WSNs.

The main contributions of this chapter follow:

• Design of a multiple receiver architecture for IPS.

• Design of algorithms based on a machine learning pipeline that estimate the speed

and heading of the user.

• The experimental validation of the system that proves the generalization of the ML

algorithms, that is, the algorithms are trained in one scenario and tested in other

scenarios.

The rest of the chapter is organized as follows: Section 5.2 introduces the system

architecture. Section 5.3 introduces the ML techniques employed in this work whereas

Section 5.4 details the methods used in the estimation of distances and angles. Section

5.5 explains the algorithms used to estimate the position and heading of the user and

Section 5.6 details the EKF. Section 5.7 presents the experimental validation and finally,

the conclusions are presented in Section 5.8.

5.2 System Architecture

As in Chapter 4 let us consider an arbitrary indoor area with N anchor nodes with known

positions,

s
i

=
⇥
x y

⇤
T

, (5.1)

where x, y are the respective Cartesian coordinates and i = 1, 2, ..., N is the index. Now,

instead of one receiver we consider L receiver nodes placed on the body of the user defining

a set,

R = {Rx
1

,Rx
2

, ...,Rx
L

}. (5.2)
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Figure 5.1: Distribution of the receivers on the user’s body.

The relative position of every node in R is known in the body reference system (see

Figure 5.1). However, due to the user’s mobility, the absolute position is unknown. Since

the aim of this work is the tracking of the user, we consider the position of the receivers

to be the position of the user itself, that is,

m
k

=
⇥
x

k

y

k

⇤
T

, (5.3)

where k stands for the time index with corresponding sampling period T . The receivers

periodically listen to the network packets and compute the RSS from all the anchors

nodes inside their communications range. Specifically, in this work we have employed four

receiver nodes (L = 4) placed on a belt with ninety degrees of separation as depicted in

Figure 5.1.

This chapter presents and indoor positioning system based on RSS measurements,

machine learning algorithms and an EKF. The architecture of the system (see Figure 5.2)

is divided into three blocks:

• The RSS processing block that processes the RSS measurements using ML techniques

to obtain estimations of the user’s speed and the distance and angle between the

user and the anchor nodes.

• The measurement block where we obtain the position and heading of the mobile

node using the distances and angles estimated in the first block.

• The filtering block that estimates the user’s position using an EKF that takes into

account a constant velocity model.
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Figure 5.2: System Architecture.

Next section introduces the ML techniques used in this work whereas Sections 5.4 to

5.6 detail each of the described system blocks.

5.3 Background in Machine Learning

This section provides a brief introduction to the ML techniques used in this work. ML

techniques are algorithms developed for searching patterns in data and predict new

outcomes. Typically, the algorithms apply an adaptive model f(·) to the input data ⇠ (i.e.

the features in the ML terminology) in order to find the output variable of interest ⌘.

In order to find the parameters of the model, a database of m di↵erent pairs ⇠, ⌘

(supervised learning) is necessary. We divide the database into three groups: i) the training

set which includes mt samples (around 60 % of the available data); ii) the cross validation

set which includes mcv samples (about 20 % and di↵erent from the data included in the

training set); and iii) the test set which includes the remaining data in the database.

ML techniques can be classified into two di↵erent groups. If the output ⌘ is one of a

finite discrete number of categories we are dealing with a classification problem. Otherwise,

it is a regression problem. In this work we have employed a classification technique (neural

network) and a regression technique (linear regression).

5.3.1 Linear Regression

In linear regression, the goal is to estimate the regression function ⌘ = f(⇠). Since a linear

relationship between ⌘ and ⇠ is assumed in linear regression, we can write [98, Sec. 3.2]
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⌘ = f(⇠) = �

0

+
AX

i=1

�

i

⇠

i

, (5.4)

where A is the number of features, �
i

the parameters and �

0

is a bias parameter that

adjusts the model to any fixed o↵set in the data. It is helpful to define an additional

dummy feature ⇠
0

= 1 so that,

⌘ = f(⇠) = �T⇠, (5.5)

where � =
⇥
�

0

, . . . , �

A

⇤
T

and ⇠ =
⇥
1, ⇠

1

, . . . , ⇠

A

⇤
T

. Note that f(⇠) is linear on the pa-

rameters �
i

but we are not restricted to linear models with respect to ⇠. In other words,

artificially created inputs such as transformations of the inputs (e.g. logarithm, square-root,

etc.), polynomial expansions (e.g. ⇠
1

· ⇠
2

, ⇠

2

1

, etc.) and others may be added. These extra

features introduce non linear models as regards ⇠.

Once the model is defined, it is necessary to find out the values of �
i

that best fit our

training set. The goal is to learn from the training set which are the parameters that best

fit the data to the model and, accordingly, we define a cost function that measures how

good our knowledge is. Commonly this cost function is the residual sum of squares, that is

J(�) =
m

tX

i=1

(⌘
i

� f(⇠
i

))2 , (5.6)

and hence in linear regression we find the values of � as

�⇤ = argmin
�

J(�). (5.7)

Finally, it is common in linear regression to use regularisation in order to mitigate the

over-fitting problem [98, Sec. 3.4.1]. This problem appears when the training set is small

compared to the complexity of the model, roughly speaking, when the degrees of freedom

in our model su�ce or nearly su�ce to fit all the data in the training set. Note that in

such cases, outliers in the training set become representative when they shall not. Our

common regularisation method, i.e. L2-regularisation consists simply in shrinking the size

of the elements inside � and thus avoiding the best possible fit (which may be over-fitted).

Mathematically, J(�) is modified as

J

r(�) =
m

tX

i=1

(⌘
i

� f(⇠
i

))2 + �

AX

i=1

�

2

i

, (5.8)

where � > 0 is the regularisation parameter. We use the cross-validation set to check the

goodness of the proposed model (measured with J(�)) and select the value of �. The test

set is used to check the performance of the algorithm (for the best value of � chosen).
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Figure 5.3: Neural network architecture.

5.3.2 Feedforward Neural Network

A feedforward neural network is a supervised method used for classification. Generally,

a neural network comprises an input layer, an output layer and an arbitrary number of

hidden layers. In this section and for the sake of simplicity, we will consider a three layer

NN with a single hidden layer as depicted in Figure 5.3.

Let us first consider the general binary case so that ⌘
i

= 0 if ⇠
i

belongs to class C
0

and

⌘

i

= 1 if ⇠
i

belongs to class C
1

.

In the neural network method, we assume the following probabilities of the classes

given the input data [99, Sec. 5.2],

p(C
0

|⇠) = f(⇠) and p(C
1

|⇠) = 1� p(C
0

|⇠), (5.9)

where the adaptive model f(⇠) is defined as,

f(⇠) = G
 

MX
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2

1j
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1
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!
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2

10

!
, (5.10)

where A is the number of input units, M the number of hidden units, the superscript l

indicates the corresponding parameters from layer l to layer l+1 and G(g) is the activation
function. In this work we employ the sigmoid function G(g) = (1 + e

�g)�1. This S-shaped
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function ranges between 0 when g ! �1 and 1 when g ! 1. In order to obtain the

parameters that best fit the training set, we minimize the following cost function,

J(B) = � 1

m

t

m

tX

i=1

⌘

i

ln (f(⇠
i

)) + (1� ⌘

i

) ln (1� f(⇠
i

)), (5.11)

where B denotes the set of all � parameters. As in linear regression, a slightly modified

cost function allows us to mitigate the undesired e↵ects produced by outliers, that is,

J

r (B) = � 1

m

t

P
m

t
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ln (f(⇠i)) + (1� ⌘

i
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l

ji
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2

,

(5.12)

where S is the number of layers of the neural network and s

l

the number of units in the l-th

layer. The learning process is also similar. We first set � = 0 and use error backpropagation

[99, Sec. 5.3] and gradient descent based methods to learn the values of B that best classify

the data in the training set. Afterwards we use the cross-validation set to find a good

value of � and finally, the test set is used to measure the algorithm performance.

In the case of interest, we shall distinguish among K > 2 classes and so we have used

the one-versus-all strategy [100] where the output layer of the NN has K di↵erent units.

The k-th classifier estimates the probability that the current input features belong to class

C
k

. Once all K probabilities are computed, the class with the highest value is chosen.

5.4 RSS Processing Block

This section details the ML algorithms employed to obtain estimations of distance and

angle between the user and the anchor nodes. In order to improve the accuracy of the

di↵erent estimations (distance and angle) we classify the data into groups using a ML

pipeline. The block diagram of the pipeline is depicted in Figure 5.4. First, we use a neural

network to predict whether the user is walking or standing. Then, we predict whether

the corresponding anchor node is far (d > 7m) or near (d < 7m). This criterion has been

selected based on the analysis of the data collected in a calibration campaign. Finally, we

estimate the distance and angle between the user and the anchor node. The advantage of

using the proposed ML pipeline is that the samples are classified into groups with similar

statistical patterns, thus increasing the overall system accuracy. In other words, distance

and angle estimations use two di↵erent sets of model parameters, respectively: one set for

d > 7m and another set for d < 7m.

In the following, we detail the ML methods used for the estimation of the distance and
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Figure 5.4: Machine Learning pipeline.
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where RSS

s

i

!Rx

i

and �2

Rx

i

are respectively the mean and variance of the RSS measurements

received during the last position update period. In order to obtain an accurate estimation

of the variance a large number of samples are necessary. This implies a large number of

transmissions and therefore, the lifetime of the battery powered WSN is seriously reduced.

In this work we compute the variance with only a few samples as our goal is to obtain a

coarse estimation of the variance and assist the ML algorithms in the data classification

process. Note that, as shown in Section 5.7, this coarse estimation su�ces to obtain an

accurate position estimation.

The training of ML methods can be computationally expensive, particularly in the case

of NN with high number of layers and units. Notwithstanding, it can be done o↵-line before

the installation of the positioning system. Once the parameters of the model are selected the

estimation can be done with simple algebra equations with low computational complexity.

Furthermore, in order to prove the generalization of the ML algorithms employed here, we

have trained the parameters of the models in one scenario and applied the same parameters

to all the tested scenarios.

5.4.1 Speed Classification

The first step in the ML pipeline is the speed classification. The samples of the database

are divided into two groups depending on the movement of the user: i) standing and ii)

walking. This division is motivated by the di↵erent statistical pattern of the RSS samples
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of the two groups. In fact, the movement of the user impinges directly on the variance of

the RSS measurements. Particularly, the variance of the measurements increases when the

user is walking because the movement of the user as well as the oscillations of the receiver

nodes (with respect to the user’s body if they are not strongly fixed) favour fast fading

e↵ects and thus an increase in the variance.

The speed classification is performed using a feedforward neural network (see Section

5.3.2) with 3 layers: i) an input layer with 8 units (see Equation 5.13); ii) a single hidden

layer with 10 units; and iii) an output layer with a single unit. In this work we use

L2-regularisation with � = 1 to avoid over-fitting (see Equation 5.12).

The output of the NN is a binary variable that tells us if the user is walking or standing.

This can also be interpreted as a discrete speed estimation with two possible velocities, zero

and a constant velocity value that can be specific for each user (1 m/s in our case). Note

that whenever the user is standing there is no need to update the estimated trajectory.

Therefore, the system stops until new measurements are available. The accuracy of the

speed classification method in our test set is approximately 93%.

5.4.2 Distance Classification

Typically, the estimation of distances from RSS measurements has been done according to

a path loss model. As stated in Section 5.4, in this work we use ML techniques to compute

distance estimations from RSS measurements. ML techniques are more flexible as they

are not restricted to the configuration of the specific parameters of a model. However,

the overall performance of the ML techniques can be improved using information from

a path loss model. Particularly, we use the dual slope model which considers that the

slope of the RSS decay with distance will change after a critical distance. We emulate this

model with ML techniques by adding a new step in the ML pipeline: distance classification.

This step classifies the data into two di↵erent sets: i) near anchor RSS measurements

(d < 7m); and ii) far anchor RSS measurements (d > 7m). The distance threshold is

selected based on the data extracted on a experimental validation campaign. By applying

di↵erent algorithms to each of the cases, we have confirmed in our experiments that not

only distance estimations improve but also heading estimations. The reason is that the

partial blockage of the line of sight by the user’s body is reduced with distance [101].

The distance classification is done with a feedforward neural network that uses L2-

regularisation (� = 1) and 3 layers: i) an input layer with 8 units (see Equation 5.13); ii)

a single hidden layer with 10 units; and iii) an output layer with a single unit.

The accuracy of the NN employed in the distance classification method is approximately
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88% in our test set.

5.4.3 Distance Estimation

Contrary to other typical indoor positioning systems in the literature, in this work we

estimate the distance from the RSS measurements using a ML algorithm instead of using

the typical log-distance path loss model [8]. The reason is that this model is developed for

the single receiver case and does not take into account the scenario proposed in this work

where the user carries multiple receivers on the body. Note that it is not straightforward

to adapt the log-distance path loss model to the multiple receiver case as each receiver

will need a specific function for modelling the attenuation depending on its position on

the user’s body.

During the estimation process, we first classify the data samples by the speed of the

user (walk or stop) and by the distance to the anchor node (d < 7m or d > 7m). Then, we

use a linear regression method (see Section 5.3.1) to obtain the distance estimation. The

cost function used to obtain the parameters � can be found in (5.8) and the regularisation

parameter is set to � = 1.

The mean squared error (MSE) of the distance estimations evaluated in the test set is

0.7 for the case d < 7m and 4 otherwise. Note that the maximum distance in the test set

is approximately 17m.

5.4.4 Angle Estimation

Let us define the angle between the user and the anchor node � as the angle between

two vectors: i) the direction vector of the user ~u =
⇥
u

x

u

y

⇤
and ii) the vector formed by

the user’s and anchor’s position ~ms =
⇥
ms

x

ms

y

⇤
. Figure 5.5 shows the definition of the

vectors and angles employed in this section.

In order to find the angle � we exploit the e↵ect of the body attenuation on the wireless

signals. As the receiver nodes are distributed around the body, each one of them will be

a↵ected di↵erently and therefore it will su↵er from a di↵erent attenuation. Indeed, our

experiments show that this pattern is stronger when the user is close to the anchor node

and vanishes with distance. This fact allows us to estimate the angle � from the RSS of

the set of receiver nodes R. Again, the estimation of the angle is done using a NN and

two di↵erent models are trained, one for short distances (d < 7m) and another one for

large distances (d > 7m). Although the estimation of angle is a regression problem, as the

angle is a continuous variable, we estimate here the angle as a classification problem by
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Figure 5.5: Angle between an anchor node and the user.

dividing all the possible angles into four categories with mean angles 0o, 90o, 180o and

270o. Note that due to the characteristics of indoor scenarios, it is reasonable to assume

that the user will usually walk following straight trajectories with turns of 90 degrees and

therefore this classification su�ces to enhance the position estimation of the user as shown

in Section 5.7.

In this case, the feedforward neural network employed is a three layer network with

8 units in the input layer, 30 units in the hidden layer and K = 4 units in the output

layer. The regularisation parameter is set to 1. The accuracy obtained using the test set is

approximately 75% for the close anchor node case and 62% for the far anchor node case.

5.5 Measurements Block

In this section the algorithms used to convert the estimations of distance and angle into

estimations of position and heading are described.

5.5.1 Position Computation

The position of the mobile node is computed using a weighted least squares algorithm as

in Chapter 4. The WLS combines all the distance estimations available in a positioning

update period in order to minimize the overall squared error of the distance measurements.

In other words, the position of the mobile node is computed as the solution to the following
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minimization problem,
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where D is the set of distance measurements obtained in Section 5.4.3 [86] and !

i

are

the weights of the algorithm. Note that we have di↵erent distance estimations due to

the classification procedure of the ML pipeline. Therefore, the accuracy of the distance

estimations is di↵erent depending on the classification and hence, it is meaningful to assign

di↵erent weights to estimations with di↵erent accuracies [102]. We fix the di↵erent weights

to be the inverse of the MSE obtained in Section 5.4.3. The problem in (5.14) can be

solved in an iterative way following a gradient descent approach [85],
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where l is the iteration index, 0 < �

(l)

⌧ 1 is the step size, and q̃

i,(l�1)

is a unitary vector,
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5.5.2 Heading Computation

This section computes the heading of the user from the angle estimations in Section 5.4.4

and the position estimation in Section 5.5.1. The heading of the user ✓ is defined as the

angle between the y axis of the cartesian coordinate system and the vector ~u. Figure 5.6

shows the angles employed in the calculation of the heading of the user.

In order to obtain the heading we first compute the angle between the y axis and the

vector ~ms =
⇥
ms

x

ms

y

⇤
T

, that is,

 

i

=

⇢
⌫

i

if ms

x

 0
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i

if ms

x

> 0
, (5.17)

where the subscript i denotes the i-th anchor node and ⌫
i

is defined as

⌫

i

= arccos
~y · ~ms

k~ykk ~msk , (5.18)

being ~y =
⇥
0 1

⇤
T

. Then, we obtain the heading of the user as

✓̂

i

=  

i

� �

i

. (5.19)

Note that the position of the user is unknown, therefore we will use the estimated

position m̂
k

instead. Note also that we obtain a di↵erent heading estimation for each one

of the anchor nodes. Therefore, we compute the average of the estimations in order to

obtain the definitive heading estimation ✓̂
k

.
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Figure 5.6: Heading of the user.

5.6 Filtering Block

The last step in our system architecture is the Filtering Block. This step combines the

estimations of the previous blocks (that is, position, speed and heading) into a single filter

that outputs an enhanced estimation of the position of the user. In this chapter, we also

employed the EKF as in Chapter 4.

Let us model again the state of a person in a two dimensional space by means of its

position and speed,

x
k

=
⇥
x

k

y

k

v

k

✓

k

⇤
T

, (5.20)

where x

k

, y

k

represent the position in Cartesian coordinates, v
k

is the speed and ✓
k

the

heading. The movement of the person is defined as a discrete-time dynamic system,

x
k

= f

k�1

(x
k�1

) + v
k�1

, (5.21)

where f
k�1

(x
k�1

) is the state model function and v
k�1

is a zero mean Gaussian noise with

covariance matrix Q. The state model employed is the same as in Chapter 4, which is a

modification of the constant velocity model that takes into account that the velocity is

represented in polar coordinates, that is,

f

k�1

(x
k�1

) =

2

664

1 0 T cos ✓
k�1

0
0 1 T sin ✓

k�1

0
0 0 1 0
0 0 0 1
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775x
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, (5.22)
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Figure 5.7: Equations of the Extended Kalman Filter.

where T is the time period between measurements and the Jacobian matrix of the model

function is given as,

F̂
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The equations of the EKF used for the estimation of the user’s position are depicted in

Figure 5.7. The filter combines the position and heading measurements taking into account

the kinematic model of the user’s movement. In particular, covariance matrices Q and R

(of the state vector and noise, respectively) are the parameters to adjust. In this work we

assume that the state variables and measurement variables are independent and therefore

we configure their covariance matrices as diagonal matrices. The values of the variances

are manually configured based on our experimental results. The specific values used are

Q = diag(
⇥
5 5 0.5 0.5

⇤
), (5.24)

R = diag(
⇥
1 1 0.1 0.5

⇤
). (5.25)

Note that we could have used here a similar configuration method as the ones described

in Chapter 4. However, the employment of such techniques will di�cult the validation of

the designed systems as it will be di�cult to know if the improvements of the system are

due to the proposed multiple receiver architecture or due to the configuration methods.

Furthermore, the methods employed in Chapter 4 are designed for a single receiver

architecture and its adaptation to the multiple receiver architecture is not straightforward.

For these reasons, we decided here to manually configure the EKF and we leave the

adaptation of the configuration methods to the multiple receiver architecture as a future
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line of work (see Section 7.2). The following section validates the performance of the

designed pedestrian tracking system in a real environment.

5.7 Experimental Validation

In the experimental validation, we test the performance of the system using the Z1 motes

from Zolertia [103], equipped with the MSP430 microcontroller [104] and the CC2420

radio chip [105].

The anchor nodes are configured to broadcast a packet every 250ms. The on-body

receivers send a packet every second with the mean and variance of the RSS received since

the previous transmission. This packet is received by an extra mote acting as a gateway.

It sends the data to the computer, where it is finally stored.

In order to evaluate the performance of the proposed technique, we have tested the

system in three di↵erent scenarios. The first scenario is a big classroom of 154.8m2 (8.6m

x 18m). We have distributed 6 anchor nodes, that is, a node every 25.8m2. In this scenario

we have tested two di↵erent trajectories. On the one hand, Trajectory 1 is a rectangular

path with a length of 44m (see Figure 5.8). On the other hand, Trajectory 2 has an

8-shape and a length of 74.4m (see Figure 5.9). Note that we include a stop in the path,

in both trajectories, in order to test the response of the system to an abrupt change of

the user’s speed (the place of the stop is marked with the letter A in the figures). In the

following, these trajectories are referred to as Scenario 1-A and Scenario 1-B.
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Figure 5.10: Scenario 2.

The second scenario is a long corridor inside a large building. It has an area of 533.12m2

(11.2⇥47.6 meters) and it is also covered with 6 motes (a node every 88.8m2). The scenario

is shown in Figure 5.10. The path starts at point A and goes to B before going back to A.

During the path the user stops every time it reaches the points A or B.

The third scenario is a house. It has an area of approximately 100m2 and it is also

covered with 6 motes (a node every 16.6m2). The mobile node goes back and forth between

points A and B following the depicted trajectory (Figure 5.11). At both points A and B,

the user stops for a while.

Common to the three scenarios are the user’s speed and the duration of the stops. The

user walks at pedestrian speed (around 1 m/s) and the duration of the stops is randomly

selected by the user, typically with a duration between 10 and 30 seconds.

In order to show the behavior of the designed system during the experimental validation

we compare four di↵erent methods:
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• WLS-ML: a WLS based on the distance obtained using linear regression (see

Section 5.4.3).

• EKF-ML-I: an EKF based on the position estimations of the previous WLS and

the binary speed estimation (see Section 5.4.1).

• EKF-ML-II: the designed system, an EKF with position, speed and heading

estimations obtained using a NN (see Section 5.4.4 and 5.5.2).

• LS-1RX: a baseline method with a LS based on the RSS of only one receiver.

Note that the di↵erent ML algorithms are trained with data from Scenario 1-B and

applied to all the scenarios. The aim is to evaluate how dependent on the particular

scenario our method is. For this reason we have selected three di↵erent scenarios with

very di↵erent densities of anchor nodes (from one node every 16.6m2 to one node every

88.8m2) and di↵erent structures (a classroom, a long corridor and a flat).

For the purpose of evaluating the positioning accuracy of the designed systems, each

trajectory has been repeated several times and the results shown in this section are the

average of all the experimental tests performed.
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Table 5.1: Results of the experimental validation in terms of RMSE

LS-1RX WLS-ML EKF-ML-I EKF-ML-II

Scenario 1-A 3.66 1.4 1.37 1.14

Scenario 1-B 2.29 1.23 0.95 0.82

Scenario 2 8.15 1.83 1.70 1.57

Scenario 3 5.14 1.60 1.20 1.13

Table 5.1 shows the results obtained during the experimental validation in terms of

the RMSE. Results show the outstanding improvement in the positioning accuracy of

the multiple receivers case (WLS-ML) in comparison with the single receiver case (LS-

1RX). Furthermore, the combination of position and speed measurements by means of an

EKF (EKF-ML-I) results in improvements between 4% and 24% regarding positioning

accuracy. Finally, if we also include the heading measurements to the EKF (EKF-ML-II)

the positioning accuracy is improved between 18% and 32%.

Let us now compare the performance of the methods in terms of the CDF. In order to

compare the positioning systems using the CDF we will consider the value of the RMSE

when the CDF equals 0.9. This means that the error committed by the algorithm is below

this threshold value in 90% of the cases. Table 5.2 summarizes 90% percentile of the

validated systems and scenarios. Note the overall high accuracy achieved in the di↵erent

scenarios. The errors committed are below 2.08m for scenarios 1-A, 1-B and 3 (areas of

approximately 100m2) and 3.04m for Scenario 2 (area of 533.12m2).

Table 5.2: Results of the experimental validations in terms of 90% percentile

LS-1RX WLS-ML EKF-ML-I EKF-ML-II

Scenario 1-A 4.96 2.50 2.15 2.08

Scenario 1-B 4.66 2.15 1.87 1.48

Scenario 2 13.18 3.24 3.16 3.04

Scenario 3 7.30 2.26 1.70 1.53

The experimental validation shows that the positioning accuracy of the proposed

system with multiple receivers on the body clearly outperforms the accuracy of a single

receiver system. In addition, the system is able to compute the heading of the user

from the RSS measurements, and thanks to the EKF the system accuracy experiments
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an average increase of 25% in the scenarios tested. Furthermore, the system has been

validated in di↵erent types of scenarios using the same model parameters, which proves

the generalization of the estimations performed using the proposed ML techniques.

Finally, note that the designed system achieves positioning accuracies similar to other

systems in the literature based on inertial sensors [29, 32, 60, 106] and that the main

drawbacks of these techniques, generally related to the drift of the inertial sensors in the

long term, are circumvented thanks to the multiple receiver architecture.

5.8 Conclusions

In this chapter we developed a pedestrian tracking system for indoor scenarios. It is

designed to work only with the RSS measurements of a set of anchor nodes from a WSN.

The main novelty in our method is the placement of multiple receivers on the user’s body.

In this way, distance estimations are improved as expected but, more important, the angle

between the user and the anchor nodes can now be estimated. The angle estimation is

possible due to the attenuation e↵ect of the human body in the wireless signals. Moreover,

the estimations are performed with low computational complexity thanks to the application

of two ML techniques: i) linear regression; and ii) neural networks. Afterwards, distance

and angle estimations are processed in order to obtain preliminary estimations of the

position and heading of the user, which are finally refined with an EKF using a constant

velocity kinematic model.

Contrarily to most of the pedestrian tracking systems in the literature, the designed

system avoids the use of inertial sensors and, accordingly, does not su↵er from temporal

drifts and hence its positioning accuracy is time invariant. The system has been experi-

mentally validated in di↵erent scenarios including a flat, a university classroom and a long

corridor achieving in all cases a positioning accuracy around 1 meter.
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Chapter 6

Pedestrian Tracking System for
Smartphones and Smartwatches

The popularization of smartphones and smartwatches is an interesting opportunity for

reducing the infrastructure cost of the positioning systems and at the same time facilitates

the adaptation of IPS to mass market applications. Nowadays, smartphones include inertial

sensors that can be used in pedestrian dead reckoning algorithms for the estimation of the

user’s position. Both smartphones and smartwatches include WiFi capabilities allowing

the computation of the received signal strength. Therefore, it is possible to design RSS-

IMU hybrid systems for current commercial smartphones. In this chapter we extend the

multiple receiver scheme to the smartphone and smartwatch case. That is, we combine

the estimation of the speed and heading of the user obtained form the inertial sensors

embedded in the smartphone with the RSS measurements of both, the smartphone and

the smartwatch. The result is an IPS that can be installed in commercial smartphones

and smartwatches and so it can be employed for mass market applications.

6.1 Introduction

This chapter describes the design of an indoor positioning system for smartphones and

smartwatches that combines the RSS measurements of a multiple receiver architecture

with inertial measurements. The system is designed with the aim of being applied in mass

market applications so it has to take into account that it will be installed in buildings where

the configuration of the WiFI network is fixed. To do so, we analyze the implications of

using a WiFi network designed for communication purposes in an indoor positioning system

when the designer cannot control the network configuration. The main disadvantages are

detailed and in consequence, a new method for the combination of RSS measurements

81
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is designed. Then, we design a hybrid positioning system by combining the RSS based

position estimations with a pocket navigation system based on the measurements of a

low cost IMU embedded in a smartphone placed in the pocket of the user. Finally, the

proposed system is experimentally tested employing commercial smartphones.

The main contributions of this chapter follow:

• The design of an indoor positioning system based on inertial measurements and

the combination of RSS measurements from di↵erent sources (a smartphone and a

smartwatch) using a GMM algorithm that improves the accuracy of the distance

estimations.

• The identification and evaluation of the network deployment and network manage-

ment issues produced by the lack of control over the WiFi network that negatively

a↵ect the performance of positioning systems.

• The experimental validation of the designed positioning system in a real scenario of

6000m2 without any control over the network and using commercial smartphones.

The rest of this chapter is organized as follows: Section 6.2 introduces the architecture

of the system. Section 6.3 details the algorithms employed to obtain the speed and the

heading of the user from the inertial measurements. In Section 6.4, we describe the method

used for computing the position estimation from the RSS measurements. The combination

of inertial and RSS measurements is explained in Section 6.5, and Section 6.6 presents the

experimental validation. Finally, the conclusions of the work are presented in Section 6.7.

6.2 System Architecture

Let us consider an arbitrary indoor area with a WiFi network formed by N anchor nodes

with known positions,

s
i

=
⇥
x y

⇤
T

, (6.1)

where x, y are the respective Cartesian coordinates and i = 1, ..., N is the index. Lets also

consider a pedestrian user freely moving around the area with unknown position defined

by:

m
k

=
⇥
x

k

y

k

⇤
T

, (6.2)

where k stands for the k-th time instant. The user carries a smartphone in the pocket

that includes a 3-axis accelerometer and a 3-axis gyroscope. These sensors are sampled

several times at every time instant k obtaining the vectors of measurements from the
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y,k
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z,k

and gyroscope c
x,k

, c
y,k

, c
z,k

. The subscripts x, y, z denote the

respective sensor measurement axis. The smartphone periodically scans the WiFi channels

every second and provides a set of measurements of the RSS from the anchor nodes, that

is,

R
p

= {Rx
1

,Rx
2

, ...,Rx
N

}. (6.3)

We also consider that the user wears a smartwatch, which scans the WiFi channels

every second and provides a set of RSS measurements, that is,

R
w

= {Rx
1

,Rx
2

, ...,Rx
N

}. (6.4)

In this chapter, we combine all of the measurements provided by the smartphone and

the smartwatch to compute an enhanced estimation of the user’s position. The architecture

of the system (see Figure 6.1) is divided into three blocks: i) the IMU processing block;

ii) the RSS processing block; and iii) the filtering block. In the first block, we obtain

the speed and heading of the user using the IMU readings of the smartphone. In the

second block, the RSS measurements received by the smartphone and the smartwatch are

combined and processed to obtain estimations of the user’s position. Finally, in the third

block, the estimations obtained in the first two blocks are combined using an EKF that

takes into account a constant velocity model as in Chapter 4 and Chapter 5.

6.3 IMU Processing Block

The IMU processing block estimates the user’s speed and heading from the measurements

of the inertial sensors embedded in the smartphone. This is done in two steps as indicated
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in Figure 6.2. In the first step, the pocket navigation system uses the inertial measurements

to estimate the user’s position and orientation defined by the Euler angles, i.e., roll, pitch

and yaw, also known as heading. In the second step, the position estimate is used to derive

the speed of the user. The two parts of the inertial measurements’ processing are presented

in the next sections.

Note that the pocket navigation system is based on the inertial measurements of a low

cost IMU embedded in a commercial smartphone running an Android OS. The smartphone

is configured to provide measurements at a rate of 100 Hz. Unfortunately, the rate obtained

is not exactly 100 Hz, and it will vary depending on the amount of processes running at

the same time on the smartphone. This behavior impinges directly on the performance

of the PDR algorithms because the design measurement rate does not always match the

operational measurement rate. Moreover, they have to cope with the typical large bias of

the low cost IMU embedded in commercial smartphones.

6.3.1 Pocket Navigation System

This section describes the pocket navigation system employed here, which is presented in

detail in [23] and the references therein. This system estimates the user’s position using

inertial measurements collected with a smartphone placed in the user’s pocket.

The position is estimated through the step and heading approach. This recursive

method estimates the position as follows:

x

k

= x

k�1

+ l

step

k

⇥ cos(✓
k

), (6.5)

y

k

= y

k�1

+ l

step

k

⇥ sin(✓
k

), (6.6)
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where (x
k

, y
k

) is the x-y position of the user at time k, (x
k�1

, y
k�1

) is the x-y position of

the user at the previous time k� 1, l
step

k

is the step length at time k and ✓
k

is the heading

estimate at time k.

The block diagram of the pocket navigation system is presented in the dashed box

in Figure 6.2. The first subsystem is the orientation estimator. It uses turn rate and

acceleration measurements to estimate the Euler angles, i.e., roll, pitch and heading, of

the user’s thigh.

The orientation estimation subsystem implements an unscented Kalman filter whose

states are the Euler angles and the biases of the gyroscopes. The prediction stage of the

filter integrates the turn rate measurements to obtain the Euler angles, whereas the biases

are estimated with an auto-regressive model. The update stage of the filter corrects the

orientation using the acceleration measurements. Further details can be found in [107].

The pitch and the heading of the orientation estimation block are used in the next

stages of the pocket navigation system. On the one hand, the heading is used for the

position estimation as indicated by Equations 6.5 and 6.6. On the other hand, the pitch is

used to detect step occurrences and estimate the step lengths, a method that was first

proposed in [108]. For completeness, a brief overview is provided below.

The left diagram of Figure 6.3 presents the maximum and the minimum elongation

of the thigh during the walk. These are indicated by ⇢
max

and ⇢
min

, respectively. Let us

consider that the smartphone is on the thigh of the leg in red depicted in Figure 6.3.

The maximum elongation corresponds to one step of the leg with the IMU, in this case,

the leg with the smartphone. Thus, by detecting the maximums of the thigh pitch, step

occurrences can be reliably detected [23]. Figure 6.3 also shows the evolution of the thigh

pitch during eight steps.

Once a step is detected, its length needs to be estimated. The step length is estimated

through the amplitude of the thigh pitch (�⇢). The latter is defined as the di↵erence

between the maximum and minimum elongation of the thigh with the smartphone; see

Figure 6.3:

�⇢ = ⇢

max

� ⇢

min

, (6.7)

The authors in [108] show that the relationship between the step length (l
step

) and the

amplitude of the thigh pitch (�⇢) can be represented by a first order model:

l

step

= a⇥�⇢+ b, (6.8)

where a and b are the parameters of the model that can be universal or can be estimated

for each user.



86 6.4. RSS Processing Block

!"#$

! "%&
'()* +)&,(-

Figure 6.3: (Left) Maximum and minimum elongation of the red leg while walking; (right)
Thigh pitch while walking. Each step can be detected by detecting each maximum of the
pitch angle estimation (blue curve).

By successively detecting maximums and minimums of the thigh pitch, not only steps

can detected but also the step length can be estimated. This in combination with the

heading estimated in the attitude estimation block, allows for a tracking of the user’s

position.

6.3.2 Speed Estimation

The EKF of Figure 6.1 requires an estimation of the user’s speed. The latter is obtained

by deriving the position estimate of the pocket navigation system in Figure 6.2.

This is done as follows:

v

k

=
p
k

� p
k�1

�k

, (6.9)

where v

k

is the velocity at time k, p
k

and p
k�1

are the position estimates at times k and

k � 1, respectively, and� k is the time increment between the position samples p
k

and

p
k�1

. The time increment, �k, is calculated using the sampling time of each position

estimate produced by the pocket navigation system. Then, we convert the speed to polar

coordinates because the EKF uses a constant velocity model expressed in polar coordinates.

6.4 RSS Processing Block

This section details the algorithms employed to obtain position estimations from the

RSS measurements. As stated in Section 2.1.1 the position estimation is divided into two

steps. First, the RSS is computed from an existing wireless network and transformed to

distance estimations following a path loss model. Afterwards, the distance estimations

are combined through a multilateration method to obtain the position estimation. The
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network selection is crucial for the design of an indoor positioning system. Among all

possible network technologies that provide RSS measurements (WiFi, LTE, UWB, WSN,

Bluetooth, etc.), we choose the WiFi technology because it has an outstanding advantage

among all of the others: WiFi networks are currently deployed around the world in

millions of buildings. Moreover, almost all the nowadays commercial smartphones include

a WiFi transceiver. Therefore, our system can be used in mass market applications without

investing in the network infrastructure. Unfortunately, WiFi networks are typically designed

for communications and not for positioning applications. This fact generates some issues

that must be amended in order to minimize the error of the positioning system. These

issues can be divided into two groups: i) network deployment issues; and ii) network

management issues.

6.4.1 Network Deployment Issues

The design of the network deployment for communication purposes tries to maximize the

coverage area of the network with the minimum possible number of nodes. There are some

constraints that can be applied to the minimization as for example to assure a minimum

QoS for the network in all the area. These constraints can increase the number of anchor

nodes, but generally, network designers are reluctant to increase the number of nodes as

this increases the cost of the network infrastructure. This main design objective is contrary

to the interest of positioning systems. The main issues follow:

• Reception from at least three anchor nodes: it is necessary to receive from at

least three anchor nodes in order to obtain a 2D position estimation. Due to the low

density of anchor nodes, there will be areas where the user will not receive from three

of them. Note that this issue is magnified when the user only receives measurements

from one anchor node.

• Distance to anchors: the mean distance between any anchor node and the mobile

user is inversely proportional to the number of nodes. In combination with larger

estimation errors at longer distances (see Section 4.3.1), the mean distance will a↵ect

the accuracy of the position estimations.

• Collinearity of anchor nodes: collinear anchors produce higher position estimation

errors. The deployment of the nodes in a communication network does not take into

account the collinearity of the nodes. Disregarding this issue will impinge on the

performance of the positioning system.
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6.4.2 Network Management Issues

The management of a communication network can respond to many di↵erent objectives, so

it is di�cult to analyze them in general. Notwithstanding, there are several configuration

issues that can a↵ect the performance of a positioning system:

• Transmitted power: beyond the obvious relationship between distance and RSS,

which is directly related to the transmitted power, the transmitted power also a↵ects

the coverage area of the anchor nodes, which can lead to the issues commented in

the network deployment section (reception from at least three anchor nodes and

distance to anchors).

• WiFi channel: without controlling the network, the user is unaware of the trans-

mission channel of the anchor nodes. Therefore, it has to scan all of the frequency

channels in order to obtain the RSS, which increases the measurement time and

reduces the number of measurements. Note that a reduction in the number of

measurements means a reduction in the number of di↵erent anchor nodes received

simultaneously.

• Beacon period of anchor nodes: anchor nodes periodically send beacon signals,

which are used to estimate the RSS. The periodicity of these signals a↵ects directly

the performance of the positioning system, as it determines the number of RSS

estimations available for the user.

• Synchronization between anchor nodes: the synchronization between the an-

chor nodes is critical if we want to obtain at least three simultaneous RSS readings

in order to compute a 2D position estimation.

The above issues can appear alone or in groups in an indoor positioning system. These

issues are not commonly treated in the literature, as total control of the network is

typically assumed. They are amended in the network configuration and design phase.

However, without controlling the WiFi network, new ways of designing indoor positioning

systems have to be considered. In this chapter, we consider the introduction of a secondary

receiver that ameliorates these issues. Focusing on mass market applications, we consider

a smartwatch as the second receiver. These devices are nowadays increasing in popularity

among consumers, and it is expected that they will be widely used in the near future.

The benefits of using a smartwatch as a secondary receiver in our system are mainly

two: i) an improvement in the accuracy of the distance estimations; and ii) an increase in

the number of measurements. On the one hand, the improvement in the accuracy of the
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Figure 6.4: Normalized histograms of the number of RSS measurements received from
di↵erent anchor nodes at each time instant: (a) case of only using the smartphone for the
measurements (b) case of using the smartphone and the smartwatch.

distance estimations is achieved thanks to the combination of the RSS measurements from

multiple devices. By combining the RSS of two sources, the variability of the measurements

is reduced. Note that we can consider noise in both measurements to be statistically

independent. Therefore, the accuracy of the distance estimation is increased. On the other

hand, the increase in the number of measurements is produced by the fact that we have

two devices independently scanning the WiFi channels, and therefore, the odds of receiving

more measurements are increased.

Figure 6.4 shows the normalized histogram of the number of RSS measurements from

di↵erent anchor nodes received by the system at each time instant. In Case A, only the

smartphone is used to obtain the measurements, and in Case B, the smartphone and

smartwatch measurements are used. An increase of the number of times that the system

has received from three or more di↵erent anchor nodes can be observed, which results in an

increase in the accuracy of the position estimation, as is shown in Section 6.6. Particularly,

in Case A, the number of times that the system has received from more than three anchor

nodes represents 44% of times, whereas in Case B, this number rises up to 61%.

6.4.3 Distance Estimation

As stated in Section 2.1.1, the estimation of distance from the RSS uses the log-distance

path loss model [8], that is,

P = P

1m

� 10↵ log
10

d� �, (6.10)
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where P is the received power, P
1m

is the received power at one meter from the transmitter,

↵ is the path loss exponent, d is the distance and � ⇠ N
�
0, �2

�

�
models the shadowing

e↵ects. Considering this model, the RSS follows a Gaussian distribution:

P ⇠ N
�
P

1m

� 10↵ log
10

d,�

2

�

�
. (6.11)

However, this model was developed for the single receiver case and does not take into

account the scenario proposed in this work where the user carries two di↵erent receivers.

In Chapter 5 we addressed the estimation of distance based on multiple receivers using a

ML pipeline to classify the data and a linear regression method to estimate the distance.

The ML approach used in Chapter 5 allowed us to estimate not only the distance but also

the speed and heading of the user based on the RSS of multiple receivers. In this chapter,

we only seek to estimate the distance from the RSS measurements because the speed and

heading of the user are estimated from the inertial measurements as stated in Section

6.3.1. We propose to estimate the PDF of the distance based on the RSS measurements

using Gaussian mixture models (GMM). Note that if we attempt to jointly estimate the

PDF of the distance to the anchor, the speed and the heading of the user based on the

RSS we will have to deal with a higher dimension distribution. Thus increasing the overall

complexity of the problem.

The idea behind the mixture models is to obtain a new distribution from a linear

combination of known distributions, Gaussian in the case of GMM. By using a su�cient

number of Gaussians and by adjusting their means and covariances, as well as the coe�cients

in the linear combination, almost any continuous density can be approximated to arbitrary

accuracy [99]. We consider a superposition of K Gaussian distributions of the form,

p (X) =
KX

k=1

⇡

k

N (X;µ
k

,⌃
k

) , (6.12)

where ⇡
k

are the so-called mixing coe�cients and µ

k

and⌃
k

are, respectively, the mean

and covariance of the Gaussian densities used (also known as components of the mixture).

We can also express the PDF as a marginal density [99], that is,

p (X) =
KX

k=1

p (k) p (X|k) , (6.13)

where we can view p (k) = ⇡

k

as the prior probability of choosing the k-th component

and p (X|k) = N (X|µ
k

,⌃
k

) as the probability of X conditioned on k. Following this

interpretation, we can also compute the posterior probability p (k|X), that is,

p (k|X) =
⇡

k

N (X;µ
k

,⌃
k

)
P

K

j=1

⇡

j

N (X;µ
j

,⌃
j

)
, (6.14)
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which are also called responsibilities because it can be viewed as the responsibility of the

k-th component of the mixture to explain the observation X.

In order to use the GMM in the distance estimation, we need to compute the parameters

of the model, i.e., ⇡
k

, µ
k

and⌃
k

, from a set of observations obtained in a calibration phase.

Lets us denote X as the set of N observations obtained from the calibration phase, that is

a set of N vectors
⇥
R

p

, R
w

, d

⇤
, where R

p

are the RSS received by the smartphone, R
w

the RSS received by the smartwatch and d the real distance from the user to the anchor

node. Assuming that the data points are drawn independently from the distribution, the

log-likelihood function is given by,

ln p (X; ⇡
k

, µ

k

,⌃
k

) =
NX

n=1

ln

 
KX

k=1

⇡

k

N (X
n

;µ
k

,⌃
k

)

!
. (6.15)

We compute the parameters of the model as the values that maximize the log-likelihood

function. The maximization of the log-likelihood function of a GMM is a complex problem

and does not have a closed solution. Traditionally, the maximization problem is solved using

the expectation maximization (EM) algorithm [109]. The EM algorithm is an iterative

method that maximizes the log-likelihood function in each iteration following a two step

procedure [99]: i) the expectation step (E-step); and ii) the maximization step (M-step). In

the E-step, we compute the so-called responsibilities p (k|X
n

) from the current estimation

of the parameters, that is,

p (k|X
n

) =
⇡

k

N (X
n

;µ
k

,⌃
k

)
P

K

j=1

⇡

j

N (X
n

;µ
j

,⌃
j

)
, (6.16)

while in the M-step, we re-estimate the parameters using the computed responsibilities,

that is,

µ

new

k

=
1

N

k

NX

n=1

p (k|X
n

) x
n

, (6.17)
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⇡

new

k

=
N

k

N

, (6.19)

where:

N

k

=
NX

n=1

p (k|X
n

) . (6.20)

These two steps are iteratively repeated until the increment of the log-likelihood

function in the current iteration is below a convergence threshold.
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As previously stated in this chapter, we do not have any control of the wireless network.

This will produce a lack of synchronization between the RSS measurements of the receivers,

and therefore, we have to consider di↵erent situations:

• Case A: in this case, we obtain a measurement of the RSS from a specific anchor

node in both receivers at a quasi-simultaneous time. Then, we can compute the

estimated distance using the RSS obtained by both devices. Therefore, we define a

vector of observation X =
⇥
RSS

p

, RSS

w

, d

⇤
.

• Case B: in this case, we receive RSS measurements only from the smartphone. Then,

we define the observation vector as X =
⇥
RSS

p

, d

⇤
.

• Case C: this is similar to Case B, but we receive RSS measurements from the

smartwatch instead of the smartphone; the observation vector is X =
⇥
RSS

w

, d

⇤
.

We use a di↵erent GMM for each one of the three cases, that is we estimate the

parameters ⇡
k

, µ
k

and⌃
k

for the log likelihood function of each one of the cases. The

di↵erence between the models is the vector of observations X. Once we have estimated

the parameters of the models using the data obtained in the calibration phase and the

EM algorithm, we estimate the distance solving the following maximization problem:

d̂ = max
ˆ

d

ln p (X; ⇡
k

, µ

k

,⌃
k

) , (6.21)

where the maximization of the log-likelihood function is done with respect to the distance

because it is the only unknown variable in the vector of observation X; the RSS

p

and RSS

w

variables are known as they are the RSS measurements received from the smartphone and

the smartwatch.

6.4.4 Position Computation

The estimation of position based on RSS measurements is usually done using a multilat-

eration method as stated in Section 2.1.1. In this chapter as in previous Chapters 4 and

5, we use a weighted least squares algorithm. For the sake of readability we repeat here

the steps of the WLS. The WLS estimates the position of the user as the solution to the

following minimization problem [85],

min
ˆ

m

k

J =
X

i2D

!

i

⇣
d̂

i

� ks
i

� m̂
k

k
⌘
2

, (6.22)



Chapter 6. Pedestrian Tracking System for Smartphones and Smartwatches 93

where D is the set of distance measurements available at time instant k and !
i

= 1

(

ˆ

d

i

)

2 are

the weights of the algorithm [86]. Note that due to the logarithmic relationship between

the RSS and the distance, the accuracy of the estimations depends on the distance to be

estimated itself [9], and hence, it is meaningful to assign di↵erent weights to estimations

with di↵erent accuracies [102]. The problem in Equation 6.22 can be solved in an iterative

way following a gradient descent approach, that is,

m̂
k,(l)

= m̂
k,(l�1)

+ �

(l)

X

i2R

!

i

(d̂
i

� kŝ
i

� m̂
k,(l�1)

k)q̃
i,(l�1)

, (6.23)

where l is the iteration index, 0 < �

(l)

⌧ 1 is the step size, and q̃
i,(l�1)

is a unitary vector,

q̃
i,(l�1)

=

�
ŝ
i

� m̂
k,(l�1)

�

kŝ
i

� m̂
k,(l�1)

k . (6.24)

6.5 Filtering Block

The third block of the system architecture is the filtering block. Here, we combine the

estimations of the position, speed and heading of the user into a single filter that outputs

an enhanced estimation of the user’s position. Again the filter employed for the fusion of

the measurements is the EKF as in previous chapters.

Let us model again the state of a person in a two dimensional space by means of its

position and velocity,

x
k

=
⇥
x

k

y

k

v

k

✓

k

⇤
T

, (6.25)

where x

k

, y

k

represent the position in Cartesian coordinates, v
k

is the speed and ✓
k

the

heading of the user. The movement of the person is defined as a discrete time dynamic

system,

x
k

= f

k�1

(x
k�1

) + v
k�1

, (6.26)

where f
k�1

(x
k�1

) is the state model function and v
k�1

is a zero mean Gaussian noise with

covariance matrix Q. The state model is a modification of the constant velocity model

that takes into account that the velocity is represented in polar coordinates, that is,

f

k�1

(x
k�1

) =

2

664

1 0 T cos ✓
k�1

0
0 1 T sin ✓

k�1

0
0 0 1 0
0 0 0 1

3

775x
k�1

, (6.27)

where T is the time period between measurements. The equations of the EKF used for the

estimation of the user’s position are depicted in Figure 6.5. In particular, the Jacobian
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Figure 6.5: Equations of the Extended Kalman Filter.

matrix of the model function employed is,

F̂
k�1

=

2
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1 0 T cos(✓k) �T sin(✓k)vk

0 1 T sin(✓k) T cos(✓k)vk
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As stated in previous chapters, the EKF exploits the statistics of the measurements in

order to produce an enhanced estimation of the state vector. These statistics are considered

to be known by the designer and are introduced to the filter through the configuration

of the covariance matrices Q and R. In this chapter, we assume that the state variables

and measurement variables are independent, and therefore, we configure their covariance

matrices as diagonal matrices. The values of the variances are manually configured based

on our experimental results. The specific values used are:

Q = diag

�⇥
0.5 0.5 3 3

⇤�
, (6.29)

R = diag

�⇥
75 75 0.5 0.05

⇤�
, (6.30)

Note that as in Chapter 5 we prefer here to manually configure the EKF instead of

employing a method similar to the ones designed in Chapter 4. The reasons are the same

than in Chapter 5. We do not want to mask the origin of the improvements obtained by

the designed system with the improvements of the configuration methods of the EKF.

Furthermore, we also employ here a multiple receiver architecture and as previously stated,

the adaptation of the configuration methods to the multiple receiver architecture is left as

a future line of work (see Section 7.2). The following section validates the performance of

the designed pedestrian tracking system in a real environment.
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Figure 6.6: Path 1 and odometry obtained with the pocket navigation system.

6.6 Experimental Validation

In this section, we test the performance of the indoor positioning system designed. To

evaluate the performance, we have used a Motorola Moto G2 LTE smartphone and a

Nexus 5 smartphone, which will take the roll of the smartwatch once attached to the

wrist of the user. Both smartphones include a 6-DoF IMU with an accelerometer and a

gyroscope. The sensors are sampled with a frequency of 100 Hz with our own designed

Android application that also scans the WiFi channels to obtain the RSS measurements.

As stated in Section 6.3, the obtained frequency is not always 100 Hz, and our system has

to adapt to small changes in the measurement rate. The system updates the estimation of

the user’s position every second using the inertial and RSS measurements received since

the last estimation update.

The scenario of validation is the first floor of the Engineering School at Universitat

Autònoma de Barcelona (see Figure 6.6). The scenario is an area of approximately 6000m2

covered with 14 WiFi access points (marked with grey squares in Figure 6.6) that will act

as the anchor nodes of the system, that is an anchor node every 428.5m2. Note that, there

is no control about the configuration nor the placement of the anchor nodes as far as we

are using the available WiFi network at the building. Note also that the distribution of

the anchor nodes is not uniform around the area, and there are zones far from any of the

anchor nodes, zones with high density of anchor nodes and zones with collinear anchors

nodes. This is the reason for choosing this scenario; the selected scenario presents all of

the typical issues of a communication network described in Section 6.4.
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Figure 6.7: Path 2 and odometry obtained with the pocket navigation system.

In order to evaluate the indoor positioning system, we have considered three di↵erent

paths. Figure 6.6 depicts the trajectory of Path 1 with a length of 620m. The second path,

i.e., Path 2, is shown in Figure 6.7, and it has a length of 420m. Finally, Path 3 is shown

in Figure 6.8, and it has a length of 338m.

During the experimental validation, we compare five di↵erent methods: i) a step

length and heading estimation algorithm based on the inertial measurements from the

smartphone; ii) a WLS approach based on the distance estimations obtained from the

RSS measurements of the smartphone; iii) an EKF that combines the estimations of

the previous WLS ( based only on the smartphone) with the inertial measurements; iv)

a WLS based on the distance estimation obtained from the combination of the RSS

measurements of the smartphone and the smartwatch; and v) an EKF that combines the

inertial measurements with the WLS based on the smart combination of the smartphone

and smartwatch. In the following, these methods are referred to as IMU, WLS-phone,

EKF-phone, WLS-smart and EKF-smart, respectively.

In order to evaluate the performance of the di↵erent methods, we compute the real

path of the user using a series of landmarks deployed around the building. We ask the

user of the system to press a button every time that he/she goes near a landmark. Then,

the times are stored, and the real path is calculated by assuming a constant speed of the

user between two landmarks. With the appropriate number of landmarks, the resultant

error of the obtained real path can be considered negligible.

Table 6.1 shows the results obtained during the experimental validation in terms of

the RMSE. We have selected the paths in order to be representative of a real scenario. For

this reason, we have selected two paths where the IMU has a considerable drift (Path 1
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Figure 6.8: Path 3 and odometry obtained with the pocket navigation system.

and Path 2) and one path where the drift of the IMU is small (Path 3). The odometry

of the selected paths is shown in Figures 6.6 to 6.8. Results show the improvement in

the positioning accuracy due to the use of a second mobile receiver. In particular, the

improvement of the WLS-smart over the WLS-phone is around 30% in the case of Path 1,

23% in Path 2 and 37.5% in Path 3. For the EKF-smart system, the improvement over

the EKF-phone is around 35% in the case of Path 1, 19% in the case of Path 2 and 22%

in Path 3. If we consider the improvement of the EKF-smart system compared with the

IMU system, we obtain an improvement of 56% for Path 1, 35% for Path 2 and 12.5% for

Path 3.

Table 6.1: Results of the experimental validation in terms of RMSE. t

Smartphone Smartphone & Smartwatch

IMU WLS-Phone EKF-Phone WLS-Smart EKF-Smart

Path 1 5.4 5.6 3.7 3.9 2.4

Path 2 5.2 5.3 4.2 4.1 3.4

Path 3 1.6 4 1.8 2.5 1.4

The comparison between the WLS-smart method and the WLS-phone method gives us

an idea about the improvement produced by the use of a second receiver in the system.

The increment in the accuracy of the estimation is produced by two main factors. First, the

combination of the RSS from the smartphone and the smartwatch results in an increment

in the accuracy of the distance estimation. Second, the use of two receivers increases the
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number of measurements available. Specifically, the increase in the number of measurements

is 35% in Path 1, 25% in Path 2 and 28% in Path 3. These results confirm that the use

of a second receiver ameliorates the problems of RSS based methods implemented with

third party WiFi networks stated in Section 6.4. Similarly, the comparison between the

IMU method and the smart-EKF shows the benefits of combining inertial measurements

with RSS measurements because the PDR system employed obtains high accurate position

estimations in the short term, but deviates with time. Contrarily, the accuracy of the RSS

position estimations is lower, but time invariant.

A special case of interest appears in Path 3 when we compare the accuracy of the

EKF-phone method with the IMU method. In this case, the combination of inertial and

RSS measurements from the smartphone has worse performance than the use of only the

IMU measurements. This e↵ect is produced by the general configuration of the parameters

of the EKF (see Section 6.5) as the configuration is fixed for all of the cases the EKF cannot

adapt to the increase in the accuracy of the IMU measurements, increasing the importance

of the IMU measurements in the output of the EKF. Instead, the IMU measurements are

fused exactly in the same way, so the output does not improve the accuracy of the single

IMU system in this case. Note that this e↵ect is not present in the EKF-smart system

because the combination of RSS measurements from the two sources increases the accuracy

of the position measurements (see WLS-smart), and in this case, the di↵erence between the

accuracy of the IMU and RSS measurements is similar for the three paths; therefore, the

actual filter configuration is robust to the di↵erent scenarios and the EKF-smart system

always outperforms the accuracy of the other systems.

Table 6.2: Results of the experimental validation in terms of the 90 percentile.

Smartphone Smartphone & Smartwatch

IMU WLS-Phone EKF-Phone WLS-Smart EKF-Smart

Path 1 12.8 11 7.8 8.5 4.4

Path 2 7.9 10 7.3 8 6.3

Path 3 3 5.6 3.1 5 2.9

Again as in previous chapters, we include also the analysis of the behavior of the

designed systems in terms of the cumulative distribution function. In order to compare

the positioning systems employed in this work, we will consider the value of the RMSE

when the CDF equals 0.9. This means that the error committed by the algorithm is below

this threshold value in 90% of the cases. Table 6.2 summarizes the 90 percentiles of the

validated systems. The complete CDFs are shown in Figure 6.9 for the case of Path 1,
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Figure 6.9: CDF of the positioning estimation error in Path 1.

Figure 6.10 for the case of Path 2 and Figure 6.11 for Path 3. From the figures, we can

observe how the EKF-smart outperforms all of the other systems. It can also be observed

how the error committed by our system is almost always below 2.9m, 4.4m and 6.3m,

which can be considered high accuracies taking into account the area of the scenario, which

is 6000m2. If we compare the accuracy of our system with other indoor positioning systems

based on smartphones, we can see that our system outperforms similar systems based on

hybrid measurements [38, 41, 45] and obtains accuracies similar to the ones obtained by

hybrid systems that include additional map information for the sensor fusion [42, 43, 44].

The experimental validation shows the benefits of introducing a smartwatch in an

indoor positioning system based on a smartphone. The positioning accuracy obtained from

the RSS measurements of the WiFi network is increased, and therefore, the overall solution

including also the inertial measurements shows better performance. In fact, in the scenarios

tested, the increment in accuracy from the initial PDR algorithm to the EKF-smart

methods goes from 12.5% up to 56%. Furthermore, the system has been designed for being

used in conjunction with a third party WiFi network, and the experimental validation

has proven the adaptability of our system and its ability to obtain accurate position

estimations.
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Figure 6.11: CDF of the positioning estimation error in Path 3.
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6.7 Conclusions

In this chapter, we aimed to develop an indoor positioning system that can be applied to

mass market applications. For this reason, we have selected a smartphone and a smartwatch

as the devices that the user will carry in order to obtain his/her position. The designed

system combines the inertial measurements of the smartphone placed in the pocket of the

user with the RSS measurements from a WiFi network obtained by the smartphone and

the smartwatch.

On the one hand, the position estimation based on the inertial measurements follows

a step length and heading estimation approach that uses the pitch angle of the thigh to

detect steps and the amplitude of the thigh pitch to estimate the step length. The inertial

measurements are obtained from a commercial smartphone with an embedded low cost

IMU. The designed PDR system is able to adapt to small changes in the measurement

rate of the inertial sensors.

On the other hand, the position estimation based on the RSS of the

WiFi network is computed using a GMM that combines the measurements

of the two receivers to obtain an enhanced distance estimation. We also an-

alyze the challenges of using an external WiFi network designed for com-

munication purposes and without any control over the network configuration.

We have demonstrated how the use of a smartwatch ameliorates these issues improving

the overall accuracy of the system. The combination of the inertial and RSS measurements

has been done using an extended Kalman filter with a constant velocity kinematic model.

The system has been experimentally validated in a scenario with an area of 6000m2,

and the results show that the use of two RSS receivers in conjunction with the inertial

measurement of a smartphone placed in the pocket of the user can improve the accuracy

of the position estimation up to 56%.



102 6.7. Conclusions



Chapter 7

Conclusions and Future work

This PhD dissertation has explored the design of indoor positioning systems from an

experimental perspective by studying IPS that can be implemented with the current

commercial technologies. Moreover, we focus on the design of IPS that can be easily scaled

to mass market applications by employing network based positioning systems and widely

used wireless networks like the WiFi networks or the wireless sensor networks, which play

a key role in the context of the internet of the things and its applications to smart cities

and smart buildings.

First, we have considered an hybrid case combining the inertial measurements from

a hip mounted inertial measurement unit with the RSS measurements from a wireless

sensor network. Particularly, we designed two methods for exploiting the statistics of the

RSS measurements in order to extend in time the short term accuracy of the inertial

sensors. Afterwards, we continue the study of indoor positioning systems based on WSN

by extending the problem to the multiple receiver case. We deployed multiple receivers

on the body of the user and took advantage of the di↵erent attenuations su↵ered due to

the e↵ect of the human body on the wireless signals in order to estimate the position,

velocity and heading of the user without the need of using inertial sensors. Finally, with

the aim of applying our designs to mass market applications, we moved to a WiFI network

and commercial devices, smartphones and smartwatches. The smartphone cooperates

with the smartwatch in order to circumvent the problems detected in third party WiFi

networks. Specifically, we design an hybrid indoor positioning system that combines the

inertial measurements from a smartphone placed in the pocket of the user with the RSS

measurements received from the smartphone and the smartwatch. In the following, we

draw the conclusions of this thesis and some open issues to be addressed as future work.
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7.1 Conclusions

After motivating this PhD thesis and giving an overview of the state of the art, in Chapter 3

we have introduced some of the key topics that have been used throughout this dissertation.

Specifically, we have revisited the concepts of Bayesian estimation paying special attention

to the analytical solution provided by the Kalman filter and specially the suboptimal

solution provided by the extended Kalman filter which has been used in every indoor

positioning system designed in this work.

Chapter 4 is devoted to the study of hybrid indoor positioning systems combining

the RSS measurements from wireless sensor networks with the inertial measurements

from a low cost inertial measurement unit. More precisely, we focus our attention to the

statistical characteristics of the RSS measurements and how these can be used to configure

the measurement noise covariance matrix of the EKF. To do so, we designed two novel

methods that automatically configure the noise covariance matrix at every step of the filter:

i) the power threshold covariance matrix tuning; and ii) the distance statistics covariance

matrix tuning. On one hand, the PT-CMT method is a simple solution that considers two

degrees of reliability in the measurements. It is designed for indoor areas with many small

rooms (e.g. houses or o�ces). On the other hand, the DS-CMT takes into account a wider

range of reliabilities in the position measurements. This method is specially designed for

indoor open areas (e.g. large halls, museums, university classrooms).

The system has been experimentally validated in two di↵erent representative indoor

scenarios with di↵erent densities of nodes and the proposed enhancements in the EKF

reduce the positioning RMSE with respect to a regular EKF up to 40% in the scenarios

tested. As a result, the proposed system is kept simple in terms of computational complexity,

the accuracy is around the meter in terms of RMSE and also kept in the long term. In

summary, we show that it is possible to design simple EKF based solutions that e�ciently

combine observations with di↵erent degrees of reliability.

Chapter 5 extends the study of indoor positioning systems based on WSN to the multiple

receiver case. The huge variability of the indoor wireless channel produces inaccurate

distance estimations. Moreover, if the user carries the mobile WSN node attached to the

body, the attenuation of the human body introduces errors in the distance estimation. To

circumvent this problem, we employed multiple receivers in order to introduce diversity as

far as the attenuation of the human body a↵ects each receiver in a di↵erent way. Then,

we exploit the diversity of receivers to enhance the distance estimations and consequently

the position estimations. We employ a machine learning pipeline to classify the data into

groups of similar statistical patterns and then we apply a linear regression method to

estimate the distance to the anchor nodes. Similarly, neural networks are employed to
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estimate the velocity and heading of the user based on the RSS data.

Contrarily to most of the pedestrian tracking systems in the literature, the designed

system avoids the use of inertial sensors and, accordingly, does not su↵er from temporal

drifts and hence its positioning accuracy is time invariant. Moreover, the computational

complexity of the system is small compared to the systems using inertial sensors as there

is no need to employ an additional Kalman filter to estimate the orientation of the IMU

or to employ high sampling rates which drastically drains the battery of the WSN nodes.

The system has been experimentally validated in di↵erent scenarios including a flat, a

university classroom and a long corridor, achieving in all cases a positioning accuracy

around 1 meter.

Chapter 6 covers the analysis of indoor positioning systems based on smartphones.

The popularization of the smartphones in the last years converted the smartphone into

the perfect device for mass market IPS. The di↵erent technologies integrated in nowadays

commercial smartphones, as for example the WiFi and bluetooth radios or the inertial

sensors allow the implementation of hybrid systems using a single device. In this chapter,

we design an hybrid IPS that combines RSS measurements from a WiFi network with

inertial measurements from a smartphone placed in the pocket of the user. First, we

detailed the problems produced when an IPS is applied to a WiFi network without any

control of the network by the IPS designer. Then, we apply the ideas of multiple receivers to

the smartphone positioning problem by introducing a smartwatch. We design a method for

combining the RSS measurements of the smartphone and smartwatch based on Gaussian

mixture models. This method is designed with the aim of circumvent the main problems

originated by the lack of control over the WiFi network. Finally, the combination of the

inertial and RSS measurements has been done using an extended Kalman filter with a

constant velocity kinematic model. The system has been experimentally validated in an

scenario with an area of 6000m2, and the results show that the use of two RSS receivers

in conjunction with the inertial measurements of a smartphone placed in the pocket of the

user can improve the accuracy in position estimation up to 56%. The result is an hybrid

positioning system that can be implemented in nowadays commercial smartphones and

smartwatches, thus it is suitable for mass market applications.

This Ph.D. thesis has explored the universe of indoor positioning systems for pedestrians

and it has contributed with three novel IPS that have been experimentally evaluated

in order to show the accuracy obtained in real scenarios. Before ending the conclusions

of the work, let us emphasize the importance of indoor positioning systems due to its

unlimited applications that go from the guidance of visual impaired users to the guidance

of emergency agents or the development of assisted living systems for the care of elderly

people. Fortunately, there is still much work to be done and we identify some of those
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open issues in the next section.

7.2 Future Work

The work presented in this PhD dissertation can be extended as follows:

• To consider the use of the map information and reformulate the problems to take

advantage of it.

• To extend the indoor positioning problem to the cooperative problem where di↵erent

users cooperate between them to increase the localization accuracy.

• To characterize the computational complexity of the systems and measure the

duration of the battery powered devices employed in the designed IPS.

• Finally, to increase the number of scenarios and number of users that perform the

experimental validation in order to see the behavior of the systems over a large set

of di↵erent scenarios and users.

As for the specific problems addressed in each chapter, in Chapter 4 some of the

possibilities are:

• To take into account that the x,y components of the position measurements are

correlated and reformulate the covariance matrix tuning methods.

• To analyze the statistics of the inertial measurements and to design methods for the

automatic configuration of the parameters of the noise covariance matrix of the EKF

that are related to the inertial measurements.

• To analyze the multiple receiver architectures introduced in Chapter 5 and Chapter

6 and design new covariance matrix tuning methods for these architectures.

In Chapter 5 we consider the following extensions:

• To modify the number of multiple receivers employed and determine the optimum

number of receivers and the optimum position of the receivers on the body of the

user.

• To model, if possible the path loss model of each receiver taking into account the

attenuation of the human body.
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• To extend the study to the multiple transmitter case where groups of anchors are

deployed in a specific geometric distribution and act as a single anchor node.

Last but not least, the research lines that continue the work in Chapter 6 are:

• To track the position of the smartwatch using the inertial sensors and use the relative

position of both receivers in the estimation of the distances and angles to the anchor

nodes.

• To integrate in the system other sources of RSS measurements available in nowadays

commercial smartphones such as Bluetooth or LTE.

• Finally, to extend the experimental validation to multiple di↵erent smartphones and

smartwatches.
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