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Chapter 1

Introduction

1.1 Problem statement and motivation

The main motivation of this thesis is to contribute to finding a more general

solution to the problem of locating objects in robotic capture applications. A

solution will be sought that can be applied with as few restrictions as possible.

This will focus our work on those parts that involve more difficulty, such as

object recognition and pose determination, using only acquisition methods

which provide information about the scene in the form of 3D point clouds.

The data acquisition methods of three-dimensional object surfaces have

improved considerably in the last two decades, so it is becoming more frequent

to use point clouds obtained by laser scanners or time-of-flight cameras. How-

ever, their use entails certain disadvantages that result in having to have a

method to identify the different parts that can divide the point cloud and to

determine the orientation of each of these parts by comparison with a known

model . There are also problems when it is desired to scan the entire shape of

an object (which is known as 3D modelling), as it will be necessary to make

several passes with the scanner that subsequently have to be referred to a

common coordinate system. In either case, you must have an algorithm for

finding correspondences between the two point clouds in order to calculate the

transformation that can align them. In our case, since we consider that objects

are not deformable, this transformation will be rigid, i.e., it should consist of

1



1. Introduction

only rotation and translation.

Our goal is to develop a coarse alignment algorithm that has a wide scope

(i.e., not restricted to a particular topology of objects), that does not require

high accuracy and density of point clouds and that allows an acceptable solu-

tion to be obtained even under low overlap between the point clouds.

1.2 Document overview

This document, which is a summarized version of the thesis document written

in Spanish, is organized in the following chapters:

� Chapter 2: A brief review of the state of the art is made. In the complete

thesis document an exhaustive one is provided.

� Chapter 3: We propose a novel descriptor that can be applied to 3D

point cloud alignment and different tasks in 3D computer vision.

� Chapter 4: A novel similarity measure is proposed. We describe the

fundamentals of this measure and how it can be applied to the search for

correspondences.

� Chapter 5: A correspondence search algorithm is proposed and described

by using an example.

� Chapter 6: A coarse alignment algorithm, which combines the descriptor

and the similarity presented respectively in Chapter 3 and Chapter 4, is

proposed and described.

� Chapter 7: A version of the algorithm in Chapter 6 that is based on

wavelet decomposition is briefly described.

� Chapter 8: We propose a 3D vision system based on the descriptor

presented in Chapter 3.

� Chapter 9: We propose an adaptation of the ICP algorithm that uses

a cell distribution of the point clouds that is provided by the coarse

alignment algorithm.

2



1.2. Document overview

� Chapter 10: Results.

� Chapter 11: Conclusion and Future work.

3



1. Introduction

4



Chapter 2

State of the art

2.1 Introduction

In this chapter we review the most significant aspects of 3D point cloud align-

ment. Though a description of the main acquisition methods of 3D point clouds

is not provided in this summarized version, this is included in the complete

thesis document.

2.2 3D Point cloud alignment

In general, there are two different types of 3D alignment: pairwise registration

and multiview registration [15, 30, 20, 34]. The first type attempts to find a

transformation that aligns two scanned partial views or a scanned partial view

with a 3D model of the object. In contrast, the second type will aim to create

a three-dimensional model of an object by processing groups of views (usually

all scans).

This thesis focuses on 3D alignment algorithms between pairs of views, as

they have a direct application to problems of pose determination and object

recognition.

The process of alignment of two partial views can be divided into two dis-

tinct parts: correspondence and alignment. The first part consists in identi-

fying regions of the two point clouds that represent the same physical region
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2. State of the art

of the scanned object, while the second part, alignment, attempts to find the

rigid transformation that minimizes the distance between those corresponding

regions.

Most existing algorithms attempt to analyze the surfaces in order to find a

set of points that will be used to calculate a transformation that aligns them.

Therefore, the degree of validity of these correspondence hypotheses will affect

the quality of the alignment.

Alignment algorithms can be classified according to how they perform the

correspondence between the surfaces. Although there are different ways of

carrying it out, the most widespread method consists in matching points with

similar surface properties. However, the strategy to follow will be conditioned

by the type of surface property that is considered in each case. This will

classify the properties into two basic types: intrinsic and extrinsic.

Intrinsic properties are related exclusively to the local information from the

surface, that is, they are properties that relate the surface to itself. In contrast,

extrinsic properties will relate the surface to the coordinate system in which it

is expressed and, therefore, they will be modified when this coordinate system

changes. An example of intrinsic property is the distance between two surface

points (which is invariant in rigid transformations), while the plane tangent to

one of these points is an example of an extrinsic property (it varies when the

surface is expressed in a different coordinate system).

The algorithms that use extrinsic properties will be subject to one im-

portant restriction: as they match properties that are relative to a coordinate

system, the surfaces must be roughly aligned in order to establish point cor-

respondences. Therefore, local alignment algorithms use these properties to

refine that initial transformation and obtain a more precise one.

Given the above, it can be concluded that the most challenging part of the

3D point cloud alignment problem is to determine this rough initial transform-

ation, since its refinement process has been properly resolved [5, 7]. A detailed

review of the most efficient variants of the ICP algorithm is provided in [31].

6



2.3. Coarse Alignment Algorithms

2.3 Coarse Alignment Algorithms

This section gives a brief overview of the most relevant coarse alignment meth-

ods, basing their classification on the strategy followed to solve the corres-

pondence problem. This classification comprises two groups: those based on

descriptors and those based on curves, graphs and structures. In a third group

we include methods which cannot be classified in the other two categories.

More complete reviews can be found in [32, 29].

2.3.1 Based on descriptors

A descriptor should represent the local surface around a point of interest on

a surface (or a point cloud) and possess certain invariant characteristics. The

invariance is a very important feature in a descriptor, as this should not change

when a transformation is applied to the points.

Next, we list the descriptors used by the most relevant coarse alignment

algorithms, which are described in detail in the thesis document: principal

curvature [12], point signatures [10], footprints [4], spin images [16, 17], geo-

metric histograms [2, 3], surface signatures [44], harmonic shape images [45],

3D shape contexts [22], log local-polar range images [27], splash [36] and volume

integral [13].

2.3.2 Based on correspondence of curves, structures and

graphs

These algorithms, instead of basing the search for correspondences on descriptors,

will search for curves with different topology, geometric structures, or graphs

that should be repeated in both. Thus, in the thesis document, the following

methods are explained: bitangent curves [43], intrinsic curves [21], RANSAC-

based DARCES [35], intrinsic point matching [9] and graph matching [8].

7



2. State of the art

2.3.3 Other methods

In the thesis document, we also review some methods that cannot be included

in the previous categories. These are the following: spherical attribute images

[14], correspondence based on mean field theory [1] and correspondence based

on genetic algorithms [18].
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Chapter 3

CIRCON Descriptor

3.1 Introduction

One of the main drawbacks that we observed after analysis of the commonly

used descriptors in the state of the art is that although many of them are based

on geometric properties of the point-of-interest environment, the evaluation of

their similarity does not have a direct relationship with the distance between

the point clouds. Moreover, since a good alignment is characterized by a

small distance between corresponding points, it would be more convenient,

in our opinion, to use a descriptor that better represents the geometry of the

environment. Furthermore, the descriptors analyzed need to find at least three

good correspondences to determine an approximate Euclidean transformation.

Another drawback associated with some descriptors is that at the end of

the local matching stage, a considerable percentage of false matches is found.

This is usually caused by a descriptor with low discriminant capacity and the

choice of a similarity measure that is not sufficiently appropriate.

In our opinion, the main features that a descriptor should have for a correct

correspondence search are:

� Based on the geometry in the environment of the points of interest.

� Highly descriptive, so that the correspondences can be adequately dis-

criminated and no false matches appear.

� It must allow the use of a similarity measure based on distances between

9



3. CIRCON Descriptor

points of the cloud.

� It must allow the calculation of a Euclidean transformation based on a

single correspondence.

� Useful for 3D modelling (alignment of two scans from two different views

of the object) and for 3D object recognition (alignment of the point clouds in

the scene and the model).

3.2 Descriptor Construction

3.2.1 Local Coordinate System

In order to obtain the descriptor associated with a particular point of interest

in the cloud (let wpq be this point) it is necessary to express the cloud points

in a local coordinate system centered on wpq and whose Zq-axis is its normal

vector. The Xq-axis is chosen so that it is perpendicular to both the Yw-axis of

the reference coordinate system and the normal vector at the point of interest.

Thus the Yq-axis is determined by the vector product of unit vectors along the

Xq and Zq axes. This criterion establishes a unique reference for the angles

of rotation about the Zq-axis (i.e. above normal n̄q), which will subsequently

facilitate the calculation of the Euclidean transformation associated with that

correspondence.

3.2.2 Cyclical Image of Radial Contours

Once the cloud points are transformed to the local frame, the environment of

the point of interest is considered to be divided into ns sectors (whose angle

is ρθ radians), which are further divided radially into cells with length ρr mm

(excluding the cell closest to the centre, ”cell 0”, which will be a sector with

a radius 0.5 · ρr mm). The sectors are numbered clockwise starting with the

sector that is centred on the Xq-axis (θ1 = 0). Figure 3.2 shows, around the

Zq-axis, this sense of numbering and how the cells would be for the i-th sector.

Taking into account this division of the point cloud into sectors and cells, a

transformation based on cylindrical coordinates is applied in order to obtain,

10



3.2. Descriptor Construction

 Zw 

Xw 

Yw 

nq≡≡≡≡ Zq 

Xq 

Yq 

Figure 3.1: Orientation of the local frame axes with respect to those of the
global frame W .

for any point pd with coordinates (xd, yd, zd) in the coordinate system with

origin in pq, the i index corresponding to the number of sector to which it

belongs, the j index indicating the number of cells within that sector, and the

height value associated with its coordinate zd.

i =

⌊ns − tan−1
(
yd
xd

)
ρθ

⌉
mod ns

+ 1 (3.1)

j =

⌊√
x2d + y2d
ρr

⌉
(3.2)

ci,j =

⌊
zd
ρz

⌉
(3.3)

Where ρθ is the angular resolution, ρr the radial resolution and ρz the

height resolution. Note also that bxe is the nearest integer to x.

Applying these three equations to all points of the cloud and maintaining

with the values ci,j that are maximum for each cell (which is equivalent to

11



3. CIRCON Descriptor

 

Zq, nq 

Xq 

Yq 

ρθ /2 

θi 

 

ρr 

Xw Yw 

Zw 

Ow 

Pq 

0º 

 

ρθ /2 

 

Figure 3.2: Construction of a CIRCON descriptor. Green shows cell division in
sector i and red indicates the contour formed by the points of the cells with
the greatest z coordinate.

saying that its coordinate z is maximum) we obtain a set of triples (i, j, ci,j)

that uniquely correspond to each of the cells into which the environment of

the point of interest has been divided.

Therefore, the descriptor consists of a set of coded values that represent

the contours described by the points with the maximum z coordinate of each

of the cells into which each sector is divided. Figure 3.2 shows, for sector i,

the contour described by points with the biggest ’z’ in the cells.

As each pair of indexes (i, j) has a single value of ci,j, we can build a matrix

C which has as row index the number of sector, i , and as column index the

number of cell, j, within that sector.

Since the sequence should be closed because it describes the environment

of the point of interest, the first and last rows must be considered adjacent,

since their elements with the same column index correspond to adjacent cells.

In other words, this descriptor has the property of being cyclical.

This matrix can also be viewed as an image (see Figure 3.4) whose pixels

12



3.3. Area represented by the descriptor pixels

       radius       

      

nr   ns,   j   ns,   2   ns,   1   ns,   

nr   i,   j   i,   2   i,   i,1   

nr   ,   2   j   ,  2   2   ,  2   1   ,   2   

nr   ,   1   j   ,  1  2   ,  1   1   ,   1   

c   c   c   c   

c  c   c   c   

c   c   c   c   

c   c   c   c   

L   L   

M   M   M   M   M   M   

L   L   

M   M   M   M   M   M   

L   L   

L   L   

    

angle 

Figure 3.3: CIRCON matrix. The arrows show the decreasing direction for
angle and the increasing direction for radius.

represent the values ci,j, so that each of them has an associated colour (or a

gray level). Hence, this descriptor can be considered as a cyclical image of the

environment of a point-of-interest. Since each row represents a radial encoding

of the contour described by the maximum heights of each of the cells in a

sector, we will call this descriptor ”CIRCON”, which is an acronym of ”Cyclical

Image of Radial CONtours”.

3.3 Area represented by the descriptor pixels

In order to build a CIRCON descriptor it is necessary to firstly define the radial

resolution ρr and the angular resolution ρθ with which we will sample the

environment of a particular point of interest. These parameters determine the

number of rows nr and the number of columns, ns, that the matrix of the

descriptor will have.

For a single cell in the first ring (one pixel in the first column of the

descriptor matrix):

AP1 =
Aanillo 1
ns

=
π · (1.5 · ρr)2 − π · (0.5 · ρr)2

ns
=

2π · ρ2r
ns

(3.4)

If this expression is generalized to a cell between the radii (j − 0.5)·ρr and

13



3. CIRCON Descriptor

 

Figure 3.4: Example of a CIRCON image. Point cloud with the normal vector of
a point in magenta (left). CIRCON image corresponding to that point (right).

(j + 0.5)·ρr(corresponding to a pixel in column j of the matrix), the area can

be calculated as:

APj
= j · AP1 (3.5)

That is, the area representing a pixel in column j of the matrix descriptor

is j times the area of a pixel in the first column.

3.4 Applications

The descriptor that we have presented in this chapter can be used for different

applications in the field of 3D computer vision which are detailed below.

3.4.1 3D Data Compression

It can also be noted that, when the cloud points are transformed in order to

obtain the CIRCON matrix, a compression of the original data is performed.

Though this is a lossy compression, the three-dimensional shape of the cloud

will be preserved. That is, the transformation to obtain the CIRCON descriptor

14



3.4. Applications

Figure 3.5: Area represented by the pixels in the CIRCON image.

can be undone and an approximation to the original 3D shape is obtained.

This property, which is very useful when comparing two descriptors, is not

supported by spin images neither other similar descriptors.

3.4.2 3D Registration

As discussed in the State of the Art, 3D registration of two point clouds is

usually performed by searching for local correspondences by comparison of

intrinsic descriptors. In this thesis, as is explained in Chapter 5, CIRCON

descriptors are used to find the corresponding points needed to calculate a

rigid transformation that aligns the two point clouds.

3.4.3 Object Recognition

The CIRCON descriptor can also be used for tasks involving object recognition

and pose estimation. It will also be useful in ”Bin-Picking”tasks, since its char-

acteristics, in combination with the similarity measure presented in Chapter

4, make it appropriate in situations where the point cloud represents only a

small part of the object.

15



3. CIRCON Descriptor

Since the distance between two adjacent elements belonging to the same

column of the matrix depends on the radio, those points that are far from the

point of interest will be represented less accurately than those which are closer.

This provides an advantage in combating problems of occlusions and clutter

(mixed objects) since the information will be denser in the environment close

to the point of interest, while more distant points (those with more probability

of belonging to another object, if they are mixed) have less importance in the

descriptor.

16



Chapter 4

Similarity Measure

As noted in Section 3.1, one of the main features that is demanded on the

descriptor is its suitability for being used along with a similarity measure based

on distances between points of the cloud. Another requirement is that it facil-

itates a correct distinction of the correspondences evaluated in order to avoid

the appearance of false matches. This problem usually occurs to a greater

extent when using similarity measures such as correlation, mutual information

[42, 25, 37] and joint entropy [11, 6] (to name some of the most widely used in

3D registration) in the presence of low overlap between the point clouds. As

these measures are usually applied to the overlapping area, it is more likely

to have more points with similar environments if this common area is small.

To avoid such false matches it would be more appropriate to also take into

account non-overlapping areas between the two descriptors.

On the basis of the above requirements, we designed a similarity meas-

ure based on differences between pixel values of CIRCON images, considering

overlapping and non-overlapping areas.

In addition, to try to overcome the drawbacks of the selection of false

matches, the CIRCON images will represent the full extent of the point clouds,

thus increasing its descriptive power. Though in practice the ”reach” of a

descriptor could be reduced, it is desirable in order to demonstrate that the

similarity measure is capable, even in the presence of low overlap between

descriptors, of finding a correspondence that produces an acceptable alignment
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4. Similarity Measure

of the point clouds.

4.1 Pixel Classification

We will make a distinction between ’object ’ and ’non-object ’ pixels when two

CIRCON images are compared to evaluate their similarity.

Pixels will be considered as ’object ’ when they correspond to cells that

contain at least one point in the cloud. Therefore, the remaining image pixels,

whose corresponding cells do not contain any point, are called ’non-object’

pixels. These pixels are computationally considered as a ’not-a-number’ value

(NaN ) as it is not possible to calculate a cij value for them.

On the basis of the previous definitions, the pairs of pixels in two CIRCON

descriptors can be classified into the following groups:

� Intersection Set (overlapping pixels):

IAB = { (i, j) | (aij 6= NaN) and (bij 6= NaN) } (4.1)

� Exclusive-OR Set (non-overlapping pixels):

XAB = { (i, j) | (aij 6= NaN) xor (bij 6= NaN) } (4.2)

� Union Set (non-overlapping and overlapping pixels):

UAB = { (i, j) | (aij 6= NaN) or (bij 6= NaN) } (4.3)

4.2 Similarity measure proposed

In order to obtain a measure based on distance we consider separately the

pixels of the overlapping and the non-overlapping areas.

The distance of each pair of overlapping pixels will be weighted by the

theoretical area they represent (Equation 3.5). So, the average distance for

those pixels is defined by the following expression:
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4.2. Similarity measure proposed

Dov =

∑
(i,j)∈IAB

j · |aij − bij|∑
(i,j)∈IAB

j
(4.4)

On the other hand, since it is not possible to calculate a distance for the

corresponding pixels in the non-overlapping areas (as one of the two pixels

does not represent the object), a distance Dov +λ (con λ > 0) will be assigned

to that pair of pixels.

If the overlap ratio, σov, is defined as:

σov =

∑
(i,j)∈IAB

j∑
(i,j)∈UAB

j
(4.5)

Then, we will use the following expression that considers, at the same

time, the average distance between the overlapping pixels and the overlap

ratio between the descriptors.

DS =
Dov

σov
+ λ ·

(
1

σov
− 1

)
(4.6)

Note that the value assigned to the parameter λ allows the contribution of

the non-overlapping areas to this measure to be controlled.

Although the estimated similarity measure DS could be used directly, it is

often more desirable to have a normalized measure that provides values close

to one for values of DS near zero and near zero when DS is very large.

To normalize the similarity measure to values between 0 and 1, we will use

the following expression:

MS =
1

ρ ·DS + 1
(4.7)

where ρ is a parameter that modifies the relationship between DS and MS.

If we define the parameter λ′ as λ′ = ρ.λ, the expression for MS will be as

follows,
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4. Similarity Measure

MS =
σov

(ρ ·Dov + λ′) + σov · (1− λ′)
(4.8)

This similarity measure will be used to compare descriptors in order to

find correspondences between the point clouds. A more detailed explanation

is provided in [38].

4.3 Rotation matrix associated with the sim-

ilarity measure

Let us suppose that a correspondence a↔ b has been evaluated, which implies

that the corresponding points, w1pa and w2pb, and their normal vectors, w1na

and w2nb, are known (the left superindex indicates the coordinate system in

which they are expressed).

As seen in the previous section, when the similarity value MSmax between

two descriptors is obtained, the rotation index ka (associated with the cor-

respondence a ↔ b) is also determined. Therefore, by using this index, the

corresponding rotation matrix can be obtained, which will represent a rotation

of −ka · ρθ radians around the Za axis of the local coordinate system :

RZa (−ka · ρθ) =

 cos (ka · ρθ) sin (ka · ρθ) 0

−sin (ka · ρθ) cos (ka · ρθ) 0

0 0 1

 (4.9)

Its associated transformation matrix being:

TZa (−ka · ρθ) =

[
RZa(−ka · ρθ) 03×1

01×3 1

]
(4.10)
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Chapter 5

Correspondence Search

5.1 Introduction

We have designed an algorithm that searches for the rough correspondence of

a point of interest from one of the two point clouds. This algorithm evaluates

the similarity between the descriptor associated with that point of interest and

the descriptors that can be extracted around a point of interest in the other

point cloud.

Before applying the correspondence search algorithm it will be desirable to

reduce the number of points (if this is excessive) and select a set of points of

interest in the resulting cloud. These two operations can significantly reduce

the computation time with little decrease in effectiveness.

We propose an algorithm which reduces the amount of information in the

point cloud that uses the range image in which the point cloud is expressed

and then, which performs a data interpolation.

Although there are different methods for selecting points of interest in a

cloud, in our case we have designed one that takes into account the particular

characteristics of the CIRCON descriptor. Through a series of operations on the

reduced range image, points will be selected in which the CIRCON descriptor

is potentially more stable and has more discriminating power.
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Figure 5.1: To find the correspondence of a target point in cloud 2 (top right)
the search algorithm starts at a point of interest in cloud 1 (top left). CIRCON

images corresponding to these two points are shown below along with their
similarity value and rotation index k.

5.2 Correspondence Search Algorithm

This search algorithm is the core of the coarse alignment algorithm. It is based

on an iterative search of the greatest value of similarity measure using cells into

which the environment of a starting point of interest is divided. The chosen

stopping criterion ensures that this search is convergent, since the environment

where the correspondences are searched for is progressively reduced.

The algorithm will evaluate correspondences between different points of the

cloud 1 and a point of interest selected from cloud 2. The degree of validity of

two matching points is to be determined based on the similarity between their

CIRCON images: I1x (image of a point p1x in cloud 1) and I2 (target image).

Figure 5.1 shows a starting point in cloud 1 (top left) which is where the

search begins, and a target point in cloud 2 (top right), the aim being to find the

point in cloud 1 corresponding to that target point. The maximum similarity
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5.2. Correspondence Search Algorithm

between them (with a value of 0.12) occurs, in this case, when the rows of

the CIRCON image at the starting point are rotated clockwise two positions.

Since, in this example, the number of rows of the descriptors is ns = 12, an

index k = 2 implies a clockwise rotation of 60 degrees around the normal at

the starting point. To make the comparison easier for the reader’s eyes, the

CIRCON images shown in Figures 5.1 and 5.2 have been rotated the number of

positions indicated by the index k.

Figure 5.2 shows the results of the three iterations performed by the search

algorithm until the stop condition was found. For each iteration, the algorithm

performs as many similarity measure evaluations as the number of valid cells

in the distribution around the point of the previous iteration (one point is

extracted from each cell). In this case, the stop occurs because the result

obtained in iteration 3 coincides with the result of iteration 1, which implies

that, as the conditions in both iterations are identical, it would again repeat

the same sequence of results.

The similarity value that the algorithm returned in this case was MSc =

0.44 (with an index k1c = 8), which is the highest obtained in the three it-

erations. Therefore, the point obtained in the second iteration will be the

approximate correspondence, p1c, of the target point in cloud 2 (see Figure

5.1).

In summary, this correspondence search algorithm starts with a selected

point in cloud 1, p1x, with the aim of finding the correspondence of a target

point in cloud 2 of which its CIRCON image, I2, is known. After successive

iterations where point p1x is modified using the cell distribution around the

point of the previous iteration, and once the stopping condition is satisfied,

the result obtained is the point p1c with the highest similarity value (MSc) of

all iterations. k1c is also obtained (rotation index around the normal at p1c).

The algorithm ends when an iteration uses a starting point whose distance

to one of the previously used points is less than a preset δ (in our implement-

ation δ = ρr/16).
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Figure 5.2: Example of the path described by the correspondences with the
maximum similarity in each iteration (above) until convergence of the al-
gorithm occurs. CIRCON images of the three iterations are shown below along
with their similarity values and indices k.

5.3 Transformation Matrix associated with one

correspondence

When the correspondence search algorithm finds a correspondence a ↔ b,

a rough transformation matrix that aligns the two clouds of points can be

calculated using the following expression:

w2
b↔aTw1 =

[
w2
b↔aRw1

w2
b↔apw1org

01×3 1

]
(5.1)

where,

w2
b↔aRw1 = w2Rb ·RZa · w1RT

a (5.2)

24



5.3. Transformation Matrix associated with one correspondence

 

40 60 80 100 120 140 160 180 
20 

40 
60 

80 
100 

120 

60 

80 

100 

120 

140 

160 

180 

Figure 5.3: Rough alignment obtained from the correspondence shown in Fig-
ure 5.2. The two point clouds are expressed in the original coordinate system
of point cloud 2.

and

w2
b↔apw1org = w2pb − w2

b↔aRw1 · w1pa (5.3)

As is shown, the transformation matrix associated with a correspondence

a ↔ b depends only on the matching points w1pa and w2pb, on the normal

vectors (since w1Ra and w2Rb were constructed entirely with their components)

and on the index ka which expresses the rotation around the normal in w1pa

(since the matrix RZa is calculated using ka).

Applying Equation 5.1 to the correspondence shown in Figure 5.2, we ob-

tain the rough alignment shown in Figure 5.3.
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Chapter 6

Coarse Alignment Algorithm

6.1 Introduction

The algorithm presented in Section 5.2 begins with a single point of interest in

cloud 1 which is modified iteratively to find the approximate correspondence

of a point of interest in cloud 2. However, when two point clouds with a small

common part (low overlap) are to be aligned, it may be that, if both are partial,

a selected point in cloud 2 has no corresponding point in cloud 1. Therefore,

the alignment algorithm should select a number of points of interest in cloud

2, {p2i}, so that there is a greater likelihood of finding valid correspondences.

For each of those points, which we call ’target points ’, several searches for

its corresponding point in cloud 1 will be carried out using different levels

of resolution. These searches (following the algorithm described in Chapter 5)

should begin, for the first level, with a set of points of interest, {p1i}, previously

selected in cloud 1.

6.2 Algorithm description

The basic strategy of the alignment algorithm is to accelerate the search for

correspondences by using multiple resolution, which will subsequently enable

areas to be discarded when it is not probable to find the correspondence of the

target point p2y.
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Figure 6.1: Example of refinement of the correspondence at three resolution
levels. The target images are shown on the right.

Once the Correspondence Search Algorithm has found an approximate cor-

respondence for the first level, the resolution is increased and a new search

around this new starting point is performed but with smaller cells.

When the convergence of the search associated with the last resolution level

is achieved and the similarity value of the resulting correspondence is greater

than a value τMS
(nv), its corresponding Euclidean transformation is calculated

(using Equation 5.1) and its validity is checked. If the result of this check is

positive, the rough alignment of the two point clouds is determined by this

transformation.

Figure 6.1 shows how to obtain the correspondence of the same target point

as in Figure 5.1 through a progressive refinement at three resolution levels. As

resolution increases the search is refined and the number of iterations reduced.
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6.2. Algorithm description

Algorithm 6.1 Coarse Alignment of two point clouds.

1. Points of interest in cloud 1 {p1i} and cloud 2 {p2i} are selected.

2. while all the target points {p2i} have not been checked:

3. while all the starting points {p1i} have not been checked:

4. for the nv resolution levels of the CIRCON images:

5. Correspondence search algorithm is applied to search in cloud 1 (starting
with p1x) for the correspondence of a point of interest p2y. The output
data consist of the corresponding point p1c, the array of cells C1c, the
rotation index around the normal, k1c, and the similarity measure, MSc.

6. if MSc < τMS
(l), Go to step 12; else τMS

(l) = MSc, end if;

7. if level l is the last one:

(a) The Euclidean transformation w2
y↔cTw1 associated with the corres-

pondence is calculated.

(b) Two cells of C1c that meet certain conditions of angle between nor-
mals and distance with respect to two other cells in cloud 2 are
selected.

(c) Two correspondences between those cells are established: m ↔ n,
r ↔ s

(d) Using the points p1c, p1m, p1r from cloud 1 and the points p2y, p2n
and p2s from the cloud 2, a fictitious correspondence t1 ↔ t2 is
created and its associated Euclidean transformation is calculated:
w2
t1↔t2Tw1 .

(e) The distances dR and dt between the transformations w2
y↔cTw1 and

w2
t1↔t2Tw1 are calculated.

(f) if (dR < τR) and (dt < τt), The algorithm is ended. end if

8. end if
9. p1x = p1c
10. The next resolution level is prepared: ns = 2 · ns; nc = nc/2; k1c = 2 · k1c.
11. end for
12. p1x=Next point of {p1i} (if this point has not already been evaluated)
13. end while
14. p2y=Next point of {p2i}
15. end while
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Figure 6.2: Evaluation of the stopping criterion. The points pt1 and pt2 , and
their normal vectors, are obtained from the correspondence (a ↔ b) found
by the alignment algorithm and two additional correspondences (m ↔ n and
r ↔ s). The new correspondence t1 ↔ t2 will be used to calculate a more
robust Euclidean transformation.

6.3 Evaluation of the stopping criterion

When the algorithm has reached the final resolution level and has surpassed

the corresponding threshold τMS
(nv) (which is the maximum similarity value

found so far), it will carry out the evaluation of the stopping criterion of the

algorithm.

Figure 6.2 shows how the fictitious correspondence t1 ↔ t2 is obtained.

Then, a Euclidean transformation w2
t2↔t1Tw1 is calculated using Equation 5.1.

We will decide if the algorithm must end or continue based on the difference

between the transformations w2
b↔aTw1 and w2

t2↔t1Tw1 . To do this we use a measure

for the rotation and another for the translation.

Figure 6.3 shows the rough alignment obtained by the algorithm for the

correspondence found in the example in Figure 6.1 after checking the valid-

ity with τR = 4º y τt = 2mm. The result of applying the same Euclidean

transformation to the original point cloud is also shown.
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Figure 6.3: Coarse alignment of the reduced point clouds using the Euclidean
transformation obtained by the algorithm (left). Coarse alignment of the ori-
ginal point clouds (right).
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Chapter 7

Coarse Alignment Algorithm

based on Wavelet

Decomposition

In this chapter we describe an algorithm for 3D coarse alignment that uses a

strategy similar to that presented in Chapter 6, but in this case, descriptors are

generated from the simplified 3D shape (see Section 3.4.1 and [40]) obtained

from a basic descriptor (this must be built using the environment of the closest

point to the centre of mass of the point cloud). Then, the search for corres-

pondences is based on wavelet decomposition [26] of these basic descriptors.

This speeds up the search by reducing, for each resolution level, the number

of descriptors that must be evaluated. Finally, the information obtained by

this process is used for the calculation of a Euclidean transformation (trans-

lation and rotation) that allows a coarse alignment of the two point clouds to

be obtained. An interesting characteristic of this algorithm is that this Eu-

clidean transformation depends only on indices iS and jS (corresponding to

the row and column of the basic descriptor that determine the position of the

point whose associated descriptor provided the highest similarity value) and

the number of rows, kS, that were shifted to calculate that similarity value.

A more detailed explanation can be found in [41].
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Chapter 8

Vision System based on

CIRCON descriptor

The 3D vision system proposed obtains a three-dimensional reconstruction of

an object placed on a rotating platform and also generates a CIRCON descriptor

that will facilitate the alignment of the point cloud with one from another scan

or with the complete object model.

This vision system uses a variant of the active triangulation method. As

shown in Figure 8.1, its structure is composed of two cameras on either side

of the platform that will remain fixed while rotating the object. For each

predetermined angle, the laser projector illuminates an object contour. Then,

the two images acquired by the cameras are processed by a computer to obtain

the three-dimensional reconstruction of the contour just before the platform is

moved to the next position.

As both the laser plane and the cameras are calibrated, the points which

are only seen by one of the two cameras can be obtained by active triangula-

tion. Furthermore, in order to avoid some parts not being illuminated due to

occlusions caused by the object itself, two mirrors are placed for reprojecting

the laser and so those regions are illuminated.

The points acquired for each contour can be stored following the matrix

structure of the CIRCON descriptor. Note that, because the CIRCON image is

built with coded radial contours, two rows of the matrix are filled (the rows
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8. Vision System based on CIRCON descriptor

Figure 8.1: 3D vision system proposed.

i and i + N), for each reconstructed contour i (where N is the number of

predetermined angles of rotation and equal to ns/2).

The descriptor obtained can be used directly for tasks that involve both

the recognition of the object placed on the platform and the estimation of

its pose. Besides, the vision system presented could be integrated with a

robotic manipulator by mounting the cameras and the laser on it, so the wrist

rotation can be used to rotate them at the same time while the objects remain

stationary on a flat surface or stacked in a container. This setup could be

useful for automatic object capture, so, if the rotation axis points toward one

of the object points, the resulting CIRCON descriptor will be centred on this

point and it may be compared with that of the model to determine the position

and orientation of the object.

A more detailed description of this 3D vision system can be found in [39].

36



Chapter 9

Adaptation of ICP Algorithm

As discussed in the State of the Art, the fine alignment algorithms need an ini-

tial Euclidean transformation that roughly aligns the two point clouds. Using

this starting alignment, correspondences between points are established (based

mainly in proximity) and they are used to calculate a new transformation mat-

rix that will be refined iteratively.

In this case, the ICP algorithm will be adapted to take advantage of the

data set that is provided by the 3D alignment algorithm described in Chapter

6. The Euclidean transformation found is used to initialize the ICP algorithm,

while the arrays, C1 and C2, containing the indices of the points of each cloud

distributed in cells around a central point, will be used to establish the corres-

pondences.

By assigning to each correspondence a weight wk which depends on its

distance from the central point of the CIRCON image, more distant corres-

pondences will be taken account to a greater extent in the calculation of the

Euclidean transformation. In this way we try to prevent alignment error being

greater at these points. In order to calculate the transformation matrix, we

use an adaptation of the closed-form solution presented by Maurer in [28].

Another way to avoid this problem is to use one or two additional cell

distributions at points of interest that are sufficiently far away from the one

obtained by the coarse alignment algorithm. This allows different correspond-

ences to be obtained which will mean the transformation is less affected by
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9. Adaptation of ICP Algorithm

errors from the most distant correspondences.
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Chapter 10

Results

10.1 Introduction

The experiments that were carried out, which are presented in this chapter,

have two main aims:

� To show that the similarity measure is able to select the best correspond-

ence for different degrees of overlap when the descriptors are built using the

points of the reduced partial clouds (Section 10.2).

� To apply the alignment algorithm to point clouds from different sources

and show its robustness in finding a coarse rigid transformation (Section 10.3).

In all the experiments we use three resolution levels with 12, 24 and 48

angular divisions, since this allows a balance between a suitable description of

the point-of-interest environment and a low computational requirement.

10.2 Evaluation of the similarity measure

In this experiment we compare the 3D alignment results obtained with the

similarity measure presented in Chapter 4 with those obtained using two com-

monly used similarity measures for 3D alignment algorithms: correlation coef-

ficient and mutual information.

The objective of this experiment is to characterize how the algorithm, de-

scribed in Chapter 6, behaves with each of these three measures of similarity
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Figure 10.1: Range images of the object ’ducky’ used to evaluate the similarity
measure.

when the percentage of overlap of the two point clouds is changed.

To make this comparison we use synthetic range images (obtained from the

database in [19]) which are modified to obtain two partial point clouds that

are not aligned and have a certain percentage of overlap. Figure 10.1 shows

the range images used for the object ’ducky’.

By cropping the range images we obtained different degrees of overlap and

then, one of the two resulting point clouds is rotated and translated. The

algorithm must find the transformation matrix that was used.

We test the algorithm performance for five range images from five different

objects using three similarity measures: the one proposed, mutual information

and correlation coefficient. Then, the degree of overlap is varied and the num-

ber of points of the cloud (before cropping) is increased until the rotation error

is less than 5 degrees and the translation error is less than 5 mm. We begin

using a reduced range image whose rows or columns are 15 and then, if the

error requirements are not met, we use a reduced range image with five more

rows or columns and so on until the rotation and translation errors are smaller

than the preset errors. We establish a maximum size of 80 rows or columns

for the reduced range images. If this limit is reached we consider that the

algorithm fails because it does not find a proper alignment using a reasonable

size for the reduced range images.

Figure 10.2 shows, for the object ’ducky’, how the similarity proposed is

able to find a proper alignment for the range images ’ducky01’, ’ducky02’

and ’ducky03’ with an overlap ratio equal to 0.2. However, using mutual

information as the similarity measure, the algorithm only finds a good solution
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10.3. Point cloud alignment

for the range image ’ducky03’ which uses more points than the one that our

measure finds. Moreover, using the correlation coefficient, the algorithm starts

to fail when the overlap ratio is less than 0.5.

Note that, using the similarity measure proposed with an overlap ratio of

0.3, a proper alignment was found for the five range images, while only one was

found with the mutual information and none with the correlation coefficient.

Note also that, only one alignment with the similarity measure proposed

( ’ducky05’ with overlap 0.3), needs a reduced cloud with a number of points

greater than 1500. However, for this range image, the other two similarity

measures, MI and CC, only find a good solution for an overlap of 0.5 and 0.6

respectively.

If the ovelap ratio is less than 0.2 the algorithm fails in all cases with the

requirements we have fixed.

10.3 Point cloud alignment

The 3D alignment algorithm presented in Chapter 6 was tested with different

types of point clouds: synthetic data and real data (from a laser scanner and

from a time-of-flight camera) in order to demonstrate its performance in both

cases. The first type of data is used to compare the algorithm with other

methods and the second one to show how it performs in real world conditions.

10.3.1 Synthetic point clouds

In order to compare the proposed alignment algorithm with some of the existing

ones we use some objects that were employed in comparative studies such as

[32, 46, 31]).

The data used correspond to partial clouds of different objects from the

database of range images of the University of Stuttgart [19]. The errors that

appear in the footnotes of the figures correspond to the rotation and translation

errors of the rough transformation with respect to a Euclidean transformation

previously obtained with the adaptation of the ICP algorithm (since it provides

a fine alignment of the two point clouds).
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Figure 10.2: Algorithm performance with three similarity measures and five
range images from the object ’ducky’: the one proposed (SM), mutual inform-
ation (MI) and correlation coefficient (CC). The degree of overlap is varied
and the number of points in the cloud (before cropping) is increased until the
rotation error is less than 5 degrees and the translation error is less than 5
mm.

Figure 10.3 shows an example of the results obtained by the coarse align-

ment algorithm proposed in this thesis with one of the test objects. In this

case, the range images have low overlap but the two descriptors with the highest

similarity value provide a quite good alignment.

Figure 10.4 shows an example for one of the objects used in the comparative

study in [32]. The spin images provided, in that case, a bad alignment for the

same object.
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10.3. Point cloud alignment
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Figure 10.3: Alignment of two range images for the object ’hip’. (a) Range im-
ages. (b) Corresponding points (normal vector in magenta) which obtained the
maximum similarity value. (c) CIRCON images associated with those points.
(d) Alignment: reduced cloud (left) and 3D rendering using the original point
clouds (right). Rotation error: 1.1909º. Translation error: 0.7436 mm.
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Figure 10.4: Alignment obtained by the algorithm for the object ’Foot’. (a)
Corresponding points (normal vector in magenta) that obtained the maximum
similarity value. (b) CIRCON images associated with those points. (c) Align-
ment: reduced cloud (left) and 3D rendering using the original point clouds
(right). Rotation error: 0.3668º. Translation error: 0.6111 mm.

10.3.2 Point clouds from laser scanners

The alignment algorithm was tested with point clouds taken from the laser

triangulation scanner shown in Figure 10.5. Figure 10.6 shows an example of

the alignment obtained for two range images acquired with this device.
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10.3. Point cloud alignment

Figure 10.5: Laser scanner used to acquire the range images.
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Figure 10.6: Alignment of two range images from a laser scanner. (a) Range
images. (b) Corresponding points (normal vector in magenta) which obtained
the maximum similarity value. (c) CIRCON images associated with those
points. (d) Alignment: reduced cloud (left) and 3D rendering using the ori-
ginal point clouds (right). Rotation error: 1.7427º. Translation error: 0.7638
mm.
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10. Results

10.3.3 Point clouds from time-of-flight cameras

Another way to obtain three-dimensional information is through time-of-flight

cameras. In this case we used the model SR4000 of MESA Imaging AG (see

Figure 10.7), which provides range images of 176 × 144 pixels almost in real

time. This camera has a measuring range that goes from 0.8m to 5m with

an absolute accuracy of ±10mm, which can result in substantial variation of

the position of the points on the object surfaces. However we will use objects

that have dimensions exceeding 20cm in length, so that the lack of resolution

and precision of the camera is compensated by a sufficient number of surface

points. Figures 10.8 and 10.9 show how the algorithm is capable of aligning

point clouds from TOF cameras.

Figure 10.7: TOF Camera used in our experiments.

Figure 10.8: (a) Range images acquired by the TOF Camera shown in Figure
10.7. (b) Initial misalignment between the two corresponding point clouds.
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10.4. 3D alignment using point clouds from different devices

Figure 10.9: Similar CIRCON images that were found in the point clouds shown
in Figure 10.8 (above). Coarse alignment obtained by the algorithm (below).

10.4 3D alignment using point clouds from dif-

ferent devices

The algorithm was also tested by aligning range images obtained from different

devices: a TOF camera and a laser scanner. An example is shown in Figure

10.10. In spite of the low density and precision of the point cloud from the

TOF camera, a quite acceptable alignment is obtained, since the algorithm

finds a correspondence with two similar CIRCON images.
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Figure 10.10: 3D alignment using range images from different devices: one
from a TOF camera (left) and one from a triangulation laser scanner (right).
(a) Range images. (b) Corresponding points (normal vector in magenta) that
obtained the maximum similarity value. (c) CIRCON images associated with
those points. (d) Alignment: reduced cloud (left) and 3D rendering using the
original point clouds (right).

10.5 3D Alignment in cluttered scenes

Figure 10.11 shows how the coarse alignment algorithm can be used to determ-

ine the pose of an object in a cluttered scene. The only difference compared
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10.5. 3D Alignment in cluttered scenes

with the previous results is that the radius of the point-of-interest environment

has been limited to the maximum radius that can be obtained for the object

(in this example, this limit is fixed in 120 mm). 
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(d) 

Figure 10.11: 3D alignment in cluttered scenes (point-of-interest environment
radius equal to 120 mm). (a) Range images: scene (left) and object model
(right). (b) Corresponding points (normal vector in magenta) that obtained
the maximum similarity value. (c) CIRCON images associated with those
points. (d) Alignment: reduced cloud (left) and 3D rendering using the ori-
ginal point clouds (right).
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Chapter 11

Conclusions and Future Work

11.1 Conclusions

Within the problem of robotic object manipulation, we aimed at obtaining

the position and orientation of the objects using the information provided

by 3D acquisition devices such as laser scanners or time-of-flight cameras. If

an object model is available, this problem can be reduced to finding a rigid

transformation that aligns two point clouds (scene and model) whose relative

positions and orientations are unknown. In addition, the point cloud alignment

can be used to build 3D models even in complex object recognition tasks such

as the ’Bin Picking Problem’.

After reviewing the state of the art, the following problems were found

in the most significant alignment algorithms: lack of generality (they work

well with objects of a given topology), excessive computation time, problems

with symmetries, misbehaviour when point clouds have low density and when

they overlap each other in a small region, need for a method to discard false

correspondences and for a valid correspondence group to obtain the Euclidean

transformation. All the methods reviewed show, to a greater or lesser extent,

at least two of these drawbacks.

The three characteristics to which we have given more importance when

designing our alignment algorithm are: it must have no restrictions regarding

the type of objects that can be used, a good performance in the presence of
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11. Conclusions and Future Work

symmetries (which is quite common in industrial parts) and good behaviour

when the overlap and the density of the point clouds are low. However, we

have also taken into account the rest of the problems that may occur.

Considering the characteristic of generality, the algorithm based on spin

images is perhaps the method that has the best performance. However, it does

not work well with symmetrical objects or when some regions of the objects

are repeated (due to an excessive locality). Moreover, this method (as well

as others studied) needs to obtain a group of correspondences to compute a

Euclidean transformation that roughly aligns the point clouds. Furthermore,

since the process of finding correspondences does not suitably discard those

that are false, it is necessary to carry out an evaluation process to establish

correspondence groups that have geometric consistency.

To avoid the problems mentioned, we propose a descriptor which represents

the local geometry around the points of interest selected from the clouds.

Unlike the spin images or 3D shape contexts (for some examples), the

proposed descriptor does not use histograms, but the pixel values represent

the height values of cells into which the neighbourhood of a point of interest is

divided. This favours its use with point clouds of low density and low overlap,

since the value of the pixels in the descriptor does not depend on the number

of points per cell, but it is enough to have a single point in a cell so that its

corresponding pixel can be assigned a value.

Moreover, unlike the local log-polar range images that use a logarithmic

radial division, our descriptor uses a linear one, so the description of the

point-of-interest environment will be more detailed and therefore, the sim-

ilarity between descriptors can be better evaluated. Furthermore, we took

advantage of its matrix structure and its geometric properties to design a sim-

ilarity measure based on distances between its pixels, since they are closely

related to the distance between the points of the cloud. In addition to allow-

ing the classification of correspondences based on distance and on the degree

of overlap of the descriptors, the evaluation of similarity measure will provide

extra information. Instead of trying to make the descriptor invariant to ro-

tation, we take advantage of its property of being cyclical to determine the

row shift that produces the highest similarity and then, to calculate a rotation
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11.1. Conclusions

matrix around the normal of the point of interest. This enables the calculation

of a Euclidean transformation matrix using only one correspondence.

Furthermore, having designed a similarity measure that exploits the spe-

cific characteristics of the descriptor and takes into account the percentage of

overlap (and not the absolute number of the overlapping pixels, as in the al-

gorithm based on spin images), the radius of the point-of-interest environment

(and thus the discriminant power) can be increased and thus the problems

with symmetries and repeated regions can be avoided.

Another important advantage is that our algorithm can finish at any time,

it does not need to necessarily evaluate all combinations between the points

of interest of both clouds. When a correspondence has a similarity value that

exceeds the maximum value found until that moment, we evaluate the stopping

criterion. This criterion is based on two measures of distance (one for rotation

and one for translation) between the Euclidean transformations associated with

the current correspondence and with a fictitious correspondence created from

the current one and two others that are obtained from two corresponding cells

of the distribution around the point found by the algorithm. In other words,

the proposed algorithm does not need to carry out an evaluation process of

the correspondences in order to create geometrically consistent groups.

On the other hand, the results show that the similarity measure supports

low densities when the overlap is high and that, when this decreases, the point

cloud density must be increased to maintain the rotation and translation errors

within the predetermined limits. It has also been observed that the algorithm

performs reasonably well with objects of different topology, in conditions of

low overlap and low density of the point cloud, besides being able to align

point clouds from different devices and different densities. However, when the

overlap is very low (less than 20%) the alignment algorithm tends to select

false correspondences; the same occurs when the density of the point clouds is

very low (in this case, the probability of obtaining a good alignment is more

dependent on the object topology ).

In order to accelerate the search for correspondences we also proposed a

version that uses a multilevel wavelet decomposition of the CIRCON image

at the nearest point to the centroid of each cloud. This algorithm uses the
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11. Conclusions and Future Work

simplified 3D shape of point cloud 1 (which can be obtained from the wavelet

approximations of that basic descriptor) to build new descriptors and evaluate

their correspondence with the basic descriptor of point cloud 2. Although this

significantly reduces the execution time of the algorithm (since it uses point

clouds of very low density), it is also true that their success depends largely on

the object topology. As all evaluated descriptors are built up from the basic

descriptor information, the normal vector at a large number of points in the

cloud can not be very different from that of the point of interest where that

basic descriptor was generated. For that reason, this simplified version of the

original algorithm should only be used when objects meet these requirements

because, otherwise, the possibility of obtaining a good alignment is significantly

reduced.

11.2 Contributions

We consider that this thesis makes the following contributions to 3D point

cloud alignment:

� We have proposed a new descriptor (CIRCON) which represents, through

a cyclical image, the geometry of the environment of a point of interest

in the cloud. In order to construct the image matrix we distribute the

points in sectors which, in turn, are divided into cells that have the same

radial length. The values of the matrix elements represent the maximum

z coordinate of the points contained in their corresponding cells.

� We designed a similarity measure that takes into account both the dis-

tances between the pixels of the descriptors as their degree of overlap.

It also takes advantage of the cyclical nature of the descriptor to obtain,

along with the similarity value, an index that represents the rotation

around the normal at the point of interest. Since the descriptors can

be compared without having to restrict the neighbourhood of the point

of interest, the discriminant power could be increased in order to avoid

problems of misalignment when the objects have symmetries or repeated

regions.
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11.2. Contributions

� With the descriptor and the similarity measure proposed a Euclidean

transformation matrix can be calculated by determining one single cor-

respondence.

� We have designed a coarse alignment algorithm that combines the descriptor

and similarity measure proposed in order to classify the correspondences

according to their similarity value and thus reduce the occurrence of

false matches. One of the main advantages of this algorithm is that it

has a chance to finish when it finds a correspondence that exceeds the

maximum similarity value found until that moment.

� We propose a stopping criterion for the alignment algorithm that also

takes into account the characteristics of the descriptor. It uses the corres-

pondence found and the cells in which the points are distributed to create

a fictitious correspondence with which another transformation matrix is

computed. Then this matrix is compared with that obtained by the al-

gorithm. The execution is stopped if a distance measure for the rotation

and another for the translation do not exceed their respective thresholds.

� We have designed an algorithm based on wavelet decomposition of the

descriptors and the use of the simplified 3D shape to build new descriptors

with which to evaluate the correspondences. This simplified algorithm is

recommended only for the alignment of objects that have a predominant

direction of the normal vectors.

� We have proposed a vision system based on CIRCON descriptor that uses

active laser triangulation to reconstruct radial contours of objects. We

also propose a method to adapt this vision system for mounting on a

robotic manipulator.

� We propose an adaptation of the ICP algorithm that establishes new

correspondences between the point clouds by using the cell distributions

around the points of interest that obtained the highest similarity value

in the alignment algorithm. These correspondences allow an iterative
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refinement of the Euclidean transformation obtained by the coarse align-

ment algorithm.

11.3 Future work

Although the main objectives we set ourselves in this thesis have been covered,

there are still several aspects that could be improved. Thus, we consider that

the future work line should seek to address the following issues:

� Although a method of selecting the similarity measure parameters is pro-

posed, we believe that the algorithm’s effectiveness could be increased if

we select these parameters using a genetic algorithm that finds the op-

timal pair to correctly classify the correspondences between point clouds

from different object topology and with varying degrees of overlap.

� The results show that the proposed algorithm is able to find a proper

alignment despite using simple criteria for selecting the points of interest.

However, in some cases these starting points are not the most appropriate

and the algorithm has to perform more iterations than necessary. As one

of the advantages of our proposed algorithm is that it can end at the

time it finds a correspondence that has high similarity and that meets

the stopping criterion, if the points of interest are appropriately selected,

it is very likely that the algorithm could end after the first iterations on

the majority of occasions.

� Other possible improvements could address to the reduction of point

clouds. The simple reduction algorithm that we use shows, according to

the results, that our algorithm is robust enough to find a suitable coarse

alignment. However, it might be interesting to use a reduction algorithm

that preserves more information from the original point cloud.

� We can also pay attention to the implementation. The algorithm has

been implemented in Matlab®, so its efficiency could be improved if the

algorithm were programmed in another high-level language.
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11.3. Future work

� We will use our experience in pose determination with ultrasound vision

[23, 24, 33] to extend the algorithm to the alignment of ultrasound data

and range images from laser scanners and TOF cameras.

� As already mentioned, besides being used to determine the position and

orientation of objects given their corresponding model, the alignment

algorithm could also be used to recognize objects in complex situations

in which they are stacked and mixed with other different objects (’Bin

picking problem’). This will be the preferential future work line due to

its great difficulty and challenge.
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