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Chapter 1

Introduction

This work proposes a new numerical technique: the eXtended Hybridizable Discon-

tinuous Galerkin (X-HDG) Method, to solve efficiently problems including moving

boundaries and interfaces. It aims to outperform available methods and improve the

results by inheriting favored properties of HDG together with an explicit interface

definition.

Problems where distinct materials or fluids are involved are named interface prob-

lems and they are widely encountered in both academical and practical applications.

From crack modeling to the Stefan problem or any multi-field implementation, scien-

tists have been searching for better ways to tackle interface problems for decades now.

X-HDG combines the Hybridizable Discontinuous Galerkin (HDG) Method with an

eXtended Finite Element (X-FEM) philosophy together with a level set description

of the interface, to form an hp convergent, high order unfitted numerical method.

HDG outperforms other DG methods for problems involving self-adjoint operators,

due to its hybridization and superconvergence properties. The hybridization process

drastically reduces the number of degrees of freedom in the discrete problem, simi-

larly to static condensation in the context of high-order Continuous Galerkin (CG),

see for instance Giorgiani et al. [2013b]. On other hand, HDG is based on a mixed

formulation that, differently to CG or other Discontinuous Galerkin (DG) methods,

is stable even when all variables (primal unknowns and derivatives) are approximated

with polynomials of the same degree k. As a result, convergence of order k + 1 in

the L2 norm is proved not only for the primal unknown, but also for its derivatives.

Therefore, a simple element-by-element postprocess of the derivatives leads to a su-
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1. Introduction

perconvergent approximation of the primal variables, with convergence of order k+ 2

in the L2 norm. X-HDG inherits these favored properties of HDG in front of CG

and DG methods; moreover, thanks to the level set description of interfaces, costly

re meshing is avoided dealing with moving interfaces. This work demonstrates that

X-HDG keeps the optimal and superconvergence of HDG with no need of mesh fitting

to the interface.

In the next section, a historical overview regarding the methods used to solve

interface problems is presented. The main objectives and contributions of this work

are listed in Section 1.2 and some preliminaries are added in Section 1.3 to ease the

understanding of the rest of the document.

1.1 Interface Problems, a historical overview

Today, approximately 2100 years after the day that Archimedes run naked through

the streets of Syracuse, we are already using numerical methods to analyze any nat-

ural phenomenon with computer power moreover this relatively new discipline called

computational mechanics is advancing at a very high pace.

In computational mechanics, almost any phenomena can be analyzed by follow-

ing some “simple” steps. First, a mathematical model—which usually is a partial

differential equation (PDE)—needs to be derived. Then, discretization converts the

PDE into a system of algebraic equations. Different strategies used in discretization

process are studied in the field of numerical methods. Finally, with the aid of compu-

tational tools the discretized equations are solved and the results are verified. Next

we will see how the interface problems have been treated through time using different

numerical methods.

1.1.1 Interface Problems with Continuous Methods

Let us start this overview with the most commonly used Continuous Galerkin Method

(CGM): the Finite Element Method (FEM). Early history of FEM starts with Turner

et al. [1956] who was the pioneer engineer to invent the method —which by the time

was called “Direct Stiffness Method”— to discretize the delta wing working at Boeing

over the period 1950–1962. Turner’s summer school intern Clough [1960] was the first

who called the method as “Finite Element Method” (FEM). After that, in late 60s

and early 70s, the FE Method was generalized and used for the numerical modeling of

2



1.1. Interface Problems, a historical overview

physical systems in a wide variety of engineering disciplines such as electromagnetism,

heat transfer and fluid dynamics.

Being among the early contributors of FEM, Ergatoudis et al. [1968] introduced

the novel isoparametric element concept while Zienkiewicz and Cheung [1965] ex-

tended the method to field problems. After that, countless contributions have been

made in the context of the Finite Element Method; for a complete overview, see e.g

Zienkiewicz et al. [2005].

Soon after, Babuška [1970] turned the attention to the elliptic interface problem

with discontinuous coefficients and made a first attempt to solve it using an unfitted

method. The finite element approximation was based on a mesh that is independent of

the interface. The idea was to penalize the jump at the interface and approximating

this penalized problem. Even though only O(h0.5) convergence rate in H1 norm for

all k ≥ 2 was achieved, it was an important attempt to open the path to handle

interface problems with continuous methods.

Later, various methods were proposed to treat interface problems over unfitted

meshes, among them penalty methods, immersed boundary methods or the fictitious

domain methods can be counted. Unfitted methods are often combined with the

popular level set method (Osher and Sethian [1988]) which allows implicit interface

definition by means of the zero level set of a function of one higher dimension.

Barrett and Elliott [1987] further studied the penalty method proposed by Babuška

[1970], and for a properly chosen penalty parameter, optimal convergence in H1 norm

was proved. Influenced by Peskin and Mcqueen [1989], the immersed interface method

proposed by Leveque and Li [1994] implemented a finite difference type discretization

to cope with elliptic interface problems. The method was also applied to other inter-

face problems such as Stokes flow see Leveque and Li [1997], or the one-dimensional

moving interface problem see Li [1997] and Hele-Shaw flow by Hou et al. [1997].

However, the final linear systems obtained with the immersed interface method were

non-symmetric and indefinite. Moreover, the method was proved to converge only up

to second order. An important contribution was proposed by Burman and Hansbo

[2012] with the fictitious domain method. Level-set defined interface cuts through

the computational mesh and optimal a priori error estimates in H1 and L2 norms are

proved for linear elements.

Among unfitted methods in the FE framework, the eXtended Finite Element

Method (X-FEM) is surely the one that is most widely implemented. The method
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was proposed by Moës et al. [1999] to model the crack growth without remeshing.

An enriched approximation is utilized near the crack to incorporate the discontinuity

through the partition of unity method of Melenk and Babuška [1996]. The results

obtained were pretty convincing and X-FEM was soon widely implemented.

Sukumar et al. [2001] used X-FEM to solve void and inclusion problems, where

optimal convergence in the energy norm was reached only for void problems using

linear elements. On the other hand, no optimal convergence was reached for inclu-

sion problems, not even with linear elements. Hansbo and Hansbo [2002] proposed

an interface position free, stable FE method for second order elliptic problems and

optimum order of convergence was demonstrated in the L2 norm for linear elements.

Further in Becker et al. [2009] the same strategy was applied to the Stokes interface

problem and yet again optimum convergence was shown using linear elements. An-

navarapu et al. [2012] extended Hansbo’s work for special cases and proposed a robust

Nitsche formulation for interface problems. Furthermore Ji et al. [2002] successfully

applied X-FEM to a phase change problem and a good match with the analytical

solution was observed. Sala Lardies et al. [2012] on the other hand, implemented

X-FEM using high order elements and enrichment functions for inclusion and bima-

terial problems where optimum convergence is demonstrated in the L2 norm. For a

complete overview on X-FEM and its applications see the excellent work by Fries and

Belytschko [2010].

In conclusion, to the author’s best knowledge and as they are cited above, various

numerical methods in the Continuous Galerkin framework successfully tackle interface

problems; both high and low order and over fitted and unfitted meshes. How the

interface problems are treated using discontinuous methods is presented next.

1.1.2 Interface Problems with Discontinuous Methods

Reed and Hill [1973] introduced the “Discontinuous Galerkin” (DG) method to the

community where it was proved that a discontinuous flux definition across elemental

boundaries leads to better results than using a continuous flux definition for a neu-

tron transport problem. The function space used in the DG method was the same

for the continuous method, but with relaxed continuity at interelement boundaries.

The basis functions in DG can be chosen so that either the field variable, its deriva-

tives, or generally both, are considered discontinuous across the element boundaries,

while the overall continuity in the domain is maintained. DG inherits the advantages
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of both FE and Finite Difference (FD) methods. After its advantages against con-

tinuous methods had been revealed, countless contributions were made and various

discontinuous Galerkin methods were derived through the time. Arnold et al. [2001]

compared different discontinuous Galerkin methods proposed over time. For curious

reader this work is highly suggested.

Guyomarch et al. [2009] studied a class of discontinuous Galerkin methods for

elliptic interface problems which was shown to be optimally convergent in the L2

norm with fitted meshes.

Fidkowski and Darmofal [2007] introduced DG with the immersed boundary

method (IBM) Peskin [1972], analyzing steady compressible flow with a computa-

tional cost comparison against the fitted boundary case, when the error tolerance

is fixed. DG, together with IBM, proved to achieve a desired accuracy with fewer

degrees of freedom. Later, Bastian and Engwer [2009] considered high order unfitted

DG to solve Poisson type porous flow problem where optimum convergence rates were

achieved for high order of approximation. Massjung [2012] proposed an unfitted DG

method for the second order elliptic problem, a generalization of the idea proposed

by Hansbo and Hansbo [2002], where optimal h and suboptimal p convergence was

demonstrated in the L2 norm. More recently Wang and Chen [2014] implemented

an unfitted DG where optimal error estimates in the energy norm for the primal

unknown and for its derivative were obtained, however, only with linear elements.

Even though DG methods have several advantages compared to continuous meth-

ods —such as intrinsic stabilization, suitability for code vectorization, parallel compu-

tation and adaptivity—, and different proposals successfully handled interface prob-

lems even using high order approximations, it is well known that for a fixed mesh

and fixed approximation degree, the total number of degrees of freedom in the final

system obtained using DG methods is higher than with CG methods.

However, this major drawback is overcome with the Hybridized Discontinuous

Galerkin (HDG) method, where in next section a closer look to the method is pre-

sented.

1.1.3 Hybridized Discontinuous Galerkin Method and Its

Application to Interface Problems

The Hybridized Discontinuous Galerkin (HDG) Method was proposed by Cockburn

et al. [2009] where the authors achieved to hybridize DG method, with an idea similar
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to static condensation in CGM see Giorgiani et al. [2013b]. In the resulting linear

system, the number of degrees of freedom is reduced dramatically, while all the ad-

vantageous properties of DG are inherited see Peraire and Persson [2008], Montlaur

et al. [2008]. Moreover with HDG, convergence of order k + 1 in the L2 norm is

proved not only for the primal unknown, but also for its derivative see Cockburn

et al. [2008], Cockburn et al. [2012] leading to a super convergent —order k + 2—

post processed solution, where k is the polynomial degree of approximation. HDG

became very popular in the community very fast and was applied in all kinds of prob-

lems, for its application to the Stokes and Navier-Stokes equations see for example

Cockburn et al. [2011], Nguyen et al. [2010], Nguyen et al. [2011] or for an efficiency

study against CG methods see Kirby et al. [2011], Giorgiani et al. [2013b], Huerta

et al. [2013].

Even tough HDG is very popular in the CFD community there is not much of

work done for the solution of interface problems with HDG. In Wang and Khoo [2013]

HDG was applied to solve Stokes interface problem with a fitted mesh, requiring a

proper interface description using computational mesh. Similarly in Huynh et al.

[2013] HDG was used to solve a Poisson interface problem with a fitted mesh. In

Dong et al. [2016] the authors proposed an HDG method for unfitted meshes, based

on the use of ansatz functions that are defined in the whole computational domain

and represent the discontinuities over the interface. However, convergence was proved

up to second order only, and numerical examples show that higher order convergence

may not be reached in general. In Cockburn et al. [2014] and Cockburn and Solano

[2014] a methodology based on extrapolation of the solution to the boundary from

nodal values of the mesh using unfitted meshes was proposed. However, restrictions

on the distance from the computational mesh to the boundary to ensure optimal

convergence limit the applicability of the method.

This work proposes an alternative strategy for the HDG solution of interface

problems, based on an eXtended Finite Element (X-FEM) philosophy, the Extended

Hybridizable Discontinuous Galerkin (X-HDG) method. A level set definition is used

for the geometrical representation of the interface leading to a single computational

mesh. As the interface cuts through some of the elements and faces, a proper nu-

merical integration at those elements and faces is implemented see Sala Lardies et al.

[2012] and section 1.3.3. In case of material interfaces, a proper enrichment is intro-

duced. In case of moving interfaces, constant re-meshing is avoided. Overall, X-HDG
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aims to inherit all the desired properties of HDG while removing the fitted mesh

restriction to treat interface problems in a better, alternative way.

1.2 Objectives and document structure

This work proposes a new numerical technique to treat interface problems: the eX-

tended Hybridizable Discontinuous Galerkin (X-HDG) Method. The aim is to out-

perform available methods by inheriting favored properties of HDG such as its hybrid

nature, element by element fashion, stabilization or suitability to code vectorization

but most importantly its optimum and super convergence. In the context of second

order elliptic and Stokes interfaces; as well as with moving interfaces, the goal is

to demonstrate a high order, unfitted, optimal and super convergent method where

high order accurate meshing, or re-meshing costs are avoided. By inheriting the con-

vergence properties of HDG, X-HDG as well aims to demonstrate its strong point,

a k + 1 convergent solution gradient, leading to improved results solving moving

interface problems compared to available methods.

The objectives being set, next, the structure of this document is presented.

• X-HDG for Second Order Elliptic Void Problems: The X-HDG method

is derived and implemented to solve the steady-state Laplace equation on a

domain where the interface separates a single material from the void. The

modified weak form for cut elements is presented in Sections 2.1.2 and 2.2

where a Dirichlet or Neumann boundary condition is imposed on a complex

boundary that is not captured by the computational mesh. The accuracy and

the convergence of X-HDG is tested over examples with manufactured solutions

in section 2.3. The results are compared with fitted mesh and the standard HDG

method. The work presented in Chapter 2 can also be found in Gürkan et al.

[2016].

• X-HDG for Second Order Elliptic Bimaterial Problems: The X-HDG

for second order elliptic bimaterial problems is studied in Chapter 3. The

modified local problem for cut elements and faces is presented in section 3.1.2.

For the discretization, enriched spaces are used for both elemental and facial

variables to capture the discontinuities within the element. The formulation is

verified through numerical examples in section 3.2. An example including multi
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materials is studied in 3.2.5 where the results are compared with standard X-

FEM.

• X-HDG for Stokes Problem: In Chapters 4 and 5, the X-HDG method

is derived and implemented to solve Stokes interface problem. Modified local

problem is derived for cut elements and faces in sections 4.1, 4.3 and 5.1 for

Neumann voids, Dirichlet voids and for bimaterial interfaces, respectively. The

applicability of X-HDG is proved through several examples and documented in

4.5 and 5.3.

• X-HDG for moving interfaces: X-HDG for moving interfaces is studied in

Chapter 6. A transient Laplace problem is considered, where the time depen-

dent term is discretized using the backward Euler method. The local problem is

presented in Sections 6.2 and 6.3 for standard and cut elements, respectively. A

constant speed collapsing circle example together with two phase Stefan prob-

lem are analyzed in section 6.5, numerical examples.

1.3 Preliminaries

For a better understanding of upcoming chapters, here, the standard HDG discretiza-

tion is recalled for second order elliptic equations in Section 1.3.1 and Stokes equations

in Section 1.3.2. This section is relevant since, in the X-HDG setting, the elements

in the domain which are not cut by the interface are discretized following standard

HDG setting i.e., as it is explained next.

1.3.1 Hybridizable Discontinuous Galerkin Method for

Second Order Elliptic Equation

Let Ω ⊂ Rd be a domain with an exterior boundary ∂Ω. The following problem is

considered,

−∇ · (ν∇u) = f in Ω

u = uD on ΓD

−ν∇u · n = gN on ΓN ,

(1.1)

where u is the solution, ν is a material coefficient, f is a given source term, uD

are prescribed values on the Dirichlet boundary and g is the prescribed flux on the

Neumann boundary with ∂Ω = ΓD ∪ ΓN .
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The domain Ω is now assumed to be partitioned by a finite element mesh with

nel disjoint elements Ki, such that

Ω =
nel⋃
i=1

Ki, Ki ∩Kj = ∅ for i 6= j. (1.2)

The union of all nfc faces Γi (sides for 2D) is denoted as

Γ :=
nel⋃
i=1

∂Ki =
nfc⋃
f=1

Γf . (1.3)

The discontinuous setting induces a new problem equivalent to (1.1), with some

element-by-element equations and some global ones. The local element-by-element

problems correspond to the statement of the PDE in (1.1) with essential boundary

conditions at each element Ki, that is,

∇ · q = f in Ki

q + ν∇u = 0 in Ki

u = û on ∂Ki.

(1.4)

Two new variables are introduced: q corresponding to the flux of u, allowing the

splitting of the PDE into two first order PDEs, and û corresponding to the trace of

u at the mesh faces.

Note that, given the trace û, which is single valued at the mesh skeleton Γ, the

local problem (1.4) can be solved on each element to determine the solution u and

the flux q. Thus, the problem now reduces to determine the trace û by solving

the so-called conservativity condition (also known as global equations), that is, the

continuity of the flux across element boundaries

[[q · n]] = 0 on Γ\ ∂Ω, (1.5)

together with imposing the exterior boundary condition, as stated in (1.1)

û = P2(uD) on ΓD and − ν∇u · n = gN on ΓN (1.6)

where P2(uD) is the L2 projection of the data uD on the faces, i.e., a least-squares

fitting. The jump [[·]] operator is defined at an interior face Γf as

[[}]] = }L(f) + }R(f) on Γf , (1.7)
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where R(f) and L(f) are the indices indicating the left and right elements sharing

the face, that is, Γf = KL(f) ∩ KR(f), and the subindex }i denotes the value of

function } from element Ki. In particular, [[q · n]] = qL(f) · nL(f) + qR(f) · nR(f) =

(qL(f) − qR(f)) · nL(f).

It is important noting that the continuity of the solution u across Γ is imposed

by the Dirichlet boundary condition in the local problems (1.4) and the fact that û

is single valued on Γ.

The discretization of the conservativity condition (1.5) and the local problem (1.4),

with the boundary condition (1.6), leads to the HDG formulation. The following

discrete spaces for elemental variables, u and q, and for the trace variable, û, are

considered

Vh :=
{
v ∈ L2(Ω) : v|Ki

∈ Pk(Ki) for i = 1, . . . , nel
}

Λh :=
{
v̂ ∈ L2(Γ) : v̂|Γf

∈ Pk(Γf ) for f = 1, . . . , nfc
}
,

(1.8)

where Pk denotes the space of polynomials of degree less or equal to k.

Next the discretizations of the local and global problems are presented, respec-

tively. To simplify the presentation, in an abuse of notation, the same notation is used

for the numerical approximation, belonging to the finite dimensional spaces (1.8), and

the exact solution, that is u, q and û.

The discretization of (1.4), leads to

∫
Ki

v∇ · q dV +

∫
∂Ki

ντv(u− û) dS =

∫
Ki

vf dV ∀v ∈ Pk(Ki)∫
Ki

q ·w dV −
∫
Ki

νu∇ ·w dV +

∫
∂Ki

νûw · n dS = 0 ∀w ∈ [Pk(Ki)]
d
. (1.9)

The first equation in (1.9) can be derived from the first equation in (1.4) by applying

integration by parts, replacing the flux by the numerical flux

q̂ := q + ντ(u− û)n, (1.10)

and undoing the integration by parts. The second equation is obtained from the weak

form of the second equation in (1.4), applying integration by parts and replacing the

boundary condition u = û on the element boundary.

Remark 1. The parameter τ , appearing in the definition of the numerical flux (1.10),

is a non-negative stabilization parameter usually taken of order O(1). For each ele-

ment, it may be taken as a positive constant on all faces, or positive on one arbitrary
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face and zero at the rest (single face). Both options lead to stable and optimally

convergent solutions, with superconvergent post-processed solutions. See for instance

Giorgiani et al. [2013a], Cockburn et al. [2008] for details on the influence of this

parameter on the solution behaviour.

The discretization of the local problem (1.9) leads to a system of equations of the

form  AKi
uuu

i + AKi
uqq

i + AKi

uûΛ
i = fKi

u

AKi
quui + AKi

qq qi + AKi

qûΛi = 0
(1.11)

where ui and qi are the vectors of nodal values of u and q in element Ki, and Λi is

the vector of nodal values of û on the n faces of the element (n = 3 for triangles and

n = 4 for tetrahedra). That is,

Λi :=


ûFi1

...

ûFin

 , (1.12)

where ûf denotes the nodal values of û on face Γf , and Fij is the number of the j-th

face of element Ki, see an example in Figure 1.1.

Note that the subindices in the A matrices refer to the space for the weighting

function and the test function, respectively.

!"

!" !"

#
$%"

#
$&"

#
$'"

!
$"

Figure 1.1: Example of a third degree HDG discretization. Nodal approximation at el-
ements (gray nodes) for u and q, and nodal approximation at faces (black
nodes) for the trace û. The three faces for element Ki correspond to faces
number Fi1, Fi2 and Fi3.
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System (1.11) can be solved for ui and qi in each element, obtaining the so-called

local solver in the element Ki

ui = UKiΛi + fKi
U , qi = QKiΛi + fKi

Q , (1.13)

with  UKi

QKi

 = −A−1

 AKi

uû

AKi

qû

 ,
 fKi

U

fKi
Q

 = A−1

 fKi
u

0

 (1.14)

and

A =

 AKi
uu AKi

uq

AKi
qu AKi

qq


That is, for each element, the nodal values of the solution, ui and qi, can be

explicitly expressed in terms of the trace on its faces, Λi.

Thus, now the problem is reduced to determine the trace nodal values {ûf}nfcf=1 on

the mesh skeleton Γ. For this purpose the so-called global problem is stated, which

corresponds to the discretization of the conservativity condition on Γ (1.5).

Replacing q by the numerical flux (1.10), the weak form for the trace variable is:

find û ∈ Λh such that û = P2(uD) on ΓD and∫
Γ\∂Ω

v̂[[q · n]] dS + 2

∫
Γ\∂Ω

v̂ ({ντu} − {ντ}û) dS =

∫
ΓN

v̂gN

for all v̂ ∈ Λh such that v̂ = 0 on ΓD. The {·} is the mean operator on the faces,

{}} =
1

2

(
}L(f) + }R(f)

)
on Γf . (1.15)

On the other hand the jump operator [[·]] is defined in (1.7). The discretization of

this equation for every face Γf leads to an equation of the form

Af,L
ûu uL(f) + Af,L

ûq qL(f) + Af,R
ûu uR(f)(f) + Af,R

ûq qR(f) + Af
ûûû

f = 0. (1.16)

Replacing the local solver (1.13), for the elements KL(f) and KR(f), in (1.16)

for every face Γf , leads to a system of equations involving only the trace variables

{ûf}nfcf=1.

The implementation of the method involves a loop over elements. For each el-

ement, the matrices and vectors for the local solver (1.13) are computed, and the

contribution to the equation (1.16) is assembled for each one of the faces of the
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element. Once the system is assembled for all elements, and Dirichlet boundary con-

ditions (1.6) are imposed, the system can be solved. Then, given the trace variables

{ûf}nfcf=1, the solution, ui and qi, can be computed for each element using (1.13).

Remark 2. A second element-by-element postprocessing can be done to obtain an

HDG superconvergent solution in every element Ki as the solution of: find u∗ ∈
Pk+1(Ki) such that∫

Ki

ν∇u∗ ·∇v dV = −
∫
Ki

q ·∇v dV ∀v ∈ Pk+1(Ki),∫
Ki

u∗ dV =

∫
Ki

u dV

for all v ∈ Pk+1(Ki). The solution of this element-by-element computation, u∗,

converges with order k + 2 in the L2 norm. See Cockburn et al. [2008, 2012] for

details.

Remark 3. The Dirichlet boundary conditions (1.6) can be implemented by setting

the nodal values for û on the faces on the Dirichlet boundary by interpolation. How-

ever, an L2 projection of the prescribed values, i.e û = P2(uD), has to be considered to

ensure a superconvergent solution u∗, see Remark 2. Otherwise, the average
∫
Ki
u dV

may not converge with order k+ 2, and u∗ may not reach the full rate of convergence

k + 2.

1.3.2 Hybridizable Discontinuous Galerkin Method for

Stokes Problem

The following Stokes problem is considered,

−∇ · (ν∇u) + ∇p = f in Ω

∇ · u = 0 in Ω

u = uD on ∂Ω
1

|Ω|

∫
Ω

p dV = ρΩ,

(1.17)

where u is the velocity, p is the pressure, ν is the material viscosity, I is the second-

order identity tensor, f is an external force, uD are prescribed values on the exterior

boundary and ρΩ is the mean of the pressure in Ω. On ∂Ω, Dirichlet boundary

conditions are considered; however, any other boundary condition could as well be

implemented at ∂Ω with no difficulty see for instance Nguyen et al. [2010].
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The domain Ω is assumed to be covered by a finite element mesh with elements

{Ki}neli=1 and faces {Γi}nfci=1 satisfying the conditions in (1.2) and (1.3). Now the prob-

lem (1.17) can be tackled by first solving the so-called local problem, and then closing

the problem with some global equations imposed at the inter-element boundaries as

well as on the outer boundary that is,

L−∇u = 0 in Ki

∇ · (−νL+ pI) = f in Ki

∇ · u = 0, in Ki

u = û on ∂Ki

1

|Ki|

∫
Ki

p dV = ρi,

(1.18)

for i = 1, . . . , nel and,

[[(−νL+ pI) · n]] = 0 on Γ, (1.19a)∫
∂Ki

û · n dS = 0 for i = 1, . . . , nel, (1.19b)

û = P2(uD) on ∂Ω and
∑ |Ki|
|Ω|

ρi = ρΩ. (1.19c)

In the above equations the variable L corresponds to the gradient of u, allowing the

splitting of the PDE in two first order PDEs, û corresponds to the trace of u at the

mesh faces Γ, and ρi corresponds to the mean of pressure on the element, which is

a single scalar for each element. Equations (1.18) correspond to the Stokes problem

with Dirichlet boundary conditions, u = û. Note that the Stokes problem with

only Dirichlet data does not have a unique solution, so the last equation in (1.18) is

necessary for well posedness of the problem, by setting the mean of the pressure in the

element to the new variable ρi. The local problem (1.18) can be solved element-by-

element given û and ρi. Thus, now the problem reduces to determine û and {ρi}neli=1

with the global equations (1.19). Equation (1.19a) is the conservativity condition

which imposes continuity of the normal component of the traction across internal

faces, where the jump operator is defined as in equation (1.7). With (1.19b), the

incompressibility condition on the boundary of the elements is imposed and finally

with (1.19c) Dirichlet boundary conditions on the external boundary is set and the

pressure constant is fixed to the global mean value. Discretization spaces, Vh and

Λh, defined in (1.8), are considered now for elemental variables u, L and p, and

for the trace variable û, respectively. Then, the discretization of the local problem
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(1.18) and the global equations (1.19) leads to the HDG formulation: find u ∈ [Vh]d,
L ∈ [Vh]d×d, p ∈ Vh, û ∈ Λh and {ρi}neli=1 such that∫

Ki

∇ · (−νL) · v dV +

∫
Ki

∇p · v dV +

∫
∂Ki

τν(u− û) · v dS =

∫
Ki

f · v dV∫
Ki

L : Q dV +

∫
Ki

(∇ ·Q) · u dV −
∫
∂Ki

(Q · n) · û dS = 0∫
Ki

u ·∇q dV −
∫
∂Ki

(û · n)q dS = 0

1

|Ki|

∫
Ki

p dV = ρi

(1.20a)

for i = 1, . . . , nel together with,∫
Γ

v̂ · [[(−νL+ pI) · n]] dS + 2

∫
Γ

v̂ · ({ντu} − {ντ}û) dS = 0∫
∂Ki

û · n dS = 0 for i = 1, . . . , nel

û = P2(uD) on ∂Ω and
∑ |Ki|
|Ω|

ρi = ρΩ,

(1.20b)

for all v ∈ [Vh]d, Q ∈ [Vh]d×d, q ∈ Vh, and for all v̂ ∈ Λh such that v̂ = 0 on

∂Ω. The first equation in (1.20a) can be derived from the first equation in (1.18)

by applying integration by parts, replacing the velocity gradient by the numerical

velocity gradient,

L̂ := L+ τ(û− u)⊗ n, (1.21)

and undoing the integration by parts. The second and third equations are obtained

from the weak form of the second and third equations in (1.18) by simply applying

integration by parts and inserting the boundary condition u = û on the element

boundary. The weak form of the global equation (1.19a) is presented in the first

equation of (1.20b) where the mean {·} and jump [[·]] operators are defined in (1.15)

and (1.7), respectively. The flux L is replaced by the numerical flux (1.21) as usual.

The discretization of the first three equations in (1.20) leads to a system of equations

of the form 
AKi
uu AKi

uL AKi
up

AKi
Lu AKi

LL 0

AKi
pu 0 0




ui

Li

pi

 =


f

0

0

−


AKi

uû

AKi

Lû

AKi

pû

Λi (1.22)

where ui, Li and pi are the vectors of nodal values of u, L and p in element Ki, and

Λi is the vector of nodal values of û on the n faces of the element as defined in (1.12).
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The system (1.22) is determined up to a constant, hence imposing the discrete form

of the last equation in (1.20a),

AKi
ρppi = ρi, (1.23)

to the the final system of the local problem with Lagrange multipliers (1.20a) leads

to 

AKi
uu AKi

uL AKi
up 0

AKi
Lu AKi

LL 0 0

AKi
pu 0 0 AKi

ρp
T

0 0 AKi
ρp 0




ui

Li

pi

λ

 =


f

0

0

0

+


0

0

0

1

 ρi −


AKi

uû

AKi

Lû

AKi

pû

0

Λi (1.24)

System (1.24) can be solved for ui, Li and pi in each element, leading to the so-called

local solver in the element Ki that is,

ui = SKi
u Λi + RKi

u ρi + fKi
U , Li = SKi

L Λi + RKi
L ρi + fKi

L

pi = SKi
p Λi + RKi

p ρi + fKi
p ,

(1.25)

with,
SKi
u

SKi
L

SKi
p

SKi
λ

 = −A−1


AKi

uû

AKi

Lû

AKi

pû

0

 ,


RKi
u

RKi
L

RKi
p

RKi
λ

 = A−1


0

0

0

1

 ,


fKi
U

fKi
L

fKi
P

fKi
λ

 = A−1


f

0

0

0

 (1.26)

and

A =



AKi
uu AKi

uL AKi
up 0

AKi
Lu AKi

LL 0 0

AKi
pu 0 0 AKi

ρp
T

0 0 AKi
ρp 0


It is important to note that in (1.25) elemental variables ui, Li and pi are expressed in

terms of only Λi and ρi which is what makes this method hybridizable. Discretization

of the global equations (1.19a) and (1.19b) leads to the following set of equations

Af,L
ûu uL(f) + Af,L

ûLLL(f) + Af,L
ûp pL(f) + Af,R

ûu uR(f)(f) + Af,R
ûL LR(f)

+Af,R
ûp pR(f) + Af

ûûû
f = 0

(1.27)
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1.3. Preliminaries

for f = 1, . . . , nfc and

AKi

ρûΛi = 0

for i = 1, . . . , nel.

Replacing the local solver (1.25), for the elements KL(f) and KR(f), in (1.27)

for every face Γf , leads to a system of equations involving only the trace variables

{ûf}nfcf=1 and {ρ}neli as unknowns, and can be uniquely solved after setting Dirichlet

boundary conditions and pressure constraint (1.19c). The elemental unknowns are

then determined by simple put-back using the local solver (1.25). As in the case

of the second order elliptic problems; with HDG, a second element by element post

processing leads to superconvergent solution of both of the velocity components here

as well. The application is identical as it is explained in Remark 2.

1.3.3 Numerical integration on cut elements

The usual X-FEM strategy for the geometrical description of interfaces and numerical

integration is adopted. An interface I is represented as the zero isoline of a level set

function ϕ, that is I = {x | ϕ(x) = 0}. The level set function ϕ is assumed to be

given by its nodal values in the computational mesh, see the left panel of Figure 1.2.

The nodal values of the level set function may correspond, for instance, to the signed

distance of the nodes to the interface I.

A proper representation of the interface inside cut elements is crucial. Those el-

ements are split by the interface in two subregions, corresponding to two disctinct

materials or a material and the void, and a numerical quadrature has to be defined

to integrate over each of the material domains or only over the material domain. The

usual practice for first order computations is considering a linear interface representa-

tion in each cut element. This strategy provides optimal convergence rates for linear

approximations, but it is clearly not suitable for high-order computations. The geo-

metrical error due to the low resolution representation of the interface leads to poor

accuracy and convergence rates limited to order O(h3/2) in H1 norm, see for instance

Dréau et al. [2010]. Two main strategies have been proposed in the literature to

properly represent an interface for integration purposes in k-th order computations:

(i) a fine enough piecewise linear representation of the interface in each cut element

Dréau et al. [2010], Gross and Reusken [2007] or (ii) a r-th degree parametrization

to approximate the interface Cheng and Fries [2010] .
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1. Introduction

Figure 1.2: 3-th order triangle cut by an interface (left). Interface representation and
numerical quadrature with (center) piecewise linear approximation based on
an oct-tree partition, and (right) 3-th degree parametrization. The color on
the nodes refer to the sign of the level set function. Crosses are integration
points.

In Dréau et al. [2010], an octree-like partition of the element in integration cells

is recursively defined to get a piecewise linear representation of the interface, with

segments of the desired size h̃. Cells intersected by the interface are divided in

two subregions for integration, see for example Figure 1.2 center. Special care has

to be taken to the level of refinement in order to get accurate results and optimal

convergence rates. In fact, optimal asymptotic convergence can not be obtained with

a constant ratio h̃/h and, as noted in Dréau et al. [2010], further refinement of the

integration cells is necessary as the computational mesh is refined. In fact, in practice,

for a given problem and computational mesh, the accuracy of the solution may show

strong dependence on the integration cell size h̃, and the selection of a small enough

cell size may be not straightforward.

Remark 4. In Figures 1.2, 1.3 and 1.4, illustrating strategies for the approximation

of the interface and numerical integration, the representation is done in the reference

element, where all computations are performed based on a transformation as usual

in finite element methods.

Alternatively a k-th degree parametrization for the representation of the interface

in each element is proposed in Cheng and Fries [2010], see for example Figure 1.2

right, leading to accurate results and optimal convergence rates with fewer integration

points (i.e. lower computational cost). However, the strategy proposed in Cheng and

Fries [2010] requires a fine enough mesh such that the interface cuts the element

boundary twice and not within one side, splitting the triangle in a triangle and a

quadrilateral. Thus, this strategy may fail in complicated situations that can usually
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appear with a high-order level set on a coarse mesh, such as a bubble inside one

element, or an interface cutting more than two sides of an element, see Figure 1.3.

To overcome this limitation, a robust and efficient strategy, based on the strategy in

Cheng and Fries [2010] but capable to handle more complicated situations, is proposed

in Sala Lardies et al. [2012] further implemented in Gürkan et al. [2016] and recalled

next.

Figure 1.3: Some examples of interfaces described by a 4-th order level set. The color on
the nodes refer to the sign of the level set function.

1.3.3.1 Numerical integration at cut elements with piecewise k-th

interfaces

Cheng and Fries [2010] consider a k-th degree polynomial parametrization for the rep-

resentation of the interface in triangular elements. In their work, the mesh is assumed

to be fine enough so that all cut elements correspond to what here will be called basic

element; that is, the interface splits the triangle in a triangular and quadrilateral

region or, in other words, the interface cuts two sides of the triangle with just one

intersection on each side. Under this assumption, the first k+1 points on the interface

are to be found first, including the two intersections with the element boundary. The

k + 1 points are used as base points for a k-th degree polynomial parametrization φ

approximating the interface, and dividing the element in two integration subdomains

sharing one curved side, see Figure 1.2 right.

A transformation from a straight-sided element can now be used to define the nu-

merical quadrature in each subdomain, or just in the region in the domain Ω in our

case. To avoid generating all the nodes necessary for the use of the standard isopara-

metric transformation, which would require a proper location of interior nodes—see

Ciarlet and Raviart [1972]—in each subregion, the use of specially designed trans-

formations for elements with only one curved side is suggested here, see for instance
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Sevilla et al. [2011]. In particular, in a basic element cut by an interface parametrized

by φ(s) for s ∈ (−1, 1), the following transformations can be used:

(ξ(s, t), η(s, t)) =
1− t

2
C +

1 + t

2
φ(s), s, t ∈ (−1, 1)

for a triangular subdomain corresponding to the convex hull of the curved side and

node C, and

(ξ(s, t), η(s, t)) =
1− t

2

[
1− s

2
C +

1 + s

2
D

]
+

1 + t

2
φ(s), s, t ∈ (−1, 1)

for a curved quadrilateral corresponding to the convex hull of the curved size and

nodes C and D (for a quadrilateral {φ(−1), φ(1), D , C} being properly oriented,

or switching C and D otherwise).

Numerical examples in Cheng and Fries [2010] illustrate how the approximation

of the interface with a piecewise k-th degree parametrization in each element leads to

optimal convergence rates. Nevertheless, in practical applications, the assumption of

a fine enough mesh, such that all cut elements are basic elements, is too restrictive for

high-order computations and hampers the robustness of the method. High-order level

sets may lead to very complex interfaces, see some examples in Figure 1.3, that are

not contemplated in Cheng and Fries [2010]. In a more general context, an interface

can split an element into more than two regions. Moreover, even if it is split in only

two regions, casuistic (interior bubble, two cuts within one side, etc) may impede the

implementation of a unique k-th degree polynomial parametrization.

In Gürkan et al. [2016] a simple idea is proposed: divide and conquer. That

is, any element intersected by the interface in a complex manner (i.e. not a basic

element) is recursively divided in integration cells until all cells can be considered

either basic cells—i.e. cells whose boundary is cut by the interface twice not within

one side—or not intersected by the interface. Nodal values of the level-set function

are interpolated from the original element to get nodal values in the integration

cells. Then, the strategy considering a k-th degree parametrization of the interface is

applied for all basic cells, leading to a piecewise k-th degree interface representation

in the element. Note that if the recursive division in cells is done using the same type

of element, the resulting level set is exactly the same polynomial level set, and no

information is lost during the process.

For an easy implementation, the decision of splitting an element or cell can be

based on the changes of sign of the level-set nodal values, first looking at nodal values

at sides and then looking to interior nodal values. An element or cell is to be split if:
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(i) one of its sides is cut more than once by the interface (there is more than one

changes of sign of the nodal values of the level set in the side), or

(ii) it has more than two sides cut by the interface, or

(iii) its boundary is not intersected by the interface, but it has one or more interior

nodes with sign of the level set different to the boundary sign (interior bubble

or void).

Figure 1.4 shows an example of recursive division and the corresponding numerical

quadrature for a 3rd order finite element. Nodal values with different sign are marked

with different colors.

Figure 1.4: Example of recursive division for an element cut by the interface in a complex
manner.

The strategy considering a piecewise k-th degree parametrization to approximate

the interface provides optimal convergence rates for any order, in a robust manner.

Moreover, in practical applications most of the elements cut by the interface will be

in the basic situation, and paying little attention to the casuistic for the recursive

division in the complex elements, they will usually be divided in few integration cells,

with little increase in computational cost.
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Chapter 2

X-HDG for Second Order Elliptic

Void Problems

Next, the X-HDG formulation is detailed for problems including void interfaces. In

section 2.1, X-HDG formulation for second order elliptic void problems is introduced,

where Neumann boundary conditions are considered at the interface. Next in section

2.2, the case where Dirichlet boundary condition is imposed at the interface is studied.

The formulation is validated in section 2.3 and, finally, the chapter is closed with some

general conclusions and final remarks at section 2.4. The developments presented in

this chapter can also be found in Gürkan et al. [2016].

2.1 X-HDG for problems with Neumann voids

Let Ω ⊂ Rd be a bounded domain with an interior boundary I (also referred as inter-

face) and an exterior boundary ∂Ωext := ∂Ω\I. The following problem is considered,

−∇ · (ν∇u) = f in Ω

ν∇u · n = g on I
u = uD on ∂Ωext

(2.1)

where u is the solution, ν is a material coefficient, f is a given source term, uD are

prescribed values on the exterior boundary, and g is a prescribed flux on the interior

boundary, i.e. the voids boundary. Neumann boundary conditions are considered in

the interior boundary I ; the implementation of Dirichlet boundary conditions on I
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Figure 2.1: Two examples of domain with a void: a circular void boundary and a straight
interface, I in black. The mesh covers the domain Ω (in gray) and fits the
exterior boundary ∂Ωext = ∂Ω\I.

is developed in Section 2.2. Here, for simplicity, Dirichlet boundary conditions are

considered on the exterior boundary ∂Ωext; other boundary conditions at ∂Ωext do

not add any difficulty, since they are implemented as in standard HDG.

The domain Ω is now assumed to be covered by a finite element mesh with nel

disjoint elements Ki, such that

Ω ⊂
nel⋃
i=1

Ki, Ki ∩Kj = ∅ for i 6= j, ∂Ωext ⊂ ∂

[
nel⋃
i=1

Ki

]
(2.2)

Note that the mesh fits the exterior boundary ∂Ωext, but some elements may be cut

by the interior boundary I, see Figure 2.1. The union of all nfc faces Γi (sides for

2D) intersecting the domain Ω is denoted as

Γ :=
nel⋃
i=1

[
∂Ki ∩ Ω

]
=

nfc⋃
f=1

[
Γf ∩ Ω

]
. (2.3)

Now, as for standard HDG, the problem is rewritten with some element-by-

element equations and some global ones. The local element-by-element problems

correspond to the statement of the PDE in (2.1) with essential boundary conditions

at each element Ki, that is,

∇ · q = f in Ki

q + ν∇u = 0 in Ki

u = û on ∂Ki

 if Ki ⊂ Ω (2.4a)

∇ · q = f in Ωi

q + ν∇u = 0 in Ωi

q · n = g on Ii
u = û on ∂Ωi\Ii

 if I ∩Ki 6= ∅ (2.4b)
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Figure 2.2: Element cut by the interior boundary I: the intersection of the element Ki

with the interface and the domain (in gray) are denoted as Ii and Ωi.

for i = 1, . . . , nel, where, for cut elements,

Ωi := Ω ∩Ki, Ii := I ∩Ki (2.5)

The local problems have been particularized for elements cut by the interior boundary

(2.4b) and standard elements (2.4a).

As usual, then the problem is closed using the conservativity conditions (i.e. global

equations), that is, the continuity of the flux across element boundaries

[[q · n]] = 0 on Γ\∂Ωext, (2.6)

and the boundary condition, equivalent to the exterior boundary condition in (2.1),

û = P2(uD) on ∂Ωext, (2.7)

where the jump [[·]] operator is defined as in (1.7).

The discretization of the conservativity condition (2.6) and the local problems

(2.4), with the boundary condition (2.7), leads to the X-HDG formulation. The

following discrete spaces for elemental variables, u and q, and for the trace variable,

û, are considered

Vh :=
{
v ∈ L2(Ω) : v|Ki∩Ω ∈ Pk(Ki ∩ Ω) for i = 1, . . . , nel

}
Λh :=

{
v̂ ∈ L2(Γ) : v̂|Γf∩Ω ∈ Pk(Γf ∩ Ω) for f = 1, . . . , nfc

}
,

(2.8)

where Pk denotes the space of polynomials of degree less or equal to k.

The next sections present the details of the X-HDG formulation, stating the dis-

cretization of the local problems for standard and cut elements and the discretization

of the conservativity condition (2.6). The local problem at elements not cut by the

interface (2.4a) and the global problem are discretized as usual in HDG , see Cock-

burn et al. [2009, 2008], as recalled in section 1.3.1. The discretization of the local

problem for cut elements (2.4b) is developed in section 2.1.2.
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!"q

#

 

Figure 2.3: X-HDG discretization in an element cut by the interior Neumann boundary:
gray for elemental variables, u and q, black nodes for trace variable û and
white nodes for the trace on the Neuman boundary ũ.

2.1.1 Local problem for standard elements

Local problem of a non-cut element Ki in X-HDG setting simply leads to the dis-

cretization of equations (2.4a). The details of the discretization and how to obtain

the local solver for a standard element is presented in detail in Section 1.3.1 which is

basically obtained by following standard HDG formulation.

2.1.2 Local problem for a cut element

The X-HDG local problem at an element Ki cut by the interior boundary corresponds

to the discretization of (2.4b), that is: given û ∈ Λh, find u ∈ Pk(Ωi), q ∈ [Pk(Ωi)]
d

such that∫
Ωi

v∇ · q dV +

∫
∂Ωi\Ii

ντv(u− û) dS +

∫
Ii
ντv(u− ũ) dS =

∫
Ωi

vf dV∫
Ωi

q ·w dV −
∫

Ωi

νu∇ ·w dV +

∫
∂Ωi\Ii

νûw · n dS +

∫
Ii
νũw · n dS = 0

(2.9)

for all v ∈ Pk(Ωi) and w ∈ [Pk(Ωi)]
d, where Ωi = Ω∩Ki, and ũ is a new trace variable

approximating the trace of the solution on the interface Ii = I ∩Ki, see Figure 2.3.

Compared to the weak form for standard elements (1.9), the X-HDG weak form for

a cut element has two additional terms corresponding to integrals along the interface

Ii, involving the new trace variable ũ.

The discretization of the local problem (2.9) leads to a system of equations of the

form 
[
AΩi
uu + AIiuu

]
ui +AΩi

uqq
i + AΩi

uûΛ
i + AIiuũũ = fΩi

u

AΩi
quu

i +AΩi
qqq

i + AΩi

qûΛ
i + AIiqũũ = 0

, (2.10)
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similar to (1.11), but with three new matrices corresponding to integrals on the

Neumann boundary (marked with the superindex Ii), and the nodal values for the

new trace variable, ũ.

The local problem is now closed by imposing the Neumann boundary condition

on Ii, i.e.

q̂ · n = g on Ii.

Replacing the expression of the numerical flux q̂ defined in (1.10), i.e. q̂ · n =

q ·n+ντ(u− ũ), the weak form of the Neumann condition in I i is: given u ∈ Pk(Ωi),

q ∈ [Pk(Ωi)]
d, find ũ ∈ Pk(Ii) such that∫

Ii
ṽ(q · n) dS + ντ

∫
Ii
ṽ (u− ũ) dS =

∫
Ii
ṽg dS ∀ṽ ∈ Pk(Ii). (2.11)

Thus, the discretization of the Neumann boundary condition leads to a discrete equa-

tion of the form

AIiũuu
i + AIiũqq

i + AIiũũũ = g,

that allows expressing the new trace values ũ in terms of elemental values

ũ = Ti
uu

i + Ti
qq

i − ti. (2.12)

with

Ti
u = −[AIiũũ]

−1AIiũu, Ti
q = −[AIiũũ]

−1AIiũq, ti = −[AIiũũ]
−1g.

Replacing (2.12) in (2.10) leads to the final discrete local problem
[
AΩi
uu + AIiuu + AIiuũT

i
u

]
ui +

[
AΩi
uq + AIiuũT

i
q

]
qi + AΩi

uûΛ
i = fΩi

u + AIiuũt
i[

AΩi
qu + AIiqũT

i
u

]
ui +

[
AΩi
qq + AIiqũT

i
q

]
qi + AΩi

qûΛ
i = AIiqũt

i

Now, similarly to (1.11) for standard elements, this system can be solved for ui and

qi, obtaining the local solver in the cut element Ki,

ui = UKiΛi + fKi
U , qi = QKiΛi + fKi

Q , (2.13)

with  UKi

QKi

 = −A−1

 AΩi

uû

AΩi

qû

 ,
 fKi

U

fKi
Q

 = A−1

 fΩi
u + AIiuũt

i

AIiqũt
i

 (2.14)
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and

A =

 [AΩi
uu + AIiuu + AIiuũT

i
u

] [
AΩi
uq + AIiuũT

i
q

][
AΩi
qu + AIiqũT

i
u

] [
AΩi
qq + AIiqũT

i
q

]


It is important noting that the structure of the local solver is exactly the same as

for non-cut elements see equation (1.13), thanks to the fact that the internal trace

variable ũ has been isolated and it is not an unknown of the problem anymore.

Remark 5. Although the approximation in a cut element, or on a cut face, is defined

as polynomial functions in Ωi = Ki∩Ω, or on Γf∩Ω, respectively, standard nodal basis

functions in the whole element Ki, or face Γf , are considered, see Figure 2.3. Thus,

as usual in X-FEM, the reference element is the standard one but with a modified

numerical quadrature to integrate only in the domain Ω, see Section 1.3.3.

Remark 6. It is worth noting that X-HDG has an additional cost compared to

HDG, mainly due to the modification of the numerical quadrature for cut elements,

and the evaluation of the nodal basis functions and derivatives at the new integration

points as recalled in Remark 5. That is, elemental computations for cut elements

are substantially more expensive than for standard elements, for which the reference

element information and all associated pre-computations can be used. However, in

practical applications the ratio of cut elements to standard elements is small so that

the extra cost becomes negligible compared to the cost of mesh adaptation or re-

meshing in case of moving boundaries.

Remark 7. The traces vector Λi can be defined to include the nodal values only for

faces intersecting the domain. However, the implementation is simpler if all faces of

the element are considered. In this case, the blocks in matrices UKi and QKi and

in vectors fKi
U and fKi

Q , corresponding to faces not intersecting the domain, are zero

blocks; and, therefore, the trace values for these faces do not contribute to the final

system.

2.1.3 Global problem

As usual, both in standard and in cut elements local solver of the form(2.13), is

obtained such that u and q is expressed only in terms of the trace values at its

boundary, û. To determine the trace nodal values {ûf}nfcf=1 on the mesh skeleton Γ
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2.1. X-HDG for problems with Neumann voids

the conservativity condition (2.6) is discretized, q is replaced by the numerical flux

(1.10) and the weak form is obtained to find û ∈ Λh such that û = uD on ∂Ωext∫
Γ

v̂[[q · n]] dS + 2ντ

∫
Γ

v̂ ({u} − û) dS = 0 ∀v̂ ∈ Λh,

where {·} is defined in (1.15). The discrete form of (2.6) reads

Af,L
ûu uL(f) + Af,L

ûq qL(f) + Af,R
ûu uR(f)(f) + Af,R

ûq qR(f) + Af
ûûû

f = 0. (2.15)

Replacing the local solver (1.13) for standard elements and (2.13) for cut elements

for KL(f) and KR(f), in (2.15) for every face Γf , a final system of equations involving

only the trace variables {ûf}nfcf=1 is obtained.

As usual in a standard HDG code, the implementation of the method involves a

loop over elements. For each element, the matrices and vectors for the local solver

(2.14) are computed, and the contribution to the equation (2.15) is assembled for each

one of the faces of the element. Once the system is assembled for all elements, and

Dirichlet boundary conditions (2.7) are imposed, the system can be solved. Then,

given the trace variables {ûf}nfcf=1, the solution, ui and qi, can be computed for each

cut element using (2.14) and for each standard element using (1.13). It is important

noting that X-HDG keeps the structure of a standard HDG code. The only difference

is the modified local problem at cut elements (2.10), and the corresponding matrices

in the local solver (2.14). After obtaining the solution ui and qi a superconvergent

solution u∗ can be obtained in X-HDG as in HDG. For the details of how to obtain

the superconvergent solution u∗ please refer to Remark 2.

Remark 8. As commented in Remark 7, the simplest implementation assembles for

all faces, even if they do not intersect the domain. The matrices assembled for faces

not intersecting the domain are null matrices and, therefore, the corresponding rows

and columns in global system are null. Those rows and columns are to be removed

from the system, reducing its size and rendering the system solvable with unique

solution, after imposing the Dirichlet boundary condition (2.7).

Remark 9. Boundary conditions on the exterior boundary ∂Ωext = ∂Ω\I are imple-

mented as in standard HDG. However, special care has to be taken in the presence of

exterior faces cut by the interface I, see Figure 2.1 right. If a face Γf in the exterior

Neumann boundary (i.e. Γf ∩ Ω ⊂ ∂Ωext with Neumann boundary conditions) is cut

by the interface , its contribution to the r.h.s. of the system is integrated only in
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2. X-HDG for Second Order Elliptic Void Problems

the domain, that is on Γf ∩ Ω, with a suitable numerical quadrature. For a face Γf

intersecting the exterior boundary, with Dirichlet boundary conditions and cut by

the interface, nodal values approximating the prescribed value on Γf ∩ Ω are set for

all nodes of the face.

2.2 X-HDG for problems with Dirichlet voids

Let us consider now the problem with Dirichlet boundary conditions at the interior

boundary I,

−∇ · (ν∇u) = f in Ω

u = uI on I
u = uD on ∂Ω\I

(2.16)

where uI is the prescribed value.

Similarly to the Neumann case, the problem is split element-by-element into local

problems that are linked through the conservativity condition. The local problem for

elements not cut by I is again the standard HDG local problem, leading to the same

HDG local solver (1.13) with (1.14). For elements Ki cut by I, the strong form of

the local problem is now

∇ · q = f in Ωi

q + ν∇u = 0 in Ωi

u = uI on Ii
u = û on ∂Ωi\Ii,

where the trace on the interior boundary uI is a given data in this case.

The weak form of the local problem is then: given û ∈ Λh, find u ∈ Pk(Ωi),

q ∈ [Pk(Ωi)]
d such that∫

Ωi

v∇ · q dV +

∫
∂Ωi\Ii

τv(u− û) dS +

∫
Ii
τvu dS =

∫
Ωi

vf dV +

∫
Ii
τvuI dS∫

Ωi

q ·w dV −
∫

Ωi

νu∇ ·w dV +

∫
∂Ωi\Ii

νûw · n dS = −
∫
Ii
νuIw · n dS

for all v ∈ Pk(Ωi) and w ∈ [Pk(Ωi)]
d. Compared to the weak form for standard

elements (1.9), the X-HDG weak form for a cut element has three additional terms

(one on the l.h.s., and two on the r.h.s. involving the data uI) corresponding to

integrals along the interior boundary Ii.
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The discretization of the local problem on a cut element leads now to a system of

equations of the form
[
AΩi
uu + AIiuu

]
ui +AΩi

uqq
i + AΩi

uûΛ
i = fΩi + fIiu

AΩi
quu

i +AΩi
qqq

i + AΩi

qûΛ
i = fIiq

,

similar to (1.11), but with an additional matrix AIiuu and two additional force vectors.

Now, this system can be solved for ui and qi, obtaining the local solver in the cut

element Ki, i.e. equation (1.13) with UKi

QKi

 = −A−1

 AΩi

uû

AΩi

qû

 ,
 fKi

U

fKi
Q

 = −A−1

 fΩi
u + fIiu

fIiq


and

A =

 [AΩi
uu + AIiuu

]
AΩi
uq

AΩi
qu AΩi

qq

 .
Finally the global HDG problem is formed completely and analogously to Section

2.1.3.

Remark 10. The extension of X-HDG for problems with both Neumann and Dirich-

let interfaces is straightforward, just considering the local problem stated in section

2.1.2 for elements cut by a Neumann interface, and the local problem in this section

for elements cut by a Dirichlet interface.

2.3 Numerical tests

The performance of the novel X-HDG method is tested on three numerical examples.

A Laplace equation with known analytical solution is solved over a square domain

with a circular void. Boundary condition on the circular boundary are of Neumann

type in the first example, and of Dirichlet type in the second example. The accuracy

and the convergence of X-HDG is tested and compared to HDG with a mesh adapted

to the void boundary.

Eventually, a potential flow, or flow through a porous medium, is modeled using

the proposed X-HDG method. Impermeable stones are modeled as voids in the

computational domain, with homogeneous Neumann boundaries. In this case, the
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2. X-HDG for Second Order Elliptic Void Problems

∂Ω\Ι

I

Figure 2.4: Circular void example: domain Ω and void boundary I, and analytical solu-
tion.
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Figure 2.5: Circular void example: computational mesh for X-HDG and for standard
HDG. The X-HDG mesh is not adapted to the void boundary. Elements in
the interior of the domain are colored in dark gray. Elements in softer gray
are elements cut by the interface I. Elements in white are inside the void,
and are not considered in the computation.

analytical solution is unknown and comparison with standard HDG is done with

respect to a highly resolved reference solution on a fitted mesh.

In all numerical tests, the stabilization parameter is τ = 1 on all faces.

2.3.1 Neumann void on a square domain

The first numerical example is designed to test the performance of X-HDG with

Neumann boundary conditions imposed at the void interface. The Laplace equation

(2.1), with ν = 1, is solved over a square domain with a centred circular void with

radius 0.41, Ω = (−1, 1)2\B((0, 0), 0.41). Neumann boundary conditions are imposed
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2.3. Numerical tests

on the void boundary I = ∂B((0, 0), 0.41), and Dirichlet boundary conditions are

imposed on the exterior boundary ∂Ω\I = ∂ ((0, 1)2). Dirichlet and Neumann values

and the source term f are set so that the analytical solution is

u(x, y) = exp
(
0.1 sin(5.1x− 6.2y) + 0.3 cos(4.3x+ 3.4y)

)
.

Figure 2.4 shows the domain and the analytical solution.
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Figure 2.6: NEUMANN circular void example: convergence plots for X-HDG (left) and
HDG (right). The numbers correspond to the slope of each segment, and they
are underlined for postprocessed solution.

Figure 2.5 shows the computational mesh for X-HDG and for standard HDG.

For the X-HDG computation, a regular triangular mesh in the square domain (0, 1)2

is considered, covering the domain Ω and fitting the exterior boundary ∂Ω\I. A

level set function is used to describe the boundary of the void, I. Three kinds of

elements appear in the computational mesh. Elements inside the domain (dark gray)

are treated as standard HDG elements. For elements cut by the interior boundary

I (light gray) the modified X-HDG local problem is considered, see section 2.1.2.

The elements that are totally inside the void (white) have no contribution to the

solution, so they are simply disregarded. The computational mesh for standard HDG

is adapted to fit the void boundary, with similar uniform mesh size.

Figure 2.6 shows the evolution of the L2 error for decreasing uniform mesh size, for

X-HDG and HDG, with degree k = 2, 3, 4, for both the solution and the postprocessed

superconvergent solution, see Remark 18. X-HDG keeps HDG optimal converge with

rates close to k + 1 for the solution, and k + 2 for the postprocessed solution, with

similar levels of accuracy, while getting rid of adapting the mesh to the void boundary.
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2. X-HDG for Second Order Elliptic Void Problems

Remark 11. To ensure k+ 2 convergence rate of the postprocessed solution, a k+ 1

degree approximation of the interface should be considered. For standard HDG this

is equivalent to requiring a k + 1 degree mesh, properly fitting the description of the

boundary, for the superconvengence postprocessing.

2.3.2 Dirichlet void on a square domain

In this second example, Dirichlet boundary conditions are imposed on the void bound-

ary I, testing the performance of X-HDG for Dirichlet interfaces. The domain, bound-

ary conditions on exterior boundary and source term definitions are the same as for

the first example, with same analytical solution.

Following the X-HDG methodology for Dirichlet voids explained in Section 2.2,

the numerical solution is obtained for degree k = 2, 3, 4 for different mesh sizes. Like

in the Neumann case, convergence plots for X-HDG and standard HDG (with mesh

non-adapted and adapted to the circular boundary respectively, see Figure 2.5) are

presented in Figure 2.7. Again, one to one resemblance is observed, keeping optimal

HDG convergence properties with an unfitted computational mesh.
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Figure 2.7: DIRICHLET circular void example: convergence plots for X-HDG (left) and
HDG (right). The numbers correspond to the slope of each segment, and they
are underlined for postprocessed solution.

2.3.3 Potential Flow example

A real-life example is considered to study the performance of X-HDG: a potential

flow problem. The domain is the rectangle (0, 10) × (−3, 3) with several voids with

boundaries I, see Figure 2.8. The voids correspond to three circles with center and
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2.3. Numerical tests

Figure 2.8: Domain for the potential flow example. Homogeneus Neumann boundary
conditions are imposed on the voids interfaces I and on the top an bottom
boundaries. Dirichlet boundary conditions driving the flow are imposed at
left and right sides.
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Figure 2.9: Flow example: computational mesh for X-HDG (left) and HDG (right).

radius {(2,−1.5), 0.6}, {(3, 1.5), 1.3} and {(5,−1.5), 0.8}, and an ellipsoid centered

at (9, 0) with x-radius 0.5 and y-radius 2.4. Homogeneous Neumann boundary con-

ditions are set at the interior boundaries I, modeling for instance impermeable rocks

in the domain, and also at the top and bottom boundaries, {y = −3} and {y = 3},
to avoid leakage. The flow is driven by setting the potential to u = 10 at the inflow

boundary {x = 0} and u = 10 at the outflow boundary {x = 10}. The source term

in this test is f = 0, and the viscosity is set to ν = 1.

A structured triangle mesh in the rectangle (0, 10)× (−3, 3) is considered for the

X-HDG solution, representing the voids boundaries I with a level-set function. For

comparison, an adapted mesh with similar mesh size is considered for a standard

HDG solution. Both computational meshes are shown in Figure 2.9.

In this example the output of interest is the velocity field q. Figure 2.10 shows the

velocity field and the streamlines for a computation with degree k = 3 for HDG, with

the mesh fitting to the boundary, and for X-HDG, with the structured unfitted mesh.
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2. X-HDG for Second Order Elliptic Void Problems
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Figure 2.10: Potential flow example: streamlines for a degree k = 3 computation with
HDG (solid gray line) and X-HDG (dashed black line).
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Figure 2.11: Potential flow example: horizontal (left) and vertical (right) components
of the velocity along the vertical line {x = 7.7}, for HDG, X-HDG and a
reference solution, with degree k = 3.

The streamlines for HDG and X-HDG overlap, demonstrating the applicability and

good performance of the X-HDG method. To further compare the X-HDG and HDG

solutions, the horizontal and vertical component of the velocity along the vertical

line {x = 7.7} are plotted in Figure 2.11. No analytical solution is available for this

problem; thus, a standard HDG reference solution computed on an adapted highly

resolved computational mesh is considered as reference solution. Again, both HDG

and X-HDG provide accurate results. The error of the HDG and the X-HDG solution

along {x = 7.7} when compared to the reference solution is plotted in Figure 2.12.

Similar accuracy, with errors of order 10−3, are obtained with both standard HDG

and X-HDG with similar mesh size, demonstrating again the reliability of X-HDG.
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Figure 2.12: Potential flow example: error of the HDG and the X-HDG solution along
{x = 7.7} when compared to the reference solution, for the horizontal com-
ponent (left) and vertical component (right) of the velocity.

These results assert that X-HDG keeps the accuracy of HDG without the need to

adapt the mesh to the boundary.

2.4 Conclusions and final remarks

Detailed X-HDG formulation for problems including voids has been presented. With

X-HDG, the computational mesh does not need to be adapted to the interface (i.e

the boundary) simplifying and reducing the cost of mesh generation.

Differently to previous proposals for HDG solution with meshes non-fitting the

boundary see Cockburn et al. [2014], Cockburn and Solano [2014], here the computa-

tional mesh covers the domain, avoiding extrapolations, and ensuring the robustness

of the method. The local problem at elements not cut by the interface is discretized

as usual in HDG see Section 1.3.1. A modified local problem on the other hand,

is considered at elements cut by the interface. At every cut element, an auxiliary

trace variable on the boundary is introduced, which is eliminated afterwards using

the boundary conditions on the interface, keeping the original unknowns and the

structure of the local problem solver. The local solver obtained from standard and

cut elements then plugged into discretized global equations to end up with a global

system that only has the trace variable û as an unknown. For numerical integration

in cut elements, in the context of high-order approximations, the methodology pre-

sented in Section 1.3.3 is used. Although this modified numerical integration in cut

elements causes slight increase in CPU time, in practical applications the extra cost
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2. X-HDG for Second Order Elliptic Void Problems

becomes negligible compared with the cost of mesh adaptation or re-meshing. At the

end X-HDG is compared to standard HDG in three numerical tests: the solution of

a Laplace problem with known analytical solution in a square domain with a circular

void, with Dirichlet and Neumann boundary conditions, and the computation of the

velocity field for a potential flow problem in a rectangular domain with several voids.

The HDG computations are done on a mesh fitting the voids boundaries, whereas

with X-HDG a regular mesh covering the domain can be considered. Numerical tests

assert that X-HDG keeps the HDG optimal convergence rates for the solution, the

gradient and the post-processed super-convergent solution, without the need to adapt

the mesh to the boundary. In all tests, similar accuracy is observed for similar mesh

size.

The X-HDG method is fully developed in this chapter for the solution of steady

void problems, describing the main ideas and fundamentals of the method. In the

coming Chapter 3 the method is going to be further explored for bimaterial prob-

lems.
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Chapter 3

X-HDG for Second Order Elliptic

Bimaterial Problems

X-HDG for bimaterial problems is presented next. In section 3.1 the problem defini-

tion and weak forms are proposed. Numerical examples demonstrate the applicability

of X-HDG, see section 3.2. The chapter is concluded with final remarks presented in

section 3.3. The findings presented in this chapter can also be found in Gürkan et al.

[2017]

3.1 X-HDG for bimaterial problems

Let Ω ⊂ Rd be a bounded domain divided in two disjoint subdomains

Ω = Ω1 ∪ Ω2, Ω1 ∩ Ω2 = ∅

with an interface

I = Ω1 ∩ Ω2.

The following bimaterial problem is considered,

−∇ · (ν∇u) = f in Ω1 ∪ Ω2,

[[un]] = 0 on I,
[[νn ·∇u]] = 0 on I,

u = uD on ΓD,

−νn ·∇u = gN on ΓN

(3.1)
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3. X-HDG for Second Order Elliptic Bimaterial Problems

where u is the solution, ν is a material coefficient with discontinuous definition across

the interface (that is, ν = νi in Ωi for i = 1, 2), f is a given source term and uD are

prescribed values on the boundary. The jump [[·]] operator is defined as in (1.7) that

is, for instance, at the material interface I between the subdomains Ω1 and Ω2, the

jump of a vector w is [[w · n]] := w1 · n1 +w2 · n2 = (w1 −w2) · n1, where ni is the

normal vector exterior to Ωi, and wi denotes the restriction of w to Ωi.

Here, for simplicity, Dirichlet boundary conditions are considered on the boundary

∂Ωext; other boundary conditions on ∂Ωext do not add any difficulty.

The domain Ω is now assumed to be covered by a finite element mesh with nel

disjoint elements Ki, and a mesh skeleton Γ, satisfying (1.2) and (1.3). In the dis-

continuous setting, equation (3.1) is expressed as a first order system with some

equations local to the elements and some global equations. The local element-by-

element problems correspond to the statement of the PDE in (3.1), with Dirichlet

boundary conditions, in each element Ki, that is,

∇ · q = f in Ki

q + ν∇u = 0 in Ki

u = û on ∂Ki

 if I ∩Ki = ∅, (3.2a)

∇ · q = f in Ki\I
q + ν∇u = 0 in Ki\I

[[un]] = 0 on I ∩Ki

[[q · n]] = 0 on I ∩Ki

u = û on ∂Ki


if I ∩Ki 6= ∅, (3.2b)

for i = 1, . . . , nel. Two new variables are introduced: q corresponding to the flux of u,

splitting the PDE into two first order PDEs, and û corresponding to the trace of u at

the mesh faces Γ. The trace û is a single valued variable on each face, with the same

value when seen from both sides of an interior face. Figure 3.1 shows an example

of an HDG computational mesh, with elemental nodes and trace nodes. The local

problems have been particularized for elements cut by the interior boundary (3.2b),

including the interface conditions, and for standard elements (3.2a). Given the trace

û, the local problems (3.2) can be solved in each element to determine the solution

u and the flux q. Thus, the problem now reduces to determine the trace û. This is

done, as usual, by imposing the conservativity conditions (i.e. global equations), that
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3.1. X-HDG for bimaterial problems

Figure 3.1: Example of a third degree HDG discretization. Nodal approximation at el-
ements (gray nodes) for u and q, and nodal approximation at sides (black
nodes) for the trace û. Some elements and sides are cut by the interface.

is, the continuity of the flux across element boundaries

[[q · n]] = 0 on Γ\∂Ω, (3.3)

and the boundary condition, equivalent to the boundary condition in (3.1),

û = P2(uD) on ΓD, q · n = gN on ΓN , (3.4)

where P2(uD) is the L2 projection of the data uD on the approximation space on the

faces, i.e., a least-squares fitting.

The discretization of the conservativity condition (3.3) and the local problems

(3.2), with the boundary condition (3.4), leads to the X-HDG formulation. The

following discrete spaces for elemental variables, u and q, and for the trace variable,

û, are considered

Vhenr :=
{
v ∈ L2(Ω) : v|Ki

∈ Pk(Ki) if Ki ∩ I = ∅,
v|Ki
∈ Pk(Ki)⊕HPk(Ki) if Ki ∩ I 6= ∅

}
,

Λh
enr :=

{
v̂ ∈ L2(Γ) : v̂|Γi

∈ Pk(Γi) if Γi ∩ I = ∅,
v̂|Γi
∈ Pk(Γi)⊕HPk(Γi) if Γi ∩ I 6= ∅

}
,

(3.5)

where Pk denotes the space of polynomials of degree less or equal to k. H is a

Heaviside function enriching the approximation in cut elements and on cut faces,

which can be defined, for instance, as

H =

{
1 in Ω1

−1 in Ω2

to introduce discontinuities across the interface I.
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Remark 12. The X-HDG the approximation space is enriched with a Heaviside

function and, therefore, the approximations are discontinuous across the interface, for

both the solution u and the flux q. It is a natural choice for the enrichment of the flux

q, whose tangential component is discontinuous across the interface. For the solution

u, even though it is continuous, X-HDG considers a discontinuous approximation to

keep the discontinuous setting of HDG also across the interface. Continuity of the

solution u and the normal flux q ·n across the interface is imposed in weak form, as

usually done across interior faces in HDG. In fact, the X-HDG method proposed here

is formally equivalent to a standard HDG method applied on a cut mesh combining

triangular and quadrilateral elements with a Pk polynomial approximation (i.e., a

complete k-th degree polynomial basis also for quadrilaterals), but organized and

implemented in an alternative way to keep the original triangular computational

mesh and the original unknown structure, as usual in X-FEM methods. Thus, X-

HDG keeps the superconvergence and stability properties of standard HDG, but in

accordance with an X-FEM philosophy.

Remark 13. For the sake of simplicity, all derivations in this section are done as-

suming that cut elements are split in two regions only, which corresponds to the

usual situation. Thus, one Heaviside enrichment is considered, see (3.5). However,

with high-order approximations more complicated situations, dividing elements or

faces into more regions, may appear, see section 3.1.4 and the numerical example in

section 3.2.5. If it is the case, an enrichment with multiple Heaviside functions is

proposed in section 3.1.4 to ensure an independent approximation in each region of

the element or face.

Remark 14. The description of the interface can be done with a level set function

as usual in X-FEM methods, see for instance Gürkan et al. [2016]. The level set

function is given by its nodal values on the computational mesh using an r-th degree

approximation. In most numerical tests a k-th degree level set function is used for

the X-HDG solution and an additional level set function with polynomial degree

k+ 1 is used for the postprocessed solution. Nevertheless, for examples with evolving

interfaces and more involved interface geometries an accurate representation of the

interface is crucial to keep the X-HDG accuracy, see the kidney-shaped interface

example in section 3.2.4. According to the analysis for standard HDG with meshes

fitted to the interface in Huynh et al. [2013], a level set function with degree r = 2k+1

ensures optimal convergence of X-HDG in the more general situation.
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3.1. X-HDG for bimaterial problems

The next sections present the details of the X-HDG formulation, stating the dis-

cretization of the local problems for standard and cut elements and the discretization

of the conservativity condition or, in other words, the global equations.

3.1.1 Local problem for standard elements

The local problem at elements not cut by the interface (3.2a) is discretized as usual in

HDG, see Cockburn et al. [2009, 2008], as recalled in section 1.3.1. The discretization

of the local problem for cut elements (3.2b) is developed in coming section 3.1.2.

3.1.2 Local problem for cut elements

The X-HDG local problem on an element Ki cut by the interface corresponds to

the discretization of (3.2b), that is: given û ∈ Λh
enr, find u ∈ Pk(Ki) ⊕ HPk(Ki),

q ∈ [Pk(Ki)⊕HPk(Ki)]
d such that∫

Ki

v∇ · q dV +

∫
∂Ki

τν v(u− û) dS + 2

∫
Ii
{τνv(u− ũ)} dS =

∫
Ki

vf dV∫
Ki

1

ν
q ·w dV −

∫
Ki

u∇ ·w dV +

∫
∂Ki

ûw · n dS +

∫
Ii
ũ[[w · n]] dS = 0

(3.6)

for all v ∈ Pk(Ki)⊕HPk(Ki) and w ∈ [Pk(Ki)⊕HPk(Ki)]
d, where ũ is a new trace

variable approximating the trace of the solution on the interface Ii := Ki ∩ I. Note

that the jump in ν, v and u across Ii is taken into account by a mean operation in

the third term of the first equation. The X-HDG local problem (3.6) can be derived

following the standard HDG rationale for each one of the domains, Ki ∩ Ω1 and

Ki ∩ Ω2, and summing the obtained weak forms. Compared to the weak form for

standard elements (1.9), the X-HDG weak form for a cut element has two additional

terms corresponding to integrals along the interface Ii. They involve the new trace

variable ũ and take the discontinuous nature of the approximation space into account.

These new terms weakly impose the condition u = ũ on Ii, ensuring weak continuity

of u across the interface.

Remark 15. The approximation space Pk(Ii) is represented by a one-dimensional

polynomial nodal basis of degree k on the 1D reference element (−1, 1), which is

mapped to a nodal basis on an approximation of the interface Ii. The mapping is

done with an r-th degree parametrization given by r+ 1 points on the interface. The
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3. X-HDG for Second Order Elliptic Bimaterial Problems

r-th degree parametrization of the interface is also used for the definition of numerical

quadrature schemes within the cut element, accounting for the discontinuous nature

of the approximation across the interface, see Cheng and Fries [2010], Gürkan et al.

[2016] for details, and an example with degree r = 3 of the level set function in

Figure 3.2. With the proposed approach, the integrals on both sides of the interface

are computed separately.

The discretization of the local problem (3.6) leads to a system of equations of the

form [
AKi
uu + AIiuu

]
ui +AKi

uqq
i + AKi

uûΛ
i + AIiuũũ = fKi

u

AKi
quui +AKi

qq qi + AKi

qûΛi + AIiqũũ = 0
, (3.7)

similar to (1.11), but with three new matrices corresponding to integrals on the

interface Ii (marked with the superindex Ii), and the nodal values for the new trace

variable, ũ.

The local problem is now closed by imposing the conservativity condition across

the interface Ii,
[[q̂ · n]] = 0 on Ii. (3.8)

Replacing the expression of the numerical flux q̂ defined in (1.10), i.e., q̂ · n =

q · n + ντ(u − ũ), the weak form of the conservativity condition on I i is: given

u ∈ Pk(Ki)⊕HPk(Ki), q ∈ [Pk(Ki)⊕HPk(Ki)]
d, find ũ ∈ Pk(Ii) such that∫

Ii
ṽ[[q · n]] dS + 2

∫
Ii
ṽ ({ντu} − {ντ}ũ) dS = 0 ∀ṽ ∈ Pk(Ii). (3.9)

The discretization of the conservativity condition leads to a discrete equation of the

form

AIiũuu
i + AIiũqq

i + AIiũũũ = 0.

This allows expressing the new trace values ũ in terms of the elemental values

ũ = Ti
uu

i + Ti
qq

i (3.10)

with Ti
u = −[AIiũũ]

−1AIiũu,T
i
q = −[AIiũũ]

−1AIiũq. This expression corresponds to a Schur

complement for eliminating the trace solution ũ. This elimination of a trace variable

ũ in favor of the local variables, u and q, is logically the opposite elimination as the

one expressed by the local solver. Substituting ũ in (3.7) by (3.10) leads to the final
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3.1. X-HDG for bimaterial problems

Figure 3.2: Interface representation and numerical quadrature with 3-rd degree
parametrization of the interface. The color on the nodes refer to the sign
of the level set function defining the interface. Crosses are exemplary integra-
tion points.

discrete local problem
[
AKi
uu + AIiuu + AIiuũT

i
u

]
ui +

[
AKi
uq + AIiuũT

i
q

]
qi + AKi

uûΛ
i = fKi

u[
AKi
qu + AIiqũT

i
u

]
ui +

[
AKi
qq + AIiqũT

i
q

]
qi + AKi

qûΛi = 0.
(3.11)

Now, system (3.11) can be solved for ui and qi, obtaining the local solver in the cut

element Ki, i.e., equation (1.13) with (1.14) and

A =

 [AKi
uu + AIiuu + AIiuũT

i
u

] [
AKi
uq + AIiuũT

i
q

][
AKi
qu + AIiqũT

i
u

] [
AKi
qq + AIiqũT

i
q

]
 .

The structure of the local solver is exactly the same as for non-cut elements (1.13),

thanks to the fact that the internal trace variable ũ has been expressed in terms of

the local variables. Note, however, that the size of the matrices involved in the local

solver is different for a standard element and for a cut element due to the enriched

approximation. In the simplest case (see Remark 13), there are twice as many degrees

of freedom for cut elements and faces.

The discontinuous nature of the approximation across the interface necessitates

a proper modified numerical quadrature for the integration in cut elements and cut

faces. Adopting the strategy presented in 1.3.3, the integrals on both sides of the

interface are computed separately, see Figure 3.2.

Remark 16. The extension of the formulation to other conditions on the interface

is straight-forward. As an example, consider a problem with non-homogeneous con-

ditions on the interface, u2−u1 = α and [[−νn ·∇u]] = g on Ii, where ui denotes the
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3. X-HDG for Second Order Elliptic Bimaterial Problems

restriction of function u to Ωi. Then, defining ũi as the trace of u1 (i.e., u1 = ũi on

Ii), we have u2 = ũi+α on Ii, and therefore, new terms
∫
Ii τν2v2α and −

∫
Ii αw2 ·n2

appear in the right hand side of the first and second equation in (3.6), respectively,

and the right hand side of (3.9) becomes
∫
Ii ṽg dS +

∫
Ii τν2ṽα dS.

3.1.3 Global problem

The local problem, both in a standard element or in a cut element, leads to the local

solver (1.13) that expresses the solution in the element, u and q, in terms of the trace

values at its boundary, û. Thus, the problem is reduced to determine the trace nodal

values {ûf}nfcf=1 on the mesh skeleton Γ. For this purpose the so-called global problem

is stated, which corresponds to the discretization of the conservativity condition on

Γ (3.3), replacing q by the numerical flux (1.10).

The weak form for the global problem is: find û ∈ Λh such that û = P2(uD) on

ΓD and ∫
Γ

v̂[[q · n]] dS + 2

∫
Γ

v̂ ({ντu} − {ντ}û) dS =

∫
ΓN

v̂gN dS, (3.12)

for all v̂ ∈ Λh with v̂ = 0 on ΓD. As usual in HDG, the discretization of (3.12) for

every face Γf leads to an equation of the form

Af,L
ûu uL(f) + Af,L

ûq qL(f) + Af,R
ûu uR(f)(f) + Af,R

ûq qR(f) + Af
ûûû

f = gf . (3.13)

Inserting the expressions of the local solver (1.13) for the elements KL(f) and

KR(f) in (3.13) for every face Γf leads to a system of equations involving only the

trace variables {ûf}nfcf=1.

As usual in an HDG code, the implementation of the method involves a loop over

elements. For each element, the matrices and vectors for the local solver (1.13) are

computed, and the contribution to the equation (3.13) is assembled for each face of

the element. Once the system is assembled for all elements and Dirichlet boundary

conditions (3.4) are imposed according to Remark 3, the system can be solved. Then,

given the trace variables {ûf}nfcf=1, the solution, ui and qi, can be computed for each

element using (1.13).

It is important noting that X-HDG keeps the structure of a standard HDG code.

The main differences are: (i) the modified local problem for cut elements (3.7), and

the corresponding matrices in the local solver, (ii) the modified numerical integration

in cut elements and on cut faces, (iii) the increased number of degrees of freedom for
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3.1. X-HDG for bimaterial problems

the enriched approximation in cut elements and on cut faces, that has to be taken

into account also for the assembly of the matrices involving cut faces.

Remark 17. Compared to standard HDG, the size of the system of equations to

be solved for X-HDG is larger, because the number of degrees of freedom for cut

faces doubles as compared to a standard case (in the simplest case, see Remark 13).

However, in practical applications cut faces are usually a small portion of the whole

set of faces.

Remark 18. Similarly to standard HDG, a second element-by-element postprocess-

ing can be done to compute an X-HDG superconvergent solution. For a standard

element, Ki ∩ I = ∅, the superconvergent approximation is computed as in standard

HDG: find u∗ ∈ Pk+1(Ki) such that∫
Ki

ν∇u∗ ·∇v dV = −
∫
Ki

q ·∇v dV ∀v ∈ Pk+1(Ki),∫
Ki

u∗ dV =

∫
Ki

u dV .

For an element cut by the interface, Ki ∩ I 6= ∅, the superconvergent approximation

is computed finding u∗ ∈ Pk+1(Ki)⊕HPk+1(Ki) such that∫
Ki

ν∇u∗ ·∇v dV = −
∫
Ki

q ·∇v dV ∀v ∈ Pk+1(Ki)⊕HPk+1(Ki),∫
Ki

u∗ dV =

∫
Ki

u dV and

∫
Ki

Hu∗ dV =

∫
Ki

HudV .

The solution of this element-by-element computation, u∗, converges with order k+ 2

in the L2 norm.

3.1.4 Cut element split in more than two regions

As mentioned in Remark 13, in the most general situation some elements and faces

may be split by the interface in more than two regions, requiring an enrichment

with several Heaviside functions. For instance, for a triangle split in three regions,

as shown in Figure 3.3, an approximation with two Heaviside functions should be

considered to properly represent the discontinuity. The local problem in this case is:

find u ∈ Pk(Ki) ⊕ H1Pk(Ki) ⊕ H2Pk(Ki), q ∈ [Pk(Ki) ⊕ H1Pk(Ki) ⊕ H2Pk(Ki)]
d
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I

I

u
 

u
 

Figure 3.3: Triangle split by the interface in 3 regions, with two elemental interfaces I1
i

and I2
i , with corresponding auxiliary trace variables ũ1 and ũ2. The approx-

imation is enriched with two Heaviside functions.

such that∫
Ki

v∇ · q dV +

∫
∂Ki

τν v(u− û) dS

+ 2

∫
I1i
{τνv(u− ũ1)} dS + 2

∫
I2i
{τνv(u− ũ2)} dS =

∫
Ki

vf dV

∫
Ki

1

ν
q ·w dV −

∫
Ki

u∇·w dV +

∫
∂Ki

ûw ·n dS+

∫
I1i
ũ1[[w ·n]] dS+

∫
I2i
ũ2[[w ·n]] dS = 0

for all v ∈ Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki) andw ∈ [Pk(Ki)⊕H1Pk(Ki)⊕H2Pk(Ki)]
d,

where I1
i and I2

i are the interfaces splitting the element in three regions, H1 and H2

are Heaviside functions to represent the discontinuities on both interfaces, and ũ1

and ũ2 are new trace variables approximating the trace of the solution on I1
i and

I2
i , respectively. Following the rationale in section 3.1.2, the trace variables ũ1 and

ũ2 are expressed in terms of u and q using the conservativity condition (3.8) with

the corresponding weak form (3.9) on each interface. Inserting them into the local

problem again leads to a local solver with the same structure as (1.13), expressing u

and q in terms of the global trace variable û. For integrations, divide-and-conquer

strategy presented in 1.3.3 is followed, which handles multiple cut situations easily.

Obviously, at faces that are split by the interface into more than two regions,

an enrichment with several Heaviside functions must also be considered for û. A

numerical example showing the performance of X-HDG when some elements are cut

twice by the interface can be found in section 3.2.5.

We note that in a DG framework the use of different enrichment functions in

neighboring elements does not imply any difficulty. In X-HDG the continuity be-

tween elements is imposed in a weak form, giving total freedom for a decoupled

definition of the approximation space in every element. This is not the case in the
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!
"#

!
$#

!
"#

!
$#

Figure 3.4: Representation of 2 triangles cut by one interface for X-FEM (continuous)
and X-HDG. Element K1 is split by the interface in 3 regions. The X-HDG
discretization considers 2 Heaviside functions for enrichment in element K1

and the cut side, and 1 Heaviside in element K2.

context of continuous finite elements. In X-FEM, the usual practice is considering a

unique definition of the level-set functions in the whole domain, to ensure continuity

of the approximation in a simple way. For illustration purposes, Figure 3.4 shows

a discretization example with 2 triangles cut by an interface, for a continuous ap-

proximation (left) and an HDG approximation (right). In this situation, the X-HDG

discretization considers two Heaviside functions for enrichment in element K1 and

the cut side, and one Heaviside function for enrichment in element K2. Continuity

is imposed weakly by the X-HDG formulation in a natural and straight-forward way.

However, a standard X-FEM approximation would consider a unique Heaviside func-

tion associated to the interface in both elements, in order to keep the continuity of

the approximation on the side shared by the triangles. This is because in X-FEM all

nodes have to be enriched with the same enrichment function. This would lead to an

artificial link between the solution in the the two separated regions in K1, with the

consequent decrease of accuracy. An alternative in the context of continuous finite

element is the so-called Virtual Node Algorithm (VNA) Assêncio and Teran [2013],

which is based on a suitable duplication of nodes and elements, instead of the classical

enrichment. However, the implementation of the VNA for complicated interfaces, as

the one depicted in Figure 3.4, may be cumbersome.

3.2 Numerical examples

The performance of X-HDG is tested by several numerical examples in this section.

Both straight and curved interfaces with discontinuous or continuous solutions across

the interface are considered. For verification of the results obtained with X-HDG,

results are compared against a standard HDG setting where the computational mesh
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3. X-HDG for Second Order Elliptic Bimaterial Problems

fits the interface. A last example with cut elements that are split by the interface in

more than two regions is also considered, demonstrating the capability of X-HDG to

handle this kind of problems.

3.2.1 Straight interface with zero jump conditions

In this first test case, the Poisson equation (3.1) is solved over a square domain

Ω = (−1, 1)2 with a straight interface I at x = 0.2031. The material parameter ν

is defined as ν1 = 1 in Ω1 and ν2 = 2.5 in Ω2. In Figure 3.5, the linear interface

I separating the two material domains can be seen for both the X-HDG and the

HDG settings. For X-HDG the interface is represented by the level set function

φ = x − 0.2031, and it is not fitted by the computational mesh. Elements cut

by the interface are depicted in light gray. On other hand, for HDG the interface

needs to coincide with element boundaries of the computational mesh. Note that

generating a computational mesh fitting the interface is simple in this example, but

may be cumbersome and costly for irregularly shaped curved interfaces, specially for

evolving interfaces.

The source term and Dirichlet boundary conditions are set such that the analytical

solution is

u(x) =

{
5x5 in Ω1,

2x5 + A in Ω2,

with A = 3(0.2031)5. Zero jump conditions across the interface are imposed.

Figure 3.6 shows the convergence of X-HDG and HDG for the bimaterial problem

with straight interface. Starting with an initial mesh using four elements per coordi-

nate direction, four mesh refinement steps are considered—each refinement doubling

the number of elements per direction—both for X-HDG and HDG. The meshes for

HDG do not have uniform mesh size in order to fit the interface. The characteristic

mesh size in the convergence plots is the mesh size of the uniform mesh with the same

number of elements. The approximation degree is varied from k = 1 to k = 4. The

results confirm that the X-HDG strategy retains the convergence rates and accuracy

of standard HDG without the need of mesh adaptation to the interface. Optimal

convergence of order k + 1 for u, and k + 2 for the postprocessed superconvergent

solution u∗, is observed, with a slight effect of rounding errors in the solution with

the finer mesh and degree k = 4.
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Figure 3.5: Linear interface with zero jump conditions: computational mesh for X-HDG
and for standard HDG after two mesh refinements. On the left, the X-HDG
mesh not adapted to the linear interface boundary I which shown in black.
Elements in white are standard elements in domain one whereas elements
in dark gray are standard elements in domain two. Elements cut by the
interface I are shown in light gray shade. On the right, HDG mesh fitting
to the linear interface is shown. Elements in domain one are shown in white
whereas elements in domain two are shown in dark gray.
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Figure 3.6: Linear interface with zero jump conditions: convergence history of X-HDG
and HDG with solid line for the solution u (Pk) and dashed line for the post-
processed superconvergent solution u∗ (Pk postp). Slopes for each segment
are shown.

3.2.2 Straight interface with non-zero jump conditions

As a second example, X-HDG is tested with a discontinuous solution over the inter-

face, see Remark 16. The domain is again Ω = (0, 1)2, the level-set function describing

the interface is φ = x− 0.4, the viscosity parameter is set to ν = 1 in the entire do-
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3. X-HDG for Second Order Elliptic Bimaterial Problems

main, and homogeneous Dirichlet boundary conditions are imposed on the boundary.

The jump conditions

u2 − u1 = 1, [[n ·∇u]] = 0 on I,

are imposed on the interface, and the source term is chosen such that the analytical

solution reads

u(x) =

{
sin(πx) sin(πy) in Ω1,

sin(πx) sin(πy) + 1 in Ω2.

Figure 3.7 shows the coarsest mesh used in our X-HDG calculations as well as

the analytical solution. The mesh is refined three times—doubling the number of

elements per direction in each refinement—with varying polynomial degrees between

k = 2 and k = 4 for the convergence studies presented in Figure 3.8. Again, the

results are compared against a conventional HDG setting where the interface is fitted

by the computational mesh.

Figure 3.8 clearly shows that X-HDG performs equally well as the standard HDG

method with a discontinuous solution over the interface without the need for a match-

ing computational mesh.

3.2.3 Circular interface with zero jump conditions: heat

distribution over a steady state bimaterial plate

In this example a circular interface I with radius R = 0.5 is considered to divide

the square domain Ω = (−1, 1)2 into two regions, Ω1 and Ω2, as depicted in Figure

3.9. The heat distribution over a plate, which is made of two materials with dif-

ferent thermal conductivities, is computed. The analytical solution and the thermal

conductivities are defined by

u(x) =

{
1
ν1

(x2 + y2)5/2 in Ω1,
1
ν2

(x2 + y2)5/2 + ( 1
ν1
− 1

ν2
)R5 in Ω2,

and ν =

{
1 in Ω1,

100 in Ω2,

the corresponding source term is f = −25(x2 + y2)3/2, Dirichlet boundary conditions

are set on the boundary, and zero jump conditions are set on the interface.

Figure 3.9 shows the mesh used in X-HDG calculations after the first refinement

step as well as the analytical solution. The mesh is isotropically refined three times

and the degree of approximation is varied between k = 1 and k = 3. Convergence

plots for the X-HDG solution are shown in Figure 3.10. Again optimal convergence
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Figure 3.7: Straight Interface with non-zero jump conditions: X-HDG mesh after one
mesh refinement and the interface I (left) and analytical solution (right).
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Figure 3.8: Straight Interface with non-zero jump conditions: convergence history of X-
HDG and HDG with solid line for the solution u (Pk) and dashed line for
the postprocessed superconvergent solution u∗ (Pk postp). Slopes for each
segment are shown.

rates are reached, for both the solution u and the superconvergence postprocess u∗,

except for the last mesh with degree k = 3.

This convergence loss is the result of bad-cut situations (see Figures 3.11 and

3.12, left panel) causing an ill-conditioned matrix for the system of the global prob-

lem. By a bad-cut situation we mean a case where the area ratio of two material

domains at the cut element is less than 0.1. This situation is familiar from X-FEM

applications and there are plenty of strategies, complex or rather simple, to get rid

of this ill-conditioning problem, see for instance Hansbo and Hansbo [2002]. Since

the derivation of such stabilization strategies is not within the scope of this work,
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Figure 3.9: Circular interface with zero jump conditions: mesh used in X-HDG calcula-
tions after one mesh refinement and the circular interface I (left), analytical
solution (right).
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Figure 3.10: Circular interface with zero jump conditions: convergence history for the so-
lution u (Pk, solid line), the superconvergent solution u∗ (Pk postp., dashed
line), and for u∗ with a slightly modified mesh to avoid ill-conditioning (P3∗

postp.)

we choose to simply slightly modify the mesh, moving the nodes wherever we de-

tect a bad-cut situation, as shown in Figures 3.11 and 3.12. This eliminates the

ill-conditioning problem. The condition number of the matrix for the completely

uniform mesh is k2 ' 1014, leading to poor accuracy in the results. After the slight

modification of the mesh, avoiding the bad-cut situations, the condition number is

k2 ' 5 109. Note that this node-moving strategy is not proposed as a general solution

but rather to demonstrate that X-HDG can converge optimally. The slight modifi-

cation of the mesh recovers optimal convergence, with rates of order k + 1 and k + 2

for the solution and the post processed solution, respectively.
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Figure 3.11: Example of bad-cut situation for the circular interface: zoom of the original
uniform mesh (left) and of the modified mesh (right). Standard elements are
shown in white, cut elements in gray and bad-cut elements in dark gray. In
this case, the vertex that is too close to the interface is moved to be placed on
top of it. The nodes of the affected elements are relocated keeping straigth
sides.
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Figure 3.12: Example of bad-cut situation for the circular interface: zoom of the original
uniform mesh (left) and of the modified mesh (right). Standard elements
are shown in white, cut elements in gray and bad-cut elements in dark gray.
Again, the vertexes that are too close to the interface are moved to be placed
on top of it. If a face has two moved vertexes, the whole face is moved to a
curved face fitting the interface.

This problem is solved in Huynh et al. [2013] using standard HDG with a mesh

fitting the circular interface, using superparametric elements for the curved elements

along the interface. In this work, optimal convergence and similar levels of accuracy

are obtained with X-HDG and standard isoparametric approximations, even in the

presence of the curved elements in Figure 3.12. It is also worth mentioning that
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Figure 3.13: Circular interface with zero jump conditions with ν1 = 100 and ν2 = 1:
analytical solution (left), convergence history for the solution u (Pk, solid
line) and the superconvergent solution u∗ (Pk postp., dashed line) (right).

the analytical solution for this problem has a singularity in the fifth derivative and,

therefore, theoretical convergence rates are available up to degree k = 3. Numerical

experiments show that the convergence rate for degree k = 4 is lower than 5.

Figure 3.13 shows the convergence history and the analytical solution in case

of switching the materials in Ω1 and Ω2, i.e., setting ν1 = 100 and ν2 = 1 and

keeping the problem statement the same. The mesh fixing strategy is also used in

this computations in the presence of bad-cut situations, again leading to optimal

convergence rates.

3.2.4 Kidney-shaped interface

To study the behavior of X-HDG in the context of more involved interfaces, a problem

with a kidney-shaped interface according to Huynh et al. [2013] is considered next.

The domain is Ω = (−1, 1)2, the level set function is defined as

ϕ(x, y) =
(
3((x+ 0.5)2 + y2)− x− 0.5

)2 −
(
(x+ 0.5)2 + y2

)
+ 0.1,

and the material parameters are ν1 = 10 in Ω1 = {(x, y) ∈ Ω|ϕ(x, y) > 0} (i.e., the

outer subdomain) and ν2 = 1 in Ω2 = Ω\Ω1. The source term, the Dirichlet boundary

conditions, and the jump conditions on the interface are set such that the analytical

solution is

u(x, y) =

{
1
ν1

cos(1− x2 − y2) for (x, y) ∈ Ω1

sin(2x2 + y2 + 2) + x for (x, y) ∈ Ω2.
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Figure 3.14: Kidney-shaped interface: mesh after two refinements together with the kid-
ney shaped interface (left) and solution (right).
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Figure 3.15: Kidney-shaped interface: convergence plots with a level set function of degree
k + 1 (left) and of degree k + 2 (right).

Figure 3.14 shows the convergence plots for varying approximation degree k and

mesh size h. The left panel shows the X-HDG solution with a k-th degree level

set function and with degree k + 1 for the superconvergent solution, whereas the

right panel shows the X-HDG solution with a level set function of degree k + 2.

In this example, the geometrical description of the interface crucially influences the

accuracy of the solution, and a representation with degree k + 2 is required to reach

optimal convergence. For coarse meshes or low degrees, the k-th degree interface

representation induces substantial errors in the solution. Nevertheless, it is worth

noting that for finer meshes these errors become less relevant and the accuracy of an

interface representation of degrees k and k + 2, respectively, is similar. For the last
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Figure 3.16: Rectangular Interface: domain and computational mesh. Elements cut by
the interface are shown in light gray.

mesh and highest degree of approximation the effect of ill-conditioning is observed,

limiting the accuracy to errors around 10−8 see Figure 3.15.

The need of an accurate representation of the interface to reach optimal con-

vergence rates is in accordance with the analysis in Huynh et al. [2013], where the

authors claim that for standard HDG with a mesh fitted to the interface, superpara-

metric elements with a geometry description of degree 2k+ 1 are necessary to ensure

optimal convergence rates for the solution and for superconvergent postprocessing.

The natural extension of this result to X-HDG is the need of a level set function of

degree 2k+ 1 to ensure optimal convergence in the general case. Nonetheless, in this

example a geometrical description of the interface of degree k+ 2 is enough to obtain

maximum accuracy for each mesh and degree.

3.2.5 Rectangular interface with double enrichment

The heat equation is solved over a rectangular plate Ω = (0, 10) × (0, 1.5), with

an approximation of degree 3. The plate is composed of two different materials

separated by a rectangular interface. The subdomain inside the rectangular interface

is Ω2 = (0, 7) × (0.65, 0.85), with permittivity constant ν2 = 1. The remainder of

the domain is Ω1 = Ω \ Ω2 with permittivity constant ν1 = 10, see Figure 3.16.

Homogenous Neumann boundary conditions are imposed at {x = 0} and {x = 10},
whereas at {y = 0} and at {y = 1.5} Dirichlet boundary conditions are set to 0

and 1, respectively. Considering the computational mesh shown in Figure 3.16,

the elements cut by the interface (in light gray) are split in three regions, two with

material constant ν = ν1, and the interior one with ν = ν2. In this situation, cut

elements and cut faces should be enriched with two Heaviside functions, as explained

in section 3.1.4, to have a completely independent approximation for the solution in

58



3.2. Numerical examples

I

I

H
1

H
2

i

i

2

H1 =

{
−1, y ∈ (1, 0.85)

1, y ∈ (0.85, 0.5)
H2 =

{
−1, y ∈ (1, 0.65)

1, y ∈ (0.65, 0.5)

Figure 3.17: Rectangular Interface: representation of the two Heaviside functions used
for the double enrichment at cut elements.
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Figure 3.18: Rectangular Interface: X-HDG solution, with degree k = 3 and double en-
richment at cut elements and cut faces, from two different points of view
(top), and sections on {x = 0} (bottom left) and on {x = 10} (bottom right).
Vertical discontinuous and continuous lines represent element boundaries and
interfaces, respectively.

the three regions. That is, in the cut elements the solution is approximated as

u ' a+H1b+H2c

where a, b and c are polynomials of degree 3, and H1 and H2 are the two Heaviside

functions represented in Figure 3.17. Faces cut by the rectangular interface are also
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3. X-HDG for Second Order Elliptic Bimaterial Problems

enriched with these two Heaviside functions, and the face at y = 7, shared by a cut

element and a standard element, is not enriched.

Figure 3.18 shows the X-HDG solution from different viewing angles and over two

cross sections. By using double enrichment in the cut elements, the approximations

in the three regions are independent, and the X-HDG solution can freely adjust to

the kinks in the analytical solution. The solution is verified to match with an HDG

solution in a fine mesh adapted to the interface. As expected, on the right boundary

(Neumann boundary {x = 10} with constant permittivity parameter ν = ν1, far

enough to the material interface) the solution is close to a linear variation from

temperature 0 to temperature 1. On the left boundary (Neumann boundary {x = 0}
with two materials) the solution is close to a linear variation in the three regions,

with larger slope for the interior region, which has smaller permittivity ν = ν2 < ν1.

In the interior of the domain the solution varies in a continuous way between this

two sections, with sharper variations close to x = 7. To verify the convenience of

considering two Heaviside enrichments in the cut elements, the problem is now solved

with a single Heaviside function. That is, the approximation at cut elements is

u ' a+Hb

with the Heaviside function H represented in Figure 3.19. This would be the standard

approach for an X-FEM formulation based on continuous finite elements: a single

enrichment function is defined in the whole domain, and for this example, this means

a single Heaviside enrichment in the cut elements.

Figure 3.20 shows the X-HDG solution with single enrichment, again from differ-

ent viewing angles and over two cross sections. The section on {x = 0} shows how

the single enrichment is not suitable to capture the solution, due to the non-physical

dependency of the approximation on the top (y > 0.85) and bottom (y < 0.65)

regions. This causes over- and undershoots close to the interface, and large discon-

tinuties at the element boundaries, demonstrating that the approximation with a

single enrichment is not rich enough to properly adjust to the kinks in the solution.

To corroborate this conclusion, the problem is also solved with an X-FEM formula-

tion based on continuous finite elements, with a unique Heaviside function defined

in the whole domain to represent the interface, that is, with the single enrichment

at cut elements. Nitsche’s method (or, equivalently, the interior penalty method)

is considered for weakly imposing the continuity of the solution and of the normal

flux across the interface, see Legrain et al. [2012] for details. Similarly to the X-
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Figure 3.19: Rectangular Interface: Heaviside function for the single enrichment solution.
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Figure 3.20: Rectangular Interface: X-HDG solution , with degree k = 3 and single
enrichment at cut elements and cut faces, from two different points of view
(top), and sections on {x = 0} (bottom left) and on {x = 10} (bottom right).
Vertical discontinuous and continuous lines represent element boundaries and
interfaces, respectively. The approximation is not rich enough to capture the
solution.

HDG solution with single enrichment, the X-FEM solution is not able to properly

represent the solution. Figure 3.21 shows the section on {x = 0} for two different

values of the Nitsche parameter β. For β = 100 the X-FEM solution presents large

discontinuities across the interface and the slopes in the exterior region Ω1 are not

properly captured. Increasing the parameter to β = 1000 improves the solution, with

small discontinuities and better approximation of the solution in the elements in the
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Figure 3.21: Rectangular Interface: sections of the X-FEM solution, with degree k = 3,
on {x = 0} (left) and on {x = 10} (right), for β = 100 (dashed line) and
β = 1000 (solid line). Vertical discontinuous and continuous lines represent
element boundaries and interfaces, respectively.

exterior domain. However the approximation in the cut elements is still far from the

analytical solution. Again, the approximation with single enrichment is not able to

represent the kinks of the solution on the interface.

Thus, it can be concluded that two Heaviside enrichments in cut elements are

necessary to properly capture the solution in this example. The approximation with

double enrichment can be easily handled in the X-HDG formulation, where continuity

of the approximation between elements is imposed in weak form, whereas it is not

straight-forward for a classical X-FEM formulation.

3.3 Conclusions and final remarks

The eXtended Hybridizable Discontinuous Galerkin (X-HDG) method has been pre-

sented for the solution of bimaterial problems. The solution is enriched by Heaviside

functions in the elements and faces cut by the interface, in order to properly represent

the discontinuities in the derivatives of the solution, or even in the solution, across

the interface.

The formulation for the global problem and for the local problem on elements not

cut by the interface is the standard HDG formulation. For the elements cut by the

interface, a new HDG local problem is derived taking into account the discontinuous

approximation inside the element and the interface conditions to be imposed across

the interface. Following the HDG ideas, a new trace variable on the interface is con-
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sidered, which is locally eliminated afterwards using the interface conditions, leading

to a local problem with the same structure as standard HDG.

Numerical experiments demonstrate that X-HDG keeps the HDG optimal con-

vergence and superconvergence rates (of order k + 1 in the L2 norm for the primal

unknown and for its derivatives, and of order k + 2 for the post-processed solution),

with similar levels of accuracy.

The last numerical example also shows the capability of X-HDG to handle ele-

ments that are split by the interface in more than two regions. In this situation, more

than one enrichment function should be considered to ensure an independent approx-

imation space in every region. With an X-HDG formulation different enrichment

functions can be considered in each element, because continuity between elements is

imposed in a weak form. This is not the case for X-FEM methods based on contin-

uous approximations, for which using different enrichment spaces in each element is

not possible or leads to a cumbersome implementation.

Next, the implementation of X-HDG for rather complex Stokes flow for void and

bimaterial interfaces is presented to amplify the validity of the method over different

PDE’s.
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Chapter 4

X-HDG for Stokes Problem - Void

Interfaces

Let Ω ⊂ Rd be a bounded domain with an interior boundary I (also referred as inter-

face) and an exterior boundary ∂Ωext := ∂Ω\I. The following problem is considered,

−∇ · (ν∇u) + ∇p = f in Ω

∇ · u = 0 in Ω

(−ν∇u+ pI) · n = g on I
u = uD on ∂Ωext

(4.1)

where u is the velocity, p is the pressure, ν is the material viscosity, I is the second-

order identity tensor, f is an external force, uD are prescribed values on the exterior

boundary, and g is a prescribed traction on the interior boundary, i.e. the void bound-

ary. Neumann boundary conditions are considered on the interior boundary I. The

implementation of Dirichlet boundary conditions on I is developed in Section 4.3. On

the exterior boundary ∂Ωext, Dirichlet boundary conditions are considered; however,

other boundary conditions at ∂Ωext do not add any difficulty, since they are imple-

mented as in standard HDG. The domain Ω is now assumed to be covered by a finite

element mesh with elements {Ki}neli=1 and faces {Γi}nfci=1 satifying the conditions in

(2.2) and (2.3). That is, the mesh covers the domain, and fits the exterior boundary,

but the interface I may cut through some elements.

Now the problem (4.1) can be split in a set of local problems and some global
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equations as usual,

L−∇u = 0, in Ki

∇ · (−νL+ pI) = f , in Ki

∇ · u = 0, in Ki

u = û on ∂Ki

1

|Ki|

∫
Ki

p dV = ρi


if Ki ⊂ Ω (4.2a)

L−∇u = 0, in Ωi

∇ · (−νL+ pI) = f , in Ωi

∇ · u = 0, in Ωi

(−ν∇u+ pI) · n = g on Ii
u = û on ∂Ωi\Ii


if I ∩Ki 6= ∅ (4.2b)

[[(−νL+ pI) · n]] = 0 on Γ\∂Ωext, (4.3a)∫
∂Ki

û · n dS = 0 if Ki ⊂ Ω, for i = 1, . . . , nel, (4.3b)

û = P2(uD) on ∂Ωext (4.3c)

where, for cut elements, Ωi := Ω ∩Ki and Ii := I ∩Ki.

As in standard HDG, the variable L corresponds to the gradient of u, allowing

the splitting of the PDE in two first order PDEs, û corresponds to the trace of u at

the mesh faces Γ, and ρi corresponds to the mean of pressure at the element, which

is only a scalar for each element. Equations (4.2a) correspond to the Stokes problem

for standard elements whereas equations (4.2b) correspond to the Stokes problem in

the elements that intersect the interface, with Neumann boundary conditions on the

interface Ii and Dirichlet boundary conditions on the element faces, ∂Ki\Ii. Note

that now, the problem is not of pure Dirichlet type any more therefore, there is no

need to set the pressure constraint. The local problems (4.2a) and (4.2b) can be solved

element-by-element given û and ρi. Thus, now the problem reduces to determine û

and {ρi}neli=1 with the global equations (4.3). Equation (4.3a) is the conservativity

condition, imposing continuity of the normal component of the gradient of velocity

across faces. Finally, equation (4.3b) imposes the incompressibility condition on the

boundary of the elements, ensuring well posedness. Discretization spaces, Vh and Λh,

defined in (1.8), are considered now for elemental variables u, L and p, and for the

trace variable û, respectively. Then, the discretization of the local problems (4.2)
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and the global equations (4.3) leads to the complete X-HDG formulation. Next the

details of the discretization of the local problems for the cut elements are explained,

for the details of discretization of the local problems for the standard elements please

refer to Section 1.3.2.

4.1 Local problem for Neumann interfaces

X-HDG local problem at cut element Ki leads to the discretization of (4.2b), that is:

given û ∈ Λh, find u ∈ [Pk(Ωi)]
d, L ∈ [Pk(Ωi)]

d×d and p ∈ Pk(Ωi) such that,

∫
Ωi

∇ · (−νL) · v dV +

∫
Ωi

∇p · v dV +

∫
∂Ωi\Ii

ντ(u− û) · v dS

+

∫
Ii
ντ(u− ũ) · v dS =

∫
Ωi

f · v dV∫
Ωi

L : Q dV +

∫
Ωi

(∇ ·Q) · u dV −
∫
∂Ωi\Ii

(Q · n) · û dS −
∫
Ii

(Q · n) · ũ dS = 0∫
Ωi

u ·∇q dV −
∫
∂Ωi\Ii

(û · n)q dS −
∫
Ii

(ũ · n)q dS = 0

(4.4)

for all v ∈ [Pk(Ωi)]
d, Q ∈ [Pk(Ωi)]

d×d and q ∈ Pk(Ωi). The first equation in (4.4) can

be derived by applying integration by parts, replacing the velocity gradient by the

numerical velocity gradient (1.21) and undoing the integration by parts. The second

and third equations in (4.2b) are obtained by simply applying integration by parts

and replacing the boundary conditions u = û on ∂Ωi\Ii and u = ũ on Ii. Here,

being different from (1.20), two new integral terms are considered corresponding to

the integrals along the interface Ii. The new integral terms include the new trace

variable ũ defined on the interface Ii. At a first sight equations (4.4) might seem

complex however after the hybridization process, all elemental unknowns u, L, p as

well as the new interface variable ũ are going to be written only in terms of trace

variable û. To do that, equations (4.4) are discretized to end up with the following

elemental system,
[
AΩi
uu + AIiuu

]
ui + AΩi

uLLi + AΩi
upp

i + AΩi

uûΛ
i + AIiuũũ

i = fKi
u

AΩi
Luu

i + AΩi
LLLi + AΩi

LûΛ
i + AIiLũũ

i = 0

AΩi
puu

i + AΩi

pûΛ
i + AIipũũ

i = 0

(4.5)

Now, the local problem is closed and the new interface variable ũ is eliminated from

the system (4.5) by imposing the Neumann boundary condition on interface which
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is,

(−νL+ pI) · n = g on Ii (4.6)

The weak form of the Neumann condition on Ii, considering the numerical flux (1.21),

is: given u ∈ [Pk(Ωi)]
d, L ∈ [Pk(Ωi)]

d×d and p ∈ Pk(Ωi) find ũ ∈ Pk(Ii) such that∫
Ii

(−νL · n) · ṽ dS +

∫
Ii

(pn) · ṽ dS +

∫
Ii
τν(u− ũ) · ṽ dS =

∫
Ii

g · ṽ dS (4.7)

for all ṽ ∈ Pk(Ii) and its discretization leads to a system of the form

AIi
ũiu
ui + AIi

ũiL
Li + AIi

ũip
pi + AIi

ũiũi
ũi = g (4.8)

Using equation (4.8) the interface variable ũi can be expressed in terms of ui,Li and

pi

ũi = Ti
uu

i + Ti
LLi + Ti

pp
i + Ti

i (4.9)

where
Ti
u =

[
−AIi

ũiũi

]−1
AIi
ũiu
, Ti

L =
[
−AIi

ũiũi

]−1
AIi
ũiL
,

Ti
p =

[
−AIi

ũiũi

]−1
AIi
ũip
, Ti

i =
[
−AIi

ũiũi

]−1
g

(4.10)

Plugging (4.9) into (4.5) the final system for local problem is obtained as[
AΩi
uu + AIiuu + AIi

uũi
Ti
u

]
ui +

[
AΩi
uL + AIi

uũi
Ti
L

]
Li

+
[
AΩi
up + AIi

uũi
Ti
p

]
pi + AIi

uũi
ûi = f −AIi

uũi
Ti
i[

AΩi
Lu + AIi

Lũi
Ti
u

]
ui +

[
AΩi
LL + AIi

Lũi
Ti
L

]
Li +

[
AIi
Lũi

Ti
p

]
pi + AIiLũû

i = −AIi
Lũi

Ti[
AΩi
pu + AIi

pũi
Ti
u

]
ui +

[
AIi
pũi

Ti
L

]
Li +

[
AIi
pũi

Ti
p

]
pi + AIi

pũi
ûi = −AIipũT

i
i

(4.11)

Now similar to (1.24) above final system (4.11) can be solved for elemental variables

ui, Li and pi for each element to obtain so called local solver. It is important to note

that the local solver for the cut element has very similar structure to the local solver

for the standard element (1.25), having the form

ui = SKi
u Λi + fKi

U , Li = SKi
L Λi + fKi

L , pi = SKi
p Λi + fKi

p , (4.12)

with modified matrices,
UKi

LKi

PKi

 = −A−1


AΩi

uû

AΩi

Lû

AΩi

pû

 ,


fKi
U

fKi
L

fKi
P

 = A−1


fΩi −AIiuũt

iTi
i

−AIiLũt
iTi

i

−AIipũt
iTi

i

 (4.13)
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4.2. Global problem for Neumann interfaces

and

A =


[
AΩi
uu + AIiuu + AIi

uũi
Ti
u

] [
AΩi
uL + AIi

uũi
Ti
L

] [
AΩi
up + AIi

uũi
Ti
p

]
[
AΩi
Lu + AIi

Lũi
Ti
u

] [
AΩi
LL + AIi

Lũi
Ti
L

] [
AIi
Lũi

Ti
p

][
AΩi
pu + AIipũT

i
u

] [
AIi
pũi

Ti
L

] [
AIi
pũi

Ti
p

]


Keeping the same structure for the element by element local problem calculations in

X-HDG is an advantage since just with some matrix modifications, standard HDG

codes can be modified to work for X-HDG, without fitting the mesh to the interface.

4.2 Global problem for Neumann interfaces

The local problem for a Neumann cut element leads to a local solver which includes

only the trace variable û as unknown. Analogous to the treatment of global equations

in section 1.3.2, here the discretization of (4.3) leads to∫
Γ

v̂ · [[−νL+ pI · n]] dS + 2

∫
Γ

v̂ · ({ντu} − {ντ}û) dS = 0 ∀v̂ ∈ Λh,∫
∂Ki

û · n dS = 0

or if written in matrix form,

Af,L
ûu uL(f) + Af,L

ûLLL(f) + Af,L
ûp pL(f) + Af,R

ûu uR(f)

+Af,R
ûL LR(f) + Af,R

ûp pR(f) + Af
ûûû

f = 0
(4.14)

for f = 1, . . . , nfc and

AρûΛ
i = 0

if Ki ⊂ Ω and for i = 1, . . . , nel. Replacing the local solver (4.12) for the elements

KL(f) and KR(f), in (4.14) for every face Γf , leads to a system of equations involving

only the trace variable {ûf}nfcf=1 and {ρ}neli as unknowns and can be uniquely solved.

After solving the global equations elemental variables can be obtained by simply plug-

ging in the solution û in the local solver. Analogous to standard HDG formulation,

a second element by element post processing also leads to a superconvergent solution

in X-HDG, for the details please refer to Remark 2.
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4. X-HDG for Stokes Problem - Void Interfaces

4.3 Dirichlet interfaces

Replacing the interface condition (−ν∇u + pI) · n = g in (4.1) with Dirichlet type,

the Stokes problem definition changes to,

−∇ · (ν∇u) + ∇p = f in Ω

∇ · u = 0 in Ω

u = uI on I
u = uD on ∂Ωext

1

|Ω|

∫
Ω

p dV = ρΩ,

(4.15)

where now the mean of the pressure is set to ρΩ to close the problem. Accordingly,

the local problem of a Dirichlet cut element takes the form,

L−∇u = 0, in Ωi

∇ · (−νL+ pI) = f , in Ωi

∇ · u = 0, in Ωi

u = uI on Ii
u = û on ∂Ωi\Ii

1

|Ωi|

∫
Ωi

p dV = ρi

(4.16)

Being different from Neumann case, the last equation in (4.16) is necessary for the

well posedness of the local Dirichlet problem. Using the discretization spaces, Vh and

Λh, defined in (1.8), and discretization of (4.16) leads to: given û ∈ Λh and ρi ∈ R
find u ∈ [Pk(Ωi)]

d, L ∈ [Pk(Ωi)]
d×d, p ∈ Pk(Ωi) such that,∫

Ωi

∇ · (−νL) · v dV +

∫
Ωi

∇p · v dV +

∫
∂Ωi\Ii

ντ(u− û) · v dS

+

∫
Ii
ντu · v dS =

∫
Ωi

f · v dV +

∫
Ii
ντ ũ · v dS∫

Ωi

L : Q dV +

∫
Ωi

(∇ ·Q) · u dV −
∫
∂Ωi\Ii

(Q · n) · û dS =

∫
Ii

(Q · n) · ũ dS∫
Ωi

u ·∇q dV −
∫
∂Ωi\Ii

(û · n)q dS =

∫
Ii

(ũ · n)q dS

1

|Ωi|

∫
Ωi

p dV = ρi

(4.17)

for all v ∈ [Pk(Ωi)]
d,Q ∈ [Pk(Ωi)]

d×d and q ∈ Pk(Ωi). The above weak from is derived

analogous to Neumann case however now the integral terms along the interface, Ii
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4.3. Dirichlet interfaces

including ũ, is no more an unknown so they are simply moved to the r.h.s to the

equations.

Writing the (4.17) in matrix form, following elemental system is obtained
AΩi
uu + AIiuu AΩi

uL AΩi
up

AΩi
Lu AΩi

LL 0

AΩi
pu 0 0




ui

Li

pi

 =


fKi
u + AIiuũ

AIiLũ

AIipũ

−


AΩi

uû

AΩi

Lû

AΩi

pû

Λi (4.18)

Equation (4.18) in the way that it is, is defined up to a constant. To have a system

with unique solution discrete form of last equation in (4.17) i.e, AΩi
ρpp

i = ρi is added

to the system with Lagrange multipliers to obtain,

[
AΩi
uu + AIiuu

]
AΩi
uL AΩi

up 0

AΩi
Lu AΩi

LL 0 0

AΩi
pu 0 0 AΩi

ρp
T

0 0 AΩi
ρp 0




ui

Li

pi

λ

 =


fKi
u + AIiuũ

AIiLũ

AIipũ

0

+


0

0

0

1

ρi−


AΩi

uû

AΩi

Lû

AΩi

pû

0

Λi (4.19)

where ui, Li and pi are the vectors of nodal values of u, L and p and Λi is the vector

of nodal values of û on the n faces of the element as defined in (1.12). Finally the

system (4.19) can be solved for ui, Li and pi for each Dirichlet cut element, leading

to the local solver that is,

ui = SΩi
u Λi + RΩi

u ρi + fΩi
U , Li = SΩi

L Λi + RΩi
L ρi + fΩi

L

pi = SΩi
p Λi + RΩi

p ρi + fΩi
p ,

(4.20)

with,
SΩi
u

SΩi
L

SΩi
p

SΩi
λ

 = −A−1


AΩi

uû

AΩi

Lû

AΩi

pû

0

 ,


RΩi
u

RΩi
L

RΩi
p

RΩi
λ

 = A−1


0

0

0

1

 ,


fΩi
U

fΩi
L

fΩi
P

fΩi
λ

 = A−1


fKi
u + AIiuũ

AIiLũ

AIipũ

0

 (4.21)

and

A =



[
AΩi
uu + AIiuu

]
AΩi
uL AΩi

up 0

AΩi
Lu AΩi

LL 0 0

AΩi
pu 0 0 AΩi

ρp
T

0 0 AΩi
ρp 0


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4. X-HDG for Stokes Problem - Void Interfaces

It is important to note that the local solver has a very similar structure for a standard

element (1.25), for a Neumann cut element (4.12), or for a Dirichlet cut element (4.20),

expressing the elemental variables ui, Li and pi in terms of or only the trace variable

û, or the trace variable together with the elemental pressure constant ρi. Now the

problem reduces to determine the trace variable û and ρi, which is done using global

equations (4.3), analogous to standard HDG.

4.4 Global problem for Dirichlet interfaces

With the addition of
∑ |Ki|
|Ω|

ρi = ρΩ term in (4.3c), global equations for Dirichlet

interfaces are,

[[(−νL+ pI) · n]] = 0 on Γ\∂Ωext,∫
∂Ki∩Ω̄

û · n dS =

 0 if Ki ⊂ Ω

−
∫
Ii
ũ · n dS if Ki ∩ I

û = P2(uD) on ∂Ωext and
∑ |Ki|
|Ω|

ρi = ρΩ.

Writing the first equation also in weak form following system is obtained,∫
Γ

v̂ · [[(−νL+ pI) · n]] dS + 2

∫
Γ

v̂ · ({ντu} − {ντ}û) dS = 0 ∀v̂ ∈ Λh,∫
∂Ki∩Ω̄

û · n dS =

 0 if Ki ⊂ Ω

−
∫
Ii
ũ · n dS if Ki ∩ I

(4.23)

Here, being different from (1.20b) the incompressibility condition defined on the ele-

ment faces includes the new term

∫
Ii
ũ ·n dS that corresponds to the Dirichlet face.

Since ũ is not an unknown, the new equation simply appears on r.h.s. The discrete

form of above system leads to,

Af,L
ûu uL(f) + Af,L

ûLLL(f) + Af,L
ûp pL(f) + Af,R

ûu uR(f)(f)

+Af,R
ûL LR(f) + Af,R

ûp pR(f) + Af
ûûû

f = 0
(4.24)

for f = 1, . . . , nfc and

AρûΛ
i =

{
0 if Ki ⊂ Ω

−AIiρũũ
i if Ki ∩ I
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4.5. Numerical Examples

for i = 1, . . . , nel. The rest, analogous to standard HDG, is done by replacing the

local solver for the elements KL(f) and KR(f), in (4.24) for every face Γf . At the end a

system of equations involving only the trace variable {ûf}nfcf=1 and {ρ}neli as unknowns

is obtained, and it can be uniquely solved only after setting outer boundary conditions

and pressure constraint.

Remark 19. The extension of X-HDG formulation for Stokes problem where mixed

boundary conditions are considered at the outer boundary is straightforward. The

suitable local problem needs to be chosen and solved for each and every element; then,

resulting local solver needs to be assembled to the global system defined by the first

equation in (4.3). The second and third equations needs to be tailored, depending

on the problem of interest. In case of having Dirichlet interfaces, the r.h.s of second

equation in (4.3) should be set to −
∫
Ii
ũ · n dS; if not simply to zero. Moreover,

the third equation in (4.3) needs to be redefined according to the outer boundary

conditions of interest. It is relevant to note that in the global system no pressure

constraint is needed since in case of mixed boundaries the problem is no more pure

Dirichlet type.

4.5 Numerical Examples

Performance of X-HDG is tested over following numerical examples where both Neu-

mann and Dirichlet type boundary conditions are considered at the interface. The

last example includes a kidney-shaped interface, demonstrating the necessity of proper

interface definition to ensure optimum convergence.

In all numerical tests, the stabilization parameter is set to τ = 1 on all faces, and

the pressure is defined as

p = x+ y + C.

4.5.1 Circular Stokes void

The Stokes problem (4.1) is solved over a square domain, ν set to unity, and a circular

void of radius 0.41 is located at the center that is, Ω = (−1, 1)2\B((0, 0), 0.41). First

Neumann, then Dirichlet boundary conditions are imposed on the void boundary I =

∂B((0, 0), 0.41), while Dirichlet boundary conditions are considered on the exterior

boundary ∂Ω\I = ∂ ((0, 1)2) in both cases. The analytical solution is a smooth
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Figure 4.1: Circular Stokes void: computational mesh after two mesh refinements and the
circular interface (left) the x component of the analytical solution (right).

polynomial of the form,

u(x, y) = (y5, x5)T

The computational domain after two mesh refinements and the x component of the

analytical solution is shown in Figure 4.1. As usual, a computational mesh cover-

ing the domain Ω and fitting the exterior boundary ∂Ω\I is considered. A level set

function is used to describe the interface, I. Computations are done for the approx-

imation order changing between k = 2 and k = 4 and the mesh is refined four times.

Figure 4.2 shows the evolution of the L2 error for decreasing mesh size, for both the

solution and the postprocessed superconvergent solution. With this toy example it is

simply demonstrated that X-HDG keeps the optimal convergence with rates offered

by HDG method without mesh fitting. It is interesting to observe that for finest mesh

and highest approximation degree, with Neumann boundary, accuracy is bounded by

machine errors.

4.5.2 Kidney shaped void with Neumann boundary

Square domain of size Ω = (−1, 1)2, with ν = 1, is cut by a kidney-shaped interface

defined by

ϕ(x, y) =
(
3((x+ 0.5)2 + y2)− x− 0.5

)2 −
(
(x+ 0.5)2 + y2

)
+ 0.1.
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Figure 4.2: Circular Stokes void: convergence history of X-HDG. Neumann boundary
condition is imposed at the interface I (left). Dirichlet boundary condition is
imposed at the interface I (right). The numbers are correspond to the slope
of each segment, and are underlined for postprocessed solution.

Neumann boundary conditions are considered at the interface I. At the outer bound-

ary Dirichlet conditions are imposed. The analytical solution reads,

u(x, y) = (0, cos(1− x2))T

The analytical solution and the computational mesh with interface I is shown in

Figure 4.3. Computations are done for the approximation order changing between

k = 1 and k = 4 and the mesh is refined four times. The level set is approximated

by the same degree of approximation used for the analysis. Figure 4.4 indicates that

X-HDG covers optimal and super convergence dealing with rather complex interfaces.

Yet again, for the finest mesh and the highest degree of approximation, propogation

of round of errors dominates the post processed solution.

4.6 Conclusions and final remarks

X-HDG for Stokes problem with void interfaces has been proposed. As usual, the

local problem is modified from standard HDG formulation for the elements and faces

cut by the interface. For the rest of the elements standard HDG formulation recalled

in section 1.3.2 is utilized. At every cut element, an auxiliary trace variable on the

boundary is introduced, which is eliminated afterwards using the boundary conditions
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Figure 4.3: Kidney shaped void with Neumann boundary: computational mesh after two
mesh refinements and the kidney-shaped interface (left) the y component of
the analytical solution (right).
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Figure 4.4: Kidney shaped void with Neumann boundary: convergence history of X-HDG.
Slopes corresponding to solution u is shown in bold, whereas slopes corre-
sponding to the post processed solution u∗ is shown in bold and underlined.

on the interface, keeping the original unknowns and the structure of the local problem

solver.

Pressure is represented by a constant in each element, causing no extra dof to solve

the Stokes problem. Depending on the boundary conditions, for the well posedness

of the problem, a compatibility condition is imposed.

Numerical examples are considered at the end to verify the X-HDG formulation. A

toy problem of a curved interface with two different boundary conditions is examined.
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4.6. Conclusions and final remarks

Last but not least, X-HDG is tested with a rather complicated kidney-shaped interface

over a square domain. All numerical tests suggest that X-HDG keeps the HDG

optimal convergence rates for the solution, the gradient and the post-processed super-

convergent solution, without the need to adapt the mesh to the boundary.

The X-HDG method is fully developed in this chapter for the solution of Stokes

problem with void interfaces, highlighting the main ideas of the method. Next, in

Chapter 5, Stokes problem will further be investigated using bimaterial interfaces.
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Chapter 5

X-HDG for Stokes Problem -

Bimaterial Interfaces

Let Ω ⊂ Rd be a bounded domain divided in two disjoint subdomains

Ω = Ω1 ∪ Ω2, Ω1 ∩ Ω2 = ∅

with an interface

I = Ω1 ∩ Ω2.

The following Stokes bimaterial problem is considered,

−∇ · (ν∇u) + ∇p = f , in Ω1 ∪ Ω2

∇ · u = 0, in Ω1 ∪ Ω2

[[u⊗ n]] = 0, on I
[[(−ν∇u+ pI) · n]] = 0, on I

u = uD on ∂Ω

(5.1)

where u is the velocity, p is the pressure, ν is the material viscosity discontinuous

across the interface (that is, ν = νi in Ωi for i = 1, 2), I is the second-order identity

tensor, f is an external force and uD are prescribed values on the exterior boundary.

The jump operator is defined in (1.7). The domain Ω is now assumed to be covered by

a finite element mesh with elements {Ki}neli=1 and faces {Γi}nfci=1 satifying the conditions

in (1.2) and (1.3). The problem (5.1) is now written in terms of first order PDE’s as
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5. X-HDG for Stokes Problem - Bimaterial Interfaces

usual that is,

L−∇u = 0 in Ki

∇ · (−νL+ pI) = f in Ki

∇ · u = 0 in Ki

u = û on ∂Ki

1

|Ki|

∫
Ki

p dV = ρe


if I ∩Ki = ∅ (5.2a)

L−∇u = 0 in Ki\Ii
∇ · (−νL+ pI) = f in Ki\Ii

∇ · u = 0 in Ki\Ii
[[u⊗ n]] = 0 on Ii

[[(−ν∇u+ pI) · n]] = 0 on Ii
u = û on ∂Ki

1

|Ki|

∫
Ki

p dV = ρi


if I ∩Ki 6= ∅ (5.2b)

together with the global equations

[[(−νL+ pI) · n]] = 0 on Γ\∂Ω, (5.3a)∫
∂Ki

û · n dS = 0 for i = 1, . . . , nel, (5.3b)

û = P2(uD) on ∂Ω and
∑ |Ki|
|Ω|

ρi = ρΩ. (5.3c)

In these equations the variable L corresponds to the gradient of u, û corresponds

to the trace of u at the mesh faces Γ, and ρi corresponds to the scalar mean of

pressure at the element. Similar to Stokes for void interfaces, (5.2a) and (5.2b) are

called local problems and they are discretized and solved to obtain a local solver

for each element. After that, interelement connnectivities are ensured by (5.3a).

(5.3b) and (5.3c) are added to impose the incompressibility condition and to set the

outer boundary condition together with the pressure constraint to ensure the well

posedness, respectively.

As usual, equations (5.2a) correspond to standard elements their discretization

is detailed in Section 1.3.2 wheras equations (5.2b) correspond to cut elements and

their discretization is explained next.

The spaces used for discretization Vhenr and Λh
enr are defined in (3.5) and considered

for elemental variables u, L and p, and for the trace variable û, respectively. It is
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5.1. Local problem for cut elements

important to note that for the discretization of cut elements enriched basis functions

are utilized to be able to capture the discontinuities within the element. On the other

hand, for standard elements, standard unenriched basis functions are used.

5.1 Local problem for cut elements

X-HDG local problem at cut element Ki leads to the discretization of (5.2b), that is

given û ∈ Λh and ρi find u ∈ [Vhenr]d, L ∈ [Vhenr]d×d and p ∈ Vhenr such that,

∫
Ki

∇ · (−νL) · v dV +

∫
Ki

∇p · v dV +

∫
∂Ki\Ii

ντ(u− û) · v dS

+2

∫
Ii

({τνu} − {τν}ũ) · v dS =

∫
Ki

f · v dV∫
Ki

L : Q dV +

∫
Ki

(∇ ·Q) · u dV −
∫
∂Ki\Ii

(Q · n) · û dS −
∫
Ii

[[(Q · n)]] · ũ dS = 0∫
Ki

u ·∇q dV −
∫
∂Ki\Ii

(û · n)q dS −
∫
Ii

[[qn]] · ũ dS = 0

1

|Ki|

∫
Ki

p dV = ρi

(5.4)

for all v ∈ [Vhenr]d, Q ∈ [Vhenr]d×d, q ∈ Vhenr. Equations (5.4) are very similar to

the weak form derived for void interfaces (4.4). The derivation process is as well

similar i.e. the first equation in (5.4) is derived by applying integration by parts,

replacing the velocity gradient by the numerical velocity gradient (1.21) and undoing

the integration by parts. The second and third equations in (5.2b) are derived by

applying integration by parts and replacing the boundary condition u = û on the

element boundary in (5.2b). The integrals over interface I includes the new variable

ũ approximating the trace of the solution on the interface Ii := Ki ∩ I. With the

new variable ũ the weak continuity of u is ensured across the interface by weakly

setting the condition u = ũi on Ii. Looking at it in detail one can see that (5.4)

is simply obtained by taken into account the discontinuities of ν, u and v across

Ii using the mean operator {·} which is defined in (1.15). Actually (5.4) is derived

simply summing the weak form obtained for void interfaces (4.4), for each one of the

domains inside the cut element, Ki ∩ Ω1 and Ki ∩ Ω2.
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5. X-HDG for Stokes Problem - Bimaterial Interfaces

Discretization of (5.4) leads to the following system of equations
[
AKi
uu + AIiuu

]
ui + AKi

uLLi + AKi
upp

i + AKi

uûΛ
i + AIiuũũ

i = fKi
u

AKi
Luu

i + AKi
LLLi + AKi

LûΛ
i + AIiLũũ

i = 0

AKi
puui + AKi

pûΛi + AIipũũ
i = 0

(5.5)

before adding the pressure constraint to (5.5), let us eliminate ũ from the system

using the continuity of trace on the interface which is

[[(−νL+ pI) · n]] = 0 on Ii. (5.6)

The weak form of (5.6) is then obtained by applying integration by parts and replacing

the velocity gradient with the numerical one defined in (1.21) that is,∫
Ii

[[(−νL · n)]] · ṽ dS +

∫
Ii

[[(pn)]] · ṽ dS +

∫
Ii

2({τνu} − {τν}ũ) · ṽ dS = 0 (5.7)

for all ṽ ∈ Pk(Ii). Writing (5.7) in matrix form

AIi
ũiu
ui + AIi

ũiL
Li + AIi

ũip
pi + AIi

ũiũi
ũi = 0

now ũ can be written in terms of elemental unknowns ui, Li and pi such that

ũi = Ti
uu

i + Ti
LLi + Ti

pp
i (5.8)

where

Ti
u =

[
−AIi

ũiũi

]−1
AIi
ũiu
, Ti

L =
[
−AIi

ũiũi

]−1
AIi
ũiL
, Ti

p =
[
−AIi

ũiũi

]−1
AIi
ũip

Replacing the expression of ũ (5.8) into (5.5) the local system of equations be-

comes[
AKi
uu + AIiuu + AIi

uũi
Ti
u

]
ui +

[
AKi
uL + AIi

uũi
Ti
L

]
Li

+
[
AKi
up + AIi

uũi
Ti
p

]
pi + AIi

uûi
ûi = f[

AKi
Lu + AIi

Lũi
Ti
u

]
ui +

[
AKi
LL + AIi

Lũi
Ti
L

]
Li +

[
AIi
Lũi

Ti
p

]
pi + AIiLûû

i = 0[
AKi
pu + AIipũT

i
u

]
ui +

[
AIi
pũi

Ti
L

]
Li +

[
AIi
pũi

Ti
p

]
pi + AIi

pûi
ûi = 0.

(5.9)

For (5.9) to have a unique solution, the discrete from of the pressure constraint – the

last equation in (5.4) – AKi
ρppi = ρi is added to the system with Lagrange multipliers
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5.1. Local problem for cut elements

to obtain,

[
AKi
uu + AIiuu + AIi

uũi
Ti
u

] [
AKi
uL + AIi

uũi
Ti
L

] [
AKi
up + AIi

uũi
Ti
p

]
0[

AKi
Lu + AIi

Lũi
Ti
u

] [
AKi
LL + AIi

Lũi
Ti
L

] [
AIi
Lũi

Ti
p

]
0[

AKi
pu + AIipũT

i
u

] [
AIi
pũi

Ti
L

] [
AIi
pũi

Ti
p

]
AKi
ρp
T

0 0 AKi
ρp 0




ui

Li

pi

λ

 · · ·

· · · =


f

0

0

0

+


0

0

0

1

 ρi −


AIi
uûi

AIiLû

AIi
pûi

0

Λi (5.10)

System (5.10) might seem scary in the first sight, however; it is very similar to

the system obtained for standard elements using standard HDG setting (1.24) just

with some additional matrices derived from the elimination of ũ. Solving the (5.10)

for ui, Li and pi for each element, local solver is obtained as

ui = SKi
u Λi + RKi

u ρi + fKi
U , Li = SKi

L Λi + RKi
L ρi + fKi

L

pi = SKi
p Λi + RKi

p ρi + fKi
p ,

(5.11)

with
SKi
u

SKi
L

SKi
p

SKi
λ

 = −A−1


AKi

uû

AKi

Lû

AKi

pû

0

 ,


RKi
u

RKi
L

RKi
p

RKi
λ

 = A−1


0

0

0

1

 ,


fKi
U

fKi
L

fKi
P

fKi
λ

 = A−1


f

0

0

0

 (5.12)

and

A



[
AKi
uu + AIiuu + AIi

uũi
Ti
u

] [
AKi
uL + AIi

uũi
Ti
L

] [
AKi
up + AIi

uũi
Ti
p

]
0[

AKi
Lu + AIi

Lũi
Ti
u

] [
AKi
LL + AIi

Lũi
Ti
L

] [
AIi
Lũi

Ti
p

]
0[

AKi
pu + AIipũT

i
u

] [
AIi
pũi

Ti
L

] [
AIi
pũi

Ti
p

]
AKi
ρp
T

0 0 AKi
ρp 0


After obtaining the local solver where the elemental variables ui, Li and pi are ex-

pressed in terms of only Λi and ρi; using the global equations (5.3) Λi and ρi is
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5. X-HDG for Stokes Problem - Bimaterial Interfaces

determined and the problem is closed. Next, the details of the discretization of global

problem is presented.

Remark 20. Being analogous to Remark 16, the extension of the formulation where

discontinuous conditions considered at the interface is evident. In example 5.3.2 such

situation is examined. Consider a problem with non-homogeneous conditions on the

interface, u2 − u1 = α and [[(−ν∇u + pI) · n]] = g on Ii, where ui denotes the

restriction of function u to Ωi. Then, defining ũi as the trace of u1 (i.e., u1 = ũi

on Ii, we have u2 = ũi + α on Ii, and therefore, new terms
∫
Ii τν2(v2 · α) dS,

−
∫
Ii(Q2 · n2) · α dS and −

∫
Ii(qn) · α dS appear in the right hand side of the first,

second and third equations in (5.4), respectively, and the right hand side of (5.7)

becomes
∫
Ii ũ · g dS +

∫
Ii τν2(ũ · α) dS. Furthermore, the compatibility condition

(5.3b) modifies to

∫
∂Ki

û · n dS +

∫
Ii
α · n dS = 0

5.2 Global problem

The local problem in a standard element, or in a cut element leads to a local solver

of the form (5.11) where the only unknowns are û and {ρ}neli . As usual to determine

the unknowns on interelement boundaries Γ, global equations (5.3a) and (5.3b) are

discretized and L is replaced by the numerical flux (1.21) to obtain

Af,L
ûu uL(f) + Af,L

ûLLL(f) + Af,L
ûp pL(f) + Af,R

ûu uR(f)(f)

+Af,R
ûL LR(f) + Af,R

ûp pR(f) + Af
ûûû

f = 0

AρûΛ
i = 0 for i = 1, . . . , nel

(5.13)

Plugging in the local solver (1.25) for standard or (5.11) for cut elements for the

terms KL(f) and KR(f), in (5.13) for every face Γf ; a system of equations involving

only the trace variable {ûf}nfcf=1 and {ρ}neli is obtained. After solving the global

system, elemental variables can be recovered by simply placing û and {ρ}neli in the

local solver. Analogous to standard HDG formulation, a second element by element

post processing also leads to a superconvergent solution in X-HDG for bimaterial

setting, for the details please refer to Remark 18.
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5.3. Numerical examples
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Figure 5.1: A continuous problem, linear interface: computational mesh after two mesh
refinements and the linear interface (left). Convergence history (right).

5.3 Numerical examples

Numerical examples with both continuous and discontinuous solution considered at

the interface are examined next; to verify the applicability of X-HDG formula for

Stokes bimaterial problem derived previously. In both examples the pressure is set

to

p = x+ y + C.

5.3.1 A continuous problem, linear interface

Influenced by Hansbo et al. [2014], a continuous problem is solved over a square

domain Ω = (−0.4, 1.6)2 where the interface is a straight line passing through y = 0.

Material parameters are set to ν1 = 1 at Ω1 —standard elements sits below the

interface— and to ν2 = 2 at Ω2 see Figure 5.1 left panel. Dirichlet type outer

boundary ∂Ω is considered where the analytic solution —see Figure 5.2— is,

u(x, y) =

{
((x5y)/ν1 , (−2.5x4y2)/ν1)

T
in Ω1,

((x5y)/ν2 , (−2.5x4y2)/ν2)
T

in Ω2

For the convergence studies, approximation degree is varied between k = 1 and

k = 4 and four mesh refinements are considered. Figure 5.1 right panel shows that

as expected optimum and super convergence is achieved. For k = 4 and finest mesh,

machine error limit the convergence.
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5. X-HDG for Stokes Problem - Bimaterial Interfaces

Figure 5.2: A continuous problem, linear interface: Analytic solution in x direction (left).
Analytic solution in y direction (right)
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Figure 5.3: A discontinuous problem, curved interface: computational mesh after two
mesh refinements and the circular interface (left), the discontinuous analytic
solution (right).

5.3.2 A discontinuous problem, curved interface

Stokes interface problem defined in (5.1) is solved over square domain of size Ω =

(−1, 1)2. Circular interface of radius R = 0.41 divides the computational domain into

two regions; Ω2 is the area enclosed by the interface with material parameter ν2 = 1

whereas Ω1 is the area outside the circle with ν1 = 10 see Figure 5.3. Outer boundary

∂Ω\I is set to be Dirichlet type where the analytical solution reads,

u(x, y) =

{
(y5, x5)

T
in Ω1,

(cos(1− y5), sin(1− x5))
T

in Ω2

It can easily be seen that neither the solution nor the traction is continuous at

the interface I. Following the strategy explained in Remark 20 the discontinuous
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Figure 5.4: A discontinuous problem, curved interface: Convergence of X-HDG solving a
discontinuous bimaterial problem.

problem is handled easily with X-HDG. Elements of degree varying between k = 1 and

k = 3 are utilized for convergence studies and the computational mesh is refined four

consecutive times. The convergence history is presented in Figure 5.4 demonstrating

that the optimum and super convergence rates are achieved as expected.

5.4 Conclusions and final remarks

X-HDG for Stokes problem with bimaterial interfaces has been presented. Analogous

to previous chapters, a modified local problem is derived in section 5.1 and applied

on cut elements whereas the standard elements are treated using standard HDG

formulation. At the end the local solver structure and the original unknowns are kept

the same as standard HDG. Pressure is represented by a constant in each element,

leading no extra dof to solve. Depending on the boundary conditions, for the well

posedness of the problem, a compatibility condition is imposed. Numerical examples

of both continuous and discontinuous nature are considered at section 5.3 verifying

the applicability of X-HDG as well as demonstrating that X-HDG keeps the optimum

and super convergence properties of standard HDG without mesh fitting.

X-HDG is presented for the solution of Stokes problem with bimaterial interfaces,

underlying the differences as well as the similarities to standard HDG formulation.

Next, X-HDG for the moving boundaries is exhibited.
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Chapter 6

X-HDG for Moving Interfaces

6.1 X-HDG for Moving Interfaces

Let Ω ⊂ Rd be a bounded domain divided in two disjoint subdomains

Ω = Ω1(t) ∪ Ω2(t), Ω1(t) ∩ Ω2(t) = ∅

with an interface

I(t) = Ω1(t) ∩ Ω2(t).

The following time dependent heat equation is considered,

∂u

∂t
−∇ · (ν∇u) = f in Ω1(t) ∪ Ω2(t),

[[un]] = 0 on I(t),

[[νn ·∇u]] = 0 on I(t),

u = uD on ΓD = ∂Ω

u(x, 0) = u0(x) in Ω1(t) ∪ Ω2(t),

(6.1)

where u(x, t) is the velocity depends both on spatial coordinate x and time t. Similarly

the interface I(t) and Ωi(t) are evolving in time. ν is the material coefficient with

discontinuous definition across the interface (that is, ν = νi in Ωi for i = 1, 2), f is

a given source term and uD are prescribed values on the boundary. Above problem

statement is fairly similar to (3.1) with a time derivative term and interface I(t) that

evolves in time.
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6. X-HDG for Moving Interfaces

The domain Ω is assumed to be covered by a finite element mesh as usual with

nel disjoint elements Ki and nfc number of faces as described in (1.2) and (1.3),

respectively.

Equation (6.1) is now expressed as a first order system; some element by element

local equations and some global equations defined in interelement boundaries Γ similar

to section 3.1. The local element-by-element problems correspond to the statement

of the PDE in (6.1), with Dirichlet boundary conditions, in each element Ki is,

∂u

∂t
+ ∇ · q = f in Ki

q + ν∇u = 0 in Ki

u = û on ∂Ki

 if I ∩Ki = ∅, (6.2a)

∂u

∂t
+ ∇ · q = f in Ki\I

q + ν∇u = 0 in Ki\I
[[un]] = 0 on I ∩Ki

[[q · n]] = 0 on I ∩Ki

u = û on ∂Ki


if I ∩Ki 6= ∅, (6.2b)

The global equations and the boundary conditions are the same as in steady case

see (3.3) and (3.4), respectively. The global equations (3.3) together with the local

problems (6.2), with the boundary condition (3.4), leads to the complete X-HDG

formulation.

Sections 6.2 and 6.3 state the discretization of the local problem for standard

and cut elements, respectively. The discretization of global equations is analogous to

section 3.1.3.

6.2 Local problem for standard elements

Using the spaces defined in (3.5) for standard elements, the discretization of local

problem (6.2a) stated such as given the û ∈ Λh, find u ∈ Pk(Ki) and q ∈ [Pk(Ki)]
d∫

Ki

∂u

∂t
v dV +

∫
Ki

v∇ · q dV +

∫
∂Ki

τνv(u− û) dS =

∫
Ki

vf dV ∀v ∈ Pk(Ki)∫
Ki

q ·w dV −
∫
Ki

νu∇ ·w dV +

∫
∂Ki

νûw · n dS = 0 ∀w ∈ [Pk(Ki)]
d

(6.3)
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6.2. Local problem for standard elements

Equations (6.3) are similar to (1.9) and are derived analogously. Here, the only

difference is the time dependent approximation of u i.e., the first term in (6.3) which

is further discretized using Backward Euler time discretization such as:

∫
Ki

∂u

∂t
v dV '

∫
Ki

1

∆t
unv dV −

∫
Ki

1

∆t
un−1v dV (6.4)

where the superscript n stands for the approximation of u at the time instant tn. In

(6.4) the term
∫
Ki

1
∆t
un−1v dV is known since it includes the solution from previous

time step n − 1; it can simply be move to the r.h.s of the (6.3), however, the term∫
Ki

1
∆t
unv dV stays as an unknown on the l.h.s. since it is an unknown at the current

time instant n. The final system then takes the shape,

∫
Ki

1

∆t
unv dV +

∫
Ki

v∇ · qn dV +

∫
∂Ki

τv(un − ûn) dS =

∫
Ki

vfn dV +

∫
Ki

1

∆t
un−1v dV∫

Ki

qn ·w dV −
∫
Ki

νun∇ ·w dV +

∫
∂Ki

νûnw · n dS = 0
(6.5)

in matrix form the final system is


[
AKi
uu + AKi

uun

]
(un)i + AKi

uq (qn)i + AKi

uû(Λn)i = fKi
u + AKi

uun−1(u
n−1)i

AKi
qu (un)i + AKi

qq (qn)i + AKi

qû (Λn)i = 0
(6.6)

where (un)i and (qn)i are the vectors of nodal values of u and q in element Ki at

current time instant n, and (Λn)i is the vector of nodal values of û on the faces of

the element. Now the system (6.6) can be solved for (un)i and (qn)i to obtain the

local solver in the element Ki that is identical to (1.13) with,

 UKi

QKi

 = −A−1

 AKi

uû

AKi

qû

 ,
 fKi

U

fKi
Q

 = A−1

 fKi
u + AKi

uun−1

0


and

A =

 [AKi
uu + AKi

uun

]
AKi
uq

AKi
qu AKi

qq


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6.3 Local problem for cut elements

Using the spaces defined in (3.5) for cut elements i.e. spaces with Heaviside enrich-

ment, the discretization of local problem (6.2b) leads to∫
Ki

∂u

∂t
v dV +

∫
Ki

v∇ · q dV +

∫
∂Ki

τν v(u− û) dS + 2

∫
Ii
τ{νv(u− ũ)} dS =

∫
Ki

vf dV∫
Ki

1

ν
q ·w dV −

∫
Ki

u∇ ·w dV +

∫
∂Ki

ûw · n dS +

∫
Ii
ũ[[w · n]] dS = 0

(6.7)

for given û ∈ Λh to find u ∈ Pk(Ki) ⊕ HPk(Ki), q ∈ [Pk(Ki) ⊕ HPk(Ki)]
d for all

v ∈ Pk(Ki) ⊕ HPk(Ki) and w ∈ [Pk(Ki) ⊕ HPk(Ki)]
d. Variables appear in (6.7)

are standard for X-HDG formulation and are very well known now so no further

explanation is added here. The derivation of the weak form is done analogous to

(3.6). Using Backward Euler method to discretize the time integral term, the final

system takes the form∫
Ki

1

∆t
unv dV +

∫
Ki

v∇ · qn dV +

∫
∂Ki

τν v(un − ûn) dS

+2

∫
Ii
τ{νv(un − ũn)} dS =

∫
Ki

vfn dV +

∫
Ki

1

∆t
un−1v dV∫

Ki

1

ν
qn ·w dV −

∫
Ki

un∇ ·w dV +

∫
∂Ki

ûnw · n dS +

∫
Ii
ũn[[w · n]] dS = 0

(6.8)

Eliminating the unknown ũ analogous to section 3.1.2 using the weak form of

the conservativity condition across I(t) (3.8), local solver for cut elements can be

obtained that is identical to (1.13) with UKi

QKi

 = −A−1

 AKi

uû

AKi

qû

 ,
 fKi

U

fKi
Q

 = A−1

 fKi
u + AKi

uun−1

0

 (6.9)

and

A =

 [AKi
uu + AKi

uun + AIiuu + AIiuũT
i
u

] [
AKi
uq + AIiuũT

i
q

][
AKi
qu + AIiqũT

i
u

] [
AKi
qq + AIiqũT

i
q

]
 .

Note that similar to section 3.1, both standard and cut elements lead to a local

solver of the same form, allowing the expression of elemental unknowns in terms of

the trace unknown. To determine the trace unknown and set the outer boundary

conditions, the global equations are used their discretization is identical to section

3.1.3.
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6.4 Evolving the interface

The strategy used to update the level set function of the Stefan problem studied in

section 6.5.2 is explained here. Osher and Sethian [1988] presented extensive studies

on how to propagate interfaces defined by a level set function Φ(x, t) by means of

following transport equation

∂Φ

∂t
+ V ext

n ‖∇Φ‖ = 0 (6.10)

where V ext
n (x, t) is the speed function in the outward normal direction given in the

entire domain of Φ. However, this information is not always available. For the Stefan

problem, the velocity Vn is known only at the interface at its discrete points, but

not in the entire domain of Φ. Luckily, there are different techniques to extend this

interface velocity to the whole domain of Φ. A fast marching method is presented

in Ji et al. [2002], on the other hand, “closest point projection” idea is followed here

(also presented in Mourad et al. [2005]) to define the so called extended velocity V ext
n .

First the closest point projection p of each node xi onto the interface is calculated

and then the extension velocity V ext
n simply set to

V ext
n (xi) = Vn(p(xi))

Having the extension velocity V ext
n at hand, the level set function can now be advanced

solving (6.10), however Mourad et al. [2005] studied the advantages of assuming the

signed-distance is maintained from the outset and used

∂Φ

∂t
+ V ext

n = 0 (6.11)

to advance the level set function Φ. It is proved that for sufficiently smooth Φ and

V ext
n , the signed distance is actually preserved so easier to handle (6.11) can replace

(6.10). In this document, transport equation (6.11) is used to advance the Φ.

6.5 Numerical examples

Two numerical examples are considered next, verifying the behavior of X-HDG for

moving interfaces. First a circular interface advancing with unit speed is considered.

Lastly, two-phase Stefan problem is solved where the interface velocity is defined by

the gradient jump, using X-HDG and comparisons are done with X-FEM solution of

the problem.
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Figure 6.1: Circle collapsing at unit speed: Interface location every 10 time steps with
∆t = 0.01 for t ∈ [0, 0.7] (left) and convergence history (right). Initial position
is shown with a thicker line, gray elements are cut elements for t = 0.7.

6.5.1 Circle collapsing with unit speed

The time-dependent heat equation (6.1) is solved over a square domain Ω = (−1, 1)2

split into two subdomains, Ω = Ω1∪Ω2, with an evolving circular interface I(t). The

time-dependent radius is

R(t) = 0.8− t,

and material parameters are ν2 = 5 in Ω2(t) = {(x, y) ∈ Ω|x2 + y2 < R(t)2} and

ν1 = 1 in Ω1 = Ω\Ω2. Boundary conditions and source term are set such that the

analytical solution is

u(x, t) =

{
1
ν1

(x2 + y2)5/2 in Ω1(t),
1
ν2

(x2 + y2)5/2 + ( 1
ν1
− 1

ν2
)R(t)5 in Ω2(t).

It is important to note that in this example, the enriched approximation spaces at

time n − 1 and time n are not the same due to the fact that the interface location

changes. Therefore, the Heaviside enrichment function is different. To facilitate the

implementation of the discrete system, the solution un−1 is interpolated to the ap-

proximation space of time tn at every time step in this work, so that the enriched

approximation space at time n can be considered for the discretization of all terms

in the equations. Furthermore, the interface velocity V ext
n is set to be known and

unity, so no closest point projection is needed to determine the extended velocity.

The calculations are done on a sequence of four uniform meshes with changing ap-

proximation degree k. The time step size ∆t = 0.01 leads to a time error that is
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smaller than the spatial discretization errors. Figure 6.1 shows the location of the

interface every ten time steps, for t ∈ [0, 0.7], and the h-convergence history. Optimal

convergence rates are recorded for both the solution and the superconvergent solu-

tion, showing the applicability and good performance of X-HDG for problems with

moving interfaces.

6.5.2 Two-phase Stefan problem

Last but not least, two-phase Stefan problem is considered. Stefan problem models

the freezing of a semi-infinite domain and is defined as,

c
∂T

∂t
−∇ · (κ∇T ) = f in Ω1(t) ∪ Ω2(t),

T = Tmelting on I(t),

T = Tleft at x = 0,

T = Tright at x = 10,

T (x, 0) = T0(x) in Ω1(t) ∪ Ω2(t).

(6.12)

Problem (6.12) is solved over a domain of size Ω = [0, 10]x[0, 1.5]. On the left edge

of the rectangular domain, the temperature T is set to a constant below melting

temperature Tleft = −10 < Tmelting whereas on the right edge the temperature is a

constant above melting temperature Tright = 4 > Tmelting, driving the freezing process,

while the linear interface separating ice and water is moving towards the right edge

of the domain. On the top and bottom edges, homogenous Neumann boundary

conditions are imposed. It is important to note that, here, the condition imposed at

the interface I(t) is Dirichlet type, so in local equation (6.7), terms including ũ can

simply be moved to the right hand side, setting the value for ũ to Tmelting.

To evolve the interface, strategy explained in section 6.4 is followed. The velocity

Vn at discrete points on the interface I(t) is defined by,

Vn = [[κ∇T · n]]/L

where L is the volumetric latent heat of fusion (cal/cm3), constant value being equal

to 19.2 and n is the normal vector pointing liquid domain. To advance the interface,

problem (6.12) is solved and heat flux jump is calculated to obtain Vn, interface

velocity, then it is extended to the domain to obtain V ext
n . Finally, the level set

function defining the interface is updated using (6.11) at each time step.
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The analytical solution describing the interface motion I(t) = xfront(t) is well

known and given by

xfront(t) = 2λ
√
β1t

where β1 = κ1/c1 is the thermal diffusivity of ice; t is time; and λ is a constant

being equal to 0.3073 for this problem. Other constants used for ice/solid domain Ω1

and water/liquid domain Ω2 can be listed as; volumetric heat capacity (cal/◦Ccm3),

c1 = 0.49, c2 = 0.62, the thermal conductivity (cal/cm s ◦C) κ1 = 9.6x10−3, κ2 =

6.9x10−3, and the melting temperature (◦C) Tmelting = 0. The ratio of thermal

diffusivities is indicated by η = β1/β2. The temperature field in ice/solid phase

where x < xfront is defined by

T = Tleft +
Tmelting − Tleft

erf(λ)
erf(

x

2
√
β1t

)

and in water/liquid phase where x > xfront

T = Tright −
Tright − Tmelting

erfc(λ
√
η)

erfc(
x

2
√
β2t

).

Knowing the analytical expression for temperature fields, convergence studies are

done using different time step size and its effect over convergence properties of X-

HDG is studied. Four meshes are considered with changing element size from h = 1 to

h = 0.125 where the approximation degree is varied from k = 1 to k = 3. It is worth

to note that, similar to collapsing circle example, the solution T n−1 is interpolated to

the approximation space of time tn to facilitate the implementation. Starting from

tinitial = 185 and running the simulations till tfinal = 185.1 time steps, Figure 6.2

shows the convergence behavior of X-HDG for different time step sizes. The effect of

time step size can easily be recognized. Time errors are dominant for solution gradient

even for smallest ∆t chosen, showing the need of an advanced time discretization

technique to get the most of X-HDG, removing the time step size limitation.

Above described Stefan problem is as well studied in Merle and Dolbow [2002]

using X-FEM method. Merle and Dolbow [2002] considered domain of size [0, 10]

cm, partitioned into 20 uniformly spaced elements of length h = 0.5 and ∆t was

chosen as h2/β1 = 12.76. In X-HDG, 20 elements of size h = 1 is considered. To

make sure that time errors are not dominating the solution; ∆t is chosen as 0.1.

Figure 6.3 shows the comparison of the percent error in front position through 200

seconds. With X-HDG, using a coarser mesh but smaller ∆t; interface position is
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Figure 6.2: Two-phase Stefan problem: Convergence of X-HDG with ∆t = 1e−2 (top,left)
with ∆t = 1e−4 (top,right) with ∆t = 1e−6 (bottom,left) and with ∆t = 1e−
14 (bottom,right). Bold numbers show the slopes for solution T , underlined
bold numbers show the slopes for postprocessed solution T ∗.

approximated more accurately, as expected. The maximum percent error in front

position with X-HDG is observed to be −0.1116%; however, with X-FEM, the same

value goes up to −2.1040%. It is important to note that however, for X-HDG time

step size is a limitation, leading to higher computational cost to achieve the more

accurate results. In Figure 6.4, percent error in front position is shown using a mesh

with elements of size h = 0.5 and keeping the ∆t = 0.1. On the bottom, without

using the mesh adaptation strategy explained in section 3.2.3 and on the top, with

modified mesh in case of bad cuts. It can be observed very clearly that, non treated

bad cuts cause accumulation of errors and very poor approximation for interface

potion and finally explosion of errors. With this test, the effect of ill-conditioning

is observed very clearly. Figure 6.4 reveals another interesting fact that is, using a

mesh of element size h = 0.5, the maximum percent error is in interface solution is
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Figure 6.3: Two-phase Stefan problem: The percent error in front position. The results
obtained with X-FEM, taken from Merle and Dolbow [2002] with elements
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0.2590% whereas it is −0.1116% with a mesh of element size h = 1. This is because,

with the coarser mesh, interface advances within a single element through the entire

simulation such that no element in the domain changes its state from being cut to

uncut or vice versa. Meaning the approximation spaces at time tn−1 and time tn

are the same for the simulation. With a finer mesh on the other hand, interface

crosses several interelement boundaries and solutions T n−1 are interpolated to the

approximation space of time tn even though the enriched approximation spaces at

time tn−1 and time tn are not the same. Those interpolation errors do not dominate

the solution however their accumulation causes slightly bad approximated interface

position. Improvement of this issue is considered as future work see in Chapter 7.

6.6 Conclusions and final remarks

Detailed X-HDG formulation for time dependent heat equation has been presented.

A modified local problem is derived and considered for cut elements and the standard

elements are solve following standard HDG setting. The local solver obtained with

X-HDG has the same structure as HDG, easing the understanding of the method.

The local solver then plugged into discretized global equations to end up with a global

system that only has the trace variable û as an unknown. At the end X-HDG is tested

over two numerical examples, first a circle collapsing with unit speed is considered and

convergence studies are done, demonstrating that the optimal and super convergence

is achieved without mesh fitting or re-meshing. Second, influenced from Merle and

Dolbow [2002], two phase Stefan problem is considered.

X-HDG is especially advantageous against current available interface methods

dealing with moving interface problems. First, because with X-HDG, the computa-

tional mesh does not need to fit to the interface reducing the cost of re-meshing at

each time step. Second, the problems where interface velocity is determined by the

gradient jump, thanks to the fact that with X-HDG, gradient is approximated with

order k + 2, interface position is better determined. The performance of X-HDG in

such case is examined with numerical example presented in section 6.5.2.

The X-HDG method is fully developed for the solution of unsteady heat equation,

describing the principles of the method. The core of this document is finalized with

this chapter.
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Chapter 7

Conclusions and Future Work

As it has been presented in introductory chapter, interface problems are of high in-

terest. Many clever strategies have been studied and implemented to tackle them

through the time, however; with the proposition of high order super convergent HDG

method, some extra room is provided to improve existing methods. This thesis pro-

poses a new technique; the eXtended Hybridizable Discontinuous Galerkin (X-HDG)

method, to deal with interface problems by combining HDG strategy with X-FEM

philosophy. In X-HDG, the interface geometry is defined using a level set function,

saving high order accurate meshing cost for complex interface geometries and re-

meshing costs for moving interfaces. Moreover, X-HDG inherits favored properties

of HDG, such as its optimum and super convergence, stability, element by element

fashion, reduced system size compared to other DG methods or its suitability for

parallel computing.

Hence, the foremost contributions of this thesis are:

1. X-HDG for second order elliptic equations: Previous proposals where sec-

ond order elliptic interfaces are examined, for example in Hansbo and Hansbo

[2002]; optimum convergence was proved over an unfitted mesh, however only

using linear elements. In Sala Lardies et al. [2012], high order optimum conver-

gence was presented without mesh fitting but, no super convergence was shown.

In Bastian and Engwer [2009], a high order DG method, over unfitted meshes

is studied and optimum convergence is demonstrated. Moreover, for problems

with sufficient regularity theoretical super convergence is proved.
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Here, in Chapters 2 and 3, X-HDG is presented for second order elliptic equa-

tions. First, problems including voids are studied. A modified weak form is

derived for the elements and faces cut by the interface; moreover, a modified

quadrature is implemented to handle the integrations properly. For the elements

not cut by the interface i.e., standard elements, standard HDG formulation is

followed. Numerical examples demonstrate that X-HDG keeps optimal and su-

per convergence of HDG together with its local solver structure without need for

mesh adaptation. Second, bimaterial problems are examined. Modified weak

form is derived analogously for cut elements and faces but this time with Heavi-

side enrichment to take into account the discontinuities within the cut elements

and faces. With numerical examples, again, optimum and super convergence of

X-HDG became evident. Examples as well show that X-HDG handles the cases

where multiple enrichment is needed more accurately than continuous methods.

Overall, X-HDG outperform the previous proposals by demonstrating high or-

der optimum and super convergence, together with reduced system size thanks

to its hybrid nature without mesh fitting.

2. X-HDG for Stokes problem: Among previous proposals where Stokes inter-

faces are studied; for example, Becker et al. [2009] presented their work where

optimum convergence was shown using linear elements with level set definition

of the interface. On the other hand in Wang and Khoo [2013], Stokes interface

problem was treated using HDG over a fitted mesh where optimum and super

convergence was proved.

Here, X-HDG for Stokes interface problems is presented in Chapters 4 and

5. First void interfaces are studied. X-HDG formulation is derived where the

local solver structure is kept similar to the one of standard HDG. Numerical

examples revealed that X-HDG inherits desired HDG properties without mesh

adaptation. Second bimaterial interfaces are examined. A Heaviside enrichment

is introduced in the modified weak form, at cut element and faces, analogous

to the case of second order elliptic equations. Numerical examples verified the

applicability of X-HDG for Stokes bimaterial interfaces. It is important to note

that in X-HDG, similar to standard HDG, the pressure term appearing in Stokes

equation is treated just as a scalar for each element rather than an unknown to

be solved for. Hence, it adds no extra difficulty to the calculations.
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Here, with X-HDG, high order convergence is demonstrated over unfitted meshes;

where pressure is not an unknown, leading to reduced system size, significantly

improving previous proposals treating Stokes interfaces.

3. X-HDG for Moving interfaces: Previous proposals where moving interfaces

are considered using immersed boundary method such as Li [1997] or Hou et al.

[1997]; up to second order accuracy was obtained. On the other hand, in Merle

and Dolbow [2002], X-FEM method was successfully implemented for the Stefan

problem where interface position was predicted with less than 2% error at early

times.

In Chapter 6, X-HDG is presented for moving interface problems. It is demon-

strated that X-HDG offers high order optimal convergence for time-dependent

problems. Moreover, with Stefan problem, using a polynomial degree k, a more

accurate approximation of interface position is demonstrated against X-FEM,

thanks to k+1 convergent gradient approximation of X-HDG. Yet again, results

obtained by previous proposals are improved.

The main contributions are being listed, next, future work considerations are

outlined.

• Improving X-HDG for moving interface problems: As the Stefan prob-

lem studied in section 6.5.2 revealed, one of the obstacles in front of X-HDG to

be comparable with X-FEM is the time discretization method currently imple-

mented. Backward Euler is a stable, first order accurate technique, however; to

ensure that the time errors are not dominant in the problem, small time step

size need to be considered in our implementation. Interface position is better

(compared to X-FEM) approximated with X-HDG even with a coarser mesh

(see Figure 6.3), but with smaller time step size.

To get the most of X-HDG and to make it more competitive, an advanced time

integration scheme is needed such that, using similar time step size as X-FEM;

interface position is better approximated. The pros and cons of explicit and

implicit time discretization methods, their implementation and further com-

parisons of X-HDG with X-FEM are considered as future work.

Moreover, as it is demonstrated on section 6.5.2, solving the Stefan problem

with finer mesh leads to a poorer interface position approximation. This is
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because of the accumulation of interpolation errors, caused by the interpolation

of the solution un−1 to the approximation space of time tn while the enriched

approximation spaces at time tn−1 and time tn are not the same. To improve

our results for moving interface problems, implementation of an L2 projection

for the solution un−1 to the approximation space of time tn is also considered

as a part of the future work.

• Stabilized X-HDG: Throughout this document, ill-conditioning problem aris-

ing from bad-cut situations is mentioned often. This is a common problem for

methods dealing with interface problems where interface cuts the elements very

close to its edges or corners. In this case, the area ratio between two domains

(or the domain with void) separated by the interface is very small, causing ill

conditioned system matrix and accordingly convergence loss.

In the context of continuous methods, clever stabilization strategies are pro-

posed, see for example Burman and Hansbo [2012]. However, for high order

unfitted methods, including X-HDG, a stabilized formula to avoid ill condi-

tioning problem is open area of research. In the context of this document, an

easy solution is proposed, avoiding the problem in section 3.2.3. Further in

Appendix, some ideas for a more general stabilization strategy are listed.

Combining the stabilization ideas presented in Appendix section 8.2 –leading

stabilized local matrix– together with the ones presented in section 8.4 –leading

to stabilized global matrix– and analyzing results is surely an interesting topic;

might lead to an interface position free stable X-HDG formula.

• X-HDG for Navier-Stokes Equations: To give more impact to X-HDG

method and applicability to real life problems, treating Navier-Stokes equations

with X-HDG is a must. This is, indeed, a challenging task but it most definitely

be considered as one of the next research topics.

• Optimizing X-HDG code: The MATLAB code created and used for all

the work presented in this thesis is very basically optimized; hence, there is

room to further optimize and parellize it to get the most of the discontinuous

approximation. This is especially necessary to be able to run fair comparison

analysis in the future.
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• Comparison of X-HDG with X-FEM: Often in this document the con-

vergence properties of X-HDG and its advantages are mentioned. It is evident

that for polynomial degree k, X-HDG inherits the order k + 1 convergence for

primal unknown, but more importantly for its derivative. k + 1 convergent

gradients is not usual for other methods, or more specifically to X-FEM. Here

in Chapter 6 with Stefan example, the advantage of this strong property is in-

tended to be shown. For future reference, a fair, further comparison between

X-HDG and X-FEM might be of high interest, to reveal if X-HDG can offer

better approximations than X-FEM, at least for certain problem types, or not.
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Chapter 8

Appendix

Further thoughts on stabilized X-HDG

A “bad cut”, in the context of this document, for a bimaterial problem implies

that the area ratio of two material domains –or single material domain with void

domain– separated by the interface is less than 0.1.

As it is presented in section 3.2, numerical methods dealing with interface prob-

lems suffers the “bad-cut” situations in general, see for example Hansbo and Hansbo

[2002], causing an ill conditioned system matrix. With X-HDG as well, bad-cut situ-

ations and their negative effect on convergence rates are observed closely. Although

finally the mesh adjustment strategy presented in section 3.2 is applied to cure numer-

ical examples, a more general stabilization strategy for X-HDG is also investigated.

Here, different trials for a stabilized X-HDG formulation and their effect on condition

number of local matrices are presented. It is important to note that for a bad cut

element the condition number of the local matrix can grow as high as 1e15 whereas

this number is in the order of 1e3 for a standard element.

As it became evident that stabilized X-HDG requires additional developments and

diverts from the framework of this thesis, it has been studied only preliminarily and

summarized in this appendix.
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8. Appendix

8.1 Applying Hansbo’s Idea to X-HDG

Burman and Hansbo [2012] proposed a stabilized Nitsche formulation for cut finite

element method where the optimal error estimates are proved in H1 and L2 norms

for linear elements and the condition number of the system matrix is bounded.

An interface position free, high order stabilized formula sounds very appealing.

As a first attempt to stabilize X-HDG, ideas presented in Burman and Hansbo [2012]

are tried to be applied for X-HDG. After a priliminary study, it has been evident that

the ghost penalty term used by Burman and Hansbo is very suitable for a continuous

setting; however, it does not fit to our discontinuous setting. The reason is that, the

stabilization term added to the weak form glues the bad cut element with its neighbor

by smoothly extending the polynomial approximation. In X-HDG setting, this idea

would not allow the treatment of elements one by one or the local problem would not

be satisfied after stabilization.

An initial investigation revealed that while this approach is indeed very suitable

for high-order continuous approximations, it leads to the loss of favored properties of

discontinuous X-HDG setting, no further implementations are done.

8.2 Adding stabilization terms to X-HDG local

problem

As a second attempt, analytically zero stabilization terms, suitable for X-HDG for-

mulation, have been added to the weak form of the local problem. As an example, let

us consider the second order elliptic equation over the domain with size Ω = (−1, 1)2

and a circular Neumann void of radius R = 0.5 at the center. With fourth order,

triangular elements of size h = 0.125; the condition number of the local matrix is of

order 1e15 while the global system matrix is conditioned in order 1e12. The local

problem for Neumann cut elements is recalled from section 2.1, now together with

the new stabilization terms takes the form,∫
Ωi

v∇ · q dV +

∫
∂Ωi\Ii

ντv(u− û) dS +

∫
Ii
ντv(u− ũ) dS + ST1 =

∫
Ωi

vf dV∫
Ωi

q ·w dV −
∫

Ωi

νu∇ ·w dV +

∫
∂Ωi\Ii

νûw · n dS +

∫
Ii
νũw · n dS + ST2 = 0

(8.1)
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8.2. Adding stabilization terms to X-HDG local problem

above equations in discrete form, after the elimination of ũ leads to,
[
AΩi
uu + AIiuu + AIiuũT

i
u

]
ui +

[
AΩi
uq + AIiuũT

i
q

]
qi + AΩi

uûΛ
i = fΩi

u + AIiuũt
i[

AΩi
qu + AIiqũT

i
u

]
ui +

[
AΩi
qq + AIiqũT

i
q

]
qi + AΩi

qûΛ
i = AIiqũt

i
(8.2)

and the local matrix is,

A =

 [AΩi
uu + AIiuu + AIiuũT

i
u

] [
AΩi
uq + AIiuũT

i
q

][
AΩi
qu + AIiqũT

i
u

] [
AΩi
qq + AIiqũT

i
q

]


For the sake of simplicity, lets rename the entries of the local matrix,

A =

 MΩi
uu MΩi

uq

MΩi
qu MΩi

qq


To stabilize the above local matrix the idea here is to add analytically zero stabi-

lization terms –ST1 and ST2– to the local problem so that after stabilization, the

local problem is still satisfied. Different trials for ST1 and ST2 terms and their effect

on local matrix conditioning is explained next. The parameters β1, β2 and β3 are

constants to be tuned by the user. In the integral equations below, OAF and OAE

are used as ackronyms for OverAllFace and OverAllElement.

1. Stabilizing only the first equation in (8.1),

ST1 = β1

∫
OAF

τv(u− û) dS and ST2 = 0

using this setting, only the entry MΩi
uu was modified at the local matrix. Choos-

ing β1 = 100, local matrix got more conditioned to order 1e18 while the con-

ditioning of the global system stayed the same, in order 1e12. Changing β1

to unity did not improve the results either; the condition number of local and

global matrices did not change. Further changing β1 = 10; the condition num-

ber of the local system was calculated to be 1e16 while the global system was

not affected. Overall with above choice, the symmetry of the local matrix was

lost and condition numbers did not improve neither in local nor in global level.

2. Stabilizing both equations in (8.1),

ST1 = β1

∫
OAF

τv(u− û) dS and ST2 = β2

∫
OAE

(q + ν∇u) ·w dV
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8. Appendix

with this scenario, at discrete level, the matrices MΩi
uu, MΩi

qu and MΩi
qq were

modified, leading again to a non symmetric local matrix. Choosing both β1 = 1

and β2 = 1, the condition number of the local system was improved to order

1e11 but still not healed. The global system on the other hand, worsened,

condition number rising up to 1e15. For different values of β1 and β2 the results

did not enhanced, the best scenario was obtained while both of them are set

to unity. However, even in the best case, the second choice did not heal the

problem.

3. Stabilizing all entries of local matrix,

ST1 = β1

∫
OAF

τv(u− û) dS + β3

∫
OAE

v(∇ · q − f) and

ST2 = β2

∫
OAE

(q + ν∇u) ·w dV

with the above choice, all the entries of the local matrix, MΩi
uu, MΩi

qu, MΩi
qq and

MΩi
uq were modified. However, because of the nonsymmetric stabilization terms

added to symmetric MΩi
qu and MΩi

uq matrices, the overall symmetry of the local

matrix is again lost after the stabilization. On the other hand, setting β1, β2

and β3 to unity; the local system matrix was healed, with a condition number

of order 1e6. The global system matrix condition number, however; worsened

to 1e15. The best choice for βs was observed to be unity and choosing all βs in

the same order lead to better results.

To sum up, third strategy mentioned above successfully healed the local system but

some further stabilization was needed to heal the global matrix, to achieve an overall

stabilized X-HDG. Further thoughts on this topic has been explained in section 8.4.

8.3 Amplifying the approximation basis

As an easy and practical solution, amplifying the basis functions used for bad cut

elements and faces was tried. For volume integrals, the basis functions are amplified

by a factor of
Areatotal
Areabadcut

and for face integrals by a factor of
Lengthtotal
Lengthbadcut

. With

this strategy, even though the condition number of the local matrix was improved a

little, but its order did not change. Hence the idea was not simply enough to cure

the problem.
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8.4. Overall Stabilized X-HDG

8.4 Overall Stabilized X-HDG

Very preliminary, an overall stabilized X-HDG can be achieved using the final sta-

bilization choice presented in section 8.2 together with a stabilized global matrix.

Looking into the conservativity condition [[q · n]] = 0 in weak form,∫
Γ

v̂[[q · n]] dS + 2

∫
Γ

v̂ ({τνu} − {τν}û) dS = 0 (8.3)

it is simple to realize that in case of a bad cut face, the integral expression above is

calculated over a very small length and needs to be stabilized as it has been done to

integrals at local equations. One simple idea is amplifying the stabilization parameter

τ with a constant γ = LengthAllFace

LengthBadCut
. As a second option, analytically zero stabilization

terms of type ST3 = β4

∫
OAF

v̂[[q · n]] dS , ST4 = 2β5

∫
OAF

v̂ ({τνu} − {τν}û) dS

can be added to (8.3) to achieve a better conditioned global matrix. AOF here is an

ackronym for OverAllFace.

A fully stabilized X-HDG, further investigation of the ideas have been presented

above and their implementation to different problem types is an open area of research.
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