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## Chapter 1

## Introduction

### 1.1 The Transforming growth factor beta (TGF $\beta$ ) signalling pathway

Signal transduction pathways are very important mechanisms that cells use to perform a myriad of biological processes that when aberrant, can cause serious diseases. Understanding the molecular basis of these pathways in detail, can thus help the interpretation of these signalling cascades in health and disease. The TGF $\beta$ (Transforming Growth Factor beta) signalling pathway is one of the beststudied ones and highly conserved in metazoans. Studying some of the critical complexes in this pathway, specifically those involving Smad (Sma and Mad related) proteins and their interactions, with protein partners and DNA, is thus an active area of research [1-3].

### 1.1.1 Principal effectors - The Smad protein family

Smad proteins are the principal effectors of the Smad-dependent TGF $\beta$ family of pathways and are extremely well conserved in all metazoans. They were firstly described in the late nineties as the principal driving force in TGF $\beta$ signalling. Smad proteins are classified in three functional classes: Receptor-regulated Smad (R-Smad, $1 / 52 / 3$ and 8), the Co-mediator Smad (Co-Smad or Smad4) and the inhibitors I-Smad (Smad6/7). Smad2 and Smad3 mainly interact with TGF $\beta$ receptors, whereas Smad1, Smad5, and Smad8 are mostly activated by BMP receptors. R-Smads and Smad4 consist of two Mad Homology domains, MH1 and MH2, connected by a linker region of variable length poorly conserved. The MH1 domains of R-Smads and Smad4 bind to DNA, whereas the MH2 domain and the linker function as scaffolds for receptors, regulator proteins, and transcription cofactors, that interact and determine the outcome of the signal [3, 4] (see figure 1.1]. The linker region acts as a protein scaffold, acting as a substrate, for ubiquitin ligases and is also a target for post-translational modifications, namely phosphorylation by CDK8/9 and GSK3 [5]. Ubiquitination and acetylation usually target the MH1 domain as well as nuclear export and localization signals [4, 6] (see figure 1.13).

The MH1 domain is a zinc binding protein, with a zinc finger motif strictly conserved in Smad proteins, with three cysteines an one histidine residues ( C 3 H 1 ), that is important for fold stability [7]. The MH1 alpha-helix, beta-sheet mixed fold is unique among protein structures. It also possesses an anti-parallel $\beta$-hairpin that binds DNA [4] (see figure 1.1]A).

The MH2 domain is also highly conserved between all Smads, with a fold consisting of eleven beta-stands organised in two sheets adopting the Greek key topology and a four helix bundle [8] (see figure 1.14). As a protein-protein interaction hub it has various protein binding interfaces; an hydrophobic patch where SARA ${ }^{1}$ binds to co-localize Smads to the membrane [9, 10] and where some transcription factors (e.g. FOXH1, SKI ${ }^{2}$ also bind. It also possesses a positively charged surface, the L3 loop, opposite to C-terminus phosphorylation sites, that drive protein oligomerization, transport into the nucleus and TGF $\beta$ signalling propagation (see 1.1.2) [10].

Compared to R-Smads and Co-Smads, the I-Smads have low sequence similarity at the MH1 domain, they contain a divergent MH2 domain and a linker region with a PY motif. I-Smads are expressed in response to TGF- $ß$ or BMPs to provide negative feedback in the pathway [11-13] and in response to other pathways, such as STAT, to oppose TGF $\beta$ signaling [14]. Recently the molecular basis for the interaction of Smad7 with R-Smads, to promote TGF $\beta$ inhibition, has been proposed [15].

### 1.1.2 Pathway overview

The TGF $\beta$ family of cytokines (including BMP, nodal, activin, myostatin and TGF $\beta$ itself) regulates many processes during the life of metazoans. Encoded in the human genome there are twelve TGF $\beta$ receptors and thirty two receptors in total [1. 4 |. This network of signals, which is highly conserved during evolution, plays important roles in embryo development, in differentiated tissue homeostasis and also in immune responses [4, 16]. After more than fifty thousand published papers, and forty years of research on the TGF $\beta$ family of cytokines, key questions such as TGF $\beta$ signalling is so much context-dependent remain open. Indeed, the TGF $\beta$ molecule can trigger, with similar ability, a given function and its opposite. For instance, it can inhibit cell proliferation and promote cell growth, or enhance cell pluripotency and differentiation. This context-dependence signalling of TGF $\beta$ is caused, at least in part, by a family of DNA binding proteins named Smad, that can act as mediators in the transmission of the signal, created by the TGF $\beta$ hormone, from the membrane receptor to the nucleus [16]. Smads have the ability to interact with many other proteins such as transcription factors, transcription coactivators or corepressors, in addition to DNA (see chapter 1.1.1. Furthermore,
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Figure 1.1: The protein Smad family. A: Representative PDBs of the MH1 (PDB code: 3QSV) and MH2 (PDB code: 1KHX) domains with the most characteristic protein and DNA interaction sites represented. The zinc atom is in pink and the phosphate atoms in dot representation. B: In red is represented the MH1 domain, in green the MH2 domain, connected by the inter-domain linker in grey. SAD is the Smad activation domain. All other annotations are post-translational modifications; A is acetylation, NLS is the nuclear localisation signal, Ub is ubiquitination, NES is the nuclear export signal, L3 is the L3 loop (essential for Smad activation), PY is the PY motif and $\mathrm{PO}_{4}$ are phosphorylation sites.
$\beta$-h is the beta hairpin involved in DNA binding.
their functions can be finely tuned in multiple cellular contexts [4]. Thus, Smad proteins constitute a general system present in all metazoan cells, which can easily be expanded to form versatile functional complexes (see chapter 1.1.1).

Resulting from an interaction with the TGF $\beta$ hormone, at the membrane, the TGF $\beta$ receptor type II phosphorylates the receptor type I, through its kinase domain [17] (see figure 1.2). The receptor type I is phosphorylated, at its GS domain ${ }^{3}$. with the subsequent phosphorylation of an R-Smad (see figure 1.2 , represented by Smad2) at the C -terminus in a Ser-X-Ser motif ${ }^{4}$. Once the signalling cascade is activated downstream, the phosphorylated R-Smads form homomeric and heterotrimeric complexes with $\operatorname{Smad} 4$ that translocate to the nucleus and interact with DNA and other proteins, to activate or repress transcription. Disentangling this complex architecture has been prone to some debate but it is thought that it exists predominantly in dimer and trimer oligomeric forms, combining R-smads and Smad4 [17--21]

There is a constant shuttling of Smads from the cytoplasm to the nucleus and vice-versa, with the exact duration of the signal being dependent on a plethora of effects, not all quite well understood [17]. Among them the concentration dependence of Smads in the nucleus and cytoplasm, their interaction with transcription activators (e.g FOXH1 [22]) and corepressors (TGIF1 [23|), pathological mutations [14, 24] and DNA interactions ( e.g. Smad binding elements (CAGAC) and GC rich motifs in regulatory promoter sequences [25])

For signal termination Smads can be ubiquitinated at the MH1 domain acting as substrates for E3 ubiquitin ligases (e.g. NEDD4, SMURF2) at the HECT domain [26] (see figure 1.2]. These ligases target the PY motif, of Smads via their WW domains for subsequent proteasomal degradation.

### 1.1.3 TGF $\beta$ in disease

Since the discovery of the TGF $\beta$ family around the early eighties and Smad proteins in the mid nineties, the involvement of TGF $\beta$ in pathological processes was almost immediately apparent. Looking for keywords in the literature relating TGF $\beta$, Smads and cancer one can see an almost direct correlation since their discovery (see figure 1.3.

Smad4 is the fourth most mutated protein in pancreatic cancer and colorectal cancer, with a alteration frequency of 25 to $30 \%$ in gastrointestinal cancers [27, 28]. Mutations, in Smads, usually occur at the MH2 domain disrupting oligomerization and also affecting protein stability. In the MH1 domain mutations usually affect zinc coordination and are located at the core of the protein affecting protein stability.

Acting as, a context-dependent, tumour suppressor, TGF $\beta$ can inhibit epithelial growth, endothelial, hematopoietic and immune cell proliferation as well as

[^1]

Figure 1.2: The TGF $\beta$ canonical pathway. PY represents the PY motif, C2, HECT and WW domains are protein domains of E3 ubiquitin ligases. CF and TF are corepressor and coactivator transcription factors, respectively ${ }^{6}$
extracellular matrix regulation. When unregulated it can stimulate EMT ${ }^{5}$ and promote tumour invasion, metastasis and tissue fibrosis. TGF $\beta$ works on a delicate balance between normal tissue homeostasis and tumour proliferation, being a difficult target for drug therapy. Of the drugs that went to clinical trials it was observed disruption of normal cardiac development, aortic aneurisms and other fibrotic events. The drugs currently being evaluated usually block TGF $\beta$ activity by disrupting the phosphorylation of R-Smads by the serine/threonine kinase domain of the receptor type two [29]. Tumours, usually, use TGF $\beta$ to escape immune surveillance promoting EMT and tumour invasion. Recently, combining immunotherapy with a TGF $\beta$ inhibitor has showed promising results in modulating tumour proliferation in an animal model of colon cancer [30]. Also upregulation of TGF $\beta$, by an upregulated deubiquinating enzyme, promotes glioblastoma

[^2]

Figure 1.3: Number of occurrences (counts), of the keywords TGF $\beta$ and cancer, Smad2 and cancer, Smad4 and cancer, from articles in PUBMED, for each year.
progression [31]. Downregulating this pathway decreases tumour proliferation.
The abnormal behavior of TGF $\beta$, in cancer and fibrosis, contrasts with its normal functioning in non-pathological processes, this duality renders TGF $\beta$ a subject of increased interest for the research community. Its context-dependent behaviour and the crosstalk with other pathways and the immune system needs to be better understood for a subsequent success in designing effective drug therapies.

### 1.2 Biophysical Methods

### 1.2.1 Small angle X-ray scattering in structural biology

Small angle X-ray scattering (SAXS), and its applications to structural biology, has become one of the most powerful techniques for atomic level description of biomolecules in solution, especially for flexible and multi-domain proteins. Despite its low resolution, size independence is one of the great advantages in using this technique. Its resurgence in recent years allowed researchers unprecedented views into the architecture of big and flexible molecular machines, a task almost impossible to tackle using other techniques [33, 34].

In its essence, SAXS records the diffracted waves of atoms, in solution, and correlates the angles of diffraction with the distance between those atoms. Starting from the early seventies, as seen in figure 1.4 the applications of SAXS to biomolecules have seen a resurgence, built upon the discovery of X-rays, in the late nineteenth century and the first applications off small angle scattering in the late thirties [35].

Biomolecules are scatterers, they scatter incident radiation and if its wavelength $\lambda$ is on the order of atomic distances its internal structure can be infered, by analyzing the diffraction patterns. The most relevant data for scattering studies

[^3]

Figure 1.4: Number of occurrences (counts), of the keywords SAXS and protein from articles in PUBMED, for each year.
is inelastic scattering, without energy transfer from the incident wave to the scattered one. Starting from two single atoms, the phase difference of the scattered waves is $\delta=\Delta 2 \pi / \lambda$, as seen in equation 1.1. where $\lambda$ is the wavelength of the incident beam ${ }^{7}$ and $\Delta=\left(\overrightarrow{k_{1}}-\overrightarrow{k_{0}}\right) \cdot r$ is the path difference between the two waves [35], as depicted in figure 1.5. The wave, $A$ of one atom relative to another with scattering amplitude $f$ is given by equation 1.1. where $i$ is an imaginary number, $r$ is the distance between the two atoms and $q$ is the momentum vector; $q$ is the difference between the vectors $\overrightarrow{k_{o}}$ and $\overrightarrow{k_{1}}$ that are the incident and scattered waves respectively; each one with magnitude $2 \pi / \lambda$ (see figure 1.5 ).

$$
\begin{equation*}
A=f \exp \left(i \frac{\Delta}{\lambda} 2 \pi\right)=f \exp \left(i \frac{2 \pi}{\lambda}\left(\overrightarrow{k_{1}}-\overrightarrow{k_{0}}\right) \cdot r\right)=f \exp (i q \cdot r) \tag{1.1}
\end{equation*}
$$

The final term in equation 1.1 retains the momentum vector $q$, that can be calculated by simple geometric calculations with the aid of the diagram represented in figure 1.5 A and depicted in equation 1.2 The momentum vector depends only on the scattering angle $\theta$ and the incident beam wavelength and is a fundamental quantity in SAXS [35, 36].

$$
\begin{equation*}
q=\frac{4 \pi \sin (\theta)}{\lambda} \tag{1.2}
\end{equation*}
$$

Looking only at this apparently simple equations we can start to appreciate the interplay between scattered angles $\theta$ and the distance between scatterers $r$; meaning the relationship between reciprocal space and real space. This duality is a fundamental concept in diffraction theory and is interconverted by Fourier transformations.

[^4]

FIGURE 1.5: Typical setup for a SAXS experiment. A: Schematic representation of the scattering experiment; $K_{0}$ and $K_{1}$ are the incident and scattered vectors respectively, q is the momentum vector, $\theta$ is the scattered angle, $\left|\mathrm{K}_{0}\right|$ and $\left|\mathrm{K}_{1}\right|$ are the magnitude of vectors $K_{0}$ and $K_{1}$ respectively. B: SAXS measurement of a solution and its corresponding solvent. After azimuthal averaging, for both solution and solvent measurements, the curves are subtracted to obtain the final SAXS profile, where the intensity of the scattered waves $\mathrm{I}(\mathrm{q})$ is plotted against the momentum vector q .

Building upon the previous conceptual example of a simple two scatterer experiment, for practical use one should focus in analyzing much greater assemblies of atoms. This would be simply the sum of equation 1.1 over all atoms $j$ as in equation 1.3 .

$$
\begin{equation*}
F(q)=\sum_{j} f_{j} \exp \left(i q \cdot r_{j}\right) \tag{1.3}
\end{equation*}
$$

and the intensity of the diffracted waves are the square of their amplitude $F(q)$ for $N$ scatterers as in equation 1.4 .

$$
\begin{equation*}
I_{N}(q)=\sum_{j=1}^{N}\left|F_{n}(q)\right|^{2} \tag{1.4}
\end{equation*}
$$

Due to the isotropic rotational motion of the biomolecules in solution, scattering intensity becomes only a function of the magnitude of the momentum transfer $q$, causing the intensity $I(q)$ to be symmetric around the direction of the beam as depicted in figure 1.5 . The calculated amplitudes $F(q)$ have to be rotational averaged, for all atoms, represented by equation 1.5 When measuring the intensities the phase information (see equation 1.1 ) is lost; the denominated phase problem in x-ray scattering.

$$
\begin{equation*}
\left.I_{N}(q)=\left.N\langle | F_{n}(q)\right|^{2}\right\rangle \tag{1.5}
\end{equation*}
$$

In 1915 Peter Debye calculated the rotational average, over all particle orientations, of the intensities that gave rise to the equation $1.7|37|^{8}$,

$$
\begin{equation*}
I_{N}(q)=\sum_{k} \sum_{j} m_{j} m_{k} \frac{\sin \left(q r_{j k}\right)}{q r_{j k}} \tag{1.7}
\end{equation*}
$$

where $r_{i j}$ is the distance between two atoms, $q_{i j}$ the momentum vector, $m_{j}$ and $m_{k}$ are terms that include the scattering contrast amplitudes of atoms in solution subtracted by the solvent with a scattering density. Equation 1.7 is integrated across the volume of all scatterers. This equation is another fundamental result in scattering theory where the relationship between intensities, momentum vectors, atomic distances and particle orientations is fully established. All major subsequent analyses of SAXS measurements will be based on this equation.

Building upon the major breakthrough of Debye, André Guinier published in 1939 the relationship between the radius of gyration $R g$, an overall estimate of the particle size, and the scattering at small angles [38], the denominated Guinier's law. The principal assumption, as in the first term of equation 1.9 relies on the approximation of $\sin (q r / q r)$ to a Taylor series of powers applied to $q r$.

$$
\begin{align*}
I(q) & =\sum_{j k} \frac{m_{j} m_{k}}{q r_{j k}}\left(q r_{j k}-\frac{q^{3} r_{j k}^{3}}{3!}+\cdots\right)  \tag{1.9}\\
& =\left(\sum_{j} m_{j}\right)^{2}\left(1-\frac{1}{3} R_{g}^{2} q^{2}+\cdots\right)
\end{align*}
$$

[^5]Where the radius of gyration $R g$ is given by,

$$
\begin{equation*}
R g^{2}=\frac{\sum m_{j} r_{j}^{2}}{\sum m_{j}} \tag{1.10}
\end{equation*}
$$

The equality in equation 1.10 is used to derive the second term in equation 1.9 Finally having demonstrated the relationship between the radius of gyration and the scattering intensity and with another simplification, we reach the final expression for Guinier's law, expressed in equation 1.11 [35, 36].

$$
\begin{align*}
I(q) & =I_{0} \exp \left(-1 / 3 R_{g}^{2} q^{2}\right) \\
\ln I(q) & =\ln I_{0}-1 / 3 R_{g}^{2} q^{2} \tag{1.11}
\end{align*}
$$

Equation 1.11 establishes a linear relationship between the intensity and the momentum vector and it is valid, for globular proteins, if $q R g<1.3$, the Guinier's law regimen. For retrieval of $R g$ it is sufficient to produce a linear fit of $I(q)$ vs $q^{2}$, with $R g$ being the slope and $I_{0}$ the intensity at $q=0 . I(0)$ depends on the square of the number of electrons and is proportional to the molecular weight and the square of the concentration, in molar, of the scattered species [34]. From this apparently simple relationship, as given in figure 1.6 C , one can estimate the overall size and mass of the particle. For biomolecules it is possible to establish the oligomeric state and even to have a rough estimation of the particle flexibility. Another important derivation of this law is establishing if the species is aggregated or prone to aggregation in a concentration dependent manner. Deviation from this linear relationship, to higher intensities, at low $q$ angles, indicate particle aggregation.

Another important derivation of a typical SAXS curve is the distance distribution function, $P(r)$. As represented in figure 1.6 A , it estimates the distance distribution of all distances present in the biomolecule and is analogous to the Patterson map in x-ray crystallography [33, 35]. For a perfect sphere one would expect that the distribution exhibits a gaussian shape, with the maximum of the peak corresponding to the center-of-mass. For more evolved shapes, e.g in figure 1.6A for a dumbbell shape in red, this visual interpretation could be impaired. Nonetheless it is trivial to observe that, for the dumbbell case, one observes two peaks; one corresponding to the distances inside the spheres and the other to the inter-sphere distances. If one establishes a parallelism with a protein structure, with each sphere representing a domain connected by a flexible linker, the interdomain distance could be easily estimated from this very simple but yet tremendously powerful analysis. Calculating the $P(r)$ also determines the maximum distance, Dmax, of the particle by retrieving the maximum value where the $P(r)$ equals zero.

The $P(r)$ is derived from the intensity, $I(q)$, by an inverse Fourier transformation to obtain the real space representation as seen in equation 1.13 . This transformation changes the angle dependence, of the reciprocal space, to a distance


FIGURE 1.6: SAXS data analysis. A: Distance distribution, $\mathrm{P}(\mathrm{r})$, of a SAXS curve where $r$ is the the distance in Angstroms and Dmax is the maximum distance observed. In blue is represented the $\mathrm{P}(\mathrm{r})$ for a sphere and in red for a dumbbell (two spheres connected by a linker). B: Kratky plot. Rg is the radius of gyration and $\mathrm{I}(0)$ is the intensity extrapolated for $\mathrm{q}=0$. C: Gunier plot for retrieval of the radius of gyration Rg. The red line is a linear fit for $0<\mathrm{q} \cdot \mathrm{Rg}<$ 1.3 , the denominated Gunier region. The residuals for the fit are below in blue. D: Envelope shape for a SAXS curve in red. In blue are represented the dummy atoms used for calculation of the low resolution envelope.
dependence $r$, to the real space. The integral over all $q$ is truncated between $q=0$ and $q=$ Dmax to give the final $P(r)$ distribution see in 1.13 and figure 1.6A. To obtain this distribution is not trivial, especially for bad quality experimental data. The Dmax is varied and the $P(r)$ distribution is back calculated from equation 1.12 and fitted back to the experimental data, until a reasonable convergence is obtained [35, 39].

$$
\begin{align*}
& I(q)=4 \pi \int_{0}^{D \max } P(r) \cdot \frac{\sin (q r)}{q r} d r  \tag{1.12}\\
& P(r)=\frac{2 r^{2}}{\pi} \int_{0}^{\infty} q^{2} I(q) \frac{\sin (q r)}{q r} d q \tag{1.13}
\end{align*}
$$

The Rg from the $P(r)$ distribution, as seen in equation 1.14 , is obtained by integrating with $r^{2}$ over $r$ and is determined using all experimental data and not just the small angles, as in the Guinier approximation ${ }^{10}$ Discrepancies between the $R g$ and $I(0)$ determined from Guinier's law or the $P(r)$ distribution could indicate protein aggregation and poor buffer matching.

The volume, $V$, of the particle can also be determined by using equations 1.15 and 1.16, where $Q$ is the Porod invariant.

$$
\begin{equation*}
V=2 \pi^{2} \frac{I(0)}{Q} \tag{1.15}
\end{equation*}
$$

where,

$$
\begin{equation*}
Q=\int_{0}^{\infty} q^{2} I(q) d q \tag{1.16}
\end{equation*}
$$

For globular particles the calculated volume is around two times the molecular mass. The Porod invariant is calculated by integrating the area under the curve of the Kratky plot as represented in figure 1.63 . This calculation is valid for globular particles due to the convergence to zero, at higher q angles; for flexible particles the calculation of the Porod invariant is impaired by the ill-defined area under the curve (see flexible case in figure 1.6 B). As a consequence of the latter, the Kratky plot can also be used to empirically estimate the biomolecule flexibility by plotting $q \cdot R g$ vs $I(q) / I(0) \cdot(q \cdot R g)^{2}$. The $R g$ normalization makes the system size independent allowing shape and flexibility to be assessed [40].

A typical biomolecular SAXS experiment usually follows the following steps:

1. Before measurement, assess the biomolecule's aggregation propensities and optimize experimental procedures to enforce monodispersity.
${ }^{10}$ The radius of gyration determined from the $\mathrm{P}(\mathrm{r})$ distribution is the following:

$$
\begin{equation*}
R g^{2}=\frac{\frac{1}{2} \int_{0}^{D \max } P(r) r^{2} d r}{\int_{0}^{D \max } P(r) d r} \tag{1.14}
\end{equation*}
$$

2. Measure the intensities for a standard with known molecular weight $M w$. This standard can be water or a biomolecule. Record the $I(0)$, from the standard, for molecular mass determination ${ }^{11}$.
3. Acquire solution and solvent intensities and subtract solvent intensities to obtain the final SAXS profile (see 1.5 B ) ${ }^{12}$
4. Determine $R g, I(0), M w$ and $V$ and determine oligomerization state, flexibility and aggregation propensities for the biomolecule.
5. Calculate the ab-initio envelope for globular particles as seen in figure 1.6D [43].
6. Fit prior theoretical models or envelopes to the SAXS profiles, and retrieve three dimensional information. ${ }^{13}$

SAXS in the last two decades has matured into a much used and user-friendly technique. Nowadays the majority of experiments are performed in synchrotrons with automatic data acquisition and analysis [44]. All the steps referred before are routinely performed even without expert assistance. Current software development has also streamlined the data acquisition process [39]. Future developments will include further integrations with other techniques (e.g. Cryo-EM, NMR, mass spectrometry) and further hardware development.

### 1.2.2 Nuclear magnetic resonance spectroscopy in structural biology

Nuclear magnetic resonance spectroscopy (NMR) is a relativity recent technique in structural biology, with the first protein structure being published in the mid eighties [45], more than fifty years after the first measurement of the nuclear magnetic moment in 1938 [46]. Being an inherently quantum phenomenon its full description can only be attained by a full quantum mechanics description. Nonetheless for applications to structural biology and its usefulness in gathering biological information, a classical vector geometry approach will suffice, for the most part, without sacrificing rigour. In this classical approach atoms are treated as magnets inside an external magnetic field, the NMR spectrometer.

The nuclear magnetic dipole moment $\vec{\mu}$, referred earlier, comes from the spin angular momentum, $\vec{S}$, of the nucleus as presented in equation 1.17 The spin quantum number, $\vec{I}$, is discrete and for common nuclei in biomolecular NMR (e.g ${ }^{1} \mathrm{H},{ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ ), it has two allowed states, $I=1 / 2$ and $I=-1 / 2$ possessing
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Figure 1.7: Magnetic dipole orientation and precession, for spin $1 / 2$, in the presence of an external magnetic field $B_{0}$, parallel to the $z z$ axis. The precession angle between the magnetic dipole moment and $B_{0}$ is $54.7^{\circ}$. Larmor frequency is $\omega_{0}, \mu$ is the magnetic dipole moment and $m$ is the magnetic quantum number.
high and low energies, respectively. Using a simple analogy these states can be compared to the magnetic poles of a bar magnet spinning about the $z z$ axis.

$$
\begin{equation*}
\vec{S}=\hbar \sqrt{I(I+1)} \tag{1.17}
\end{equation*}
$$

The proportionally constant between the nuclear magnetic moment and the spin angular momentum is the nuclear gyromagnetic ratio, $\gamma$, as depicted in equation 1.18. and it is an intrinsic property of each nucleus.

$$
\begin{equation*}
\vec{\mu}=\gamma \vec{I} \tag{1.18}
\end{equation*}
$$

When placed in an external magnetic field the nucleus will precess around the magnetic field, $\overrightarrow{B_{0}}$, due to the torque generated by the interaction with the nuclear moment $\vec{\mu}$. The splitting of states, as seen in figure 1.7, is called Zeeman splitting and for the allowed values of $\vec{I}$ the energy is given by equation 1.20 . The precession frequency, for each state, is denominated Larmor frequency, $\omega_{0}$, and is also a characteristic of each nucleus. The Larmor frequency is the product of the gyromagnetic ratio, $\gamma$, with the magnetic field $\overrightarrow{B_{0}}$ (see equation 1.19

$$
\begin{gather*}
\frac{d \mu}{d t}=\gamma \overrightarrow{B_{0}}=\omega_{0}  \tag{1.19}\\
\Delta E=\hbar \gamma \overrightarrow{B_{0}} \tag{1.20}
\end{gather*}
$$

The Larmor frequency refers to the resonante frequency of each nucleus and



Figure 1.8: Radio frequency pulse along the $x x$ axis in the rotating frame, where $90^{\circ} B_{1 x}$ is a $90^{\circ}$ pulse. The black vector is the net magnetization. The transformation follows the right hand rule.
states that the absorption frequency for each transition, as seen in figure 1.7, depends on the strength of the applied field and the gyromagnetic ratio of the nuclei. This is a fundamental result in NMR and it can be derived that for an NMR signal to be detected, with a high signal-to-noise ratio, it is advantageous to have high-field spectrometers and high $\gamma$ nuclei (e.g $\left.{ }^{1} \mathrm{H}\right){ }^{14}$.

Due to fast speed of precession it is advantageous to define a change of coordinates at the precession axis, the rotating frame transformation. This new coordinates, $x$ and $y$ will be centerd at the laboratory frame and rotating with the nuclear spin precession about the $z z$ axis. For an NMR signal to be recorded the net magnetization has to shift, from its $z z$ axis linearity, to the $x-y$ plane. The latter is achieved by applying a radio frequency pulse along an axis (e.g. the $x x$ axis as depicted in figure 1.8, to shift the magnetization, splitting the energy states as referred earlier. This creates a new magnetic local field, $\overrightarrow{B_{1}}$, with the duration of the pulse determined by the angle of the rotation. From simple trigonometric relations, as seen in equation 1.21 , the net magnetization would end on the $-y y$ axis, while applying the $90^{\circ}$ pulse, with $\alpha=\pi / 2$ as also seen in figure 1.8

$$
\begin{equation*}
I_{z} \xrightarrow{\alpha I_{x}} I_{x} \cos (\alpha)-I_{y} \sin (\alpha) \tag{1.21}
\end{equation*}
$$

After pulse termination the net magnetization returns to equilibrium, precessing about the $z z$ axis. Recording this magnetization decay produces the free induction decay (FID). More evolved pulse sequences are needed to obtain relevant structural information for biomolecules, usually consisting of various pulse trains, for which the simplest case was stated.

Having a basic description of how NMR signals arise, three major nuclei properties can me measured and are the most important in biomolecular NMR spectroscopy.
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## J-coupling

Magnetization can be transferred through bonds connecting atoms. Each bond in a protein has a characteristic resonant frequency; applying a pulse at this frequency transfers magnetization between atoms, and a NMR signal can be detected. This type of magnetization transfer, involving spin-spin coupling, is called scalar or J-coupling. The scalar coupling is the isotropic part of the J-coupling, a $3 \times 3$ tensor. The magnitude of the coupling is measured by the scalar coupling constant, ${ }^{n} J$ in which $n$ designates the number of covalent bonds separating the two nuclei. The most useful J-coupling is the three bond, ${ }^{3} \mathrm{~J}$, because it is related with protein dihedral angles by the Karplus equation 1.22 .

$$
\begin{equation*}
{ }^{n} J(\phi)=A \cos ^{2} \phi+B \cos \phi+C \tag{1.22}
\end{equation*}
$$

The $A, B$, and $C$ parameters are empirically-derived, whose values depend on the atoms and substituents involved, and are calculated by studying conformationally restricted small molecules, ab initio calculations or protein structures derived from x-ray crystallography. The dihedral angles that were calculated from ${ }^{3} J$-couplings, measured in proteins, can be compared with other dihedral angles, for restraints in structural calculations, analyzing a dataset of known protein structures. A range of NMR experiments are available for measuring protein ${ }^{3} J$-couplings (e.g. HNHA for ${ }^{3} J_{H^{N} H_{\alpha}}$ ).

The Karplus equation 1.22 describes the correlation between ${ }^{n} J$-coupling constants and dihedral torsion angles formed by one, two or three bonds. As a reference, in equation 1.23 are presented the ${ }^{3} J$-coupling constants for several atom pairs with the corresponding graphical representation given in figure 1.9 .

$$
\begin{align*}
{ }^{3} J_{H^{N} H^{\alpha}} & =6.51 \cos ^{2}(\phi-60)-1.76 \cos (\phi-60)+1.60 \\
{ }^{3} J_{C O H} & =3.72 \cos ^{2}(\phi+120)-2.18 \cos (\phi-120)+1.28 \\
{ }^{3} J_{H^{N} C O} & =4.29 \cos ^{2}(\phi \pm 180)-1.01 \cos (\phi \pm 180)  \tag{1.23}\\
{ }^{3} J_{H^{N} C^{\beta}} & =3.06 \cos ^{2}(\phi-60)-0.74 \cos (\phi-60)+0.13
\end{align*}
$$

By calculating ${ }^{3} J$-couplings one could obtain the protein backbone torsion angles, as this are the J-couplings that can give the most valuable structural information in proteins. As it depends on the torsion angle $\phi$, it tends to be large, $8-12 \mathrm{~Hz}$, in beta-sheet structures, and small, between 3 and 5 Hz , in alfa-helices. For small molecules it can be measured directly by the splitting of the resonances of interest, but for larger biomolecules, which possess a much larger number of resonances, this can be problematic due to the poor signal-to-noise ratio without isotopic labelling (e.g. ${ }^{13} \mathrm{C}$ and ${ }^{15} \mathrm{~N}$ ) and signal overlap. This obstacle has been overcome with the recently developed isotopic labelling techniques started in the late eighties, and subsequently the development of segmented labelling strategies, aimed at large biomolecules [48, 49].


Figure 1.9: Representation of the parametrized curves of some backbone ${ }^{3}$ J-couplings, showing the dependence with the $\phi$ dihedral angle. The grey dashed line is a J-couping of 4 Hz [47, 48].

By looking at the graphic depicted in figure 1.9 , one can see that for one ${ }^{3} J$ coupling (e.g 4 Hz ) there are four possible angles ( $\phi \equiv-180^{\circ},-60^{\circ}, 20^{\circ}, 110^{\circ}$ ), for the ${ }^{3} J_{H^{N} H_{\alpha}}$ coupling, so to retrieve an unequivocal solution one must look at the ${ }^{3} J_{H^{N} C^{\beta}}$ coupling that has a maximum around 2.5 Hz , that yields a $\phi \equiv-60^{\circ}$. This points out the important aspect of measuring distinct ${ }^{3} J$-couplings, between different atoms, to give accurate dihedral angles as valuable distance restraints. This variability can also reflect dynamic aspects of the considered bond (in the latter case the HN-C $\alpha$ bond).

The other dihedral angle $\psi$ is not so amenable to this kind of treatment as its ${ }^{3} J$-couplings are of a small magnitude and prone to errors in the subsequent calculations. The side-chain angles $\chi_{1}$ and $\chi_{2}$ also have ${ }^{3} J$-couplings, but are much more difficult to calculate and there aren't many experiments that can measure them and some Karplus curves were not parametrized.

## Chemical shift

Besides Zeeman splitting, nuclei experience other interactions that are dependent on the chemical environment around each nucleus. The local magnetic field slightly differs from the applied field $B_{0}$, due to the shielding effect of the electronic cloud surrounding each nucleus. This produces a local magnetic field $B$, by the precessing electrons, given by equation 1.24 .

$$
\begin{equation*}
B=(1-\sigma) \cdot B_{0} \tag{1.24}
\end{equation*}
$$

where $\sigma$ is the shielding factor, an anisotropic quantity describing the electron density around the nucleus, described in three dimensional space by the tensor in equation 1.25 [48],

$$
\sigma=\left[\begin{array}{ccc}
\sigma_{x x} & 0 & 0  \tag{1.25}\\
0 & \sigma_{y y} & 0 \\
0 & 0 & \sigma_{z z}
\end{array}\right]=\frac{1}{3}\left[\sigma_{x x}+\sigma_{y y}+\sigma_{z z}\right]
$$

where $\sigma_{x x}, \sigma_{y y}$ and $\sigma_{z z}$ are the magnetic fields along the $x x, y y$ and $z z$ axis respectively. As the molecules are freely tumbling in solution the tensor can be averaged to the right side term in equation 1.25 .

The observed frequency, due to the local magnetic field $B$, is called the chemical shift, $\delta$, and is characteristic of each nuclei and chemical environment. To remove the dependency of the applied field, $B_{0}$, the chemical shift is measured against a reference compound that do not have any protons, being converted to a dimensionless scale ${ }^{15}$, given by equation 1.26 .

$$
\begin{equation*}
\delta=\frac{\nu-\nu_{0}}{\nu_{0}} \cdot 10^{6} \tag{1.26}
\end{equation*}
$$

where $\nu$ is local frequency an $\nu_{0}$ is the frequency of the reference compound. The chemical shift is a very important quantity in the structural biology of biomolecules. Being dependent on the local environment it gives us information about the local molecular structure. Secondary structure elements, namely in proteins, have characteristic chemical shift patterns that can be used as restraints in structural determination and for defining structural ensembles of IDPs and multi-domain proteins. Parsing databases of protein dihedral angles with known chemical shifts and comparing them with experimental ones, is the most used method for using chemical shifts in structural bimolecular calculations [50]. Chemical shifts can also be used to map protein-protein interactions [51] and post-translational modifications [52].

## The Nuclear Overhauser Effect

The interaction between two magnetic dipoles is called dipolar coupling and it depends on the inverse third power of the inter-nuclear distance (see equations 1.27 and 1.28 . In an isotropic solution these couplings average to zero because of rotational diffusion, but if it is considered the effect of dipolar coupling on nuclear spin relaxation the outcome is quite different producing a measurable quantity, the NOE. Atomic nuclei can relax through many mechanisms, one of the most important is dipolar relaxation. This can be seen as an effect of a local magnetic field, generated by a moving nuclei, into a nearby nuclei that produces changes in the overall net magnetization, that returns to equilibrium after this effect ceases. As a pictorial view, the moving nuclei can be seen as a local radio-frequency pulse that can relax other nuclei or it can also be relaxed by the same nuclei, in other words, a spin S relaxes spin I and also spin I relaxes spin S. This effect is called cross-relaxation $\sigma_{I S}$, and is stated in equation 1.27
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$$
\begin{equation*}
\sigma_{I S}=\frac{1}{10} K^{2} \tau_{c}\left(\frac{6}{1+\left(\omega_{I}+\omega_{S}\right)^{2} \tau_{c}^{2}}-\frac{1}{1+\left(\omega_{I}-\omega_{S}\right)^{2} \tau_{c}^{2}}\right) \tag{1.27}
\end{equation*}
$$

\]

and,

$$
\begin{equation*}
K=\left(\mu_{0} / 4 \pi\right) \gamma_{1} \gamma_{2} / r_{I S}^{3} \tag{1.28}
\end{equation*}
$$

The quantity $r_{I S}$ is the internuclear distance, $\mu_{0} / 4 \pi$ is a scaling factor for converting into appropriate units, $\gamma_{I}$ and $\gamma_{S}$ are the gyromagnetic ratios of the $I$ and $S$ nuclei, $\omega_{I}$ and $\omega_{S}$ are the Larmor frequencies and $\tau_{c}^{2}$ is the correlation time ${ }^{16}$ So the cross-relaxation depends on the nuclei involved, the correlation time and the distance.

If we consider that the protein tumbles isotropically and that $I=S={ }^{1} H$, then the Larmor frequencies for the $I$ and $S$ spins are identical and the correlation time would be in the order of 10 ns (for a 600 MHz spectrometer). As a consequence the first term in brackets in equation 1.27 would become negligible and the equation 1.27 could be simplified to equation 1.29

$$
\begin{equation*}
\sigma_{I S}=\gamma_{1} \gamma_{2} r_{I S}^{-6} \tau_{c} \tag{1.29}
\end{equation*}
$$

The previously mentioned action of a local magnetic field on another nuclei is nothing more than the transfer of spin polarization, i.e. the degree of alignment of the nuclear spin with the applied magnetic field $B_{0}$. The Nuclear Overhauser Effect (NOE) is the transference of spin-polarization (i.e. magnetization) by a cross-relaxation mechanism.

This transference of spin-polarization is distance depended, being weaker at longer distances and stronger at shorter ones and it is also transferred by space, as opposed to J-coupling that uses a through-bond correlation.

If one is interested in determining protein structures using NMR spectroscopy, the NOE information is one of the most important sources of distance restraints. If an atomic nuclei has a NOE with another nuclei it is within a certain distance, because the rate of relaxation that produces the NOE varies with the inverse sixth power of the internuclear distance (see equation 1.29 ), so its intensity decays very rapidly with increasing distance and is only observed, in general, for protons separated up to 5-6 $\AA$.

One of the bottlenecks in determining NOE's as restraints in biomolecular NMR spectroscopy is optimizing the mixing time (i.e. time that the magnetization is transfered between nuclei). For shorter times there is no NOE buildup, if the time is too large other phenomenon's ${ }^{17}$. other than cross-relaxation could be responsible for the magnetization transfer, invalidating the inverse sixth power of the inter-nuclear distance proportionality.

[^9]The NOE is an extremely valuable tool for transferring through-space magnetization, in biomolecular NMR, and can be measured by Nuclear Overhauser Effect Spectroscopy (NOESY) [47-49].

## NMR experiments in structural biology

One of the most useful NMR experiments is the 2D HSQC (Heteronuclear Single Quantum Coherence) that correlates the hydrogen (H) and nitrogen (N) dimensions. Each frequency pair represents a protein residue ${ }^{18}$ and it can be used to map, at an atomic level, residues involved in protein interactions and also to assess protein folding and flexibility propensities. A change in the chemical environment would shift the NH pair frequency. It starts by applying a $90^{\circ}$ pulse in the proton channel, shifting the two populations, ${ }^{19}$ of the proton magnetization, from the $z z$ axis $\left(H_{z}\right)$ to the $-y y$ axis $\left(-H_{y}\right){ }^{20}$ as depicted in figures 1.8 and 1.10 The $1 / 4 \mathrm{~J}$ term reflects the evolution time for the ${ }^{1} J_{N H}$ coupling, given schematically in figure 1.10 by the grey arrows in $-H_{y}$. After the first pulse two simultaneous $180^{\circ}$ pulses, in both nitrogen and hydrogen channels, are applied to refocus magnetization evolution due to ${ }^{1} \mathrm{H}$ chemical shift and ${ }^{1} J_{N H}$ evolution, transferring magnetization to ${ }^{15} \mathrm{~N}$. The net magnetization is thus $-H_{x} N_{z}$, and after two simultaneous $90^{\circ}$ pulses it is shifted to $-N_{y} H_{z}$. The previous segment is called an INEPT ${ }^{21}$ pulse sequence and it is one of the most important building blocks in biomolecular NMR spectroscopy. The net magnetization is thus set to evolve, during the $t_{1}$ delay, due to ${ }^{15} \mathrm{~N}$ and ${ }^{1} J_{N H}$ evolution. The $180^{\circ}$ pulse between the two INEPT sequences is to preclude the chemical shift evolution of ${ }^{1} \mathrm{H}$. After the $180^{\circ}$ pulse, the magnetization is at $-N_{y} H_{z}$ and a reverse INEPT sequence transfers back the magnetization to ${ }^{1} \mathrm{H}$ to the transversal plane, at $H_{x}$. The system is thus ready for acquisition in the ${ }^{1} \mathrm{H}$ channel with a decoupling sequence being applied to convert the ${ }^{1} J_{N H}$ doublets to singlets [53, 54].

The HSQC experiment explores the high ${ }^{1} J_{N H}$ coupling of around 90 Hz as depicted in figure 1.11 A . As a pictoric analogy we can say that the hydrogen signal amplitude changes according to the frequency of the nitrogen atom by amplitude modulation, according to the time $t_{1}$. The signals are subsequently 2D Fourier transformed to give the final HSQC spectrum.

Building upon the 2D HSQC experiment, higher dimensional experiments are performed to attribute the NMR signals to the biomolecule sequence. Instead of the ${ }^{1} J_{N H}$ coupling multiple J-couplings are explored to assign frequencies to the remaining atoms in a protein backbone as in figure 1.11A.
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Figure 1.10: Pulse sequence for a protein HSQC experiment. J is the J-coupling, $\mathrm{t}_{1}$ is the delay and H and N are hydrogen and nitrogen respectively. Narrower and wider black bars are $90^{\circ}$ and $180^{\circ}$ pulses, respectively. This figure was based on a schema from [53].

Two of the most common used higher dimensional experiments are the 3D CBCANH and CBCA(CO)NH experiments. They transfer the magnetization via the strong ${ }^{1} J_{H^{\beta} C_{\beta}}$ and ${ }^{1} J_{H^{\alpha} C_{\alpha}}$ couplings (see figure 1.11A). The magnetization is then transferred to the $\mathrm{C}_{\alpha}$ and $\mathrm{C}_{\beta}$ atoms and then to the $\mathrm{C}_{\alpha}$ as shown in figure 1.11A. For the CBCANH experiment the previous step is allowed to evolve for the same ( $i$ ) and previous residue ( $i-1$ ), exploring the weak ${ }^{2} J_{C_{\alpha} N^{H}}$ coupling, and then transfer back from the N to the $\mathrm{H}^{\mathrm{N}}$ for acquisition. For the CBCA(CO)NH experiment the magnetization only evolves for the previous residue, exploring the ${ }^{1} J_{C O N^{H}}$ coupling, followed by the same acquisition mode as in the CBCANH case. Extrapolating from the HSQC we have thus a 3D experiment represented in a cube where the $x-y$ plane is the N-H frequency pair and the third dimension corresponds to the carbon chemical shifts as represented in figure 1.11B. Extracting planes perpendicular to the ${ }^{15} \mathrm{~N}$ axis allows the connection of adjacent $i-1$ and $i$ residues. Joining this information with the residue specific dispersion patterns of carbon chemical shifts, we can assign in a sequence specific manner the residues in a HSQC experiment, paving the way for subsequent NMR studies [55]. This higher dimensional experiments can be combined with NOE pulse sequences, and other dimensions, to achieve an even higher dimensional space, aimed at reducing the inherent chemical shift degeneracy.
A
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Figure 1.11: Protein J-couplings and 3D experiments. A: In orange are the protein backbone J-couplings explored in the CBCANH and CBCA(CO)NH 3D experiments. The $i-1$ is the previous and $i$ the same residue, respectively. B: Schematic representation of a backbone NMR 3D experiment.

### 1.2.3 Ensemble determination, for flexible proteins, derived from experimental data

Proteins are not rocks. Since solving the first protein structure, myoglobin in 1958, the structural biology field has been gradually employing, in its lexicon, flexibility to describe protein structures. Proteins are intrinsically flexible systems, the magnitude of which is directly connected to its function whereas by side-chain rotations, loop flexibility and even whole domain rearrangements. More recently intrinsically disordered proteins (IDP), proteins with no defined structure, were shown to be highly abundant in the human proteome among proteins involved in disease [56]. It is also estimated that about $44 \%$ of the human proteome contains intrinsically disordered segments of more than thirty residues [57]. It is thus urgent to develop methods that can describe this conformational variability.

Departing from the more classical approaches, using x-ray crystallography, determining ensembles for flexible proteins usually use a plethora of solution experimental techniques, often in combination. Nuclear magnetic resonance spectroscopy usually provides information on secondary structure while SAXS and Foster resonance energy transfer (FRET) usually determine particle overall size


Figure 1.12: Ensemble selection from flexible biomolecules. General strategy for experimental ensemble determination. Selection represents any experimental technique and/or algorithm.
and shape [58].
As seen in figure 1.12, ensemble determination usually starts with a pool of random conformations, sampling the highest conformational space possible, after which a selection method is applied, to recover a subset that agrees best with the experimental data. Random conformations are generated by simple algorithms that usually rely on pre-generated databases of flexible loops, derived from the protein data bank (PDB) [59, 60] and combined using Monte-Carlo optimization techniques [61, 62]. Due to the broad conformational space accessible to flexible proteins, classical molecular dynamics approaches ${ }^{22}$ are not commonly used to generate conformations, because of the high computational cost and low conformational variability. Another aspect impairing their use is the poor definition of protein-water interactions, usually leading to an artificially protein compaction [63].

After generating the conformational space it is needed to calculate the energy of the system and the most probable configurations. Conceptually this is performed by evaluating the energy according to equation 1.30 .

$$
\begin{equation*}
E_{\text {total }}=E_{\text {physical }}+\omega E_{\text {data }} \tag{1.30}
\end{equation*}
$$

where $E_{\text {total }}$ is the total energy, $E_{\text {physical }}$ is the physical energy given by a force field imploying stereo-chemical restraints and $E_{\text {data }}$ is the deviation from the models with respect to the experimental data, weighted by a factor $\omega$. Using SAXS as an example, the intensities $I_{k}$ would be calculated for each configuration $k$ each with a weight $v_{k},{ }^{23}$ as in equation 4.8. The fitting to the experimental data would be evaluated using the chi squared distribution $\chi^{2}$ [65]. In equation 1.32 the $I_{\text {exp }}$ is the experimental intensity, $I_{c a l c}$ the calculated intensity, $\sigma$ the experimental errors and $c$ a scaling factor.

[^11]\[

$$
\begin{gather*}
I(q)=\sum_{k} v_{k} I_{k}(q)  \tag{1.31}\\
\chi^{2}=\frac{1}{N_{p}-1} \sum_{i}\left[\frac{I\left(q_{i}\right)_{e x p}-c I\left(q_{i}\right)_{c a l c}}{\sigma\left(q_{i}\right)^{2}}\right]^{2} \tag{1.32}
\end{gather*}
$$
\]

Methods that try to determine protein ensemble distributions usually minimize the $\chi^{2}$ while trying to find the $v_{k}$ distribution of weights for all accepted configurations; this is the selection step in figure 1.12. Other restraints, besides SAXS, could be derived from NMR, FRET, x-ray, cryo-EM or other experimental techniques for which back-calculation algorithms exist, for comparison with experimental data. Selecting the conformations usually employs genetic algorithms where the initial conformations are divided in chromosomes, and an evolution based on genetic traits is evaluated according to the experimental data [66, 67]. Another increasingly popular method is bayesian analysis, where the final ensemble is described as a posterior probability distribution, according to Bayes' law in equation 1.33 , 68, 69.

$$
\begin{equation*}
P(E \mid D)=\frac{P(D \mid E) P(E)}{P(D)} \tag{1.33}
\end{equation*}
$$

As defined in equation 1.33, $P(E \mid D)$ is the probability of the ensemble given the data $D$. The prior distribution is $P(E)$, meaning, the initial probability of the ensemble before the data ${ }^{24}$. The likelihood is $P(D \mid A) / P(D)$ and could be defined as the support $D$ gives to $E[69,70]$. Here the theoretical and experimental errors are defined explicitly, as probability distributions, exerting an advantage over genetic methods that define them empirically.

Hybrid methods for structural determination are an active topic of research, given the recent emergence of IDP's and flexible proteins as targets for disease. Steady improvements need to be effected; namely improving force field performance and increasing computational power that can also benefit "traditional" protein structure determination [63].

### 1.2.4 Molecular dynamics simulations

Understanding protein function, at an atomic level, is key for understanding biological phenomena. The importance of molecular dynamics and its contribution in helping to describe how proteins work, was recognised by the Nobel prize award in chemistry in 2013.

The atomic level knowledge described previously, to a full extent, would require a complete description of the electronic and atomic structure of a particle. From first principles this system would be described by the time-dependent

[^12]Schrödinger equation [71] (see equation 1.34 ), that is the fundamental equation in quantum mechanics.

$$
\begin{equation*}
i \hbar \frac{d}{d t} \Psi(r, t)=H \Psi(r, t) \tag{1.34}
\end{equation*}
$$

For a solvated biomolecular system it is computationally intractable, nowadays, to fully describe it, using the wave function $\Psi(r, t)$, describing the system probabilistically as a function of time $t$ and position $r$, where the Hamiltonian operator $H$ acts on the total potential energy (see equation 1.34. To overcome these bottlenecks several approximations have to be undertaken to make the system more tractable and less computationally expensive. The three most important ones relate to approximating atoms movement and energy evaluation. The first one is the Born-Oppenheimer approximation, where the electronic movement is discarded due to its much higher speed, when compared to the nuclei. The second refers to treating the atom nuclei trajectories according to Newton's laws. Finally, the third approximation acts on simplifying the potential energy $V(r)$ to a semi-empirical one, usually encompassing experimental parameters derived from small molecules or from ab initio quantum chemical calculations and containing the most common interaction types found in nature; the so-called force field [35. 72 ( see equation $1.35{ }^{25}$ ).

$$
\begin{align*}
V(r) & =\overbrace{\sum_{\text {bonds }} k_{b}\left(l-l_{0}\right)^{2}+\sum_{\text {angles }} k_{a}\left(\theta-\theta_{0}\right)^{2}+\sum_{\text {torsions }} \sum_{n} \frac{1}{2} V_{n}[1+\cos (n \omega-\gamma)]}^{\text {bonded terms }}+ \\
& +\underbrace{\sum_{i, j} \sum_{i j} f_{i j}\{\underbrace{\epsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-2\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right]}_{\text {Lennard-Jones }}+\underbrace{\left.\frac{q_{i} q_{j}}{4 \pi \epsilon_{0} r_{i j}}\right\}}_{\text {Coulomb }}}_{\text {nonbonded }} \tag{1.35}
\end{align*}
$$

In a force field the potential energy is approximated to a sum of bonded and nonbonded terms with simple and already known physics.

For bonded terms; the bonds term represents every covalently linked atom. Two covalent bonds, shared between three atoms correspond to the angles potential term. These two terms obey to Hooke's law ${ }^{26}$, where $k_{b}$ and $k_{a}$ are the force constants. Two angles sharing a common bond, between four atoms, also known as a dihedral are described by the torsion term as seen in figure 1.13 and equation 1.35

[^13]

Figure 1.13: General terms represented in a force field. A: Lennard-Jones potential. $r_{0}$ is the Van der Walls radii, $r$ is the inter-atomic distance and $\epsilon$ is the depth of the potential well. B: Torsion potential. $\omega$ is a dihedral angle. C: Bonds potential. $K_{b}$ is the force constant according to Hooke's law. D: Coulomb's law for interactions of atomic point charges where r is the inter-charge distance. V in all panels is the potential energy.

For nonbonded terms, usually including all atom pairs separated by three bonds or more; the first member describes Van der Walls forces by the LennardJones potential where the first term corresponds to the repulsive part describing Pauli repulsion and the second term is the attractive part, describing dispersion forces. The Van der Walls radii, for two interacting atom pairs is $\sigma_{i j}, r_{i j}$ is the inter-atom distance and $\epsilon_{i j}$ is the potential well representing the function minimum. For the Coulomb term, $q_{i} q_{j}$ are a pair of point charges and $r_{i j}$ is the intercharge distance, as seen in figure 1.13 . The bonds and angles potentials oscillate around an energy minimum and the torsion potential is a periodic function, oscillating between higher and lower energy, usually dependent on atomic steric clashes. The nonbonded terms are more complex functions and have high potential energy, for shorter distances and lower values for larger distances (see figure 1.13 C and 1.13 D ). To a large extent force fields have remained remarkably almost unchanged since the first protein simulation in 1977 [76].

Having a description of the system's energy, one needs to describe its motion.
Knowing the force $F(x)$ (derivative of the potential energy $V(x)$ ) acting in atom at position $x$, at time $t$, it is possible to know the positions, velocity $v$ and acceleration $a$ acting on that atom, allowing the system to advance to the next step. Integration of the equation 1.37 , derived from 1.36 , yields a time-dependent trajectory. This cycle is repeated, over all atoms of the system, until convergence
of some physical metric or according to user preference, to retrieve the final trajectory.

$$
\begin{gather*}
\frac{d v}{d t}=F(x)=-\frac{d V(x)}{d x}=m \cdot a  \tag{1.36}\\
v_{i}\left(t+\frac{\Delta t}{2}\right)=v_{i}\left(t-\frac{\Delta t}{2}\right)+\frac{F_{i}(t)}{m_{i}} \Delta t  \tag{1.37}\\
x_{i}(t+\Delta t)=x_{i}(t)+v_{i}\left(t+\frac{\Delta t}{2}\right) \Delta t
\end{gather*}
$$

The Leapfrog algorithm, as depicted in equation 1.37 , for integration of Newton's equations of movement (see 1.36) is one of the most used in biomolecular simulations. The system is updated with a timestep $\Delta t{ }^{27}$ to propagate the velocities $v$, positions $x$ for each atom $i$ with mass $m$. Having a description of the system's energy and its motion, one can start a molecular dynamics simulation protocol.

A protocol for performing a biomolecular dynamics simulation typically follows the following steps:

- Starting conformation: Usually from X-ray crystallography, NMR spectroscopy or homology modelling. To this conformation initial velocities and positions are assigned and also all subsequent iterations.
- Preparation: In this step partial charges are assigned to the system, the system is solvated and minimized, to relieve local clashes between atoms.
Biomolecules, in vivo, are solvated systems with water as the solvent. For a realistic simulation, besides taking into account the protein interactions, protein-water interactions have to be taken into account. Water stabilizes protein folding transition states, mediates hydrogen bond formation, among many other interactions. It does so by lowering the energy barrier, when compared to an in vacuo system. There are many models for water representation and ideally the best model will balance accurate description of the water molecule against the computational tractability of the calculations. Explicit water models range from a simple point charge, the SPC model, to the more computationally expensive TIP5P model [77] that includes a correct representation of the water dimer and the inclusion of the electron lone pairs. A good compromise is the TIP3P model, a three site model where interactions of the three atoms are calculated, excluding the electron lone pair [78]. The latter is one of the most commonly uses in biomolecular simulation.

[^14]Implicit water models are less computationally expensive and less rigourous. Here the solvent is represented by a continuum with a distance dependent dielectric constant, with no individual water molecules. Once a solvent box is defined, periodic boundary conditions ${ }^{28}$ are established and the system is ready for equilibration.

- Equilibration: An equilibration molecular dynamics generally allows the pressure and/or the temperature to equilibrate to the production simulation value. Normally the starting conformation is positionally restrained and the solvent is allowed to equilibrate around the biomolecule.
- Production run: The relevant molecular dynamics simulation where all subsequent analysis will be performed.

Molecular dynamics of biomolecules have come a long way since the first protein simulation ${ }^{29}$, in vacuo, in the late seventies [76] with the simulation running for a total time of $9.2 \mathrm{ps}^{30}$. Roughly a decade later a simulation of the same protein, the first of a solvated system in water, ran for $210 \mathrm{ps}{ }^{31}$, about an order of magnitude increase from the previous simulation [79]. In 2010, roughly another decade afterwords, the millisecond barrier was crossed with a 1 ms simulation, of the same protein, within a solvated system [80]. This represented an increase of one hundred million in trajectory length. Since then, with the increase in computational power, simulations can reach timescales of hundreds of nanoseconds, for small proteins, in desktop computers with graphical processing units (GPU). For supercomputers whole virus can now be simulated and complete protein folding simulations, in the microsecond to millisecond timescale, are now accessible [81].

[^15]
## Chapter 2

## Aims and objectives

### 2.1 State of the art

The work presented in this thesis builds upon previous work involving Smad proteins both at the structural and biological/biochemical levels. Namely, the structures of the MH1 (except Smad2 and the I-Smads) and MH2 domains have been solved. Also several hypothesis were put forward for the oligomeric equilibria of Smad2 and Smad4 and the consequent Smad2/Smad4 complex formation. The previous research was built mainly on individual domains and no structural information exists on the human full-length proteins. Being large multidomain oligomeric proteins connected by flexible long linkers, the standard protocols used in the biomolecular structural field would not suffice in obtaining a complete picture of the conformational space. We plan to bridge this gap by combining multiple techniques, with method development for data analysis, for attaining the clearest picture possible.

### 2.2 Objectives

The main objectives of the presented work are the following:

- Establish expression and purification protocols for human full-length proteins and derived protein constructs.
- Acquire structural and biochemical data to establish Smad proteins conformational landscape.
- Develop and/or adapt data analysis methods to achieve the previous item.
- Establish an hypothesis for TGF $\beta$ activation, based on the data acquired for the full-length proteins.
- Study the effect, at an atomic-level, that cancer mutations have in Smad protein domains.


## Chapter 3

## Materials and methods

### 3.1 Protein cloning and production

### 3.1.1 Cloning and site-directed mutagenesis

For protein site-directed mutagenesis the parent plasmid was used for each mutation reaction. Each $25 \mu \mathrm{l}$ reaction contained 100 ng of DNA template, 62.5 ng of sense mutagenic primer, 62.5 ng of antisense mutagenic primer, $2.5 \mu \mathrm{l}$ of dNTP mix (stock at 2 mM ), and $2.5 \mu \mathrm{l}$ of 10X manufacturer's reaction buffer to which $1 \mu \mathrm{l}$ of Pfu DNA polymerase (Agilent Technologies, CA, USA) was added. The mutation PCR (Polymerase chain reaction) was performed in a BIO-RAD T100 Thermal Cycler according to the following temperature ramps : T1, $95^{\circ} \mathrm{C}$ for $60 \mathrm{~s},(1$ cycle) followed by T1, $95^{\circ} \mathrm{C}$ for $60 \mathrm{~s} ; \mathrm{T} 2,50^{\circ} \mathrm{C}$ for $1 \mathrm{~min}\left(15\right.$ cycles); and $\mathrm{T} 3,68^{\circ} \mathrm{C}$ for 12 min . To digest the parental template strain, $1 \mu \mathrm{l}$ of DpnI restriction enzyme ( 10 units $/ \mu \mathrm{l}$ ) was incubated with the reaction for 2 h at $37^{\circ} \mathrm{C}$. After this $5 \mu \mathrm{l}$ of the digested reaction mix containing the mutated plasmid was transformed into Dh5 $\alpha$ cells in SOC media by the heat shock method. The transformation mix was plated in LB agar (buffer in table B.1) and incubated at $37^{\circ} \mathrm{C}$ overnight. Clones were isolated, and each variant was sequenced by Sanger-Sequencing, to confirm the presence of the specific mutation.

For protein cloning first the parental plasmid was linearised with the restriction enzymes depicted in table 3.1 for each vector family.

Table 3.1: Restriction enzymes used for vector linearisation.

| Vector family | Enzymes |
| :--- | :--- |
| pCoofy | BamHI \\| HindIII |
| pTEM | NCOI \\| HindIII |
| pOPIN | KpnI \\| HindIII |

Subsequently each insert, previously amplified by PCR, was cloned by ligation independent cloning (LIC) using primers that partially overlapped, around 15bp, with both the insert and the parental plasmid. The enzyme that catalyzed the
reaction was a recombinase (New England Biolabs inc.) and the recombination mixture contained $0.25 \mu$ l of the enzyme, $0.5 \mu$ l of the enzyme buffer, 100 ng of the linearized vector and around $10 x$ the amplified insert, for a total volume of $5 \mu$ l. The previous mixture was incubated at $37^{\circ} \mathrm{C}$ for $15-30 \mathrm{~min}$ without mixing and transformed into Dh5 $\alpha$ cells in SOC media and plated in LB agar. Clones were isolated, and each variant was sequenced by Sanger-Sequencing, to confirm the successful insert cloning.

### 3.1.2 Protein production

For unlabelled protein production all protein constructs were expressed in the E. coli BL21 (DE3) strain. Cells were cultured at $37^{\circ} \mathrm{C}$ in Luria-Bertani (LB) medium until an OD600 of 0.6-0.8. After the cultured cells were induced with IPTG (Isopropyl $\beta$-D-1-thiogalactopyranoside), at a final concentration of 0.5 mM , and expresse overnight at $20^{\circ} \mathrm{C}$, bacterial cultures were centrifuged at 4000 g for 20 min and resuspended in lysis buffer. Cells were lysed using an EmulsiFlex-C5 (Avestin) at 20000 psi and centrifuged at 35000 g for 45 min to discard insoluble material. The lysis buffers were protein dependent and are presented in table 3.2. The soluble supernatants were purified by nickel-affinity chromatography (HiTrap Chelating HP column, GE Healthcare Life Science) using a NGC Quest 10 Plus Chromatography System (BIO-RAD). For S4FL a StrepTrap column (GE Healthcare Life Science) was employed. The used gradient, for all constructs, spanned from $0 \%$ to $100 \%$ elution buffer B in 15 column volumes. The buffers, for streptavidin and nickel-affinity chromatography, were also protein dependent and are presented in table 3.2

Eluted proteins were digested at $4^{\circ} \mathrm{C}$ with the vector specific protease (see table 3.2 ), and further purified by ion exchange chromatography using a HiTrap SP HP or Q (GE Healthcare) columns and a gradient running from $0 \%$ to $100 \%$ buffer B ion exchange buffers, as seen in table B. 3 . As a final purification step size-exclusion chromatography was performed and the column was equilibrated in gel filtration buffer as seen in table B.3.

For the purification of the inter-domain linkers, S2L and S4L, connecting the folded domains a different protocol was used. The proteins were expressed as described above but the lysis and elution were performed in denaturing conditions. After expression and lysis, using the same protocol describe above, the proteins were allowed to bind to a benchtop nickel column and were washed in refolding buffer, as seen in table 3.2. The proteins were refolded, while column bound, using a stepwise approach; four subsequent washes were employed increasing in each wash the ratio of refolding/lysis buffers from zero to four. A final elution step with S2EB buffer was performed after which the proteins were cleaved and further purified by gel filtration chromatography as described above. Protein purity was accessed by SDS-PAGE (sodium dodecyl sulfate-polyacrylamide gel electrophoresis) gels and mass spectrometry. Protein concentration was performed

Table 3.2: Protein constructs properties and buffers. Constructs are the protein constructs, MW are the molecular weights in kilodaltons, aa are the total number of residues, PI is the isoelectric point calculated using the PROTPARAM webserver [82], vector and protease are the ones used for expression and lysis and elution are the lysis and elution buffers, respectively, described in table B. 3 RB is the refolding buffer and LB is the lysis buffer in table $\overline{B .} 3$

| Constructs | MW | aa | PI | Vector | Protease | Lysis | Elution |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Smad2 |  |  |  |  |  |  |  |
| S2FL | 53.32 | 475 | 6.4 | pETM10 | none | LB | S2EB |
| S2460* | 52.48 | 467 | 6.3 | pETM10 | none | LB | S2EB |
| S2L | 12.81 | 115 | 4.3 | pETM11 | TEV | RB | S2EB |
| S2LMH2 | 33.08 | 297 | 5.6 | pETM10 | none | LB | S2EB |
| S2MH1 | 19.01 | 169 | 9.7 | pETM11 | TEV | LB | S2EB |
| S2MH1-E3 | 15.66 | 139 | 10.1 | pETM11 | TEV | LB | S2EB |
| S2FLEEE | 53.44 | 475 | 6.2 | pETM10 | none | LB | S2EB |
| Smad4 |  |  |  |  |  |  |  |
| S4FL | 66.44 | 609 | 6.6 | pCOOFY34 | 3C | LB | S4EB |
| S4LMH2 | 46.87 | 430 | 6.2 | pETM11 | TEV | LB | S4EB |
| S2SADMH2 | 34.03 | 307 | 6.5 | pETM11 | TEV | LB | S4EB |
| S4MH2 | 29.29 | 266 | 6.2 | pETM11 | TEV | LB | S4EB |
| S4L | 17.22 | 162 | 5.7 | pETM11 | TEV | RB | S4EB |
| S4MH1 | 18.15 | 158 | 9.5 | pTEM11 | TEV | LB | S4EB |
| Smad7 |  |  |  |  |  |  |  |
| S7FL | 48.57 | 445 | 9.5 | pOPINF | 3C | LB | S2EB |
| S7FLdel20-85 | 42.72 | 380 | 9.7 | pOPINF | 3C | LB | S2EB |

using Amicon® Ultra Centrifugal Filters with appropriate molecular weight cutoffs.

For isotopically labelled protein expression, the proteins were firstly expressed in LB media until an OD600 of 0.6-0.8. Before induction the cultures were centrifuged at 2000 g for 10 min and the resulting pellets were resuspended in minimal media (for buffer recipe see table B.2). After incubating for one hour at $20^{\circ} \mathrm{C}$ the cultures were induced with 0.5 mM IPTG and left expressing overnight. All subsequent purification steps were identical to the unlabelled proteins protocol.

### 3.2 Electrophoretic mobility shift assays

For a total volume of $20 \mu \mathrm{l}, 7.5 \mathrm{nM}$ of $5^{\prime}$-end Cy5-labeled duplex DNA was incubated with increasing amounts of proteins (from 31 nM to $2 \mu \mathrm{M}$ ) in binding buffer
( 20 mM TRIS $\mathrm{pH} 7.2,80 \mathrm{mM} \mathrm{NaCl}$ ). Binding reactions were carried out for 30 minutes at room temperature. Electrophoresis was performed in non-denaturing $12.0 \%$ (19:1) polyacrylamide gels. The gels ran for 1 hour and 20 minutes in 1X TG buffer ( 25 mM TRIS, $\mathrm{pH} 8.4,192 \mathrm{mM}$ Glycine) at 90 V at $20^{\circ} \mathrm{C}$. The gels were exposed in a Typhoon imager (GE Healthcare) using a wavelength of 678/694 nm (excitation/emission maximum) for the Cy®5 fluorophore.

### 3.3 Small angle X-ray scattering

SAXS data was acquired at Beamline 29 (BM29) at the European Synchrotron Radiation Facility (ESRF, Grenoble, France). Protein samples were centrifuged for 10 minutes at 10000 g prior to data acquisition. Experiments on BM29 were collected, on $45 \mu \mathrm{l}$ samples, with the following settings: $12.5 \mathrm{keV}, 100 \%$ transmission, low viscosity and 0 s wait time. Data was recorded on a Pilatus 1 M detector, at $10^{\circ} \mathrm{C}$. Ten frames were collected for 1s each, for each sample. Solvent scattering data was collected for each sample to account for buffer contribution. Image conversion to the 1D profile, scaling, buffer subtraction and radiation damage assessment was done by the in-house software pipeline available at the BM29 beamline. Further processing was done by the ATSAS software suite $[39]$ and the Scatter package (http://www.bioisis.net/scatter).

### 3.4 Nuclear magnetic resonance spectroscopy

NMR experiments were acquired in a Bruker AVIII 600 MHz spectrometer using a 5 mm TXI cryoprobe. All samples were recorded in 40 mM TRIS, 150 mM NaCl , $10 \% \mathrm{D}_{2} \mathrm{O}, \mathrm{pH}$ 6.6. Parameters for acquisition of all experiments are presented in table 3.3. The HSQC experiments were processed using TOPSPIN v3.5 (Bruker), all other experiments were processed using NMRPIPE [83] and analyzed with the CcpNmr Analysis [84] software suite. Acquisition modes were the planes and the Non-Uniform Sampling ${ }^{1}$ (NUS) methods for the HSQC and all other experiments respectively. All experiments were recorded using BEST-TROSY ${ }^{2}$ pulse sequences.

The NMR backbone spectral assignment strategy followed established protocols by using carbon frequency strips employing CBCANH and CBCA(CO)NH experiments as described in 1.2.2. Due to the highly flexible nature of the linker of Smad4 (S4L) additional, and more recently developed, experiments were also recorded. The $\mathrm{HN}(\mathrm{COCA}) \mathrm{NH}$ and $\mathrm{HN}(\mathrm{CA}) \mathrm{NH}$ set, that sequentially connect backbone amides, aids in reducing spectral overlap analysis due to the higher dispersion of the ${ }^{15} \mathrm{~N}$ atom when compared to the ${ }^{1} \mathrm{H}$. Also $\mathrm{HN}(\mathrm{CA}) \mathrm{CO}$ and HNCO

[^16]Table 3.3: Spectra parameters for NMR experiments where NS is the number of scans, T is the temperature, SW is the spectral width and TD is the size of the FID.

| Constructs | Experiment | NS | T $\left({ }^{\circ} \mathrm{C}\right)$ | Nuclei | SW(ppm) | TD |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S2L | HSQC | 8 | 5 | ${ }^{1} \mathrm{H}$ | 12.01 | 4096 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 25.00 | 256 |
| S4FL | HSQC | 8 | 5 | ${ }^{1} \mathrm{H}$ | 12.01 | 4096 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 25.00 | 256 |
| S4MH1 | HSQC | 8 | 25 | ${ }^{1} \mathrm{H}$ | 7.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 34.00 | 256 |
| S4L | HSQC | 8 | 5 | ${ }^{1} \mathrm{H}$ | 12.01 | 4096 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 25.00 | 256 |
|  | CBCA(CO)NH | 32 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 90 |
|  |  |  |  | ${ }^{13} \mathrm{C}$ | 70.00 | 60 |
|  | CBCANH | 32 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 90 |
|  |  |  |  | ${ }^{13} \mathrm{C}$ | 70.00 | 60 |
|  | HN(COCA)NH | 64 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 80 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 80 |
|  | HN(CA)NH | 64 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 80 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 80 |
|  | HNCO | 16 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 60 |
|  |  |  |  | ${ }^{13} \mathrm{C}$ | 20.00 | 96 |
|  | $\mathrm{HN}(\mathrm{CA}) \mathrm{CO}$ | 32 | 5 | ${ }^{1} \mathrm{H}$ | 12.00 | 2048 |
|  |  |  |  | ${ }^{15} \mathrm{~N}$ | 36.00 | 60 |
|  |  |  |  | ${ }^{13} \mathrm{C}$ | 20.00 | 96 |

experiments, that connect backbone carbonyls, were recorded to further reduce spectral overlap degeneracy analysis.

NMR relaxation experiments, ${ }^{15} \mathrm{~N}$ T1, T2, and heteronuclear NOE (HetNOE) were acquired at $5^{\circ} \mathrm{C}$. The inversion recovery delays used for T 1 relaxation experiment were $20,110,160,270,430,540,700,860,1080,1400,1720$ and 2000 ms . The delays used for the T2 experiment were $0,20,40,60,80,120,160,200,280$ and 400 ms . The size of the fid for all experiments was $\left({ }^{1} \mathrm{H}\right) 1024 \times\left({ }^{15} \mathrm{~N}\right) 256$ points and
the interscan delay was set to 3s. Relaxation rates were retrieved by fitting peak intensities to an exponential function implemented in CcpNnmr analysis [84].

Peak movement $d$ in NMR titrations, using HSQC experiments described above, was quantified using equation 3.1.

$$
\begin{equation*}
d=\sqrt{\frac{1}{2}\left[\delta_{H}^{2}+\left(0.15 \cdot \delta_{N}^{2}\right)\right]} \tag{3.1}
\end{equation*}
$$

were $\delta_{H}^{2}$ and $\delta_{N}^{2}$ are the ${ }^{1} \mathrm{H}$ and ${ }^{15} \mathrm{~N}$ chemical shift differences, respectively.

### 3.5 Protein ensemble generation

### 3.5.1 Structural modelling of Smad2 and Smad4 linkers

Random coil ensemble models of S2L and S4L containing 10000 conformations each were generated employing Flexible-Meccano (FM) [59], followed by sidechains modelling with SCCOMP [87], and energy-minimization in explicitly solvent using GROMACS 5.1.1 [88]. We used the force field AMBER99sb-ILDN [89] with no ions added, and TIP3P [78] for the water model. We used CRYSOL [43] to compute the theoretical SAXS profiles from conformational ensembles of S2L and S4L. All theoretical curves were obtained with 101 points and a maximum scattering vector of $0.5 \AA^{-1}$ using 25 harmonics. Using the ensemble optimization method (EOM) [66, 67] we selected from the S2L and S4L structural pools, the linker structures whose theoretical SAXS profiles collectively fit their experimental SAXS profiles.

### 3.5.2 Missing fragment reconstruction for the Smad2 and Smad4 MH1 and MH2 domains

Ensembles of terminal disordered fragments were built using FM and attached to the X-ray templates using in-house scripts. For each built segment side-chains were added using SCCOMP and then pre-processed with Rosetta3.5 fixbb module to alleviate steric clashes. Internal disordered loops were built using the Rosetta software framework using the rosettaCM application [90, 91] outputting 5000 structures with the final average structure being reported and used for subsequent calculations, for the full-length and oligomeric constructs. Previously solved xray structures for Smad4 MH1 (PDB:3QSV) and MH2 (PDB:1DD1) domains and Smad2 MH1-E3 (PDB:6H3R) and MH2 (PDB:1KHX) domains, were used as templates. For the S2MH1E3 construct the $\alpha$-helix between residues $90-98$, at the E3 exon, was built with the Modeller package [92], by enforcing secondary structure elements determined by analysing NMR data.

### 3.5.3 Smad2 and Smad4 full-length ensemble generation

For generating full-length conformations and building upon the results from sections 3.5.1 and 3.5.2, we started by adapting the FM pipeline for use with multidomain proteins. The linker positions were randomised and 10000 conformations were generated and selected using the EOM method as reported in section 3.5.1 The ensemble optimization method was slightly modified for reporting more robust statistics following previous published results [56, 62]. For Smad4, starting from the 10000 conformation random pool, 200 sub-ensembles of 50 members each were generated and 750 genetic operations were performed, until convergence of the $\chi^{2}$ metric, fitted to the experimental data (see section 1.2.3. For each cycle a new sub-ensemble was outputted and subjected to further analyses.

1) Flexible-meccano adapted for
multi-domain proteins MH2

2) best combination $\chi^{2}$ to SAXS data

3) SAXS reweighted pool



Figure 3.1: Smad2 ensemble generation strategy. Left panel: Monomer, dimer and trimer schematic representations for the random pool ensemble. The linker of Smad2 is represented in dashed lines together with the MH1 and MH2 domains (colouring scheme same as in figure 4.1. Middle panel: Theoretical SAXS profiles for the monomer, dimer and trimer configurations, referred above. Right panel: SAXS derived ensemble reweighted from the random pool.

For Smad2 the same strategy was adopted taking into account the oligomeric nature of this protein. The procedure reported above was repeated for each state (monomer, dimer and trimer) with 6000 conformations being generated for each oligomeric state, totalling 18000 conformations. Subsequently and after the EOM
procedure the SAXS reweighted population distributions, for each state, were further analyzed (see figure 3.1).

### 3.6 Ion mobility mass spectrometry

Ion mobility equipment and mass spectrometry (IM-MS) is an analytical technique that combines an ion-mobility and a mass spectrometer. While the first separates ions according to their mobility in the gas phase, the second separates them according to their mass-to-charge ratio. In the biomolecular application field, the time that the ionized biomolecules take to move across a drift tube is recorded; the so called drift time [93, 94]. The drift time can be converted to collision cross sections (CCS) if standards with known mass and CCS are used. The rotationally averaged CCS, a property with area units, gives low resolution structural information about the biomolecules in the gas phase and is given by equation 3.2 .

$$
\begin{equation*}
\Omega=\frac{3 e}{16 N} \sqrt{\frac{2 \pi}{\mu k_{B} T K}} \tag{3.2}
\end{equation*}
$$

where $\Omega$ is the colisional cross section, $N$ is the drift gas number density, $\mu$ is the reduced mass of the ion and drifts gas, $k_{B}$ is the Boltzmann constant, $T$ is the drift gas temperature and $K$ is the mobility of the ion ${ }^{3}$,

Ion mobility mass spectrometry experiments were performed using a Synapt G1-HDMS mass spectrometer (Waters, Manchester, UK). Samples were delivered in 150 mM ammonium acetate buffer. They were injected directly and infused by an automated chip-based nanoelectrospray using a Triversa Nanomate system (Advion BioSciences, Ithaca, NY, USA) as the interface. The ionization was performed in positive mode using a spray voltage and a gas pressure of 1.70 kV and 0.5 psi , respectively. Cone voltage, extraction cone and source temperature were set to $40 \mathrm{~V}, 2 \mathrm{~V}$ and $20^{\circ} \mathrm{C}$, respectively. Trap and transfer collision energies were set to 10 V and 10 V , respectively. The pressure in the Trap and Transfer T-Wave regions were $5.84 \cdot 10-2$ mbar of Ar and the pressure in the IMS T-Wave was 0.460 mbar of N2. Trap gas and IMS gas flows were 8 and $24 \mathrm{~mL} / \mathrm{sec}$, respectively. The travelling wave used in the IMS T-Wave for mobility separation was operated at a velocity of $300 \mathrm{~m} / \mathrm{sec}$. The wave amplitude was fixed to 10 V . The bias voltage for entering in the T-wave cell was 15 V . The instrument was calibrated over the $\mathrm{m} / \mathrm{z}$ range 500-8000 Da using a solution of cesium iodide. MassLynx version 4.1 SCN 704 and Drift scope version 2.4 softwares were used for data processing. Ion mobility data analysis was performed with Driftscope software vs. 2.5 integrated in MassLynx software.
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### 3.7 Differential scanning fluorimetry

Differential scanning fluorimetry (DSF), also denominated thermofluor, is a technique that allows for protein stability determination by calculating its melting temperature (Tm). In general terms a protein is incubated with a fluorescent dye that when in contact with the hydrophobic core of the protein, emits radiation [95-97]. The hydrophobic core is exposed usually by a temperature gradient until the protein is unfolded as depicted in figure 3.2 .


Figure 3.2: Differential scanning fluorimetry profile. Fluorescence is represented in arbitrary units (A.U.) and $U$ and $F$ are the unfolded and folded fractions respectively. The right panel is the first derivative with the Tm being the minimum of the function.

The Tm can be extracted by calculating the first derivative, of the unfolding profile, as seen in the right panel of figure 3.2, or by doing a non-linear fitting to a Boltzmann sigmoidal curve, to extract the Tm, as in equation 3.3 .

$$
\begin{equation*}
Y=F+\frac{U-F}{1+\exp \left(\frac{T m-x}{a}\right)} \tag{3.3}
\end{equation*}
$$

where $Y$ is the fluorescence emission in arbitrary units, $F$ and $U$ are the minimum and maximum fluorescence respectively, $T m$ is the melting temperature, $x$ is the temperature and $a$ is the slope of the curve.

Experiments were performed in a StepOnePlus Real-time PCR System (Applied Biosystems). The assay was performed on 96-well plates (MicroAmp Fast 96-Well Reaction Plate, Applied Biosystems), in a total volume of $25 \mu$ for each reaction. The melting curves were acquired in triplicate, and the average melting temperature was reported. For each measurement lysozyme (positive control) and proteins were used at 0.5 mg ml . All samples were exchanged into the gel filtration buffer. SYPRO orange dye (sigma) was used at 10X starting from a 5000X solution. The plate was sealed with optical quality sealing tape (Platemax) and centrifuged at 100 g for 30 s . The samples were equilibrated for 60 s , at $25^{\circ} \mathrm{C}$, followed by a linear gradient from $25^{\circ} \mathrm{C}$ to $95^{\circ} \mathrm{C}$ in $1^{\circ} \mathrm{C}$ increments with the SYPRO
orange fluorescence being recorded throughout the gradient. Melting temperatures were extracted by using the first derivative method applied to the sigmoidal melting curve. For the protein plus EDTA (Ethylenediaminetetraacetic Acid) melting temperature determination, EDTA concentration was varied from 32 to 0 mM in half dilution increments.

### 3.8 Molecular dynamics

The smad4 MH1 structure was retrieved from the protein data bank with the code 3QSV. Mutant models were generated with PYMOL. Molecular dynamics simulations were performed with the GROMACS package [88] using the ZAFF force field for metalloproteins [98]. The system was solvated in a dodecahedron box with TIP3P water, using the ambertools package from AMBER15 [73]. AMBER topologies were converted to GROMACS ones using the ACPYPE package [99]. The system was minimized for a maximum of 50000 steps or until the force constant was less than $1000 \mathrm{~kJ} / \mathrm{mol} / \mathrm{nm}$, using the steepest descent algorithm implemented in GROMACS. The cutoff distance used for the non-bonded interactions, using the particle mesh Ewald method, was $10 \AA$. Prior to the final production simulation, the system was equilibrated using the NPT ensemble for 500 ps , followed by 50 ps in the NVT ensemble. Finally, for the production run, the system was simulated for 500 ns at 300 K and 100 ns for the 450 K simulations, using a 2 fs integration step for both cases. For the DNA-protein simulations a 100 ns total simulation time was used for each mutant. Temperature coupling was done with the Nose-Hoover algorithm at 300 K . Pressure coupling was done with the Parrinello-Rahman algorithm at 1 bar. Simulation analysis was performed with the MDTraj [100] and MDAnalysis [101] python libraries. For each mutant, the reported analyses metrics were reported as an average of three simulations, with an accumulated time of $1.5 \mu$ S. For every 10 ps a frame was saved, totalling 50000 structures for further analysis.

Regarding analysis metrics, the residue mean squared deviation (RMSF) was calculated as given in equation 3.4 .

$$
\begin{equation*}
R M S F(i)=\sqrt{\left\langle\left(\mathbf{x}_{i}-\left\langle\mathbf{x}_{i}\right\rangle\right)^{2}\right\rangle} \tag{3.4}
\end{equation*}
$$

where $x$ is the the atomic position for atom $i$ and $\left\langle x_{i}{ }^{2}\right\rangle$ the average of all atomic positions for each atom $i$.

The root mean squared deviation (RMSD) for all atom pairs was calculated as given by equation 3.5 .

$$
\begin{equation*}
R M S D(t)=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(\mathbf{x}_{i}(t)-\mathbf{x}_{i}^{\text {ref }}\right)^{2}} \tag{3.5}
\end{equation*}
$$

where $N$ is the number of atoms, $x^{\text {ref }}$ and $x$ are the coordinates at $t=0$ and $t=t$ respectively.

The fraction of native contacts [102] were calculated according to equation 3.6. as implemented in MDanalysis [101].

$$
\begin{equation*}
Q\left(r, r_{0}\right)=\frac{1}{1+\exp \left(\beta\left(r-\lambda r_{0}\right)\right)} \tag{3.6}
\end{equation*}
$$

where $r$ and $r_{0}$ are the contact distances at time $t$ and $t=0$ respectively, $\beta$ is the softness of the switching function and $\lambda$ is the reference distance tolerance.

Salt bridges were defined as the fraction of native contacts between acidic and basic residues with a cutoff distance of $6 \AA$.

### 3.9 In silico stability calculations

In silico stability calculations were performed with the rosetta software, one of the state-of-the-art modelling software's, for calculating protein stability effects upon mutation [103]. We used the ddg_monomer application inside the rosetta modelling suite, with the author's previously described parameters [104]. Stability effects are ascertained by calculation of an approximated Gibbs free energy upon mutation $(\Delta \Delta \mathrm{G})$, in the so-called rosetta energy units (REU). Values higher than $1.5 \mathrm{Kcal} / \mathrm{mol}$ and lower than $-1.5 \mathrm{Kcal} / \mathrm{mol}$ are considered destabilizing and stabilizing mutations, respectively. Values between the previous values are considered to be neutral. The calculations were repeated ten times. Error bars represent the $95 \%$ confidence intervals for the mean.

### 3.10 Smad2 and Smad4 conservation entropy and disorder propensity calculations

Protein conservation entropy was computed using Smad2 (Uniprot:Q15796) and Smad4 (Uniprot:Q13485) pre-clustered alignments as computed by the GREMLIN webserver [105], using default parameters. A final set of 99 and 226 sequences were used for Smad4 and Smad2 respectively. The conservation entropy profile was extracted from the alignments using Skylign [106]. The protein disorder propensity was calculated with MetaDisorder [107]; a state-of-the-art algorithm employing twelve protein disorder predictors, with the final result being a consensus protein disorder propensity prediction.

## Chapter 4

## Results and discussion

### 4.0.1 The inter-domain linker of Smad2 and Smad4 is an intrinsically disordered protein

Smads are multi-domain proteins connected by linkers of variable length. Looking at the conservation entropy from the multiple sequence alignments shown in figure 4.1 A , we can observe, as expected, that the MH1 and MH2 domains are conserved and with disorder propensity profiles, captured for the human full-length sequence, characteristic of globular proteins [108, 109]. The latter is stressed by the average disorder propensity below the 0.5 threshold. The linker segment is less conserved and has a higher disorder propensity suggesting a highly flexible protein, both for Smad2 (S2L) and Smad4 (S4L), approaching the maximum threshold value. This predicted inter-domain linker flexibility was confirmed by a qualitative analysis of the HSQC spectra depicted in figure 4.13. The spectra displays signals characteristic of intrinsically disordered proteins (IDP) with a narrow dispersion for the ${ }^{1} \mathrm{H}$ frequencies [110-112]. The SAXS-derived Kratky plot (see figure 4.1 C) also showed a profile typical for IDPs; it monotonically increases with a short plateau between 2 and $4 \mathrm{~s} . \operatorname{Rg}$ [40]. The asymmetric pair distance distribution, $\operatorname{Pr}$ (see figure 4.1C) also indicated that both linkers are extended particles with a radius of gyration ( Rg ) and a maximum distance (Dmax) of $29.9 \pm 0.4 \AA$ and $111.0 \pm 2 \AA$, respectively, for S2L. For S4L, the Rg and Dmax were $36.8 \pm 0.1 \AA$ and $128.5 \pm 2 \AA$, respectively.

The Rg and Dmax for both linkers are substantially bigger than would be expected for a globular protein of the same sequence length (see figure 4.2 A ) and their Rg values are identical to proteins behaving as random coils, with a slightly bigger $\operatorname{Rg}\left(\operatorname{Rg}_{S 2 L}{ }^{R c}=27 \AA, \operatorname{Rg}_{S 4 L}{ }^{R c}=33 \AA\right)$, for the same sequence length [113]. Also the Uversky plot, (see figure 4.2 B ), a quantitative sequence based metric for assessing protein globularity, situates the two linkers at the disordered half of the plot with the S2L possessing a higher absolute charge, while the hydrophobicity is identical for both linkers.

To fully quantitatively characterize the conformational ensemble we applied the EOM method to the SAXS data (see section 3), assuming the intrinsically disordered behaviour, for the linkers, reported above. As can be seen in figure 4.1D


Figure 4.1: A: Conservation and disorder propensity for Smad2 and Smad4 proteins. In red, blue and yellow are depicted the MH1, linker and MH2 domains conservation entropy, respectively. In brown is represented the protein disorder propensity, where zero is fully ordered and one fully disordered. B: S2L (light blue) and S4L (dark blue) ${ }^{15} \mathrm{~N}$ HSQC spectra revealing the narrow ${ }^{1} \mathrm{H}$ chemical shift dispersion characteristic of an IDP. C Kratky plots (upper panel) and distance distributions (lower panel) derived from the SAXS experimental profiles for S2L and S4L. D: In the left panel the experimental SAXS profiles in grey and the solid line simulated curve from the EOM, are displayed. In the right panel the kernel density estimate (KDE) for the random pool, in green, and the experimental Rg for S 2 L and S 4 L , are represented. In the bottom panel are the point by point residuals. E: Depicted is the numbering spanning all protein constructs used in this work. MH1 and MH2 are the Smad protein domains, L is the inter-domain linker, E3 is the Exon3 of Smad2, SAD is the Smad activation domain, and EEE are the three Glutamic acids acting as phosphomimetics.
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Figure 4.2: A: Radius of gyration, Rg, versus residue length, N, for Smads constructs. In blue is the Flory relationship for intrinsically disordered proteins and in yellow the Rg versus N for globular proteins, retrieved from the PDB [114]. B: Uversky plot for Smad2 and Smad4 linkers and full-length constructs calculated using the localCIDER python library [115].
left panel, the resulting experimental ensemble is extended with two major populations; one similar to the random coil ensemble and a more extended minor population, for both linkers. The EOM derived ensembles fully explain the experimental SAXS curves with an $\chi^{2}$ of 0.6 and 0.5 for S2L and S4L, respectively. The fit to the random coil ensemble, without filtering with SAXS data also yielded good statistics ( $\chi^{2}=1.03$ for S4L and $\chi^{2}=0.63$ for S2L) reinforcing the flexible nature of these linkers (see figure A.3C). Taken together these results indicate that Smad linkers behave as intrinsically disordered proteins with slightly more extended conformations, when compared to the random coil distributions.

To gather further evidence for this expanded behaviour we performed a quantitative sequence analysis, mainly regarding charge partitioning and hydrophobicity analysis. Both sequences have identical hydrophobicity, $\mathrm{f}_{\text {disorder }}$ the fraction of disorder promoting residues and similar charged amino acid mixing, K. The major differences relate to the higher content of negatively charged residues, $\mathrm{f}-$, of S2L and a subsequently higher fraction of charged residues, FCR, and net charge per residue, NCPR, as seen in table 4.1. Another striking difference is the value of $\Omega$ for S4L, more than four times that of S2L.

The $\Omega$ parameter has been related to protein expansion with lower values correlating with more expanded proteins; a value of 0 reports that proline and charged residues are mixed, while a value of 1 that they are segregated [115, 117]. For S2L the high proline content ( $16 \%$ ) together with a low $\Omega$ would explain its expanded conformations. For S4L with a lower proline content (10\%) and a higher $\Omega$, one would expect more collapsed conformations when compared with the random coil conformations, this is not the case with similar relative extended profiles being observed as in the S2L case (see figure 4.1D, left panel). The reason for

Table 4.1: Sequence parameters for Smad2 and Smad4 linkers calculated using CIDER [115]. N is the number of residues, f - and $\mathrm{f}+$ the fraction of positively and negatively charged residues, respectively. FCR is the total fraction of charged residues and NCPR the net charge per residue. K is the extent of charged amino acid mixing and $\Omega$ the patterning of charged plus proline residues. The parameter $\sigma$ is the charge asymmetry along the sequence and $\mathrm{f}_{\text {disorder }}$ the fraction of disorder promoting residues following the classification of Campen et al. [116. Hydropathy is the KyteDoolittle hydropathy scale from 0 (least hydrophobic) to 9 (most hydrophobic).

|  | S2L | S4L |
| :--- | :--- | :--- |
| $\mathbf{N}$ | 91 | 134 |
| $\mathbf{f -}$ | 0.154 | 0.067 |
| $\mathbf{f +}$ | 0.011 | 0.015 |
| $\mathbf{F C R}$ | 0.165 | 0.082 |
| $\mathbf{N C P R}$ | -0.143 | -0.052 |
| K | 0.177 | 0.20 |
| $\Omega$ | 0.089 | 0.416 |
| $\mathbf{f}_{\text {disorder }}$ | 0.692 | 0.739 |
| Hydropathy | 3.88 | 3.97 |

the latter observation is not immediately apparent from sequence analysis alone. Also both linkers, regarding their amino acid sequence fractional charge, behave as globular proteins (see figure A.2); so the expanded conformations could be a result of charge partitioning and the high content of proline residues [108]. Recently it has been proposed that a higher serine content, in protein inter-domain linkers, could increase disorder propensities [118]. S4L and S2L have 22 and 9 serines, respectively. The higher serine content of S4L could compensate for its lower Proline content, in maintaining similar extended conformational distributions, when comparing to S2L.

### 4.0.2 Smad4 is a monomeric and flexible protein in an "openclosed" equilibrium of conformations

Building upon the described IDP behaviour of Smads linkers we recombinantly expressed ${ }^{15} \mathrm{~N}$ labeled Smad4 full-length (S4FL) protein (see section 3.1 ) and superimposed it with the HSQC of its linker (S4L), as seen in figure 4.3A. About $60-70 \%$ of the resonances were superimposable, between the two constructs, reporting that in the full-length context the linker maintained a similar IDP-like behaviour. This method has been previously used to infer similar extrapolations [119].


Figure 4.3: A: NMR HSQCs of Smad4 linker (blue) overlaid with the full-length (red) protein, showing also a typical low dispersity pattern for the backbone amides resonances, for the Smad4 fulllength. B: T1, T2 and hetNOE relaxation experiments data for the Smad4 linker construct. Unassigned residues that could not be assigned are indicated at the grey banner and represented as gaps to the right.

Relaxation measurements were also undertaken for S4L. The protein is currently only partially assigned, due to the low dispersion and sequence variability of this linker. The assigned areas are located at the N - and C -terminal of the protein and we can observe typical values reported for IDPs (see figure 4.3 3). The hetNOE values are mostly below the 0.5 threshold with the C-term reporting negative values; values above this threshold indicate a tendency for decreased flexibility with values below reporting decreased flexibility |111, 120|. The hetNOE values essentially dictate that for motions on the ps-ns timescale the S4L is a flexible protein with no major secondary structure observed, regarding this metric, at least for the assigned stretches of the protein. For the unassigned part the values are also mostly below the 0.5 values. For the $\mathrm{T} 1 / \mathrm{T} 2$ ratio ${ }^{1}$ some value oscillation is observed for the unassigned part and higher values for the C-term that could indicate some partial structure formation. Regarding the later, conclusions are

[^18]merely of a speculative nature as further assignment completeness is needed for a full secondary structure mapping.

After determining that the Smad4 linker is inherently flexible, even in a fulllength context, we proceeded to analyse the behaviour of its individual domains and refine them in solution, using small-angle x-ray scattering (SAXS) data. The MH1 domain (S4MH1) is monomeric ( $\mathrm{Rg}=16 \AA \pm 0.8$ ) and the experimental SAXS profile fully explains the determined x-ray structure previously published [7, 25] ( $\chi^{2}=0.76$ ), as seen in figure 4.4A. Regarding the MH2 domain (S4MH2) the $x$-ray structure reported a trimer in the unit cell [121]. Our SAXS data indicated that this domain is a monomer $\left(\chi^{2}=1.08, \operatorname{Rg}=22 \AA \pm .4\right)$ and not a trimer $\left(\chi^{2}=21.33\right)$, in solution (see figure 4.4 A ), even at concentrations higher than $20 \mathrm{mg} / \mathrm{ml}$ (see section (3). The first determined x-ray-structures of S4MH2 reported its oligomeric state as being trimeric [121, |22], while other studies indicated that it behaved as a monomer [20]. Our results provide the first solution structural information for this domain class and indicate the monomer as the major oligomeric state.

To fully characterize domain boundaries we produced another construct that extended towards the N-terminal of S4MH2 (see figure 4.1E), the S4SADMH2, incorporating the Smad activation domain (SAD) [4, 123]. This structural motif (M294-P312) was not seen in the electron density of the S4SADMH2 crystal structure (PDB:1DD1) with only a small $\beta$-sheet stretch of seven residues (N285-P293) being fitted, packing against another $\beta$-sheet (A425-Y430). We rebuilt the missing loops (see section 3) and checked if this packing could be a crystal artefact and if the linker started at E321 instead of Q289. Analysing the SAXS profiles the best scenario that was compatible with the experimental data was the one with the linker starting at Q289 $\left(\chi^{2}=0.87, \mathrm{Rg}=25.1 \AA \pm 0.1\right)$ (see figure A.3B, right panel). The model with the fully extended SAD motif was not compatible with the SAXS data ( $\chi^{2}=2.01$ ) (see figure A.3B, left panel).

Having established Smad4 domain boundaries, the IDP behaviour of the interdomain linker and its domains oligomeric state, we thus proceeded to characterize the full-length protein. We randomized linker positions (see section 3) and analyzed the EOM derived ensemble with the SAXS data. The selected ensemble agreed with the SAXS experimental data ( $\chi 2=0.5, \operatorname{Rg}=47 \AA \pm 1.0$ ) with a low $\chi^{2}$ and a random dispersion of the residuals (see figure 4.43 and table 4.2). The selected pool spanned a myriad of conformations (see figure 4.4 C , top panel) with three major populations being detected; one with a MH1-MH2 inter-domain distance of $\approx 50 \AA$ a second with $\approx 100 \AA$ and a third around $160 \AA$, corresponding to a $\operatorname{Rg}$ of $\approx 35 \AA, \approx 50 \AA$ and $\approx 70 \AA$, respectively (see figure 4.4 C ). The ensemble is overall slightly more compact than the random coil, given by the shift to lower dimensions (MH1-MH2 distance and Rg ), after filtering with the SAXS data. The pre-filtered random coil ensemble followed a reasonable approximation to a gaussian distribution, not biasing any particular conformation (see figure 4.4C bottom panel in pink and figure A.4 and not explaining the experimental SAXS data ( $\chi^{2}=1.98$ ) (see figure A.3B).


Figure 4.4: A: In solid lines are represented the SAXS simulated profiles from the MH1 (PDB:3QSV in red), MH2 monomer and MH2 trimer (PDB:1DD1 in orange), Smad4 domains. Underlaid are the simulated profiles, in grey, are the SAXS experimental intensities and in the bottom panel the experimental residuals. B: In pink is depicted the SAXS EOM simulated profile for the Smad4 full-length, overlaid with the experimental profile in grey and the respective residuals at the bottom panel. C : At the top panel is displayed the EOM Smad4 full-length ensemble. The MH2 domain is depicted in surface representation and the center-of-mass of the MH1 in sphere representation. The most representative conformations are numbered and the sphere radius is proportional to the probability occurrence, with the highest probability given in red and the lowest in green. In the middle panel are the kernel density estimates (KDE), in purple for the EOM ensemble and in pink for the random coil ensemble, corresponding to the MH1MH2 domain inter center-of-mass distance, for the radius of gyration and for the collisional cross-section, from left to right respectively. The numbering refers to one stated in the top panel. D: Conformations from the EOM ensemble, referred in panel C, with the same colour code as figure 4.1 .

At figure 4.4 D a representative conformation for each of the three clusters reported above is presented and we can observe that the MH1 and MH2 domains

Table 4.2: SAXS parameters for Smad4 constructs. Reported values are for the average SAXS curve of the concentrations reported. Rg is the radius of gyration, Dmax is the maximum distance from the $\mathrm{P}(\mathrm{r})$ distribution and $\chi^{2}$ is the Pearson's chi-squared goodness of fit test. Nomenclature is the same as in figure 4.1

| Protein | Construct | Concentration (mg/ml) | $\operatorname{Rg}(\AA)$ | $\operatorname{Dmax}(\AA)$ | $\chi^{\mathbf{2}}$ |
| :--- | :--- | :--- | :---: | :---: | :---: |
| Smad4 | MH1 | $1-2-4.2-7.4$ | $16.0 \pm 0.8$ | 55.8 | 0.76 |
|  | MH2 | $0.5-1.2-3.2-12-20$ | $22.0 \pm 0.4$ | 74.7 | 1.08 |
|  | SADMH2 | $1-2.2-5.5-17$ | $25.1 \pm 0.1$ | 90.0 | 0.87 |
|  | L | $0.5-1-2$ | $36.8 \pm 0.1$ | 128.5 | 0.50 |
|  | LSADMH2 | $0.6-1-1.3$ | $37.1 \pm 0.2$ | 146.5 | 0.86 |
|  | FL | $1-3-6.6$ | $47.0 \pm 1.0$ | 171.4 | 0.50 |

are non-interacting and are not in a predominantly auto-inhibited conformation, in our experimental conditions, as previously postulated [hata_1997a, 124, 125]. The asymmetry of the $\mathrm{P}(\mathrm{r})$ distribution ( $\operatorname{Dmax}=171.4 \AA$ ) (see figure 4.5 strongly suggests a moderate to high flexibility content of the full-length construct. The Kratky plot (see figure 4.5) also reports a plateau characteristic of flexible multidomain proteins, at $\mathrm{s} . \operatorname{Rg} \approx 4$ [113]. The linker, in the full-length context, is slightly more compact when compared to the S4L construct, approaching the random coil distribution (see figure A.5). The Rg for S4FL, as seen in see figure 4.2A), is located at the intrinsically disordered half and between the IDP and globular curves, for the same residue number; this results supports the flexible nature for the Smad4 full-length construct.



Figure 4.5: Kratky and pair distance distribution plots for Smad4 constructs. A: Kratky plot, where s is the momentum transfer, Rg the radius of gyration, $\mathrm{I}(\mathrm{q})$ is the intensity and $\mathrm{I}(0)$ the intensity at time zero. B: Pair distance distributions, where $r$ is the distance and $\mathrm{P}(\mathrm{r})$ the pair distance distribution function.

To gain further insights into the nature of the compact conformations, while maintaining flexibility, we produced a deletion mutant, S4LMH2 (see figure 4.1E) including the linker and the MH2 domain, without the MH1 domain. The Rg for this construct was $37.1 \pm 0.2 \AA$, a value similar to the S4L Rg (see table 4.2). From the Rg values alone it is suggested that the linker in the S4LMH2 is more compact than for the S4L, this is bolstered by the shift to smaller Rg's when comparing the EOM ensemble ( $\chi^{2}=0.86$ ) to the random coil one ( $\chi^{2}=2.01$ ) (see figure 4.6). The latter observation suggests that the more compact conformations for S4FL are not triggered by a MH1-MH2 interaction, as previously stated.


FIGURE 4.6: S4LMH2 construct SAXS data. Left panel: EOM derived SAXS profile, in yellow, fitted to the experimental profile, in grey. Right panel: Histogram of the EOM derived Rg, in yellow, fitted to the random coil distribution, in grey.

To further increase the robustness of the above results we decided to perform multi-curve fitting of the SAXS data using multiple constructs simultaneously, allowing us to compare individual domains when in isolation and in a full-length context, by increasing artificially the available SAXS resolution. To accomplish the latter we devised a strategy by which, starting from a full-length conformation, the corresponding domain was deleted and fitted to the experimental SAXS profile of the remaining construct, as seen in figure 4.7. In detail, for example, if one would want to disentangle the individual contributions of the S4L and the S4LMH2 constructs in a S4FL context, the FM-generated conformations to which the individual SAXS profiles were to be fitted, are given by the full-length ones. If the $\chi^{2}$ is reasonable one could assume that the behaviour of S4L and S4LMH2, when in isolation, is similar to a full-length context, at the available SAXS resolution. Fitting of multiple SAXS curves has also been recently reported applied to protein fibrillation processes [126].

Looking at figure 4.7, the multi-curve $\chi^{2}$ multi statistics are $0.78,0.95$ and 0.76 for S4L, S4LMH2 and S4L, respectively. These values agree with a scenario of a


Figure 4.7: Smad4 SAXS multi-curve fitting using the S4FL, S4LMH2 and S4L constructs. Conformations used for the fitting, depicted in the left panel, were retrieved from full-length conformations by deleting the corresponding domains, exemplified at the right panel and fitted to the individual SAXS curves S4L, S4LMH2 and S4FL in blue, green and brown, respectively. Global fitting $\chi^{2}$ multi is the best fit curve given by EOM using one, two or three individual curves for S4L, S4LMH2 and S4FL, respectively. The algorithm was adapted, to allow multi-curve fitting, from the original EOM algorithm [66. 67].
similar conformational landscape for the S4L and S4LMH2 when is isolation and when in a S4FL context, even if slightly more compacted in a full-length context as for the case of the S4L construct (see figures 4.1 and A.5). Multi-curve fitting reinforces the flexible nature of the Smad4 linker in its full-length counterpart adding robustness to the Smad4 full-length results described in figure 4.4 .

### 4.0.3 Smad4 is not predominantly in an auto-inhibited conformation

To obtain atomic level detail into a putative MH1-MH2 interaction and to validate the results reported above, we performed a titration of 3 equivalents of the S4SADMH2 construct into the ${ }^{15} \mathrm{~N}$ labelled MH1 domain (see figure 4.8 A). The


Figure 4.8: Smad4 MH1-MH2 titration and IM-MS of the fulllength Smad4. A: NMR titration of 3 equivalents of the Smad4 MH2 domain, in orange, into the MH1 domain, in green. B: NMR titration peak intensities, in pink, and chemical shift perturbations in light purple. C: IM-MS of the Smad4 full-length protein. $A, B$ and $C$ are the mass-to-charge ratios, $m / z$, analyzed and $z$ is the charge. Each white line indicates a protein conformation. D: Collisional cross section derived from drift time distributions depicted in panel C. The EOM curve is the theoretical collisional cross section (CCS) for the SAXS-derived ensemble, calculated with the IMPACT software |127| using the PA method.
chemical shift difference mapping experiment did not show any major differences in the chemical environment, around the MH1 domain, with no peak shifts (highest value was 0.009 ppm ) and intensity changes (see figure 4.8 A and 4.8 B ) being observed, indicating that the MH1 and MH2 domains do not form a stable complex.

We estimated that the MH1-MH2 interaction affinity, for 3 equivalents and using a one-site binding model [128], is higher than $20 \mathrm{mM}(\mathrm{Kd}>20 \mathrm{mM})$ (see figure A.6). We then calculated the estimated inter-domain affinity ( $\mathrm{K}^{\prime} \mathrm{d}$ ) and an estimated effective concentration ( $C e f f>2.2 \mathrm{mM}$ ) (see scheme 1 and equations 4.1
to 4.2, where $f_{\text {closed }}$ and $f_{\text {open }}$ are the closed and open populations of S4FL, respectively, determined from the EOM SAXS-derived ensemble ${ }^{2}$. When we took the average curves of the open and closed conformations and calculated the optimal linear combination, we found that the retrieved values were $\approx 0.15$ and $\approx 0.85$ for the closed and open curves, respectively. These values are in good agreement with the ones, derived from the ensemble analysis, of 0.10 and 0.90 for the closed and open populations, respectively.

$$
\begin{gather*}
\mathrm{MH}_{1}+\mathrm{MH}_{2} \rightleftharpoons \mathrm{MH}_{1}-\mathrm{MH}_{2} \\
K_{d}=\frac{[M H 1][M H 2]}{[M H 1-M H 2]} \\
K_{d}^{\prime}=f_{\text {open }} / f_{\text {closed }}  \tag{4.1}\\
K_{d}^{\prime}=K_{d} / \text { Ceff }  \tag{4.2}\\
\text { Ceff }=K_{d} \cdot f_{\text {closed }} / f_{\text {open }}=20 \cdot 0.10 / 0.90=2.2 \mathrm{mM} \tag{4.3}
\end{gather*}
$$

The effective concentration is a metric that is seldom measured experimentally and poorly discussed in the context of multi-domain proteins. Applied to multi-domain proteins, it provides a quantitative description of the effect of disordered linkers by estimating the intra-molecular affinity if the inter-molecular affinity is known or estimated [130, 131]. When at a given concentration in an intra-molecular interaction the encounter rate between connected domains equals the rate of the same unconnected interaction, we determine the effective concentration. By comparing the intra- and inter-molecular affinity estimates, the presence of the linker increases by an almost an order of magnitude, from 20 to 2.2 mM , the apparent affinity between the MH1 and MH2 domains (see equation 4.3. In either case the low affinities indicate that the linker could act as merely a mechanical element to approximate both domains without a stable interaction. The latter could enhance the affinity with transcription factors and Smad responsive DNA motifs, as proposed for other systems [131, 132]. The linker influence can be quantitatively ascertained by the effective local concentration, Ceff. When the $K d$ is smaller than $C e f f$, closed conformations are favoured and if the $K d$ is larger than Ceff, open conformations are preferred [133]. For S4FL the relation $K d>\approx 10 \cdot C e f f$, indicates that open conformations could be favoured, reinforcing the non-interacting MH1-MH2 domain hypothesis, postulated earlier.

[^19]We validated the EOM SAXS-derived ensemble using ion mobility mass spectrometry (IM-MS), by comparing the theoretical collisional cross-sections (CCS) with the ones derived from the experimental drift time distributions (see figure 4.8C) [127, 134]. We could extract drift time distributions from three mass-tocharge ratios (m/z) 15 (C), 16 (B) and 17 (A) corresponding to values 4025.30, 3773.78 and $3551.86 \AA^{2}$, respectively. For each $\mathrm{m} / \mathrm{z}$ we observed two putative conformations, given by the two white lines in figure 4.8 C . The mass determined from all $\mathrm{m} / \mathrm{z}$ was $\approx 60380 \mathrm{Da}$ that correlates well with the theoretical value of 60364 Da (see table in figure 4.8 C ), reinforcing once again a monomeric state for Smad4 fulllength. The EOM derived CCS could be qualitatively compared with the IM-MS ones (see figure 4.8 P ); the distributions spanned similar CCS values and reported the two major populations observed from figure 4.8 C , one at $5500 \AA^{2}$ (see figure 4.8D), slightly more compact than the random coil ensemble (see figure 4.4 C , bottom panel) and another at $\approx 6000 \AA^{2}$, with the CCS comparable to the random coil maximum CCS. The three $\mathrm{m} / \mathrm{z}$ gave different relative contributions from the two conformations reported above; as we increase the $\mathrm{m} / \mathrm{z}$ to 17 the more extended conformations are favoured. Despite this qualitative comparison solution and gas-phase experiments have to be compared with care. For IDPs it is known that IM-MS experiments can sometimes lead to more compact and/or extended conformations in a solvent depleted environment [135]. As seen in figure 4.8 C there are a multitude of conformations to lower $\mathrm{m} / \mathrm{z}$ ratios, possible indicating a plethora of more compact conformations that couldn't be analyzed due to conformational heterogeneity. The CCS distributions ${ }^{3}$ reported in figure 4.8 D had to be normalised to the experimental CCS due to a compaction of around $2000 \AA^{2}$. The later value is highly unlikely to occur in solution. Nonetheless the relevance of this results is stressed by the similar relative population ratios for the two populations observed, that could be qualitatively compared to populations 1 and 2 in figure 4.4C.

We also determined the Tm (see section (3) for all globular or partial globular constructs of Smad4. The retrieved values were $63.4 \pm 1.1^{\circ} \mathrm{C}, 59.6 \pm 0.1^{\circ} \mathrm{C}, 57.8 \pm 0.3$ ${ }^{\circ} \mathrm{C}, 60.1 \pm 0.1^{\circ} \mathrm{C}$ and $56.8^{\circ} \mathrm{C}$ for S4MH1, S4MH2, S4SADMH2, S4LMH2 and S4FL, respectively (see figure 4.9). The Tm of the linker S4L couldn't be determined due to the lack of globularity of this construct (see section 3). The rationale for determining these melting temperatures was to ascertain protein stability in the buffer conditions used for all experiments. All values reported stable conditions for all constructs with all values around $60^{\circ} \mathrm{C}$. Looking at the data, the S 4 MH 1 is the most stable and the S4FL the least stable protein. Adding the SAD element to S4MH2 seems to slightly decrease protein stability and adding the linker to the

[^20]

Figure 4.9: Melting temperatures for Smad4 constructs using differential scanning fluorimetry. The protein naming follows figure 4.1 scheme.

S4SADMH2 recovers the stability to a higher value than the S4MH2 construct. We can thus conclude that the buffer conditions used did not compromise protein stability.

### 4.0.4 Solution characterization of the Smad2 MH1 domain isoforms reveals their monomeric nature

Having established a methodological framework to describe the Smad4 conformational landscape, we applied the same reasoning to Smad2, a representative of the R-Smad family (see section 11. For Smad2 two splicing variants have been described at the MH1 domain, with and without the exon 3 (E3). [4] (see figure 4.1 and A.1. Both variants agree well with the experimental SAXS profiles $\left(\chi^{2}\right.$ S2MH1E3 $=0.81$ and $\left.\chi^{2}{ }_{\text {S2MH1-E3 }}=0.69\right)$ as seen in table 4.3 and figure 4.10 A. The S2MH1E3 has bigger measured dimensions ( $\mathrm{Dmax}=74 \mathrm{~A}, \mathrm{Rg}=19.3 \pm 0.6 \mathrm{~A}$ ) than the S2MH1-E3 ( $\mathrm{Dmax}=66 \AA, \mathrm{Rg}=17.3 \pm 0.3 \AA$ ). This was expected due to the E 3 exon presence. Both proteins are monomeric as reflected by the invariant Rg and Dmax at increasing concentrations.

The GS loop and the E3 exon were both treated as flexible regions and were allowed to span a large conformational space (see section 3). For the GS loop, present in both S2MH1E3 and -E3 constructs, its highly flexible nature was confirmed by calculating the per-residue $\mathrm{S}^{2}$ order parameter, that reported the average value to be below 0.7; a quantitative threshold that correlates with protein flexibility [136] (see figure 4.10 D ). For the E3 exon, despite some unassigned residues, we detected some flexibility at its extremes and a short $\alpha$-helix spanning residues 90 to 98 . How the formation of this helix, that was previously unreported, affects protein function is currently not clear. For all other residues, excepting the ones in the GS loop and the E3 exon, all S ${ }^{2}$ values agreed with flexibility profiles characteristic for secondary structure elements in globular proteins, above the 0.7 threshold.


Figure 4.10: Smad2 MH1 SAXS and NMR data analysis. A: EOM-derived fits for S2MH1E3, in blue and S2MH1-E3, in orange, to the SAXS experimental profiles, in grey. The residuals are below with the same colour-code. B: Five representative structures of the EOM-derived ensemble for S2MH1E3. Colouring follows label naming. The helix in brown corresponds to residues $90-98$. The $\beta$-hairpin is the DNA binding hairpin. C: Pair distance distribution function and Kratky plots for profiles described in A, following the same colour arrangement. D: Order parameter $\mathrm{S}^{2}$ calculated using TALOS [50] for the S4MH1, S2MH1-E3 and S2MH1E3 proteins. Residue numbering follows S2MH1E3, the biggest protein, for easy comparison. A value of 1 for $\mathrm{S}^{2}$ represents a gap in the sequence alignment for the corresponding protein and blank residues correspond to an unassigned residue.

Table 4.3: SAXS parameters for Smad2 MH1 an linker constructs. Reported values are for the average SAXS curve of the concentrations reported. Rg is the radius of gyration, Dmax is the maximum distance from the $\mathrm{P}(\mathrm{r})$ distribution and $\chi^{2}$ is the Pearson's chi-squared goodness of fit test. Nomenclature for the constructs is the same as in figure 4.1

| Protein | Construct | Concentration (mg/ml) | $\operatorname{Rg}(\AA)$ | $\operatorname{Dmax}(\AA \AA)$ | $\chi^{\mathbf{2}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Smad2 | MH1 E3 | $1-3-5$ | $19.3 \pm 0.6$ | 74.0 | 0.81 |
|  | MH2-E3 | $1.3-3.8-6.8$ | $17.0 \pm 0.3$ | 66.0 | 0.69 |
|  | L | $1-2.2-4.5$ | $29.9 \pm 0.4$ | 111.0 | 0.60 |

Also the disorder propensity predictions and the conservation, increased and decreased, respectively, when compared to the surrounding E3 residues (see figure 4.1A).

The distance distribution function in figure 4.10 C , indicates that both constructs are globular with the S2MH1E3 being slightly bigger. Regarding the Kratky plot, both constructs show similar flexibility profiles with the S2MH1E3 showing a somewhat slightly increased flexibility given by the higher values at s.Rg $>\approx 4$ and the non-convergence to values approaching zero [40, 137]. The latter could be explained by the presence of the E3 exon and its flexible nature. Nonetheless it is of note that for a highly flexible E3 one would expect possibly a higher divergence in the Kratky plot for $\mathrm{s} . \operatorname{Rg}>\approx 2$. This non-verified hypotheses could indicate that the exon is not highly flexible (see figure 4.10 A and B ), maybe interacting transiently with other protein elements, namely the DNA binding $\beta$-hairpin.

### 4.0.5 Smad2 is an oligomeric protein, in a monomer-dimer-trimer equilibria, shaped by phosphorylation

After characterization of the solution behaviour of the Smad2 MH1 domain and its linker, we followed the same strategy as for Smad4. Having established the IDP-like behaviour of S2L we randomized its positions and acquired SAXS data to characterize Smad2 full-length in solution. Compared to Smad4, the Smad2 experimental workflow had another layer of complexity: the oligomerization propensities of R-Smads. The oligomeric nature of R-Smads, namely Smad2 and Smad3, has been established through many published works [4, 138] (see section 1]. The exact stoichiometry of the complexes has been a matter of debate; the basal state (pre-phosphorylation) is thought to be manly monomeric [139] or dimeric with almost no trimeric species formed [125, 140], with phosphorylation possibly shifting the equilibrium to the trimeric state [21, 141]. Some authors do not detect dimeric species while others refer variable stoichiometries with the equilibrium being concentration-dependent. To our knowledge no solution data has been reported for a full-length recombinant R-Smad protein.
to address this issue we acquired SAXS data on Smad2 full-length wild-type (S2FLWT) and a phosphomimetic (S2FLEEE) to reproduce a phosphorylated Smad2 (see section 3 ) ${ }^{4}$. SAXS data at different concentrations, 13.6, 24.3, 46.8 and $56.1 \mu \mathrm{M}$, for S2FLWT (see figure 4.11A A, left panel) and 9.4, 18.7 and $28.1 \mu \mathrm{M}$ for S2FLEEE (see figure 4.118 , left panel). The $\chi^{2}$, in increasing concentration order, was 0.77, $0.67,0.75$ and 0.70 for S2FLWT and $0.8,0.76$ and 1.03 for S2FLEEE. All $\chi^{2}$ values, for the EOM-derived ensembles (see section 3 ) are in excellent agreement with the experimental data.

For the S2FLWT construct at $13.8 \mu \mathrm{M}$, the monomer state predominates with $99.1 \%$ in contrast to the S2FLEEE that at $9.4 \mu \mathrm{M}$ has a monomer population of $40.1 \%$, reaching at the $26.1 \mu \mathrm{M}$ maximum a $19.5 \%$ monomer fraction. From the analysis above we conclude that the oligomerization, for the full-length proteins is concentration-dependent and trimer formation is favoured when S2FLWT is phosphorylated at the C-terminus. In S2FLWT, dimer formation reaches a top of $18.5 \%$ at $55.1 \mu \mathrm{M}$ while for S2FLEEE dimer populations are almost invariant with concentration, with a constant fraction of $\approx 37 \%$ (see figures 4.11A, B and A.8A, B). This concentration independence suggests that dimer formation is an intermediate important for trimer formation, a species thought not to be formed as reported in previous studies ${ }^{5}$ [140].

To gain further insights into the self-association mechanism we produced a deletion mutant, S2LMH2WT lacking the MH1 domain. SAXS data analysis for this construct revealed that trimer formation is more favoured when compared to the full-length proteins. At $60.2 \mu \mathrm{M}$ trimer formation was almost complete, reaching a $99.9 \%$ fraction (see figure A.7A and 4.11C). Dimer formation was also concentration independent with fractions $\approx 26 \%$, while the monomer was undetectable at $60.2 \mu \mathrm{M}$ (see figure A.8A). The $\chi^{2}$ statistics also reflected the agreement of the EOM-ensemble with the experimental SAXS data (see figure A.8A, B). The most plausible reason for a favourable shift towards trimer formation is the deletion of the MH1 domain; it can interfere with trimer formation either by intra or inter-molecular interactions. For Smad2, auto-inhibited conformations can't be discarded, as reported for Smad4 (see section 4.0.3). Previous studies on a equivalent deletion mutant of Smad3, showed that trimer formation at 18-29 $\mu \mathrm{M}$ was $50 \%$ complete and that phosphorylation at the C-terminal tail increased the self-association affinity 32-35 fold [140]. For S2LMH2WT we obtained similar results with the $50 \%$ fraction being reached at $\approx 15 \mu \mathrm{M}$. The obvious step would be to produce an equivalent phosphorylated protein for this Smad2 mutant (e.g. S2LMH2EEE). However, we didn't manage to establish a successful production protocol, with the SAXS data constantly reporting profiles characteristic of an aggregation-prone protein.

[^21]

Figure 4.11: Smad2 full-length SAXS data analyses. A: Left panel: EOM-derived SAXS profiles for the S2FLWT construct in blue, orange, green and red, with corresponding residuals below. Experimental profiles are in grey. Right panel: Population distribution from the EOM ensembles in A. Dmax is the maximum distance for each selected conformation and plots are arranged in increasing concentration from top to bottom. M, $\mathrm{D}, \mathrm{T}$ are monomer dimer and trimer. Below each oligomeric state is depicted its calculated population. B: EOM-derived SAXS profiles for the S2FLEEE construct. Figure layout is identical to A. C: Trimer populations derived from A, for S2FLWT, B, for S2FLEEE and figure A.7 for S2LMH2WT and S2FL460*. D: Estimated affinity for S2FLWT using best-fit combinations for simulated Kds, calculated using equations 4.4 to 4.7 Concentrations used for Kd simulations are the same as in $\mathbf{A}$.

Building upon the previous results, we produced another deletion mutant without the C-terminal phosphorylatable tail. For this mutant, S2FL460*, no trimer formation was observed at almost $80 \mu \mathrm{M}$, indicating the C-terminal tail as an essential element for trimer formation. The used concentrations of 19.5, 38.9 and 73.9 $\mu \mathrm{M}$ showed reasonable $\chi^{2}$ statistics of $0.64,0.67$, and 0.76 , respectively (see figure A.7B, left panel). Even though that for this construct trimer formation is almost abolished, dimer formation increased up to $\approx 20 \%$. The COSMIC database |142| list mutants with a stop codon at the C-terminus of Smad2. Abolishing trimer formation and consequently TGF $\beta$ activation, could indicate that tumours where this mutation is detected, inactivate TGF $\beta$ and its tumour-surpressor phenotype [1. 143].

To have a quantitative metric that could describe further these self-associating mechanisms and also to validate the EOM ensembles analyzed above, we established a workflow for calculating affinities using explicit models. Using the retrieved populations described in figure 4.11 and solving the analytical equations for the equilibrium, would allow us to describe in a more rigorous way the Smad2 self-association models, as stated below.

The monomer-dimer-trimer equilibrium is described by the following equations: in equation 4.4 the general equilibrium, with a dimeric species as intermediate is given, where $K_{2}$ and $K_{3}$ are the constants for dimer and trimer formation, respectively.

$$
\begin{equation*}
3 M \underset{k_{d 2}}{\stackrel{k_{2}}{\rightleftharpoons}} D+M \underset{k_{d 3}}{\stackrel{k_{3}}{\rightleftharpoons}} T \tag{4.4}
\end{equation*}
$$

Subsequently the equilibrium constants $K_{d 2}, K_{d 3}$ and the total constant $K_{d}$ are defined in equation 4.5 .

$$
\begin{align*}
K_{d 3} & =\frac{[M][D]}{[T]} \\
K_{d 2} & =\frac{[M]^{3}}{[D][M]}=\frac{[M]^{2}}{[D]},  \tag{4.5}\\
K_{d} & =K_{d 2} K_{d 3}
\end{align*}
$$

The total concentration, $[M]_{t o t}$ the one used for SAXS experiments, is given by the mass balance in equation 4.6 .

$$
\begin{equation*}
[M]_{t o t}=[M]+2[D]+3[T] \tag{4.6}
\end{equation*}
$$

As no analytical expression exists for this equilibrium, the system given by equation 4.7 has to be solved algebraically, combining equations 4.5 and 4.6. For the total SAXS concentration, $M_{t o t}$ and the simulated constants $K_{d 2}$ and $K_{d 3}$, it is trivial to find the theoretical oligomeric concentrations by solving the system in equation 4.7 .

$$
\left\{\begin{array}{l}
{[M]+2[D]+3[T]-[M]_{t o t}=0}  \tag{4.7}\\
{[D] K_{d 2}-[M]^{2}=0} \\
{[T] K_{d 3}-[D][M]=0}
\end{array}\right.
$$

Having calculated the theoretical oligomeric concentrations, $[M],[D]$ and $[T]$ we retrieve the populations $Y_{M}, Y_{D}$ and $Y_{T}$ for the monomer, dimer and trimer species, respectively (see equation 4.8).

$$
\begin{equation*}
Y_{M}=\frac{[M]}{[M]_{t o t}}, Y_{D}=\frac{2[D]}{[M]_{t o t}}, Y_{T}=\frac{3[T]}{[M]_{t o t}} \tag{4.8}
\end{equation*}
$$

With the theoretical populations we can thus use them as lineal coefficients for obtaining the lineal combination, of the average per-species EOM-derived SAXS ensembles, with be best $\chi^{2}$ statistics ${ }^{6}$ If a convergence is observed to a reasonable $\chi^{2}$, we find our global affinity constant $K_{d}$, for this equilibrium ${ }^{7}$. Using SAXS to infer affinity constants have been recently used for other systems, namely proteinRNA associations and one-state protein self-assembly [144-146].

In figure 4.11D the estimated affinity for S2FLWT is $K d \approx 10^{-8} M^{-2}$ with a minimum $\chi^{2}=1.38$, while for the S2LMH2WT, without the MH1 domain, $K d<$ $10^{-11} M^{-2}$ and $\chi^{2}=1.20$ (see figure A.8B). For S2LMH2WT we didn't observe a relative minimum, as for S2FLWT, with higher values giving also reasonable $\chi^{2}$ statistics. The reported affinities, using analytical ultra-centrifugation, for an equivalent deletion construct of Smad3 were $K d \approx 3.3 \cdot 10^{-10} M^{-2}$ and phosphorylation ${ }^{8}$ increased it by 32-35 fold |140|. Both results indicate that possibly S2LMH2WT has a higher self-associating affinity than an equivalent construct of Smad3. For S2LMH2WT the affinity, when compared to S2FLWT, is higher by a one to two orders of magnitude, indicating a possible role for the MH1 domain in interfering with the oligomerization mechanism.

Phosphorylation of S2FLWT is expected to increase the affinity by more than an order of magnitude to values approaching S2LMH2WT (see figure 4.11 C ). Following the same strategy as for S2FLWT, yielded a higher affinity for S2FLEEE by about an order of magnitude. In spite of the latter, the $\chi^{2}$ statistic was not satisfactory, possibly because during the averaging procedure for the monomer, dimer and trimer curves, some conformational characteristics were not captured and/or the SAXS profiles could also be affected by some residual aggregation that impairs this type of analysis.

[^22]Going a step further we also devised a strategy, similar to Smad4, to probe the MH1-MH2 inter-domain distances of Smad2, for S2FLWT and S2FLEEE (see figure 4.4 C ). The inter-domain distances appear to be concentration-dependent; as we increase concentration the inter-domain distance seems to shift to lower distances, for all oligomeric states. The concentration dependence is more pronounced for the S2FLWT protein, with a shift to lower distances for the peak at $\approx 50 \AA$. This dependence seems to be less pronounced for S2FLEEE for the dimeric ${ }^{9}$ and trimeric species and even less so for the monomeric species (see figure 4.12.


Figure 4.12: Smad2 full-length center-of-mass distance distributions from the random pool and the EOM ensembles. Center-ofmass distributions, between the MH1 and MH2 domains, for the S2FLWT and S2FLEEE constructs. In orange is the random pool distribution for each oligomeric state and in red, blue, green and purple the concentrations from the SAXS-derived EOM ensembles. KDE is the kernel density estimate. The grey arrows indicate a decrease or decrease of the KDE.

Remarkably the peak with the distance $\approx 50 \AA$ reports similar inter-domain distances as seen for Smad4 (see figure 4.4 C , cluster 1), in spite of its shorter interdomain linker ( $\approx 130$ residues for Smad4 and $\approx 90$ for Smad2), as apparent for the monomer state in both S2FLWT and S2FLEEE. The shits observed for the 120$250 \AA$ interval, when compared to Smad4 distribution, could be mainly due to intra-molecular steric hindrance and to the presence of other oligomeric species.

[^23]
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Figure 4.13: A: Smad2 full-length average center-of-mass distance distributions derived from figure 4.12 Smaller to higher distances are represented in a dark-to-bright red gradient, respectively. B: Model resuming the results obtained in panel A. The colouring scheme obeys to figure 4.1 A layout. The greys bars depict, from left to right, decreasing concentration and increasing oligomerization (monomer-dimer-trimer).

Taking the above results together and considering the average inter-domain distances from figure 4.12 (see figure 4.13 A ), we can establish a possible mechanism for Smad2 activation. The inter-domain distances increase with the oligomerization state and decrease with concentration as schematized in figure 4.133. The observed changes are more pronounced for S2FLWT and less apparent for the monomeric state, both for S2FLWT and S2FLEEE.

### 4.0.6 Smad7 protein production and stability analysis - an unstable multi-domain protein

As a chronological note, the first trials for obtaining pure full-length Smads started with Smad7 because no structural information was published regarding the fulllength or any of its individual domains. As referred in section 1.1.1. Smad7 belongs to a different class of Smad proteins, the I-smads, and our objective was to obtain structural information on this sub-family. The ultimate goal was to lay
the foundations for a, structurally based, mechanism of TGF $\beta$ inhibition by the inhibitory Smads.

Our first attempts started with the Smad7 MH2 domain. To increase the probability of obtaining soluble and homogeneous protein we cloned multiple constructs in multiple fusion partners, as described in table 4.4. Construct design was based firstly in multiple sequence alignments/disorder predictors, trying to maintain conserved/ordered regions and varying variable/disordered regions, and secondly, fusing our protein to different solubility enhancing tags [147, 148]. Looking at the Smads protein sequence alignment in figure A. 1 we defined four boundaries: D257-R426, encompassing the conserved MH2 domain. The V229R426 construct, encompassing the MH2 plus a linker segment and the V229-S413 construct encompassing the linker, the MH2 domain and a deletion of a divergent C-terminal tail. We also cloned the full-length protein, M1-R426, and a deletion mutant where a disordered and divergent stretch of 65 residues was deleted (M1( $\Delta 20-85$ )-R426).

Table 4.4: Smad7 constructs tested for protein production. All plasmids have the 3C protease cleavage site, except for the SUMO constructs that are cleaved with the SUMO protease, Ulp1. Thio is thioredoxin. Exp and Sol is the expression and solubility, respectively. Stab is the stability. The $\Delta 20-85$ is a deletion of residues 20 to 85 . The -/+ signs describe a negative or positive result, respectively.

| Construct | Plasmid | Fusion tag | Exp./Sol. | Stab. |
| :--- | :--- | :--- | :---: | :---: |
| Smad7 D257-R426 | pPEU10 | N-term His-thio. | $-/-$ |  |
| Smad7 D257-R426 | pOPINE | C-term His-tag | $-/-$ |  |
| Smad7 D257-R426 | pOPINS | N-term His-SUMO | $+/+$ | - |
| Smad7 D257-R426 | pOPINM | N-term His-MBP | $+/+$ | - |
| Smad7 D257-R426 | pPEU11 | N-term His-Z | $-/-$ |  |
| Smad7 V229-S413 | pPEU10 | N-term His-thio. | $-/-$ |  |
| Smad7 V229-S413 | pPEU11 | N-term His-Z | $-/-$ |  |
| Smad7 V229-R426 | pPEU10 | N-term His-thio. | $-/-$ |  |
| Smad7 V229-R426 | pOPINE | C-term His-tag | $-/-$ |  |
| Smad7 V229-R426 | pOPINS | N-term His-SUMO | $+/+$ | - |
| Smad7 V229-R426 | pOPINF | N-term His-tag | $-/-$ |  |
| Smad7 V229-R426 | pPEU11 | N-term His-Z | $-/-$ |  |
| Smad7 V229-R426 | pOPINM | N-term His-MBP | $-/-$ |  |
| Smad7 M1-R426 | pOPINF | N-term His-tag | $+/+$ | - |
| Smad7 M1-( $\mathbf{2 0} 20-85)-R 426$ | pOPINF | N-term His-tag | $+/+$ | - |

Looking at table 4.4 the constructs that yielded positive expression and solubility tests were the ones fused to the SUMO (D257-R426, V229-R426) and MBP
(D257-R426) tags, regarding the MH2, with the full-length construct and deletion mutant also yielding positive results with a His-tag. In spite a successful protein production for all constructs, the stability was compromised were all proteins aggregated within hours or minutes after purification. The latter timespan was not always reproducible and was purification dependent. An exception was construct D257-R426 (MH2 domain) with a N-term His-MBP fusion; this protein showed an increased stability profile but when the MBP was cleaved the construct precipitated and/or was bound to the MBP and impossible to separate by using ion exchange or affinity chromatographies. The MBP tag is known to dramatically increase protein solubility, but also to yield false positives: it can bind to unfolded or aggregated proteins with high affinity. Also posteriorly to protease cleavage the passenger proteins can sometimes precipitate when fused to MBP [149, 150]. The buffers used for purification protocols followed established protocols described in section 3.1 and table B. 3 .

To increase protein stability we followed a high-throughput approach by employing a stability screening ${ }^{10}$, in 96 well plates, for the two constructs that yielded the best results, in the preliminary trials reported above. For the M1-R426 construct (full-length) the maximum temperature obtained was around $45^{\circ} \mathrm{C}$ (see figure 4.14) and all conditions gave similar or lower Tm values, to the initial preliminary trials.


Figure 4.14: Melting temperatures, obtained by differential scanning fluorimetry, for S7FL M1-R426 and S7MH2 D257-R426 using the buffer screening described in table A.1 in 200 mM NaCl . Gaps represent the Tm values that couldn't be determined.

The melting temperatures seemed to be pH independent with a value always below $50^{\circ} \mathrm{C}$. For the D257-R426 construct the values were slightly higher, than the

[^24]full-length construct, with the maximum value around $48{ }^{\circ} \mathrm{C}$. This profile seemed to be slightly pH dependent with lower Tm for pH 's below 5 and higher than 8.

Following the previous results we hand-picked a few conditions, where the Tm were identical to the preliminary trials, (e.g. HEPES and MES pH 7) as alternatives for protein production. We were not able to increase protein stability with all conditions giving qualitative similar results.

For the D257-R426 construct we set up protein crystallisation trials with no avail; almost all plates showed protein aggregation with some conditions giving phase separation. None of the trials gave satisfactory results and we decided not to pursue further experiments. Regarding the full-length constructs we acquired SAXS data with the profiles reporting an aggregation-prone proteins.


Figure 4.15: A: SDS-PAGE gel of Smad7 soluble fractions. S7FL is Smad7 full-length, corresponding to residues M1-R426. To the left is represent the marker sizes in kilodaltons, corresponding to the marker, M. B: Nickel affinity chromatography profiles for the S7FL construct, in red, and the Smad7 M1-( $\Delta 20-85$ )-R426, in blue. The gradient, in brown, was from 0 to 400 mM of imidazole in 15 column volumes using a 1 ml HisTrap $^{\text {TM }}$ column (GE Healthcare).

As seen in figure 4.15 A , both the full-length and the deletion mutant, gave satisfactory SDS-PAGE bands from the chromatography profiles in figure 4.15B. In spite of the latter both constructs were very aggregation-prone and precipitation was observed from within minutes to hours after purification.

Our initial goal was to obtain sufficient amounts of a folded and stable Smad7 construct for biophysical and biochemical experiments. Our objective was partially accomplished, by laying the bases for future construct optimization experiments and reinforcing high-throughput Tm determination, as a useful tool in recombinant protein production.

### 4.0.7 Implications for TGF $\beta$ signalling

Smad proteins are multi-domain proteins connected by disordered linkers. For human Smad4 the observed population distribution, in a predominantly nonautoinhibited state, suggests a crucial role for its inter-domain linker. The linker of Smad4 is a target of multiple post-translational modifications (see section 1) and also, as put forward by this work, an enforcer of the solution conformations of Smad4. The linker of Smad4 is highly conserved in metazoans [4], an unusual trend for disordered inter-domain linkers. The latter suggests its important role is not only effected by being a target of post-translational modifications, but also as to provide mechanical leverage for the Smad4 conformational landscape. Also if the auto-inhibited state was predominant, probably, the high entropic costs would be to high for maintaining this state, with such a long linker.

When we tried to model the linker by simple polymer scaling laws, namely wormlike and Gaussian chains, no values agreed with the experimental data, suggesting a more complex structural landscape, opposing a strict random coil ensemble only encoded by sequence length, as suggested for other multi-domain proteins [132. 151, 152].

Domains connected by flexible linkers usually increase encounter rates, of the tethered domains, by several orders of magnitude. More studies are needed to really identify sequence determinants that govern the Smad4 landscape by, for example, changing the linker length and altering its sequence properties (e.g. proline content, charge partitioning) and observing effective concentration changes [153].

Multi-domain proteins are advantageous. Local concentration increase, compared to isolated domains, could shorten the timescales of cellular response to stimuli [154]. The Smad4 linker is slightly more compact in S4FL than in S4L; transient interactions of the linker with Smad4 domains are not discarded and should also be investigated.

Curiously the closest conformations (see figure 4.4 C , cluster 1 ) are mainly at the opposite interface, of the MH2 domain of Smad4, where the transcription factors usually bind. As a speculative note, we could extrapolate that linker conformations probe Smad4 for protein partner interactions, by not occluding the protein binding interface (see section 1 )

Regarding Smad2, the same reasoning stated above for multi-domain proteins is applied, when comparing to its non-ligated counterpart.

In our experimental conditions we detected dimeric intermediates that seemed to be important for trimer formation and a subsequent TGF $\beta$ activation. Dimer formation increases with concentration only for S2FLWT and S2FF460* and a possible role in inhibiting trimer formation should be further investigated.

A trimer population of $\approx 16 \%$, for S2FLWT at $56.1 \mu \mathrm{M}$ and almost zero for S2FL460*, stressed the importance of the C-terminal tail not only when it is phosphorylated. The reported trimer formation for S2FLWT is not completed disregarded to interact with S4FL and its functional role is currently not clear.


Figure 4.16: Smads general activation mechanism. Human Smad2 full-length protein exists in a monomer-dimer-trimer equilibrium. Upon phosphorylation, by the TGF $\beta$ receptor TGF $\beta$ I, the equilibrium is shifted towards the trimeric species, with the dimeric state as an intermediate. The inter-domain distances are concentration-dependent and increase, on average, with the oligomerization state. For both Smads, open and closed conformations seem plausible. Deletion of the MH1 domain and the Cterminal tail increases or depletes trimer formation, respectively. Smad4 could interact with the phosphorylated species and also to a lesser extent with the non-phosphorylated counterpart. A myriad of combinations could be formed between other R-Smads and transcription factors to activate or repress target genes in the cell nucleus, as pointed out by a recent study [155].

One can speculate that as Smad2 has a shorter linker than Smad4, the possible auto-inhibited state for Smad2 is more plausible due to the lower entropic costs, as seen for the monomeric state.

For Smad7 we were largely unsuccessful in establishing a satisfying purification protocol for this protein. One possible explanation might be that Smad7 needs to be co-purified in the presence of other cofactors or proteins partners, to increase its stability. Possible candidates could be Smurf2 [12], Smad4 [156] or even the TGF $\beta$ receptor [157].

Inter-domain distances increase with oligomerization (see figure 4.16), perhaps to prepare Smad2 to interact with other protein partners and DNA. On the other hand if Smad2 local concentration is increased, the decrease in inter-domain distances, could mean an inhibition for TGF $\beta$ with MH1 being unavailable to interact with target genes. Protein local concentration variations, working as an activator or repressor of signalling pathways has been recently reported to occur in DNAinteracting proteins and other transcription factors, both in vivo and in vitro [158161]. As a corollary, local protein concentration could act as a regulator of Smad2 activation, by interfering with its inter-domain distances.

### 4.1 Mutational landscape analysis of Smads - the MH1 of Smad4

The work presented in this chapter was done in collaboration with master student Àngela Vea Badenes.

### 4.1.1 Mutations mainly affect charged and hydrophobic residues

By looking at figure 4.17 it is apparent that Smad 4 MH 1 cancer mutations primordially affect hydrophobic and charged residues, by decreasing the fraction of the former and increasing the latter. These residues are mainly involved in maintaining the protein fold and by establishing charged interactions that are important for protein function.

### 4.1.2 Smad4 MH1 cancer mutations affect protein stability

We have selected 58 tumour mutations of Smad4 MH1 domain identified in patients, deposited in the COSMIC and cBioPortal databases [142, 162]. Of them, we selected a subset of 25 to sample the potential effects that these mutations can cause in protein function measured as: aggregation propensities of the mutated protein and/or alterations in DNA binding capacity and protein stability (see table 4.5). We chose mutated positions in elements of secondary structure or in loops, in the DNA binding hairpin, in and around the residues coordinating the
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Figure 4.17: A: Human Smad4 MH1 amino acid sequence.
B: Frequency of mutation retrieved from the COSMIC database [forbes:2015]. Amino acid classification followed guidelines from the cBioPortal [162].
zinc atom, and also previous information available in the literature regarding the role of some of these mutations in patients (see table 4.5).

We cloned and expressed the wild-type protein and mutants as depicted in section 3.1. Twenty-five mutants were overexpressed but only five were soluble (E41K, K45N, G65E, G86C, K106R and R135Q). These soluble mutations were located at the $\alpha 1, \alpha 2, \alpha 3, \beta 3, \alpha 4$ and at the C-terminal region of the MH1 domain, respectively (see figures $4.18 \mathrm{~A}, 4.18 \mathrm{~B}$ ), displaying Tm profiles characteristic of folded proteins (see figure A.9A) [95, 96], with the exception of K106R, which was purified in the soluble fractions but with a profile characteristic of an unstable/unfolded protein (see figure A.9A). The soluble proteins correspond to mutations involving charged residues or glycine, located mainly in solvent exposed areas (see figure $4.18 B$ ), away from the protein core.

In general, all mutants studied displayed a decrease in melting temperatures with respect to the wild-type protein but with values in the range of folded samples. The order of stability according to the Tm values is, WT ( $69.4^{\circ} \mathrm{C}$ ), K45N (68.3 ${ }^{\circ} \mathrm{C}$ ) E41K $\left(63.1^{\circ} \mathrm{C}\right)$, G65E $\left(56.8^{\circ} \mathrm{C}\right) \mathrm{G} 86 \mathrm{C}\left(53.43^{\circ} \mathrm{C}\right)$ and R135 $\left(53.96^{\circ} \mathrm{C}\right)$, as seen in figure 4.19

Also, the melting temperatures decreased by around $10^{\circ} \mathrm{C}$ for all mutants,

[^25]Table 4.5: Mutants analyzed for establishing the mutational landscape. Reason for selection, cancer type and the database of data retrieval are showed.

| Mutant | Database | Cancer type | Reason for selection |
| :--- | :--- | :--- | :--- |
| E41K | COSMIC | - | Stability. |
| L43F | COSMIC | Pancreas | DNA binding |
| K45N | COSMIC | Large intestine | Stability |
| L57V | COSMIC + cBioPortal | Pancreas, colorectal | DNA binding |
| G65E | cBioPortal | Colorectal | Bibliography. |
|  |  |  | DNA binding |
| G65R | COSMIC | Large intestine | Bibliography. |
| R76I | COSMIC | Large intestine | DNA binding |
| G86C | COSMIC | Lung | Stability |
| H92Y | COSMIC, cBioPortal | Cervical, pancreas | DNA binding |
| Y95H | COSMIC | - | Stability |
| R97H | COSMIC, cBioPortal | Colorectal, stomach | Stability |
| L98F | COSMIC, cBioPortal | Pancreas, large intestine | Dibliography. |
| W99R | cBioPortal bilityding |  |  |
| R100T | COSMIC, cBioPortal | Large intestine, pancreas | Bibliography |
| R100W | COSMIC, cBioPortal | Lung | Bibliography |
| R100G | COSMIC | Large intestine | Bibliography |
| L104F | COSMIC, cBioPortal | Colorectal, skin | large intestine |
| K106R | COSMIC + cBioPortal | Lung, soft tissue | DNAltiple cancers |
| C115R | COSMIC | Large intestine | Zinc coordination |
| A118V | COSMIC, cBioPortal | Pancreas, oesophagus | Multiple cancers. |
| V128M | COSMIC | Thye intestine | Stability |
| N129K | COSMIC | Large intestine | Methionine mutation |
| P130L | COSMIC, cBioPortal | Pancreas | DNA binding |
| Y133N | cBioPortal | Bladder | From bibliography. |
| R135Q | COSMIC | Biliary tract | DNA binding |
|  |  |  | Stability |
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Figure 4.18: A: Smad4 MH1 secondary structure elements retrieved from its $x$-ray structure (PDB:3QSV). At the bottom panel are the mutants studied during the course of this work. Soluble, insoluble and positive expression are depicted in green, red and yellow respectively. The E. Coli strain was used for mutant production. B: Soluble and insoluble mutants, from A, represented in the Smad4 MH1-DNA complex. The zinc atom is in sphere representation.
when they were recorded in the presence of EDTA, a metal chelating agent. Titrations were performed with increasing amounts of EDTA up to 0.32 mM and revealed the same relative order of stability for the proteins, with values ranging from $56^{\circ} \mathrm{C}$ for the WT to $49{ }^{\circ} \mathrm{C}$ for the R135Q mutant (see figure 4.20). From the previous results, we could conclude that the differential effects in protein stability are not primarily leveraged by zinc coordinating effects.


Figure 4.19: A: Melting temperatures for the soluble mutants. B: Derivatives for the differential scanning fluorimetry profiles depicted in $4.19 \mathrm{~A}{ }^{11}$


Figure 4.20: DSF derived melting temperatures for Smad4 MH1 soluble mutants, in the presence of increasing concentrations of EDTA.

### 4.1.3 Mutants maintain DNA binding functionality to the SBE canonical DNA motif

Smad proteins can function as tumour suppressors or enhancers. Generally, in oncogenes, mutations tend to affect functional sites altering their regulation, while in tumour suppressors they cluster mainly in the protein core, in areas that destabilise the protein fold [163, 164]. In Smad proteins, tumour mutations are distributed along the sequence, covering both, the MH1 domain involved in DNA recognition, the linker and the MH2 domain protein interacting sites [4].


Figure 4.21: A: EMSAs binding assays for the Smad4 MH1 WT and soluble mutants. The cartoons to the left of the gels represent, from bottom to top: single stranded DNA, double stranded DNA, monomer binding to double stranded DNA and dimer binding to single stranded DNA ${ }^{12}$ B: Molecular dynamics simulation analysis for the average DNA binding distance regarding the binding interface for the Smad4 MH1-DNA complex (PDB:3QSV) as previously depicted [4, 7].

To investigate if the soluble mutants were compatible with the DNA binding

[^26]properties of Smad4, we performed EMSA assays using the canonical Smad Binding Element described in the literature [4, 7, 165]. As displayed in figure 4.21A A , all soluble mutants bind DNA, within the same affinity range, as that of the WT, given by the saturation at similar protein concentrations. Albeit their stability profiles revealed a difference in melting temperatures of approx. $10^{\circ} \mathrm{C}$ (see figure 4.19A), even the G86C mutation located at the DNA binding interface, maintained DNA binding functionality.

### 4.1.4 SAXS analysis of mutants, does not reveal major conformational changes, when compared to the WT

To determine if the mutations affected the global shape of the proteins, we produced samples of the five soluble mutants for SAXS data acquisition. Of the five mutants, only the ones with the Tm closest to the WT (E41K and K45N), gave SAXS data of sufficient quality for further data processing (see figure 4.22A). The other three mutants showed signs of aggregation even at $1 \mathrm{mg} / \mathrm{ml}(\approx 55 \mu \mathrm{M})$, given by the non-linear dependence of the $\mathrm{q} 2 \mathrm{vs} \ln (\mathrm{I})$ at low scattering angles [137]. The E41K and K45N mutants, also showed concentration dependent aggregation but at higher concentrations, around $4 \mathrm{mg} / \mathrm{ml}(\approx 220 \mu \mathrm{M})$.

The three curves are very similar, with the exception for $q$ below $\approx 0.15 \AA$, where the mutants have a higher Dmax at $61 \AA$ and an Rg of $20.79 \pm 0.2$ (E41K) and $19.8 \pm 0.01 \AA(\mathrm{~K} 45 \mathrm{~N})$. The WT has a Dmax of $56 \AA$ and a Rg of $15.9 \pm 1 \AA$ (see figure 4.22 B ). The Dmax and Rg differences, between the WT and the mutants, are due to the impossibility to cleave completely the His-tag from the mutants, maybe due to some tag interactions or aggregation propensities. The differences observed for the $\operatorname{Pr}$ distribution (see figure 4.22 B ) are mainly also due to the presence of the His-tag, since the center of the distribution is roughly at the same distance, for the three proteins, only diverging at higher distances around 32-34 A.

The above results reinforce the melting temperature data, reporting that the E41K and K45N variants were the most stable mutants.

### 4.1.5 In Silico, equilibrium and non-equilibrium molecular dynamics simulations reflect the complexity of the Smad4 MH1 mutational landscape - the importance of salt-bridges

To gain insights into the atomic mechanisms that shape mutant stability, we decided to perform in silico energy calculations and long molecular dynamics simulations of all the soluble mutants and some of the insoluble ones for comparison, as controls.

## In Silico stability calculations

The logic behind this approach was to compare the in silico results with experimental data and use this knowledge to predict the behaviour of other mutations.


FIgURE 4.22: A: SAXS profiles for the Smad MH1 WT, E41K and K45N mutants. B: Pair distance distribution function for the proteins described in panel A. Rg is the radius of gyration and Dmax is the maximum distance observed in the distribution.

We first used a simplified approach aimed at predicting approximate values for free energy calculations using the rosetta software suite [104, 166]. Using another state of the art predictor, the foldX software [167], yielded similar results. Our calculations indicated that most of the mutations were destabilising with respect to the wild-type sequence, as revealed by high values above 1.5 REU (see section 3.9). While melting temperatures and free energy differences ( $\Delta \Delta \mathrm{G}$ ) have to be compared with care, both are correlated with changes in protein stability and share enthalpy $(\Delta \mathrm{H})$ and entropy $(\Delta \mathrm{S})$ changes, that could be compared qualitatively [168]. Also, protein in vitro thermostability has been recently shown to be an accurate metric for protein misfolding and/or aggregation propensities in a cellular context [169]. The C115R mutation (one of the zinc coordinating residues) displayed the highest value of $\approx 16$ REU (see figure 4.23). According to the simulations, some mutations might have a marginal stabilising effect, (e.g. E41K and R76I) or nearly neutral as for the L43F and R76I mutants. However, when we tried to produce the R76I mutant with recombinant techniques we found it insoluble. All of the soluble mutants, with the exception of the E41K, were predicted to be
destabilising. The G65R and G65E mutants proved to be a paradigmatic case, in silico calculations predicted both mutations to be highly destabilising. However, when we expressed the proteins, the G65E mutant was soluble and folded and the G65R was insoluble. Given the non-apparent correlation between the calculations and the experimental information, we decided to perform molecular dynamics simulations to gain insights into the possible mechanisms for the mutational landscape.


Figure 4.23: In silico stability calculations for the Smad4 MH1 domain mutants, in the COSMIC database, using the rosetta modelling suite, as referred in 3.9 R.E.U stands for rosetta energy units and approximates to the free energy change upon amino acid mutation.

## Molecular dynamics simulations

Residue mean square deviation (RMSD) and the Radius of Gyration (Rg) are considered two metrics by which one could observed atomic level effects on protein stability, when analysing molecular dynamics simulations [170]. Higher RMSD and Rg values, usually correlate with a higher propensity of the mutation to affect protein stability and a subsequent role in malignant processes [170, 171]. We also performed native contact analysis (Q), which measures the loss of native contacts along a MD trajectory when compared to a reference frame (the first frame of the trajectory) with values in the range from 1 (all native contacts) to 0 (zero native contacts) [102]. Another metric that correlates with protein instability is a large hydrophobic SASA (hSASA), related to the exposure of the protein hydrophobic core, often affected in cancer mutants [170]. To a more in-depth description of molecular dynamics simulations the reader is encouraged to review section 1.2.4

We decided to perform the simulations for the six soluble mutants as well as for three other mutants that were insoluble or highly unstable (G65R, R100T and A118V). With this we expected to sample both extremes of the protein stability landscape, for a more meaningful analysis, balancing the needed computational power.

Regarding the residue RMSD metric at 300 K the most stable mutants correspond to the E41K, G65E and G86C with an average RMSD of 2.41, 2.53 and 2.76 Å respectively; followed by the WT ( $3.11 \AA$ ), G86C ( $2.76 \AA$ ), K106R ( $2.9 \AA$ ), A118V ( $2.9 \AA$ ) and G65R ( $2.9 \AA$ ). The most flexible ones are the K45N ( $3.5 \AA$ ), R100T ( 3.8 $\AA$ ) and R135Q ( $3.66 \AA$ ) mutants (see figure 4.24 A ). The average RMSD seems to oscillate more in these mutants, reflecting their higher flexibility propensity. A similar trend is observed for the Rg metric (see figure 4.24 E ).

Looking at the Tm and RMSD values and trying to compare them quantitatively, one would expect a negative correlation between RMSD vs Tm; lower stability usually correlates with higher RMSD values [172, 173]. In our case we observed that the RMSD of the WT (highest Tm) is similar to mutants with lower Tm values. It has been shown that some cancer missense mutations, that decrease protein stability, could decrease protein flexibility as a loss-of-function mechanism [163. 174]. Looking at the RMSF at 300K (see figure 4.25AA), overall, the residues showing the highest fluctuations are located at the loops between $\alpha 1$ and $\alpha 2, \alpha 2$ and $\alpha 3$ helixes and $\beta 1, \beta 2$ and $\beta 4 \beta$-sheets. The areas showing significant increased RMSF, compared to the WT, are the $\alpha 3$ helix for the G65E, G65R and R100T mutants (see figure 4.25 A ); the region comprising the $\beta 1$ and $\beta 2$ sheets corresponding to the R100T, A118V and to a less extent the K106R mutant; and finally, the area in proximity to the C115 residue, one of the zinc coordinating residues for this protein family fold [4. 7]. This effect was markedly increased, for the K106R mutant, with a higher RMSD, possibly affecting zinc coordination and explaining its intractability for structural and biochemical studies. Also, the R100T mutant showed higher overall RMSF values, a mutant previously reported to affected protein stability [24].

Regarding $Q$ analysis and in agreement with the RMSD analysis, we observed that the WT loses roughly $12 \%$ of native contacts at 100 ns at 300 K (see figure 4.25 C), stabilising at $\approx 88 \%$. All the mutants retain more native contacts at 100 ns , namely the E41K and G65E. At the end of the simulation the mutants retaining less contacts correspond to the insoluble mutants R135Q, K106R followed by the WT; all the other mutants cluster at around $92 \%$. Despite this apparent loss of contacts during the simulation, possibly indicating instability, we observe that the WT is the one that maintains the most number of total salt bridges, during the 500 ns simulation (see figure 4.26A), at 300 K . Also, the WT maintains the lowest hydrophobic SASA, at 300 K , indicating the highest core compaction, critical for protein stability. The mutants with the highest hSASA are the insoluble R100T, K106R, A118V and the less stable G86C (see figure 4.24 C ). Also, the A118V has an unstable cation-Pi interaction at 300 K . This mutation is located next to the F119,
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Figure 4.24: Molecular dynamics simulation analysis. Total time was 500 and 100 ns for the 300 K and 450 K simulations respectively. A and B: Root mean squared deviation. C and D: Hydrophobic solvent accessible surface. E and F: Radius of gyration.
participating in this interaction, possible destabilising it with the bulkier Valine side-chain. These interactions are known to be critical for maintaining protein folding and stability [175].

We also performed MD simulations at a higher temperature of 450 K to stress the mutants and to allow us to probe if the inherent flexibility observed for the WT (higher RMSD and Rg, as seen in figures $4.24 \mathrm{~B}, 4.24 \mathrm{~F}$ ) is an intrinsic mechanism for its function. The rationale behind this was the following; by increasing the temperature we planned to simulate protein instability, establishing a parallel with an in vivo scenario, namely changes in protein concentration, increasing aggregation propensities or other mechanism that would introduce protein instability inside the cell. High temperature MD is an established metric for probing
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Figure 4.25: Molecular dynamics simulation analysis. Total time was 500 and 100 ns for the 300 K and 450 K simulations respectively. A and B: Alpha carbon root mean squared fluctuation. C and $\mathbf{D}$ : Fraction of native contacts.
unfolding events [172, 176, 177|.
The simulations at 450 K showed that the WT is one of the most stable with a lower RMSD and Rg, than the rest of the mutants (see figures $4.24 \mathrm{~B}, 4.24 \mathrm{~F}$ ), when compared with the 300 K simulations. The A118V mutant also maintains a similar RMSD trend, as the WT, but has an unstable cation-Pi interaction and large hydrophobic areas both at 300 K and 450 K (see figure 4.24D). This mutant also loses more than half of its native contacts before 20 ns of simulation (see figure 4.25D). Also this residue is currently the most mutated one, in the Smad4 MH1 domain, at the COSMIC database. At 450K higher RSMF values correlate approximately to the same areas as in the 300 K simulation, but with higher values as expected. Here the WT maintains the lowest per-residue variation, but the differences become more apparent at 450 K , with all the mutants shifting to higher values. Interestingly, the E41K mutant that has a lower RMSD and RMSF at 300K, shows the highest RMSF at 450K (see figure 4.25B). Regarding the protein hydrophobic core, given by the hSASA in figures 4.24 C and 4.24 D , the WT is the one were the hydrophobic core is less exposed both at 300 and 450 K . Taking the above results together we can assume that the WT protein, when destabilised, is able to decrease its flexibility and maintain its hydrophobic core intact, when compared to the mutants.

We also performed the molecular dynamics simulations in the presence of the

SBE dsDNA (double stranded DNA) for the mutants and for the WT protein. The WT S4MH1 bound to DNA did not show any major distance fluctuations at the protein-DNA interface, represented by residue pairs R81-G135, Q83-A155, K88G156 and K88-A157. These residues have been shown to be critical for maintaining the protein-DNA complex [4, 7]. With respect to the mutated proteins, some minor fluctuations were observed for the pair K88-A157, in mutants K106R and E41K, that seem to be non-significant in the overall dynamics distance fluctuations (see figure 4.21 B ). While the distances between DNA binding key residues does not change and these mutants are not directly involved in DNA binding, albeit in the vicinity of the protein DNA-interface, they seem to introduce an overall small destabilization away from the $\beta$-hairpin.

Trying to reconciliate the experimental protein stability results with the molecular simulations, we performed regression tests of the average metrics, with respect to the melting temperatures. The only metric that gave a strong correlation was the salt bridges one, both at 300 and 450 K (see figure 4.26 ) with a correlation of 0.93 and 0.84 , respectively. Salt bridges increase in thermophilic proteins versus their mesophilic counterparts [178] and changes in their geometry can lead to tumorigenic processes.


Figure 4.26: A: Molecular dynamics analysis for the salt bridges fraction of native contacts. B: Top panel: Average RMSD, hSASA and salt bridges (SB) at 300 and 400 K versus the melting temperature for the WT and soluble mutants. Bottom panel: Coefficient of determination for the data described above.

Maintaining a network of stable salt bridges both at 300K and 450K (e.g K45N) seems to be the most important metric (see figure 4.26B), even if other critical metrics are affected (e.g K45N hSASA), when comparing the simulations data to the melting temperatures. Even if E41 and R135 are the only mutant residues directly involved in salt bridges, allosteric disruption, of a network of salt bridges, is a mechanism through which malignant processes could be developed, as postulated for other systems [170].

Taking all of the above results together, the mutants seem to exert their effects in different, and not immediately apparent ways. The ones we could study, maintain DNA biding functionality while introducing instability through different mechanisms, either by destabilising the protein core (e.g. R100T, K106R), critical cation-Pi interactions (A118V), affecting overall flexibility (R135Q, R100T) and disrupting salt bridges (G86C, R100T, K106R, R135Q). A paradigmatic case of the Smad4 MH1 mutational landscape complexity is revealed by the G65E, G65R mutant pair. The G65E mutant was soluble and the G65R insoluble. This glycine is located at a loop between $\alpha 2$ and $\beta 1$ and some flexibility is expected. The G65E mutant is more flexible, than the G65R and maintains more native contacts (see figure 4.25 A ), possibly due its less bulky side-chain. Even with the analysis presented above, the mechanism of the dramatic stability shifts observed, for the G65E and G65R mutants, is not completely clear.

### 4.1.6 Implications for TGF $\beta$ signalling

Stressing the importance in the analysis of different metrics for accessing mutational effects, cancer mutations can affect proteins in different ways; they can affect stability, protein-protein interactions, allosteric regulations and protein posttranslational modification sites [179]. These effects could be amplified when a destabilization is introduced into the system, here represented by an increased temperature of 450 K .

The decreased stability accompanied by an increased flexibility, in the performed non-equilibrium molecular dynamics simulations, could suggest that the Smad4 MH1 mutants may be involved in a wider network of protein interactions, including for example the protein-ubiquination pathway, that depends on a particular and very well controlled cellular environment, were protein destabilization plays a part. As shown above the direct binding of Smad4 to DNA is not affected, so, probably, altering DNA binding functionality is not the principal mechanism by which these mutants alter TGF $\beta$ functionality.

Recently a genome wide survey revealed the most frequently mutated residues in the COSMIC database [180]. Analysing 23 cancers simultaneously, the top dominant mutations were: $E-K, \mathrm{R}-\mathrm{H}, R-Q, \mathrm{R}-\mathrm{C}, A-V, \mathrm{~A}-\mathrm{T}, \mathrm{D}-\mathrm{N}, P-L, R-W$, and $G-R$, in decrescent order of frequency. More than half of the analyzed mutations in this
work (in italic) were present in the studied system and all were insoluble or destabilizing, reinforcing that the findings reported in this work could be applicable to other systems. Residues affected are usually hydrophobic and/or charged, stressing the importance of hydrophobic interactions and salt bridges in maintaining protein stability, as stated above. As recently established and also stated above, post-translation modifications could also affect DNA binding [181].

The Smad4 MH1 domain melting temperature seems to be in the higher spectra of a recently reported Tm distribution for the human proteome, with a maximum of $\approx 70^{\circ} \mathrm{C}[169]$. Misfolding, induced by a defaulting translation, could be partially prevented by increasing protein tolerance to mutations [182]. Due to the high to medium Tm values observed, even for the cancer mutants, the high sequence conservation in Smad4 and the differential effects observed in our simulations, variations in local Smad4 protein concentration and/or post-translational modifications (e.g. oxidation), as recently postulated [169, 183|, could be another possible mechanism by which cancer mutations modulate TGF $\beta$ activity. This could decrease protein half-life, a reporter of protein stability, as previously shown for the R100T insoluble mutant [24, 184]. Also the effect of the mutations could be beneficial or detrimental depending on the cellular context and the tumour suppressor/activator activity of Smad4.

This work is the first, to our knowledge, atomic level mutational landscape information for this class of zinc finger proteins. Deciphering the mechanisms by which cancer mutants affect TGF $\beta$ activation will be an ongoing topic of research. The work presented here could lay the base for future structural and biochemical studies.

## Chapter 5

## Conclusions

The work presented in this thesis is mainly divided in two parts, the first part inquired the conformational landscapes of human full-length Smad proteins, while the second part analyzed the effect of cancer mutations in the Smad4 MH1 domain. For the first part we developed and/or modified software for data analysis and established production protocols for each representative of the Smad protein family and for the second part, by coalescing biochemistry experiments with multi-temperature molecular dynamics simulations, we found that:

- The inter-domain linkers of Smad2 and Smad4 behave as intrinsically disordered proteins.
- Smad4 full-length is a monomeric and flexible protein in an equilibrium between elongated and more compact conformations.
- In solution Smad4 is not predominantly in an auto-inhibited conformation and the MH1 and MH2 are independently functioning domains.
- Smad2 is an oligomeric protein populating a monomer-dimer-trimer equilibria shaped by phosphorylation. Phosphorylation and MH1 deletion shifts the equilibrium towards trimer formation, while deletion of the C-terminal phosphosite tail abolishes trimer formation. The inter-domain association is concentration-dependent.
- Smad7 is an unstable multi-domain protein.
- Smad4 MH1 mutations mainly affect charged and hydrophobic residues.
- Cancer mutations seem to affect protein stability while maintaining DNA binding functionality.
- By comparing melting temperature analysis and molecular dynamics simulations, we proposed a mutational landscape mechanism for the Smad4 MH1 domain that exerts its effects by disrupting salt-bridge networks.

Overall we established a framework for describing Smad protein structure from an intra- and inter-molecular perspective.

## Appendix A

## Results

Table A.1: Plate layout for the buffer optimisation experiments, using the Slice $\mathrm{pH}^{\mathrm{TM}}$ kit from Hampton research, for the Smad7 constructs.

| Well | Buffer | pH |
| :--- | :--- | :--- |
| A 01 | Citric acid | 3.5 |
| A 02 | Citric acid | 3.8 |
| A 03 | Citric acid | 4.1 |
| A 04 | Citric acid | 4.4 |
| A 05 | Sodium citrate tribasic $2 \mathrm{H}_{2} \mathrm{O}$ | 3.6 |
| A 06 | Sodium citrate tribasic $2 \mathrm{H}_{2} \mathrm{O}$ | 3.9 |
| A 07 | Sodium citrate tribasic $2 \mathrm{H}_{2} \mathrm{O}$ | 4.2 |
| A 08 | Sodium citrate tribasic $2 \mathrm{H}_{2} \mathrm{O}$ | 4.5 |
| A 09 | Sodium acetate $3 \mathrm{H}_{2} \mathrm{O}$ | 3.7 |
| A 10 | Sodium acetate $3 \mathrm{H}_{2} \mathrm{O}$ | 4.0 |
| A 11 | Sodium acetate $3 \mathrm{H}_{2} \mathrm{O}$ | 4.3 |
| A 12 | Sodium acetate $3 \mathrm{H}_{2} \mathrm{O}$ | 4.6 |
| B01 | Sodium acetate $3 \mathrm{H}_{2} \mathrm{O}$ | 4.9 |
| B02 | DL-Malic acid | 4.7 |
| B03 | DL-Malic acid | 5.0 |
| B04 | DL-Malic acid | 5.3 |
| B05 | DL-Malic acid | 5.6 |
| B06 | DL-Malic acid | 5.9 |
| B07 | Succinic acid | 4.8 |
| B08 | Succinic acid | 5.1 |
| B09 | Succinic acid | 5.4 |
| B10 | Succinic acid | 5.7 |
| B11 | Succinic acid | 6.0 |
| B12 | Sodium cacodylate $3 \mathrm{H}_{2} \mathrm{O}$ | 5.2 |
| C01 | Sodium cacodylate $3 \mathrm{H}_{2} \mathrm{O}$ | 5.5 |
| C02 | Sodium cacodylate $3 \mathrm{H}_{2} \mathrm{O}$ | 5.8 |
| C03 | Sodium cacodylate $3 \mathrm{H}_{2} \mathrm{O}$ | 6.1 |

C04 Sodium cacodylate $3 \mathrm{H}_{2} \mathrm{O}$ ..... 6.4
C 05 MES H2O ..... 5.3
C06 MES H2O ..... 5.6
C 07 MES $\mathrm{H}_{2} \mathrm{O}$ ..... 5.9
C 08 MES $\mathrm{H}_{2} \mathrm{O}$ ..... 6.2
C09 MES H2O ..... 6.5
C10 Bis-tris ..... 5.7
C11 Bis-tris ..... 6.0
C12 Bis-tris ..... 6.3
D01 Bis-tris ..... 6.6
D02 Bis-tris ..... 6.9
D03 ADA ..... 5.8
D04 ADA ..... 6.1
D05 ADA ..... 6.4
D06 ADA ..... 6.7
D07 ADA ..... 7.0
D08 Imidazole ..... 6.2
D09 Imidazole ..... 6.5
D10 Imidazole ..... 6.8
D11 Imidazole ..... 7.1
D12 Imidazole ..... 7.4
E01 Bis-tris propane ..... 6.4
E02 Bis-tris propane ..... 6.7
E03 Bis-tris propane ..... 7.0
E04 Bis-tris propane ..... 7.3
E05 MOPS ..... 6.5
E06 MOPS ..... 6.8
E07 MOPS ..... 7.1
E08 MOPS ..... 7.4
E09 MOPS ..... 7.7
E10 HEPES Sodium ..... 6.6
E11 HEPES Sodium ..... 6.9
E12 HEPES Sodium ..... 7.2
F01 HEPES Sodium ..... 7.5
F02 HEPES ..... 6.8
F03 HEPES ..... 7.1
F04 HEPES ..... 7.4
F05 HEPES ..... 7.7
F06 Tris hydrochloride ..... 7.2
F07 Tris hydrochloride ..... 7.5
F08 Tris hydrochloride ..... 7.8
F09 Tris hydrochloride ..... 8.1
F10 Tris ..... 7.3
F11 Tris ..... 7.6
F12 Tris ..... 7.9
G01 Tris ..... 8.2
G02 Tris ..... 8.5
G03 Tricine ..... 7.4
G04 Tricine ..... 7.7
G05 Tricine ..... 8.0
G06 Tricine ..... 8.3
G07 Tricine ..... 8.6
G08 Bicine ..... 7.5
G09 Bicine ..... 7.8
G10 Bicine ..... 8.1
G11 Bicine ..... 8.4
G12 Bicine ..... 8.7
H01 Bis-tris propane ..... 8.5
H02 Bis-tris propane ..... 8.8
H03 Bis-tris propane ..... 9.1
H04 Bis-tris propane ..... 9.4
H05 Glycine ..... 8.6
H06 Glycine ..... 8.9
H07 Glycine ..... 9.2
H08 Glycine ..... 9.5
H09 AMPD ..... 8.7
H10 AMPD ..... 9.0
H11 AMPD ..... 9.3
H12 AMPD ..... 9.6


Figure A.1: Smads sequence alignment. Similarity is represented by shades of blue with a cutoff of $30 \%$. The sequence names obey to the following rule: Uniprot id/sequence numbering. Secondary structure was calculated with jpred [185]. Sequence representation was done using jailview [186].


Figure A.2: Phase diagram for Smad2 and Smad4 inter domain linkers calculated using CIDER |115|.


Figure A.3: A: SAXS random coil fits for the S4LSADMH2, in yellow and the S4FL, in red, constructs. B: SAXS fits for the extended and compact S4SADMH2 models. C: SAXS random coil fits for the Smad2 linker, in light blue and Smad4 linker in dark blue.


Figure A.4: Smad4 random pool ensemble, generated with flexible-meccano [59], for SAXS data filtering. In electrostatic representation is the MH2 domain and in sphere representation is centre-of-mass of the MH1 domain. The sphere radius is proportional to the number conformations was selected spanning from green (lowest) to red (highest).


Figure A.5: Smad4 linker (S4L) radius of gyration in isolation or in full-length context. S4L pool and S4L exp SAXS data is the same as in figure 4.1 S4L in FL is the linker radius of gyration in a full-length context.


Figure A.6: NMR titration simulations for the Smad4 MH1MH2 interaction. The one-site binding model was used and five binding constants were simulated, for a molar excess of 3 equivalents.


Figure A.7: SAXS data analyses of the S2LMH2WT and S2FL460* constructs. A: EOM-derived ensemble population analysis for the S2LMH2WT construct derived from B, left panel. M, $\mathrm{D}, \mathrm{T}$ are monomer, dimer and trimer, respectively. Dmax is the maximum distance and volume is the volume for each conformation. B: EOM fits to the experimental SAXS profiles are in blue, orange and green with the corresponding residuals below. Experimental profiles are in grey. C: Molecular dynamics simulation of the S2MH2 (PDB:1KHX) putative dimer interface. RMSF is the root mean squared fluctuation and total time was 85 ns . Simulation protocol followed the one described in section 3


B


Figure A.8: Smad2 monomer and dimer populations and S2LMH2WT affinity estimates. A: Monomeric and dimeric fractions determined as in figure 4.11 C . B: Affinity estimates for the S2LMH2WT protein determined as in figure 4.11D. The plot inlet is an augmented version of the last six points of the original plot, from left to right.


Figure A.9: A: Differential scanning fluorimery profiles for the Smad4 MH1 WT and soluble mutant proteins. Fluorescence is in arbritary units and temperature in Celsius. B: SDS-PAGE gels of the soluble mutants.

## Appendix B

## Materials and methods

TABLE B.1: Expression media.

| LB (1 L) |  |  |  | SOC (0.5 L) |  |
| :--- | ---: | :--- | :--- | ---: | :---: |
| Tryptone | 10 g |  | Tryptone | 10 g |  |
| Yeast extract | 5 g |  | Yeast extract | 2.5 g |  |
| NaCl | 10 g |  | $\mathrm{NaCl}(5 \mathrm{M})$ | 1 ml |  |
| Antibiotic: |  |  | $\mathrm{KCl}(1 \mathrm{M})$ | 1.25 ml |  |
| Ampicillin | $100 \mu \mathrm{~g} / \mathrm{mL}$ |  | $\mathrm{MgCl}_{2}(1 \mathrm{M})$ | 5 ml |  |
| Kanamycin | $50 \mu \mathrm{~g} / \mathrm{mL}$ |  | $\mathrm{MgSO}_{4}(1 \mathrm{M})$ | 5 ml |  |
|  |  |  | Glucose $(1 \mathrm{M})$ | 10 ml |  |

LB Agar (0.5L)

| LB Broth | 25 g |
| :--- | ---: |
| Agar | 15 g |
| Desired antibiotic: |  |
| Ampicillin | $100 \mu \mathrm{~g} / \mathrm{mL}$ |
| Kanamycin | $50 \mu \mathrm{~g} / \mathrm{mL}$ |

TABLE B.2: Expression media for labelled proteins.

| Minimal Media (1 L) |  | Trace elements 1 L (100x) |  |
| :---: | :---: | :---: | :---: |
| M9 medium (10x) | 100 ml | EDTA | 5 g |
| Trace elements (100x) | 10 ml | $\mathrm{FeCl}_{3} \times 6 \mathrm{H}_{2} \mathrm{O}$ | 0.83 g |
| Thiamin ( $1 \mathrm{mg} \mathrm{ml}^{-1}$ ) | 1 ml | $\mathrm{ZnCl}_{2}$ | 84 mg |
| Biotin ( $1 \mathrm{mg} \mathrm{ml}^{-1}$ ) | 1 ml | $\mathrm{CuCl}_{2} \times 2 \mathrm{H}_{2} \mathrm{O}$ | 13 mg |
| $\mathrm{MgSO}_{4}(1 \mathrm{M})$ | 1 ml | $\mathrm{CoCl}_{2} \times 6 \mathrm{H}_{2} \mathrm{O}$ | 10 mg |
| $\mathrm{CaCl}_{2}(1 \mathrm{M})$ | 0.3 ml | $\mathrm{H}_{3} \mathrm{BO}_{3}$ | 10 mg |
| Desired antibiotic: |  | $\mathrm{MnCl}_{2} \times 6 \mathrm{H}_{2} \mathrm{O}$ | 1.6 mg |
| Ampicillin | $100 \mu \mathrm{~g} \mathrm{ml}^{-1}$ |  |  |
| Kanamycin | $50 \mu \mathrm{ml}^{-1}$ |  |  |
| Desired carbon source: |  |  |  |
| $10 \%$ (w/v) Glucose | 20 ml |  |  |
| ${ }^{13} \mathrm{C}_{6}$-glucose | 2 g |  |  |
| M9 medium 1 | (10x) |  |  |
| $\mathrm{Na}_{2} \mathrm{HPO}_{4}$ | 60 g |  |  |
| $\mathrm{KH}_{2} \mathrm{PO}_{4}$ | 30 g |  |  |
| NaCl | 5 g |  |  |
| ${ }^{15} \mathrm{NH}_{4} \mathrm{Cl}$ | 5 g |  |  |

Table B.3: Protein purification buffers.

| Lysis (1 L) |  | Elution |  |
| :---: | :---: | :---: | :---: |
| TRIS | 50 mM | Smad2 (S2EB) |  |
| NaCl | 400 mM | Buffer A: |  |
| Tween20 | 0.1 \% (v/v) | TRIS | 50 mM |
| Imidazole | 400 mM | NaCl | 400 mM |
| DNase | $0.01 \mathrm{mg} \mathrm{ml}^{-1}$ | Imidazole | 40 mM |
| Lysozyme | $0.25 \mathrm{mg} \mathrm{ml}^{-1}$ | SigmaFast (10x) | 1 x |
| SigmaFast (10x) | 1x | PMSF | 0.1 mM |
| PMSF | 0.1 mM | pH | 7.5 |
| TCEP | 1 mM | TCEP | 1 mM |
| Refolding buffer: |  | Buffer B: |  |
| TRIS | 50 mM | TRIS | 50 mM |
| NaCL | 400 mM | NaCl | 400 mM |
| pH | 8 | Imidazole | 1 M |
| Urea | 8 M | pH | 7.5 |
| Imidazole | 40 mM | Smad4 (S4EB) |  |
| TCEP | 1 mM | Buffer $A$ : |  |
|  |  | TRIS | 50 mM |
|  |  | NaCl | 400 mM |
|  |  | SigmaFast (10x) | 1 x |
|  |  | PMSF | 0.1 mM |
|  |  | Buffer B: |  |
|  |  | TRIS | 50 mM |
|  |  | NaCl | 400 mM |
|  |  | Desthiobiotin | 2.5 mM |
|  |  | SigmaFast (10x) | 1x |
|  |  | PMSF | 0.1 mM |
| Ion exchange |  | Gel filtration |  |
| Buffer A: |  |  |  |
| TRIS | 50 mM | TRIS | 50 mM |
| NaCl | $<50 \mathrm{mM}$ | NaCl | 150 mM |
| pH | 6-7.5 | TCEP | 1 mM |
| Buffer B: |  | pH | 6-7.5 |
| TRIS | 50 mM |  |  |
| NaCl | 1 M |  |  |
| pH | 6-7.5 |  |  |



Figure B.1: Plasmids used for protein production for the Smad2 and Smad4 constructs.
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[^0]:    ${ }^{1}$ Smad anchor for receptor activation protein, also known as, zinc finger FYVE-type containing 9 or ZFYVE9 protein
    ${ }^{2}$ SNON; also called SKI-like proto-oncogene or SKIL. FOXH1 is also called Forkhead box protein H1.

[^1]:    ${ }^{3}$ The GS domain is a glycine- serine rich flexible motif
    ${ }^{4}$ Ser is serine and X are methionine or valine residues

[^2]:    ${ }^{6}$ The C2 domain is a membrane anchoring domain. The HECT (Homologous to the E6-AP Carboxyl Terminus) domain is involved in the ubiquitination cascade. WW domains, interacting with PY motifs in substrates are, generally, arranged in two to four units [32].

[^3]:    ${ }^{5}$ Epithelial to mesenchymal transition is a phenomenon by which cells lose their polarity and adhesion, gaining migration and invasion capabilities, becoming mesenchymal stem cells.

[^4]:    ${ }^{7}$ The energy of the incident beam in modern synchrotrons is on the order of 12 keV , allowing sampling of distances around $1 \AA$.

[^5]:    ${ }^{8}$ The derivation of the Debye equation uses the approximation where the scattered intensity is spherically averaged.

    $$
    \begin{equation*}
    \langle\exp (i q \cdot r)\rangle=\frac{\sin (q r)}{q r} \tag{1.6}
    \end{equation*}
    $$
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    $$
    \begin{equation*}
    \frac{\sin (q r)}{q r} \approx 1-\frac{q r^{2}}{3!}+\frac{q r^{4}}{4!} \cdots \tag{1.8}
    \end{equation*}
    $$

[^6]:    ${ }^{11}$ Besides calculating the molecular mass by Porod analysis it can also be calculated by comparison with a standard or by the volume of correlation $V_{c}$ [41]. All methods can be compared to estimate molecular weight convergence [42].
    ${ }^{12}$ Usually for the momentum vector interval: $0<q<0.5$.
    ${ }^{13}$ How to obtain these models will be further discussed in chapter 1.2.3

[^7]:    ${ }^{14}$ The population differences between the two Zeeman levels is only on the order of 1 to $10^{5}$, for a 11.7 T magnetic field. NMR spectroscopy is a relatively insensitive technique 47.

[^8]:    ${ }^{15}$ Normally given in ppm (parts per million).

[^9]:    ${ }^{16}$ The correlation time is the time that the $I S$ vector takes to move by one radian.
    ${ }^{17}$ One example could be the transfer of magnetization through the molecule by a diffusive process (spin-diffusion).

[^10]:    ${ }^{18}$ Also residues possessing nitrogenated side-chains (e.g asparagine and glutamine) appear on the spectrum. Prolines and the N-terminal residue usually don't appear in the spectrum.
    ${ }^{19}$ Recall that the populations are the ones described in figure 1.7
    ${ }^{20}$ The notation follows the product operator formalism described in more advance NMR texts [47, 48, 53].
    ${ }^{21}$ INEPT stands for Insensitive nuclei enhanced by polarization transfer and essentially takes advantage of the higher gyromagnetic ratio of ${ }^{1} \mathrm{H}$ to transfer magnetization to ${ }^{15} \mathrm{~N}$.

[^11]:    ${ }^{22}$ For a more in-depth analysis, on the foundations of molecular dynamics, please refer to chapter 1.2.4
    ${ }^{25}$ Using, for example CRYSOL [43| or FOXS |64|.

[^12]:    ${ }^{24}$ Usually the prior models are scored according to a force field as depicted in chapter 1.2 .4

[^13]:    ${ }^{25}$ The force field in equation 1.35 is based in the AMBER force field [73], one of the most used. CHARMM |74| and OPLS |75| are also other commonly used force fields.
    ${ }^{26}$ Here the bond behaves as a harmonic oscillator between the two atoms.

[^14]:    ${ }^{27}$ The timestep should be very small, and below the protein bond stretching timescale; for proteins simulations this value is around 2 fs .

[^15]:    ${ }^{28}$ For the water molecules to be spatially contained inside the defined solvent box, adjacent boxes are created and water molecules are allowed to transfer between these boxes, maintaining the overall energy constant. All calculations are only made inside the define solvent box and not the adjacent ones [35].
    ${ }^{29}$ The simulated protein was the bovine pancreatic trypsin inhibitor (BPTI).
    ${ }^{30}$ Only bond vibrations and maybe some early methyl rotations could be explored.
    ${ }^{31}$ Methyl group rotations and some side-chain rotamers could be accessible in this timescale.

[^16]:    ${ }^{1}$ NUS methods allow for increased resolution and decreased acquisition time, by employing sampling schedules that only record the FID partially [85].
    ${ }^{2}$ The BEST principle is based in an increased ${ }^{1} \mathrm{H}$ steady-state polarization and TROSY refers to the transverse relaxation-optimized spectroscopy, that selects favourable relaxation properties [86].

[^17]:    ${ }^{3}$ The mobility $K$ is given by $\nu=K E$, where $\nu$ is the ion velocity and $E$ is the electric field.

[^18]:    ${ }^{1}$ This ratio is usually used as a reporter of secondary structure propensity for IDPs, with higher values indicating a tendency for secondary structure formation.

[^19]:    ${ }^{2}$ Open and closed conformations were determined empirically by considering all closed conformations the ones with at least one distance between two atoms, between the MH1 and MH2 domains, below the $4.5 \AA$ threshold. This value was considered the minimum interaction threshold for a putative atomic interaction 101 129. Open conformations where the ones with values higher than $4.5 \AA$.

[^20]:    ${ }^{3}$ Drift time values were obtained by fitting Gaussian curves to the distributions, with the maximum being the drift time for the particular $\mathrm{m} / \mathrm{z}$ ratio. The CCS distributions in figure 4.8 D were converted from the drift time distributions in figure 4.8 C using the following calibrants with known CCS: $\beta$-Lactoglobulin (bovine milk), transthyretin (human plasma), avidin (egg white), serum albumin (bovine), concavalin A (Canavalia ensiformis), alcohol dehydrogenase (Saccharomyces cerevisiae) and pyruvate kinase (rabbit heart) in 200 mM ammonium acetate at $20 \mu \mathrm{M}$, using a standard curve. Final CCS for each $\mathrm{m} / \mathrm{z}$ are reported as the maximum of the distribution.

[^21]:    ${ }^{4}$ Although mimetizing phosphorylation with glutamic acids is not always a good approximation, for R-Smads it has been shown to activate TGF $\beta$, in a similar fashion, as the phosphorylated species, in an in vivo scenario [20].
    ${ }^{5}$ The authors reported that dimer formation was insignificant but for a deletion mutant of Smad3, not including the MH1 domain. Human Smad3 has $92 \%$ sequence similarity to Smad2.

[^22]:    ${ }^{6}$ Usually reasonable means $\chi^{2}$ values lower than 1.5 [41].
    ${ }^{7}$ All calculations were made using in-house scripts built using Bash and Python programming languages.
    ${ }^{8}$ The authors also used a phosphomimetic variant with three glutamic acids.

[^23]:    ${ }^{9}$ No structural information is available for a dimeric Smad intermediate state, so we assumed the putative dimer interface as derived by the trimeric Smad2 structure (see section 3), by retrieving one unit and performing molecular dynamics simulations for stability assessment. During the 85 ns trajectory the dimeric interface appeared to be stable (see figure A.7C), with this being the dimer state for the SAXS data analysis. The simulation protocol was identical to the one described in section 3

[^24]:    ${ }^{10}$ This screening assumes that an increase in melting temperature reports a favourable buffer condition 95 97.

[^25]:    ${ }^{11}$ Figure 4.19 A was produced in collaboration with the author and was previously published in the master thesis of Àngela Vea Badenes with slight changes. It is showed here for illustrative purposes.

[^26]:    ${ }^{12}$ Figure 4.21 A was produced in collaboration with the author and was previously published in the master thesis of Àngela Vea Badenes. It is showed for illustrative purposes.

