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Abstract

5G cellular communication, especially with its hugely available bandwidth provided by
millimeter-wave, is a promising technology to fulfill the coming high demand for vast data
rates. These networks can support new use cases such as Vehicle to Vehicle and augmented
reality due to its novel features such as network slicing along with the mmWave multi-gigabit-
per-second data rate. Nevertheless, 5G cellular networks suffer from some shortcomings,
especially in high frequencies because of the intermittent nature of channels when the
frequency rises. Non-line of sight state is one of the significant issues that the new generation
encounters. This drawback is because of the intense susceptibility of higher frequencies to
blockage caused by obstacles and misalignment. This unique characteristic can impair the
performance of the reliable transport layer widely deployed protocol, TCP, in attaining high
throughput and low latency throughout a fair network. As a result, the protocol needs to adjust
the congestion window size based on the current situation of the network. However, TCP
cannot adjust its congestion window efficiently, which leads to throughput degradation of the
protocol. This thesis presents a comprehensive analysis of reliable end-to-end communications
in 5G networks and analyzes TCP’s behavior in one of the 3GPP’s well-known scenarios called
urban deployment. Furthermore, two novel TCPs based on artificial intelligence have been
proposed to deal with this issue. The first protocol uses Fuzzy logic, a subset of artificial
intelligence, and the second one is based on deep learning. The extensively conducted
simulations showed that the newly proposed protocols could attain higher performance than
common TCPs, such as BBR, HighSpeed, Cubic, and NewReno in terms of throughput, RTT,
and sending rate adjustment in the urban scenario. The new protocols' superiority is achieved
by employing smartness in the congestions control mechanism of TCP, which is a powerful

enabler in fostering TCP’s functionality.
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1 INTRODUCTION

Due to the rise in demand for higher data rates by appearing new features and services, the
necessity for increasing the bandwidth in new generation mobile networks is inevitable. As an
indicator, it can be said that in the first quarter of 2021, seventy million new users started to
utilize 5G making the number reach 290 million until the end of the quarter. Furthermore, at
the end of 2021, this number will grow up to 580 million. By 2026, The largest monthly average
mobile traffic will be for North America by reaching 84 percent of its subscribers employing
5G [1]. Generally, the motivation behind this high growing demand can be categorized into
three groups, enhanced device capabilities, cheaper data plans, which lead to affordable

services, and an increment in data-incentive content.

By transition from 4G to 5G, the transmission rate increases around 1000 times, and 5G is
expected to handle around forty percent of 8.8 billion mobile communication devices in 2026,
with around 3.5 billion users [1]. This prediction has been improved compared to the previous
one as the impact of the Covid-19 pandemic is relieving. The pandemic could affect the speed of
mobile telecommunication coverage progress and delayed some spectrum auctions. By
expanding 5G networks, more than sixty percent of the world population will go under the
coverage in 2026, which was around 5 percent in late 2019. It is interesting to say that Switzerland
had a significant share of this coverage by providing 5G networks in more than 90 percent of the
country at the end of 2019 [1].

The new generation enables three primary use cases [2], [3], eMBB (enhanced Mobile
Broadband), which provides high data rates, mMMTC (massive Machine Type Communication)
that supports up to 108 devices per square kilometer, and URLLC (Ultra-Reliable Low-Latency

1



Communication), which aims to provide 1 ms latency for latency-critical communications such
as V2X (Vehicle to Everything) [4]. Moreover, other applications requiring wireless access
networks with low latency and high bandwidth, such as disastrous or remote healthcare ones, are
also being a stakeholder for coming 5G technology. These three use cases’ final goal is to come

up with flexibility for networks and to connect everything, everywhere, anytime [5].

One of the significant upsides of using a mobile system is the eMBB feature, which provides
connectivity and higher bandwidth for users and can cover a range of services such as hotspots
and wide-area coverage. In the first one, a high data rate, large user density, and high capacity
are the essential characteristics. While, in the second one, being connected in a seamless way and
mobility are essential. The features of eMBB make it be categorized as human-centric

communication [4].

URLLC aims to provide reliable communications with latencies close to zero. With the
emergence of technologies such as autonomous driving, the necessity for reliable and low-latency
services has become crucial. As a result, URLLC came into reality to fulfill the requirements. It
has an essential role in covering both human-centric and machine-centric communications. In the
latter one, latency, reliability, and high availability are critical in establishing connections,
primarily in latency-critical communications such as V2Vs (Vehicle to Vehicles), which are
categorized under machine-centric communication. For the human-centric, low-latency and
higher data rates can be needed simultaneously in cases such as 3D gaming and video
surveillance [2].

When there are many machine-centric devices with the need for transmitting a small amount
of data, mMTC can be beneficial. Having a battery life of up to ten years, a large number of
devices, a low transmission rate, and not being delay-sensitive are the principal characteristics of
this use case. When 10T (Internet of Thing) solutions based on NB-1oT (NarrowBand-10T) [6]
are deployed in places such as underground or inside other devices such as cars or dynamic traffic
lights, being able to penetrate materials is critical. These features can be provided by the mMTC
use case [4], [7].

5G features will allow having new and robust capabilities compared to past generations. A

higher peak data rate of up to 20 Gbps for DL (DownLink) and 10 Gbps for UL (UpLink) are
2



excellent advancements that emerged with 5G accompanying. These numbers are theoretical data
rates and can be achieved in ideal conditions. However, the user-experienced data rate, which is
one of the critical KPIs (Key Performance Indicators) in 5G, is 100 Mbps for DL and 50 Mbps
for UL. The main difference between the user-experienced data rate and peak data rate is that the

former one can be achieved in real-time for the majority of the UEs (User Equipment).

For attaining a higher data rate, high spectral efficiency is needed. Spectral efficiency refers to
the achievable data rate over a specific bandwidth, and for 5G networks, it will be three times of
IMT-Advanced Standard (International Mobile Telecommunications-Advanced Standard), so 30
bit/s/Hz in the downlink and 15 bit/s/Hz in the uplink are expected. We should consider that by

increasing the frequency, the spectral efficiency will decline.

Latency is another crucial KPI of 5G and will be significantly improved compared to the
previous generations. For the control plane latency, which is the time of transition from the idle
state to the active one, is 10 ms, and for the user plane latency, it is 4 ms for eMBB and 1ms for
URLLC.

One of the main goals of 5G is providing seamless connections for mobile UEs. Mobility
interruption, which is the time that a device cannot have coverage of a gNB (gNodeB), i.e., the
base station for 5G, for transmitting its data, can play an essential role in such a case. As a result,

for having seamless communications, it aims to be zero in 5G.

From the aspect of mMMTC, battery life is one of the most critical KPIs, and the predicted target
for it in the coming generation is beyond ten years. Besides these KPIs, a 5G network needs to
be reliable, supports up to 500 km/h mobility for a device, and 108 devices in a square kilometer.
Moreover, consuming up to 100 times less energy compared to LTE and having area traffic

capacity up to 10 Mbit/s/m? are other improvements [4], [7], [8], [9].

In the beginning steps, 5G NR (New Radio) established connections through the LTE core
network called EPC (Evolved Packet Core), which was defined in early Rel-15 drop and called
the NSA (Non-Stand Alone) mode. Then, the following specifications completed the standalone
mode, which made it possible to have a fully connected end-to-end 5G network and was initially
defined in regular Rel-15. Detailed information about the standalone mode and the frequencies
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can be found in [10], [11]. Deploying gNBs and 5GCN (5G Core Network) together creates a
fully 5G end-to-end communication called SA (Stand-Alone) [12]. In the former implementation,
a connection between a UE and a gNB is established utilizing 5G RAN (Radio Access Network)
while using EPC. However, in the latter one, the deployed RAN, and the core network are entirely
5G ones. The inceptive step for introducing 5G SA is by deploying low-band frequencies.

Nowadays, using third-generation chipsets in devices helps gain optimized performance [1].

The deployment of 5G and implementation of the infrastructure have speeded up recently.
Since 2018, when the first 5G device was launched, the deployment of 5G has been accelerating,
and as time passes, the transformation from the old generations to the new ones gets more interest.
For example, in 2019, GSM/EDGE had a large portion of the India region. However, in 2026,
LTE and 5G are predicted to have 66 and 26 percent mobile communication in this region,

respectively [1].

Having a detailed look on different regions proves that the penetration of new technologies is
speeding up, and more nations intend to exploit cutting-edge ones in their mobile communication.
As an example, in the Middle East and North Africa, LTE had 32 percent of mobile
communication by the end of 2020. However, in 2026 LTE and 5G are expected to have 51 and
18 percent of the market, respectively. Until the end of 2021, around 580 million users will be
able to connect to 5G networks, and this number is predicted to be 3.5 billion in 2026. Table |

shows the penetrations of LTE and 5G in different regions [1].

Because of the new features and capabilities of 5G, new networking terms have been
introduced. Network slicing is one of the most significant terms that has been included in 5G and
opened a new horizon in mobile communication. The importance of network slicing becomes
obvious when realized that various use cases of 5G require different resources, and the capacity
needed by the end-users must be delivered efficiently based on the requisites. For example,
eMBB demands high bandwidth, mMTC needs ultra-dense connectivity, and for meeting
URLLC necessities, providing low latency is paramount [8], [13], [14]. These unique features
make 5G capable of delivering new services to Industrial 10Ts, TSCs (Time-Sensitive
Communications), NPNs (Non-Public Networks) [5], reliable communication between vehicles

[15], novel services to industrial stakeholders (i.e., vertical industries) [16], location-based



services [17], and NB-IoTs [18]. Combining these features satisfies the requirements to build a

low latency [19], high speed, and fully connected world, one of the 5G era aspirations.

TABLE |

THE PENETRATION OF LTE AND 5G IN DIFFERENT REGIONS

Region LTE by the end of 2020 Expected LTE by the end of Expected 5G by the end
2026 of 2026

The Middle East and North Africa 32% 51% 18%
Sub-Saharan Africa 15% 28% 7%
India 61% 66% 26%
Southeast Asia and Oceania 42% 57% 33%
Central and Eastern Europe 50% 65% 33%
Latin America 59% 48% 34%
North-East Asia 83% 33% 65%
Western Europe 78% 27% 69%
North America 89% 16% 84%

For attaining high bandwidth and meeting 5G requirements, radio frequencies that have been
used in the previous generations, such as LTE and 3G, seem obsolete to be exploited in the new
generation or need to be refarmed; as a result, there is a need for using more suitable spectrum
for 5G networks.

Between 300 MHz and 3 GHz are radio frequencies, from 3GHz to 30 GHz are microwave
bands, and from 30 GHz to 300 GHz are named mmWave. Each frequency has a distinct

characteristic behavior that separates it from the other ones.

Mobile telecommunication was using bands up to 2 GHz until 3G. However, by the expansion
of telecommunication technologies and the advent of 4G networks, higher frequencies up to 6
GHz were employed because the lower ones were not able to fulfill the new demands. With the

recent advances in mobile devices, using mmWave frequencies is becoming available too, and
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the IMT 2020, i.e., 5G, has the capability of deploying higher frequencies, including mmWave

bands. The main characteristics of each frequency band are explained as follows.

Low-frequency bands, which are below 2 GHz, can cover a wide area and penetrate deep
locations. When a device is located in a hard-to-reach place, these frequencies can be convenient.
Due to this feature, NB-loTs use low frequencies to take advantage of them in penetrating
materials [18]. The drawback of these frequencies is that they cannot provide a broad spectrum,

so the channel bandwidth needs to be set at most to 20 MHz.

Medium-frequency bands that span from 3 GHz to 6 GHz provide high data rates, wider
channel bandwidth, and extensive coverage. These frequencies can support wider channels up to
100 MHz, five times larger than low-frequencies. This number can even be extended to higher

frequencies by deploying carrier aggregation.

Higher-frequency bands are larger than 24 GHz and incorporate mmWave. They are suitable
for high capacity and data rates, especially in hotspot coverage. Considering the wide bands,
channels up to 400 MHz can be supported in high-frequency bands. This number can even be
extended to 6.4 GHz by aggregating sixteen channels. Besides its advantages, higher frequencies
(i.e., mmWave) suffer from some drawbacks. The most important ones are: 1) they cannot cover
wide areas, 2) they are unable to penetrate materials, and 3) they are absorbed by rain. The critical
difference between mmWave and other frequency bands is the wide range of frequencies, which
for implementing it, both devices and base stations need novel technologies compared to the
previous generations [4]. This thesis will make special attention to mmWave due to its grand role
in 5G networks.

The existing downsides in 5G mmWave can lead to some issues, such as blockages that can
affect these networks’ performance. It means that obstacles such as buildings, cars, and human
bodies can block the channel, which is in charge of data transmission, and degrade the network’s
performance [20]. Although some solutions, such as beamforming and handover, can mitigate

the adverse effects to some levels, they cannot compensate for the signal quality reduction [21].

These problems can be more intense when requiring a reliable end-to-end connection over 5G.

The reason is that the end-to-end reliable transport layer’s widely used protocol, TCP
6



(Transmission Control Protocol), has a critical role in the performance of end-to-end connections,

so there will be a necessity of making it compatible with 5G networks [22].

In order to gain high performance in 5G networks, the first important issue is the blockage
problem, which can degrade the strength of mmWave signals by interrupting the communication
and affecting the TCP congestion control mechanism due to the reaction of TCP to packet losses
[23]. TCP is unable to perform appropriately when frequent interruptions occur in the network
because it cannot distinguish a packet loss is due to congestion or other shortcomings of the 5G
network, such as blockages, misalignments, and even random packet losses [20], [22], [24].
Therefore, to improve end-to-end performance and have stable connections, problems such as
blockage need to be addressed; if not, these adverse effects can decline cellular networks’
performance and prevent them from fulfilling the 5G requirements. Due to the characteristics of
the high-frequency bands, this problem is more highlighted in mmWave.

1.1 Thesis objectives

In order to contribute to the blockage problem in 5G mmWave networks, the following main

objectives have been identified:
General Objectives:

e The identification of advanced techniques for achieving high-speed reliable end-to-end
communications over 5G networks.
e A contribution to reliable end-to-end communications over 5G networks based on

advanced techniques.
Specific Objectives:

e The analysis of the effects of deploying TCP in 5G mmWave networks.

e The discussion of TCP mechanisms and parameters involved in the performance of 5G
networks.

e Analyzing the impact of edge and remote server deployments.

e State of the art study, a survey of current challenges, solutions, and proposals.

e Analyzing TCP performance in-depth in 5G mmWave in the urban deployment

scenario.



A feasibility analysis proposal of Fuzzy logic and machine learning-based approaches

to apply to improve reliable end-to-end communications in 5G networks.

Implementation of a learning-based approach to improve high-speed, reliable end-to-

end communications in 5G networks

1.2 Thesis outline

Considering the mentioned motivations, the rest of the thesis is as follows:

Chapter two gives a comprehensive analysis of TCP, TCP over 5G mmWave networks,

and the background of the accomplished researches.

Chapter three designs and analyzes a novel protocol based on the fuzzy logic and

presents the results for the new protocol.

Chapter four is for designing and analyzing another novel TCP based on deep learning

and its superiorities.

Finally, chapter five concludes the thesis and talks about possible future work.



2 STATE OF THE ART

This chapter presents an analysis of TCP (as the most used protocol for reliable end-to-end
communications), 5G mmWave networks, TCP compatibility with 5G mmWave networks,
different procedures and parameters for them, a thorough analysis of TCP’s functionality in
urban deployments, and related work.

2.1 Fundamentals of TCP and TCP variants

TCP [25] is the most widely used protocol for reliable end-to-end communications in the
transport layer of the TCP/IP protocol stack. Apart from end-to-end reliability, TCP has a
congestion control mechanism to handle the unacknowledged packets (i.e., packets in-flight)
in order to utilize the available bandwidth and retransmit the lost ones. This mechanism is
mainly controlled by a so-called congestion window (cwnd), which is used to adjust the sending

rate.

The TCP’s CC (Congestion Control) mechanism incorporates four phases: slow start,
congestion avoidance, fast retransmit, and fast recovery. In the slow start, the congestion window
size is increased by one segment per received ACK, doubling in every RTT (Round Trip Time).
This process will continue until the cwnd size is larger than a defined threshold (ssthresh) [26],
a packet loss occurs in the network, or the window size exceeds the maximum transmission
window announced by the receiver. If a packet loss occurs during the slow start, ssthresh will be
set to half of the current cwnd, and if this packet loss is due to time out, cwnd size will be set to

one.

When ssthresh is reached, TCP initiates the CA (Congestion Avoidance) phase. This phase can

be different based on the deployed TCP variant because each one has a unique mechanism.
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Generally, CA is a way to tackle the problem of packet loss events in the network by adjusting
the sending rate. Two signals can commonly indicate a packet loss, occurring a time out and
receiving three duplicate ACKs. This phase’s goal is to slow down the sending rate when a packet
loss occurs and accommodate the sending rate and the network’s congestion status. The ultimate

goal could be functioning at the BDP (Bandwidth-Delay Product).

When a segment is received out of order, duplicate AKCs are created. Plus, a lost segment, a
reordering process, can also be the source of a single duplicate ACK. As a result, TCP waits for
at least three duplicate ACKs to ensure that a packet loss has occurred. In this case, without
waiting for the time-out to be triggered, TCP resends the lost packet. This phase is called fast
retransmit because it speeds up the retransmission process in the network. When the fast
retransmit is finished, TCP enters the congestion avoidance phase, not the slow start; this process
is called fast recovery. The goal of fast recovery is attaining high throughput during moderate

congestion in a network.

When a sender receives no ACKs for a particular amount of time, RTO (Retransmission Time-

Out) is triggered, and TCP initiates the retransmission mechanism.

FastRetrananit
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Figure 1. How TCP works

This process aims to ensure that sent packets are delivered to their destinations and prevent
TCP from working with high sending rates when the network is considered heavily congested.
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Although the value of RTO can be different based on the used approach, the recommended value
by RFC 6298 [27] is a minimum of one second, however, Linux uses a 200 ms one. A discussion
on the value of RTO will be included in section 2.3.3. After RTO detection, TCP sets the cwnd
value to one and enters the slow start phase. Figure 1 shows how TCP performs.

This figure shows all of the conventional TCP phases and how they react to different situations
in a network. In this figure, SS indicates the slow start phase, ssthresh stands for the slow-start
threshold, and RTO represents retransmission time-out. From A-B, TCP is in the slow start phase,
and after exceeding ssthresh in B, TCP enters the CA phase until it is interrupted in C by detecting
three duplicate ACKs. From C to D, TCP is performing in the fast retransmit phase to be sure
that all of the lost packets are retransmitted. Then in E, through fast recovery, TCP starts CA over
until F, where an RTO indicates congestion in the network and forces TCP to enter the slow start

again.

One of the most critical questions is when a network is heavily congested and how it can
mitigate this situation. Because in a congested network, fairness and throughput, which are
significantly important in the TCP implementation, are degraded dramatically. The immediate
solution is using the backoff mechanism, which was first introduced in [28]. In TCP, backoff
strives to set RTO values more efficiently and reschedule them after packet loss events. Because
the value of RTO when the network is congested is vital and the essence for adjusting it accurately
is crucial. This can be highly important when several retransmissions happen in a network and
using a static value can exhaust the network [25], [26], [29], especially in 5G networks when
various problems can cause segment retransmission. If the value for RTO is set to a small number,
short interruptions can initiate it based on the buffers’ size. As a result, blockages caused by small
obstacles will have the capability of triggering the RTO if it is set to a small value. If it is set to
a relatively high value in order to avoid RTO triggering by small and normal obstacles, the
probability of congestion occurrence in the network will increase, and controlling the bottleneck
will be almost impossible. As a consequence, exhaustion of the network’s bandwidth will be

inevitable. Adjusting RTO in 5G networks is highly paramount and needs to be done accurately.

Today there are different types of TCPs, loss-based [30], [31], [32], [33], [34],[35], [36] such
as NewReno, HighSpeed, and Cubic, delay-based [37], [38], [39], [40], [41], [42] like Vegas,

and loss-based with bandwidth estimation (i.e., hybrid) [43], [44], [45], [46] such as Westwood
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and Jersey. Based on the popularity and implementation of the current networks, we have decided
to focus on four of the TCPs, NewReno, CUBIC, BBR (Bottleneck Bandwidth and Round-trip),
and HighSpeed.

From the network type’s point of view, TCP can be divided into five categories [23]. The first
group, which is the basic specification for the other TCPs, was striving to deal with the congestion
collapse problem in networks. Congestion collapse is exceeding the sending rate above the
network capacity, leading to packet losses after that rate. The protocols that belong to this group
could somewhat solve the congestion problems. However, they created a new issue that is the
underutilization of the network resources. The base protocol in this group is TCP Tahoe, which
is a loss-based one, and others tried to improve its functionality by making some modifications
or establishing new concepts such as delay-based TCPs as in TCP Vegas [41], or Vegas+ [47],
which is an extension of Vegas.

With the emergence of new networks such as MANETs (Mobile Ad hoc NETworks), packet
reordering was another issue that TCP needed to deal with, which lead to the creation of the
second TCP group. These TCPs aim to distinguish loss packets and reordered packets. Because
the previous protocols behave with both of them as lost ones; as a result, a reordering process can
cause a congestion window reduction without considering the fact that no packet has been lost
[23]. TD-FR (Time Delayed Fast Recovery) [48], Eifel [49], [50], and DOOR (Detection of Out-
of-Order and Response) [51] are categorized in this group.

The third group’s focus is on the different services that can exist in the network. TCPs that
belong to this group try to give different priorities to various services. For example, if a
background service such as an automatic update tries to initiate a connection, it gets less priority
in comparison to foreground services. To be more precise, these protocols make an unfair
network to give the network resource to services with higher priorities [23]. TCP Nice [52],

which is based on Vegas, can be mentioned as an example in this group.

With the advent of wireless networks and appearing random packet losses due to the channel
fluctuations and interferences between the different frequencies, the necessity for establishing
new TCPs to handle this issue was inevitable because TCP assumes all packet losses as

congestion indicators. When a packet is lost due to wireless channel characteristics, it is not a
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sign of buffer overflow in the network, so reducing the sending rate in order to drain the buffers
is not a sensible action [23]. This group’s protocols are based on TCP Westwood [53] and
Westwood+ [54].

By appearing faster networks and networks with long delays, the fifth group of TCPs appeared.
This group aims to deal with the BDP problem, which happens for the legacy TCPs working in
networks with high bandwidth such as optical networks or extensive delays such as satellite ones.
The protocols that belong to this group try to use the network resources efficiently in a fair way
and are able to react to the network changes [23]. High-Speed TCP [30] was the first protocol

proposed, and the others tried to improve its functionality.

2.1.1 TCP NewReno

NewReno [55] follows an AIMD (Additive Increase Multiplicative Decrease) approach and is
an extension to TCP Reno with a slight modification in its fast recovery phase [23]. In the CA
phase, it increases the cwnd size by 1/cwnd for each received ACK. Comparing the slow start
and CA reveals that NewReno increases cwnd by one MSS (Maximum Segment Size) for each
received ACK during the slow start phase. However, during CA, cwnd is increased by one
MSS for every RTT. Therefore, for increasing the cwnd size by one during CA, the entire cwnd
should be acknowledged during a RTT. By perceiving three duplicate ACKs, NewReno
reduces the cwnd by half and enters the fast retransmit phase.

On the other hand, when the RTO triggers, NewReno assumes the loss is due to congestion in
the network. As a result, it sets the cwnd size to one and starts the slow start phase. By considering

the CC mechanism in NewReno, it is evident that it is a loss-based TCP.

212 TCPCUBIC

This variant is the default TCP [34] in Linux since Kernel 2.6.26, Android, and MAC operating
systems [24], [56]. The mechanism that the CUBIC approaches the congestion problem is
based on a cubic function, and there are two different ways of increasing or decreasing the size
of the congestion window. The first one is a concave portion when the cwnd size ramps up
quickly to the size before the last congestion event. Next is the convex mode, where CUBIC
probes for more bandwidth slowly at first, then continues rapidly. CUBIC considers the time

right before the last drop and tries to reach that capacity in fast paces during a short time. The
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aim is to reach the size that the cwnd had just right before the last drop. It means that the cwnd
size adjusting process is independent of RTT, but rather on time between two consecutive drops
(i.e., congestion). Being independent of RTT helps CUBIC to be more fair to different flows.
When CUBIC is far from the value of the previously saturated cwnd, it adds up aggressively.
However, when it is close to it, it increases it slowly, like in a NewReno mode. This can be

achieved by using equation (1):

cwnd= C (A - 3/B.maxcwnd/C)* + maxcwnd 1)

Where C is a constant, fast Recovery’s multiplicative decrease coefficient is 5, maxcwnd is
the size of the congestion windows before the last packet drop incident, and A is the elapsed time
from the last packet drop.

The main goal of CUBIC is to optimize the congestion control mechanism for high bandwidth
networks with high latency as called LFN (Long Fat Networks). Furthermore, CUBIC improves
fairness in the network. Because in conventional TCPs, flows with short RTTs receive their
ACKs faster than ones with longer ones, so they can rapidly add up their congestion windows.
CUBIC is a loss-based TCP, too.

213 TCPBBR

TCP BBR is a cutting-edge congestion control algorithm developed by Google in July 2017
[57] and is being used on Google, YouTube, and GCP (Google Cloud Platform). BBR, as the
name indicates, tries to keep the most excellent cwnd size based on the current bottleneck
bandwidth and RTT and tries to achieve high bandwidth with low latency. In conventional
TCPs, a loss event is a sign of congestion in the network. In contrast, BBR ignores loss events
and strives to estimate available bandwidth and minimal RTT in some predetermined periods.
The ultimate goal of BBR is to deliver the highest available throughput along with minimal
congestion by using these estimations. The approach that BBR deploys to attain its objective
is being sure that the bottleneck is saturated without being congested; a bottleneck is the part
of a network with the lowest bandwidth. So if BBR can maintain this part saturated, it can reach

the highest available performance.
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BBR has four different phases, including Startup, Drain, Probe Bandwidth, and Probe RTT.
The first phase is an adoption of the conventional slow start TCPs, and during it, the sending rate
is doubled every RTT. When the estimated bandwidth does not increase for the last three RTTs,
BBR presumes that the bottleneck bandwidth is saturated but not congested. In such a case, BBR
tries to drain the sending rate by slowing it down. This phase’s primary goal is to empty the

buffers that may have been filled during the start-up phase.

After finishing the Drain phase, Probe Bandwidth is initiated. This phase includes eight cycles,
with the duration of each one equals the round-trip propagation delay, where BBR tries to probe
for higher available bandwidth. In this process, BRR employs a variable called pacing gain to

adjust the amount of sent data.

If the RTT has not been decreased for the last ten seconds, BBR starts Probe RTT. During this
phase, in-flight packets are reduced heavily so the protocol can drain the network’s buffers and
estimate an accurate value for RTT. The period of this phase is the maximum of 200 ms or a
RTT. By obtaining a minimum value, RTT propagation will be adjusted to the new one and

deployed for the next ten seconds [58].

BBR is a model-based TCP and strives to deliver higher throughput and lower latency. One of
the most critical problems BBR has is when it coexists with other TCPs, in a case that fairness

can be a severe problem because BBR flows can be the dominant ones [22], [24].

2.1.4 HighSpeed TCP

This TCP variant [30] is suitable for networks with high bandwidth-delay products and has
been designed for networks in which a fast growth of cwnd is essential. The reason for
developing this protocol is that conventional TCPs perform deficiently in networks with large
bandwidth-delay products, and it takes a long time for them to utilize the available bandwidth,
especially in the congestion avoidance phase. This protocol makes some slight changes to the

congestion control mechanism of the standard TCP to overcome this problem.

In the congestion avoidance phase, when an ACK is received, cwnd is increased by (a/ cwnd),
which means cwnd = (cwnd + a / cwnd), and when a packet loss is detected through triple
duplicate ACKS, the cwnd size equals ((1-b) * cwnd), which means cwnd = ((1 — b) * cwnd).
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The value of a and b depends on the network’s status, and HighSpeed and NewReno are similar
when cwnd is small. As a result, a equals one, and (1-b) equals 0.5. However, when cwnd exceeds
a defined threshold, unlike NewReno, HighSpeed tries to keep a high value for the congestion
windows. In this case, as the size of the congestion window increases, the value of a is increased
so that the protocol can send more packets, and the value of (1-b) is decreased; as a result, it can
recover faster than NewReno in high sending rates when it detects a packet loss by a triple
duplicate ACK. This process makes HighSpeed-TCP (HSTCP) add up the cwnd faster than
NewReno and recover more rapidly.

When HSTCP is implemented in a network, the mentioned parameters are selected from a
lookup table. HighSpeed is a loss-based TCP, too [22], [30]. A thorough analysis of TCP over
5G networks can be found in [59].

2.2 5G mmWave networks procedures and parameters for reliable end-to-end

communication

5G network parameters and their characteristics have a critical effect on the delivered
performance to end-users. Procedures such as handover, techniques such as beamforming,
parameters such as RLC (Radio Link Control) buffer size, system architecture, ultra-lean
design, and how they are implemented can play essential roles in 5G networks. This section
aims to investigate these parameters and procedures and their impacts on the behavior of 5G

networks.

2.2.1 Simulation parameters

To achieve a better understanding, in this section we present some results drawn from
numerous simulations we have done. Therefore, first, we introduce the simulation scenarios
and parameters. In all scenarios, a UE connects to a gNB at the height of 15 meters, which
works at 28 GHz with a 1 GHz channel bandwidth. This antenna is connecting to a server
operating at a 1 Gbps sending rate. The simulation parameters can be seen in Table II. It is
worth mentioning that there were five trees and a building in our simulations for miming small
and big obstacles behaviors. Moreover, the UE stopped for a couple of seconds behind the
second tree and the building, as shown by the gray and cyan areas, respectively. The last part
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of the figure, in which the SINR (Figure 2) value is reducing gradually, is because of the

increased distance between the gNB and the UE, which is inside a car during this period.

Moreover, we have used four different BERs (Bit Error Rates) to emulate situations with small
(1.25e-10), moderate (1.25e-9), large (1.25e-8), and zero random packet drops. Random packet
drops are one of the misleading sources in inducing the congestion control algorithms in a way
that they cannot distinguish various losses from each other and reduce their sending rate even if
the network is not congested [61], [62]. Due to these reasons having this type of losses in the
network is indispensable. Furthermore, selecting 2.5 MB of the RCL satisfies the BDP buffer
size in the network. The deployed path loss model is Buildings Obstacle Propagation Loss Model,
and the BERs are spanned through the simulation, so they can occur in LoS or NLoS states.
Finally, for simulating the obstacles, we have put some boxes and set their boundaries to mime
small and big obstacles. The comprehensive analysis of TCP over the urban deployment can be
found in [62], [63].

TABLE Il

SIMULATION PARAMETERS

PARAMETER Value
carrier frequency 28 GHz
bandwidth 1 GHz
outage threshold -5dB
TxPower 30dBm
RLC MaxTxBufferSize 25MB
RLC Acknowledged Mode Enabled
Hybrid ARQ Enabled
counter for SINR below threshold events 2
TCP Maximum Segment Size 1400 Bytes
Maximum Transmission Unit 1500 Bytes
TcpSocket maximum transmit buffer size 6400 KB
TcpSocket maximum receive buffer size 6400 KB
Initial TCP RTO 1 second

2.2.2 Blockage and misalignment

Apart from high packet loss probability, there are some issues such as blockage and

misalignment in 5G networks. Blockage means that high frequencies, i.e., mmWave, cannot
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pass through obstacles properly, and misalignment happens due to non-matching beams of
transmitters and receivers. The existence of these problems can degrade the performance of 5G
mmWave networks. In particular, they dramatically impact TCP’s performance, which is
responsible for establishing end-to-end connections. These problems make a transition from a
LoS (Line-of-Sight) connection to a NLoS (Non-Line-of-Sight) one. In LoS, the data
transmission can be performed through the established connection between the user and base

station, but in NLoS, the channel’s reduced bandwidth can harm the network’s performance.

Figure 2 shows the SINR (Signal-to-Interference-plus-Noise Ratio) value taken out from our
conducted simulations, which analyzes TCP thoroughly in urban deployments. The figure
indicates that the signal strength is reduced when there is an obstacle between the UE and the
gNB, which is the principal cause of throughput degradation. As a result, a proper connection
can not be established, which misleads the conventional TCPs in utilizing the 5G mmWave

networks’ available capacity.
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Figure 2. SINR fluctuation

2.2.3 Handover and beamforming

Handover or handoff means the process of changing an ongoing data session from one cell to

another. Beamforming focuses on sendi