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Abstract

Transportation and logistics (T&L) are currently highly relevant functions in any com-
petitive industry. Locating facilities or distributing goods to hundreds or thousands of cus-
tomers are activities with a high degree of complexity, regardless of whether facilities and
customers are placed all over the globe or in the same city. A countless number of alternative
strategic, tactical, and operational decisions can be made in T&L systems; hence, reaching
an optimal solution –e.g., a solution with the minimum cost or the maximum profit– is a re-
ally difficult challenge, even by the most powerful existing computers. Approximate meth-
ods, such as heuristics, metaheuristics, and simheuristics, are then proposed to solve T&L
problems. They do not guarantee optimal results, but they yield good solutions in short
computational times. These characteristics become even more important when considering
uncertainty conditions, since they increase T&L problems’ complexity. Modeling uncer-
tainty implies to introduce complex mathematical formulas and procedures, however, the
model realism increases and, therefore, also its reliability to represent real world situations.
Stochastic approaches, which require the use of probability distributions, are one of the most
employed approaches to model uncertain parameters. Alternatively, if the real world does
not provide enough information to reliably estimate a probability distribution, then fuzzy
logic approaches become an alternative to model uncertainty. Hence, the main objective
of this thesis is to design hybrid algorithms that combine fuzzy and stochastic simulation
with approximate and exact methods to solve T&L problems considering operational, tac-
tical, and strategic decision levels. This thesis is organized following a layered structure,
in which each introduced layer enriches the previous one. Therefore, biased-randomized
heuristics and metaheuristics are firstly explained to solve T&L problems that only include
deterministic parameters. Later, Monte Carlo simulation is introduced to these approaches
to deal with stochastic parameters. Finally, fuzzy simheuristics are employed to address
simultaneously fuzzy and stochastic uncertainty. A series of numerical experiments are de-
signed to test the proposed algorithms, using real-world, newly-created, and benchmark
instances. Obtained results demonstrate both the cost- and time-efficiency of the designed
algorithms, as well as their reliability to solve realistic problems including uncertainty and
multiple constraints and conditions that enrich all the addressed problems.
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Resumen

El transporte y la logística (T&L) son actualmente funciones de gran relevancia en cual-
quier industria competitiva. La localización de instalaciones o la distribución de mercancías
a cientos o miles de clientes son actividades con un alto grado de complejidad, indepen-
dientemente de si las instalaciones y los clientes se encuentran en todo el mundo o en la
misma ciudad. En los sistemas de T&L se pueden tomar un sinnúmero de decisiones al-
ternativas estratégicas, tácticas y operativas; por lo tanto, llegar a una solución óptima –por
ejemplo, una solución con el mínimo costo o la máxima utilidad– es un desafío realmente di-
fícil, incluso para las computadoras más potentes que existen hoy en día. Así pues, métodos
aproximados, tales como heurísticas, metaheurísticas y simheurísticas, son propuestos para
resolver problemas de T&L. Estos métodos no garantizan resultados óptimos, pero ofrecen
buenas soluciones en tiempos computacionales cortos. Estas características se vuelven aún
más importantes cuando se consideran condiciones de incertidumbre, ya que estas aumen-
tan la complejidad de los problemas de T&L. Modelar la incertidumbre implica introducir
fórmulas y procedimientos matemáticos complejos, sin embargo, el realismo del modelo
aumenta y, por lo tanto, también su confiabilidad para representar situaciones del mundo
real. Los enfoques estocásticos, que requieren el uso de distribuciones de probabilidad, son
uno de los enfoques más empleados para modelar parámetros inciertos. Alternativamente,
si el mundo real no proporciona suficiente información para estimar de manera confiable
una distribución de probabilidad, los enfoques que hacen uso de lógica difusa se convier-
ten en una alternativa para modelar la incertidumbre. Así pues, el objetivo principal de
esta tesis es diseñar algoritmos híbridos que combinen simulación difusa y estocástica con
métodos aproximados y exactos para resolver problemas de T&L considerando niveles de
decisión operativos, tácticos y estratégicos. Esta tesis se organiza siguiendo una estructura
por capas, en la que cada capa introducida enriquece a la anterior. Por lo tanto, en primer
lugar se exponen heurísticas y metaheurísticas sesgadas-aleatorizadas para resolver proble-
mas de T&L que solo incluyen parámetros determinísticos. Posteriormente, la simulación
Monte Carlo se agrega a estos enfoques para modelar parámetros estocásticos. Por último,
se emplean simheurísticas difusas para abordar simultáneamente la incertidumbre difusa
y estocástica. Una serie de experimentos numéricos es diseñada para probar los algoritmos
propuestos, utilizando instancias de referencia, instancias nuevas e instancias del mundo
real. Los resultados obtenidos demuestran la eficiencia de los algoritmos diseñados, tanto
en costo como en tiempo, así como su confiabilidad para resolver problemas realistas que
incluyen incertidumbre y múltiples restricciones y condiciones que enriquecen todos los
problemas abordados.
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Resum

El transport i la logística (T&L) són actualment funcions de gran rellevància a qualse-
vol indústria competitiva. La localització d’instal·lacions o la distribució de mercaderies a
centenars o milers de clients són activitats amb un alt grau de complexitat, independent-
ment de si les instal·lacions i els clients es troben a tot el món oa la mateixa ciutat. En
els sistemes de T&L es poden prendre un gran nombre de decisions alternatives estratègi-
ques, tàctiques i operatives; per tant, arribar a una solució òptima –per exemple, una solució
amb el mínim cost o la màxima utilitat– és un desafiament realment difícil, fins i tot per
als ordinadors més potents que hi ha avui dia. Així doncs, mètodes aproximats, tals com a
heurístiques, metaheurístiques i simheurístiques, són proposats per resoldre problemes de
T&L. Aquests mètodes no garanteixen resultats òptims, però ofereixen bones solucions en
temps computacionals curts. Aquestes característiques esdevenen encara més importants
quan es consideren condicions d’incertesa, ja que augmenten la complexitat dels proble-
mes de T&L. Modelar la incertesa implica introduir fórmules i procediments matemàtics
complexos, però el realisme del model augmenta i, per tant, també la seva confiabilitat per
representar situacions del món real. Els enfocaments estocàstics, que requereixen l’ús de
distribucions de probabilitat, són un dels enfocaments més emprats per modelar paràme-
tres incerts. Alternativament, si el món real no proporciona prou informació per estimar de
manera fiable una distribució de probabilitat, els enfocaments que fan ús de lògica difusa
es converteixen en una alternativa per modelar la incertesa. Així doncs, l’objectiu principal
d’aquesta tesi és dissenyar algorismes híbrids que combinin simulació difusa i estocàstica
amb mètodes aproximats i exactes per resoldre problemes de T&L considerant nivells de
decisió operatius, tàctics i estratègics. Aquesta tesi s’organitza seguint una estructura per
capes, on cada capa introduïda enriqueix l’anterior. Per tant, en primer lloc s’exposen heu-
rístiques i metaheurístiques esbiaixades-aleatoritzades per resoldre problemes de T&L que
només inclouen paràmetres determinístics. Posteriorment, la simulació Monte Carlo s’a-
fegeix a aquests enfocaments per modelar paràmetres estocàstics. Finalment, es fan servir
simheurístiques difuses per abordar simultàniament la incertesa difusa i estocàstica. Una
sèrie d’experiments numèrics és dissenyada per provar els algorismes proposats, utilitzant
instàncies de referència, instàncies noves i instàncies del món real. Els resultats obtinguts
demostren l’eficiència dels algorismes dissenyats, tant en cost com en temps, així com la seva
confiabilitat per resoldre problemes realistes que inclouen incertesa i múltiples restriccions
i condicions que enriqueixen tots els problemes abordats.
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Chapter 1

Introduction

1.1 General Overview

Transportation and logistics (T&L) activities are core functions in any modern industry that
seeks for competitiveness in a globalized world, where competitors can be located anywhere
around the planet. These functions cover all decision levels, i.e., they can be strategic, tac-
tical, or operational, corresponding to decisions made in a long-, medium-, and short-term
basis, respectively. Regardless of this level, the scientific literature has demonstrated that
realistic T&L problems are NP-hard (Nagy and Salhi, 2007), i.e., they are computationally
complex and, therefore, the number of alternative solutions grows exponentially when the
instance size grows linearly. This fact makes highly difficult to find an optimal solution –
e.g., a solution that yields the minimum cost, or the maximum profit– in short computing
times when the instance size is medium or large, even by the most powerful existing com-
puters. Nevertheless, many real-world problems require agile solutions, i.e., solutions that
can be obtained in a matter of minutes, seconds, or even in real time. Smart cities (Faulin
et al., 2018), internet of things (IoT) (Lin et al., 2017), autonomous vehicles (Bagloee et al.,
2016), supply chain disruptions (Snyder et al., 2016), humanitarian logistics (Holguín-Veras
et al., 2012), or healthcare (Hiermann et al., 2015) are only a few examples of applications
requiring fast solutions. In this context, decision-makers usually prefer a non-optimal but
good solution that can be attained quickly. Hence, approximate methods, such as heuristics,
metaheuristics, or simheuristics, are frequently employed since they have been proved to
be very efficient to obtain high-quality solutions to a myriad of problems, including those
related to T&L (Juan et al., 2015a).

Different constraints and conditions make realistic T&L problems even more complex
and challenging. Examples of these constraints are: multiple decision levels –i.e., strategic,
tactical, and operational– considered at the same time (Prodhon and Prins, 2014), multi-
compartment vehicles to transport different types of products that cannot be mixed (Derigs
et al., 2011), multiple interrelated periods (Nickel et al., 2012), inventory decisions (Coelho
et al., 2013), non-smooth objective functions (Bagirov and Yearwood, 2006), dynamic condi-
tions (Fikar et al., 2016), product deliveries and pickups (Parragh et al., 2008), facility sizing
decisions (Correia et al., 2010), limited driving range (Panadero et al., 2020b), resilience (Car-
valho et al., 2012), or uncertainty conditions (Govindan et al., 2017). Accordingly, new agile
and flexible solving methods are necessary to provide solutions to real-world problems with
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these characteristics. Hence, this thesis proposes multiple methods to solve different prob-
lems including every aforementioned constraint, as well as additional restrictions that will
be explained in every chapter. Most proposed methods are approximate. Moreover, a few
mixed-integer linear programs (MILP) are proposed to either have some references of op-
timal solutions for comparison purposes, or show the potential of simulation to deal with
uncertainty in a simulation-optimization approach.

Uncertainty is a pervasive characteristic of all real-world T&L activities. However, con-
sidering uncertainty when modeling this type of problems increases their complexity (Siman-
gunsong et al., 2012). Hence, uncertainty is frequently ignored to design more tractable
mathematical models and solution approaches. For instance, the most basic versions of
heuristic and metaheuristic algorithms do not include uncertain parameters. Probability dis-
tributions have been one of the most used approaches to model uncertain parameters. This
case is called by the literature as a stochastic approach. However, this approach is helpful as
long as we have enough information to reliably estimate all parameters of any probability
distribution. This estimation is made performing a thorough input analysis procedure (Law,
2013), which requires sufficient input data to yield statistically significant conclusions. Con-
versely, if the real world provides only a low quantity of data, or the available information
has poor quality (Corlu et al., 2020), then fuzzy approaches become an alternative to model
uncertain parameters. Instead of calculating the probability of occurrence of an event, e.g.,
that a customer has a certain level of demand, fuzzy logic allows this demand to be true or
false with a given degree of membership by employing some preset linguistic rules.

The different uncertainty approaches and the different decision levels in T&L are the
main criteria to classify the problems addressed in this thesis. Figure 1.1 displays a schema
where this classification is illustrated. Decision levels are displayed in the horizontal axis
and solution approaches are depicted in the vertical axis. The use of each solution approach
depends on the considered uncertainty level. Hence, biased-randomized (BR) heuristics –
which are algorithms that introduce a skewed random behavior to select the next movement
from a list of candidates when constructing a solution (Grasas et al., 2017)– and metaheuris-
tics do not include uncertain parameters, i.e., all input parameters values are known in
advance. The difference between both approaches is that the employed metaheuristics em-
bed the BR heuristics into a more complex process that includes additional procedures, e.g.,
destruction-reconstruction strategies. The next level is the inclusion of Monte Carlo simu-
lation (MCS) to address uncertainty. Initially, a simulation-optimization (SO) approach that
combines a MILP model –i.e., an exact algorithm– with MCS is proposed. This approach
serves as a transition to propose more complex procedures in what is called a simheuristic,
which is an algorithm that combines metaheuristics with MCS to efficiently address NP-
hard problems that include stochastic parameters. Finally, the use of fuzzy simheuristics
is proposed to deal with problems including both stochastic and fuzzy parameters. The
acronyms employed in Figure 1.1 are listed below. The main characteristics of each problem
and each proposed solution approach are thoroughly explained in Chapter 2.

• RVRP: rich vehicle routing problem (VRP).
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Figure 1.1: Classification schema of the problems addressed in this thesis.

• AFRVRP: agri-food rich VRP.

• RTOP: rich team orienteering problem (TOP).

• VRPOB: VRP with optional backhauls.

• DRSP: dynamic ride-sharing problem.

• LRPFS: location routing problem (LRP) with facility-sizing decisions.

• FLPSD: facility location problem (FLP) with stochastic demands.

• OVRPSSTT: open VRP with stochastic service and travel times.

• TOPSSTT: TOP with stochastic service and travel times.

• LRPFSSD: LRP with facility-sizing decisions and stochastic demands.
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• VRP-S/F-D: VRP with stochastic and fuzzy demands.

• TOP-S/F-TT: TOP with stochastic and fuzzy travel times.

• LRPFS-S/F-D: LRP with facility-sizing decisions and stochastic and fuzzy demands.

• ARP: arc routing problem.

• SCND: supply chain network design.

Problems with the same color in Figure 1.1 belong to the same family, e.g., TOPs are blue.
Most addressed problems are operational, i.e., they deal with short-term decisions that must
be made in a daily basis. This type of problems are part of what is called “transportation
systems”. Conversely, only the FLPSD is a pure strategic problem, and it is part of what is
called “logistics network configurations”, since the main objective of this problem is to find
a strategic configuration that minimizes the design costs of the logistics network. Finally,
one of the most complex challenges in this thesis is the LRPFS, since strategic, tactical, and
operational decisions must be made, i.e., it is a combination of the FLP and the VRP and,
therefore, it includes both transportation problems and logistics network configurations.
Additionally, facility-sizing decisions are considered, i.e., the facilities’ capacity level is an
additional variable to model. Finally, three review processes that produced three articles
were developed, which provide a framework to all other problems:

• A review considering the use of electric vehicles in VRPs, ARPs, and TOPs. This re-
view includes pure operational decisions and all types of solution approaches.

• A review studying SO methods to design resilient supply chain networks. This review
covers strategic-tactical decisions and all types of solution approaches.

• A review addressing the use of BR heuristics and metaheuristics to solve non-smooth
optimization problems. This review covers all decision levels.

Most solution approaches in this thesis are embedded into a bigger and more complete
procedure, forming a layered structure, as Figure 1.2 shows. BR heuristics are the “most
basic” solution method and are employed to solve three real-world rich problems. Then, BR
heuristics are always included as an important part of the rest of the proposed algorithms,
since they lead to a broader exploration of the solution space and, therefore, they improve
the performance of these algorithms. For instance, a BR discrete-event driven metaheuristic
is used to solve a DRSP, while a VRPOB and an LRPFS are solved by a BR iterated local
search (ILS) metaheuristic. Subsequently, parameters such as customers’ demands, service
times, or travel times, which were assumed to be deterministic when using the BR heuristic
and metaheuristic algorithms, are considered as stochastic in the LRPFSSD, the OVRPSSTT,
and the TOPSSTT. In this case, a simheuristic approach is proposed. Finally, the last layer
of this thesis proposal corresponds to the inclusion of fuzzy parameters. The proposed
solution approach is called “fuzzy simheuristics”. It is an extension of simheuristics since
the addressed problems consider that a single parameter can be either stochastic or fuzzy
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depending on the studied element. For instance, a subset of customers in a VRP has a
stochastic demand, while other subset has a fuzzy demand. Finally, it is important to clarify
that the FLPSD is not included in Figure 1.2 since the SO approach employed to solve it is a
hybridization between a MILP and MCS, i.e., no approximate methods were used. Hence,
it cannot be part of this layered schema, but it shows how simulation can be included into
an optimization approach to solve a stochastic logistics problem. Additionally, addressing
an FLP allows to have a better understanding of the LRP, since the latter is a combination
between the FLP and the VRP.

       Fuzzy simheuristics

     Simheuristics

     Metaheuristics

  
 BR heuristics

LRPFSSD

LRPFS

TOP-S/F-TT

TOPSSTT

DRSP

RVRP

RTOP

OVRPSSTT

VRPOB

LRPFS-S/F-D

VRP-S/F-D

AFRVRP

Figure 1.2: Relation between the approximate methods proposed in this the-
sis.

1.2 Objectives and Original Contribution

The main objective of this thesis is to design hybrid algorithms that combine fuzzy and
stochastic simulation with approximate and exact methods to solve T&L problems consid-
ering operational, tactical, and strategic decision levels. Hence, the main contribution of this
thesis is the proposal of a generic fuzzy simheuristic approach to solve problems regarding
transportation systems and logistics network configurations, considering simultaneously
all decision levels. This approach is generic because: (i) it includes pure deterministic, pure
stochastic, and pure fuzzy approaches as particular cases; and (ii) it is tested in an LRPFS,
which is a generic problem that not only includes the VRP and the FLP as particular cases,
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but also considers facility-sizing decisions, i.e., the traditional LRP is also a particular case
of our addressed problem. Multiple specific objectives contribute to achieve this main ob-
jective:

1. To develop BR heuristics and metaheuristics to solve deterministic rich T&L problems.

2. To design a hybrid approach that combines MILP with MCS to solve an FLPSD.

3. To extend the developed heuristics and metaheuristics into simheuristic algorithms,
by including stochastic parameters and MCS.

4. To propose a procedure to deal simultaneously with fuzzy and stochastic uncertainty
in T&L problems.

5. To design computational and numerical experiments to test the performance of the
aforementioned algorithms, employing real-world, newly-created, or benchmark in-
stances.

1.3 Outline

All results shown in this thesis are part of multiple research outcomes that apply differ-
ent solution approaches to T&L problems in all decision levels. Most outcomes have been
already published at the time of writing this thesis. Section 8.3 summarizes the complete
scientific production. Moreover, Appendix B.2 shows the cover page of each outcome. All
these articles and conference papers contribute to Chapter 2, which shows a thorough litera-
ture review about the T&L problems addressed in this thesis, as well as about the proposed
solution approaches. The subsequent chapters follow the structure depicted in the vertical
axis of Figure 1.1 from bottom to top. Initially, Chapter 3 presents two real-world applica-
tions of BR heuristics to solve an RVRP, an RTOP, and an AFRVRP. Chapter 4 shows one
application of a discrete-event driven metaheuristic to solve a DRSP, and two applications
of an ILS metaheuristic to solve both a VRPOB and a LRPFS. Chapter 5 presents an FLPSD
that is solved by using a hybrid SO approach combining a MILP and MCS. Chapter 6 shows
two applications of BR simheuristics to solve both an OVRPSSTT and a TOPSSTT. Addition-
ally, this chapter extends the LRPFS addressed in Chapter 4 to include stochastic demands.
An ILS-based simheuristic is proposed to solve this problem. Chapter 7 presents two appli-
cations of fuzzy simheuristics to solve both a VRP-S/F-D and a TOP-S/F-TT. Furthermore,
this chapter extends the LRPFSSD addressed in Chapter 6 to include fuzzy demands. An
ILS-based fuzzy simheuristic is proposed to solve this problem. Finally, Chapter 8 outlines
the general concluding remarks of this thesis, as well as some future research lines and the
research outcomes.
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Chapter 2

Literature Review

Transportation and logistics network configuration problems are part of the broad field of
logistics. On the one hand, decisions related to transportation are usually short-term, i.e.,
they are made in a daily or even in an hourly basis. Hence, these are considered operational
decisions and are reviewed in Section 2.1. On the other hand, decisions related to logistics
network configuration are usually medium- and/or long-term, i.e., they are made monthly
or yearly. Therefore, these are considered tactic and strategic decisions, and are reviewed in
Section 2.2. This chapter and the whole document preserve this general division to provide
a more organized classification of our research. Additionally, solution approaches of these
types of problems, which go from biased-randomized (BR) heuristics to fuzzy simheuristics,
are reviewed as well. Findings are shown in Section 2.3. All our published and under-review
articles contribute to this chapter. Finally, it is worth to clarify that our three review articles
are explicitly cited in footnotes, since they are not mentioned in the rest of the chapters of
this thesis.

2.1 Transportation Problems

This section reviews the published literature about a group of subproblems included in the
general topics of the vehicle routing problem (VRP), the team orienteering problem (TOP),
and the rid-sharing problem (RSP). Characteristics such as deterministic or stochastic pa-
rameters (Panadero et al., 2020b), agri-food issues (Tordecilla-Madera et al., 2017), or rich-
ness (Caceres-Cruz et al., 2014) differentiate these subproblems. Additionally, given the
importance of sustainability in transportation problems, a review about the electric VRP, arc
routing problem (ARP), and TOP has been developed as well.

2.1.1 The Vehicle Routing Problem

The first academic mention of a VRP was made by Dantzig and Ramser (1959), as a gener-
alization of the traveling salesman problem. More than 60 years have passed since then, in
which a large set of variants has been identified. Each variant of this problem has shown
its relevance both academically –given the algorithmic challenges that they pose– and eco-
nomically –given their high applicability in real-world problems. A few of these variants
are: heterogeneous fleet of vehicles (Eskandarpour et al., 2019; Penna et al., 2019), time-
windows (Yu et al., 2019; Marinakis et al., 2019), multiple depots (Calvet et al., 2019; Li et
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al., 2019), multiple delivery levels (Martins et al., 2021a; Bayliss et al., 2020c), simultaneous
pick-up and deliveries (Koç et al., 2020; Hornstra et al., 2020), or combinations of the former
(Belgin et al., 2018; Rezaei et al., 2019; Zhou et al., 2018). A thorough study of these variants,
solving methods, and applications is carried out by Toth and Vigo (2014). More recently, a
concise research is showed by Sharma et al. (2018). Also, a review centered on VRP-related
themes instead of traditional variants is made by Vidal et al. (2019).

The VRP is a classical NP-hard problem (Lenstra and Kan, 1981) with a vast number of
applications in the transportation sector (Braekers et al., 2016). In its basic version, a set of
customers has a known demand that must be satisfied by a single depot. This depot has a
virtually unlimited capacity, and a fleet of homogeneous capacitated vehicles are employed
to deliver the demanded units of a single product. Each customer must be visited only
once. Given the limited capacity of the vehicles, several routes must be designed to meet
all customers demands. Finally, once the vehicle has delivered all its assigned load, it must
return to the depot. The objective is to minimize transportation costs, usually measured
in terms of total traveled distance or time (Pisinger and Ropke, 2007). Figure 2.1 depicts
the network topology of a basic VRP, where a fleet of three vehicles is employed to serve
12 customers from a central depot. The loaded vehicles depart from the depot, and the
demanded product is delivered at each customer location.

cargo vehicle with 
loaded demand

customer requiring 
a demand from depot

depot

Figure 2.1: Network topology of a basic VRP.

A commonly addressed variant in the VRP literature is the VRP with backhauls (VRPB),
which integrates forward logistics with reverse logistics. A highly cited survey in the topic
is carried out by Parragh et al. (2008), who classify this problem in four groups. Tradi-
tionally, the main goal of the VRPB has been to minimize the total distribution and collec-
tion cost by taking advantage of the non-used capacity of the vehicles in the return trip.
Some initial approaches for the VRPB are presented by Deif and Bodin (1984), Goetschalckx
and Jacobs-Blecha (1989), and Jacobs-Blecha and Goetschalckx (1992). These papers present
heuristic algorithms to solve the problem efficiently. In addition, the VRPB is also modeled
as a mixed-integer linear problem (MILP) by Toth and Vigo (1997). They solve it through a
branch-and-cut algorithm for instances between 25 and 68 customers. As pointed out by Koç
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and Laporte (2018) and Belloso et al. (2019), the VRPB is still offering challenges that need to
be solved, such as including stochastic parameters or using hybrid solution methods. Was-
san (2007) proposes a heuristic that uses reactive tabu search (TS) and adaptive memory pro-
gramming for solving the VRPB. Zachariadis and Kiranoudis (2012) propose the static move
descriptor strategy, which is intended to reduce the computational complexity required to
examine neighborhoods with very large solutions. Brandão (2016) solves a VRPB through
a deterministic version of the iterated local search (ILS) metaheuristic. Dominguez et al.
(2016a) consider two-dimensional loads in a VRPB. Here, a hybrid approach that combines
biased randomization with a large neighborhood search metaheuristic is proposed. In gen-
eral, better solutions –in terms of cost and computational times– were found in comparison
with current state-of-the-art heuristics. Belloso et al. (2019) use an iterative method based on
local search (LS) and a BR process to solve the heterogeneous-fleet VRPB, obtaining 20 new
best-known solutions in a set of 36 instances.

All the aforementioned papers assume that visiting all backhaul (BH) customers is manda-
tory. Nevertheless, selection of customers to service is also an alternative, i.e., only some BH
customers are visited. In the context of the general VRP (not the VRPB), this problem is
called the VRP with deliveries and selective pickups (Gribkovskaia et al., 2008). It can be
classified into two groups: (i) deliveries and pickups are carried out alternately (Assis et
al., 2013; Ting et al., 2017; Al Chami et al., 2018); and (ii) pickups must be carried out only
after all deliveries are done, i.e., this problem shows characteristics of a VRPB. To the best
of our knowledge, in this group only García-Nájera et al. (2015) address BHs as a central
problem. Bruck and Iori (2017) and Gutiérrez-Jarpa et al. (2010) also tackle BHs, but only for
comparative purposes with other problems.

The possibility that vehicles start and end their routes in different nodes creates a dif-
ferent VRP variant, which is called in the literature the open VRP (OVRP). From the earlier
definition stated by Schrage (1981), the OVRP has been studied and enriched by many other
constraints (Braekers et al., 2016). Among them, we can highlight the rich variants with
multiple depots (Lahyani et al., 2019; Brandão, 2020), heterogeneous fleet of vehicles (Youse-
fikhoshbakht and Dolatnejad, 2017) or even a conjunction of them (Tavakkoli-Moghaddam
et al., 2019; Husakou et al., 2020). Although most of these works address a single objective,
studies considering multiple objectives have aimed, for instance, to reduce the total number
of routes, the total travel cost, and the longest route altogether (Sánchez-Oro et al., 2020).
According to Li et al. (2007), the range of applications that ends up in OVRPs is commonly
found in contexts where contractors –who are not employees of the delivery company– use
their vehicles and do not return to the depot, such as home delivery of packages and news-
papers.

Rich VRPs have been increasingly addressed by the academic community, since they in-
corporate highly realistic constraints, especially when these are considered simultaneously
(Azadeh and Farrokhi-Asl, 2019). Characteristics regarding input data, decision manage-
ment components, types of vehicles, time constraints, among others, turns a classical VRP
into a rich VRP (Lahyani et al., 2015b). For instance, Alemany et al. (2016) combine the well-
known Clarke & Wright savings (CWS) heuristic (Clarke and Wright, 1964) with Monte
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Carlo simulation (MCS) to solve a heterogeneous-fleet, multi-depot, multi-compartment,
multi-product, and multi-trip VRP. In general, vehicles can be classified according to their
physical characteristics, e.g., they can be homogeneous or heterogeneous, or compartmen-
talized or not. The relevance of considering compartmentalized vehicles emerges whenever
different types of products are demanded and they are incompatible, i.e., products must be
carried separately into the same vehicle and not be mixed. Despite the practical applications
of this strategy for addressing real-world problems, the multi-compartment VRP has been
scarcely studied (Derigs et al., 2011). Both theoretical and real-world cases can be found
in the multi-compartment VRP literature. Silvestrin and Ritt (2017) and Muyldermans and
Pang (2010) show examples of the former. These works propose metaheuristic approaches
given the combinatorial nature of this problem. Regarding real-world cases, products as
diverse as apparel, fuel, food, and waste require the use of compartmentalized vehicles for
performing an appropriate transport (Wang et al., 2014; Reed et al., 2014; Vidović et al., 2014;
Coelho and Laporte, 2015).

Agri-food supply chains represent also a field where the multi-compartment VRP has
been addressed. These chains have special characteristics that should be taken into account
in its modeling, such as products perishability (Tordecilla-Madera et al., 2018) or supply
and demand seasonality (Vlajic et al., 2012). For instance, Lahyani et al. (2015a) propose
a branch-and-cut algorithm to solve a multi-period and multi-compartment VRP with het-
erogeneous vehicles. A real case from the olive-oil collection process in Tunisia is consid-
ered, where compartments cleaning activities are considered. Oppen et al. (2010) address
also cleaning activities in a multi-compartment VRP where inventory constraints are con-
sidered. Different types of animals are transported in this case, as well as a heterogeneous
fleet and multiple trips. An exact method based on column generation is used as solving
approach. Alternatively, employing approximate methods is a usual approach in agri-food
multi-compartment VRPs. For instance, Caramia and Guerriero (2010) propose a hybrid
approach combining mathematical programming and LS techniques to solve a real-life case
regarding the collection of different types of milk in Italy. Finally, the number and capacity
of compartments can also be a variable to consider, i.e., compartments are flexible. For in-
stance, a large neighborhood search algorithm is proposed by Hübner and Ostermeier (2019)
to solve this variant of the multi-compartment VRP. A relevant contribution of this paper is
the consideration of loading and unloading costs, which are a function of the number of
compartments.

Considering uncertain parameters in the VRP allows to solve more realistic and, there-
fore, more complex cases. Highly cited articles reviewing the stochastic VRP can be found in
the literature (Ritzinger et al., 2016; Gendreau et al., 2016; Gendreau et al., 1996). Early works
authored by Stewart Jr and Golden (1983) and Dror and Trudeau (1986) consider stochastic
customer demands, i.e., its actual value is not known with certainty until the vehicle arrives
to the customer location. Both mathematical models and heuristics are proposed to address
the problem. More recent articles consider stochastic demands as well, such as the ones pub-
lished by Jaillet et al. (2016), Marinakis et al. (2013), Juan et al. (2013b) or Juan et al. (2011).
Additional studied stochastic parameters have been travel times (Guimarans et al., 2018; Taş
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et al., 2013), service times (Errico et al., 2016), a combination of service and travel times (Li
et al., 2010; Kenyon and Morton, 2003; Laporte, 1992), vehicle speeds considering environ-
mental issues (Çimen and Soysal, 2017), or perishability (Rahbari et al., 2019; Chen et al.,
2009). The consideration of time windows is also a usual addressed characteristic (Errico
et al., 2016; Li et al., 2010; Bent and Van Hentenryck, 2004). Finally, a growing approach con-
sists in considering fuzzy parameters –instead of stochastic ones– as an alternative to model
uncertainty. Articles by Zhang et al. (2020b), Shi et al. (2017), Ghannadpour et al. (2014),
Zheng and Liu (2006), or Teodorović and Pavković (1996) demonstrate the suitability of this
approach.

So far1, the vast majority of cited papers in this section assume that VRP constraints
are hard, i.e., they must be met mandatorily. Nevertheless, some realistic cases consider
that constraints are soft, i.e., they can be violated to some extent by incurring a penalty
cost. This cost is usually non-linear or non-continuous, which turns a traditional smooth
objective function into a non-smooth one (Bagirov and Yearwood, 2006). Considering these
characteristics increases the natural computational complexity for solving the VRP. In this
context, soft constraints can include time windows or capacity constraints that are allowed
to be violated to some extent (Hashimoto et al., 2006). These soft constraints also allow
decision-makers to consider more realistic models that take into account different manage-
ment strategies and policies. For instance, customers would accept a delayed delivery if the
supplier offers a discount. Likewise, a percentage of the deliveries can be outsourced if in-
house capacity is exceeded. For instance, Juan et al. (2013a) consider a capacitated version
of the problem with a non-smooth and non-convex objective function and soft constraints.
These authors propose a BR approach called MIRHA. This is a multi-start procedure consist-
ing of two phases: a first phase in which a BR version of a constructive heuristic is designed
according to a geometric probability distribution; and a second (improvement) phase in
which an adaptive LS procedure is implemented. Several instances from the literature are
used to test the proposed algorithm and compare it with a traditional greedy randomized
adaptive search procedure (GRASP).

2.1.2 The Team Orienteering Problem

The TOP can be considered an extension of the traditional VRP, where visiting all customers
is not possible due to the limitations on the fleet size and on the maximum driving range
of each vehicle. Hence, customers have to be prioritized based on their location and also in
the reward obtained by visiting them. Therefore, the TOP aims at maximizing the collected
reward by visiting a subset of nodes, subject to constraints such as a maximum tour length,
a given vehicle capacity, or a limited driving range. Figure 2.2 displays an example of a
basic TOP, where black nodes represent the visited customers, and gray nodes represent the
non-serviced ones. The TOP is an extension of the orienteering problem (OP), which has

1This paragraph is based on the review article:
Juan, A.A., Corlu, C.G., Tordecilla, R.D., de la Torre, R., & Ferrer, A. (2020). On the use of biased-randomized
algorithms for solving non-smooth optimization problems. Algorithms, 13(1), 8.

https://doi.org/10.3390/a13010008
https://doi.org/10.3390/a13010008
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been proved to be NP-hard (Golden et al., 1987). The OP is a problem with the same charac-
teristics as the TOP, except that the former employs a single vehicle to serve the customers,
whereas the latter uses a fleet of vehicles. Hence, the TOP is a more challenging problem
than the OP. Since the TOP is an NP-hard problem, the use of metaheuristics is required in
order to obtain high-quality solutions in short computing times, especially when dealing
with large-sized instances (Bayliss et al., 2020b). The TOP was first introduced in the litera-
ture by Chao et al. (1996). Since then, multiple variants of this problem have been studied,
such as the ones with time windows (Labadie et al., 2012; Lin and Vincent, 2012; Vansteen-
wegen et al., 2009), soft constraints (Estrada-Moreno et al., 2020), multiple periods (Tricoire
et al., 2010), precedence constraints (Hanafi et al., 2020), dynamic rewards (Reyes-Rubiano
et al., 2020a), rescue operations (Saeedvand et al., 2020), use of electric vehicles (EV) (Xu
et al., 2020), or use of drones in the context of smart cities (Juan et al., 2020a).

node with a reward 
to be collected

origin destination

empty 
cargo vehicle

Figure 2.2: Network topology of a basic TOP.

The stochastic TOP (STOP) is another variant in which different parameters are modeled
randomly. For instance, Panadero et al. (2020b) study a STOP with stochastic travel times. A
simheuristic is proposed to cope with this problem. It combines a BR multi-start metaheuris-
tic approach with MCS. According to the authors, their simheuristic approach can generate
solutions that combine efficiently expected costs and variability under a stochastic environ-
ment. In a similar way, Bayliss et al. (2020b) address a STOP with dynamic rewards. In this
case, the stochastic component is related to travel times, while the reward values for cus-
tomers are composed of both a static and a dynamic component. The dynamic component
accounts for bonuses when customers are visited earlier during a route, and penalties in case
these nodes are visited at the end of the corresponding route. A simheuristic-learnheuristic
approach is proposed to solve this problem, in which dynamic values are learned from sim-
ulation experiments during the search process. Mei and Zhang (2018) consider the STOP
with time windows (STOPTW) in the context of tourist trip design (TTD). A set of points
of interest (POI) must be selected to be visited. The visit duration of a POI is modeled as
a random variable, which means that some pre-planned trips might become infeasible in



2.1. Transportation Problems 13

practice. A genetic programming hyper-heuristic is proposed to solve this problem. The re-
sults obtained by this solution approach outperform the manually designed policies, achiev-
ing, for some cases, an average total score more than twice the total score obtained by the
manually designed policies. Likewise, Karunakaran et al. (2019) address the STOPTW in
TTD with a stochastic visiting time of POIs. An evolutionary multi-tasking optimization ge-
netic programming approach is proposed. This methodology is based on island models, in
which knowledge is shared through multi-tasking, thus exploiting the implicit parallelism
of population-based search algorithms to simultaneously tackle multiple distinct optimiza-
tion tasks.

Fuzzy techniques have been barely used in the OP and the TOP. Verma and Shukla (2015)
and Ni et al. (2018) consider OPs in which both the collected rewards and the travel times
are fuzzy. The former authors propose a parallel algorithm as a solving approach, whereas
the latter employ a genetic algorithm (GA). Regarding the TOP, Brito et al. (2016) propose
a GRASP to solve this problem considering fuzzy rewards and fuzzy travel times. A fuzzy
linear program is formulated to model the addressed problem, with the objective of maxi-
mizing the total collected reward. Finally, Oliva et al. (2020) propose a fuzzy simheuristic
approach to solve a TOP in which rewards offered by half of the customers are stochastic,
whereas rewards of the other half are fuzzy.

2.1.3 The Ride-Sharing Problem

The RSP is a topic whose core idea is to foster that personal private vehicles are shared
by a group of people, instead of being used only by the driver or car owner. Nowadays,
the massive use of apps and interconnected smartphones facilitates the immediate contact
between drivers and users for sharing trips. Furthermore, ride-sharing activities provide
multiple benefits for drivers, users, and the entire community (Bistaffa et al., 2019; Stiglic
et al., 2015), such as the reduction in costs, pollution, and traffic congestion. The basic ver-
sion of the RSP (Martins et al., 2021c) consists of a finite set of capacitated homogeneous or
heterogeneous vehicles, each one driven by an individual owner, who offers empty seats to
users with similar itineraries. Each user requests a service, providing their current location,
and drivers pick them up in these locations. This means that drivers have some kind of
flexibility to adapt their routes so they visit the pickup point. Moreover, the vehicle capacity
allows for more than one user to be transported. Hence, the route performed by each vehi-
cle consists of an origin point (each driver’s home), a set of locations where the driver picks
up the users, and an arrival point. It is usual to assume that a driver can pick up each user
only if the destination of all of them is the same. However, the destination points can be
the same or different for each vehicle. Since the vehicle capacity and the number of vehicles
are limited, not all users requesting a service can be picked up. Hence, the challenge is not
only to design the routes, but also to select the users that will be picked up. This selection
process is carried out based on both the distance between the user location and the driver’s
origin and destination points, as well as the fee that is paid by the user to the driver for being
transported. The objective of the RSP is then to maximize the total collected fee. Figure 2.3
displays an example of a complete solution for the basic version of this problem. Connected
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houses represent the users who are served by the vehicles, whereas non-connected houses
represent the non-served users.

Figure 2.3: Network topology of a basic RSP.

Both Mourad et al. (2019) and Machado et al. (2018) have authored recent articles review-
ing the published literature about the shared mobility topic. Whereas the former focuses on
quantitative approaches, i.e., both optimization and solution methods are reviewed, the lat-
ter provides conceptual approaches, such as the contribution of this topic to alleviate current
transportation problems in large cities, or an analysis of the different modalities of shared
mobility. Alonso-Mora et al. (2017) propose a reactive anytime optimal algorithm to design
ride-sharing services. Instances taken from the New York city taxicab public dataset are
employed to test their approach. Vehicles with capacity of 1, 2, 4, and 10 passengers are
tested. Service rate, waiting time, and traveled distance are considered as performance indi-
cators. Fagnant and Kockelman (2018) address a dynamic RSP in which autonomous (fully-
automated) vehicles are considered. A series of agent-based simulation runs are performed,
employing a real-world network from Austin, USA. Agatz et al. (2011) solve optimally a
dynamic RSP with the objective of minimizing the total traveled distance of all participants.
Real-world demand data from the Atlanta Regional Commission, USA is employed. The ob-
tained results are compared with those attained by means of a greedy algorithm. Mahmoudi
and Zhou (2016) address the RSP as a VRP with pickup and delivery and time windows,
which is formulated through a MILP model. A Lagrangian relaxation approach is proposed
to find optimal solutions that minimize the total routing cost. Both benchmark and real-
world instances –based on Chicago and Phoenix, USA networks– are employed to test their
approach. Hosni et al. (2014) also propose a Lagrangian decomposition approach to solve a
MILP model of the so-called shared-taxi problem, with the objective of maximizing the total
profit. Furthermore, authors propose a novel heuristic based on incremental costs. A set of
benchmark instances are used to compare the results obtained by each proposed algorithm.
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2.1.4 Electric VRP, ARP, and TOP2

With the goal of promoting sustainability, many cities in the world are observing an increas-
ing use of EVs, both for citizens’ mobility (Ruggieri et al., 2021) and for last-mile logistics
(Patella et al., 2021). The use of zero-emission technologies is supported by governmental
plans in regions such as Europe (Hooftman et al., 2020), North America (Greene et al., 2014),
and Asia (Masiero et al., 2016). According to Kapustin and Grushevenko (2020), EVs will
account for a noticeable share (between 11% and 28%) of the road transportation fleet by
2040. Still, many authors point out batteries’ driving range anxiety, high recharging times,
scarcity of recharging stations, and lack of effective financial incentives that compensate for
the higher cost of most EV models as some of the main barriers for the generalization of EVs
in our cities (Juan et al., 2016; Mukherjee and Ryan, 2020; O’Neill et al., 2019).

In urban, peri-urban, and metropolitan areas, many activities related to freight trans-
portation and citizens’ mobility are carried out by fleets of vehicles (Beneicke et al., 2019).
The efficient coordination of these fleets becomes necessary in order to reduce monetary
costs, operation times, energy consumption, and environmental/social impacts on the city.
However, this coordination constitutes a relevant challenge that is typically modeled as a
mathematical optimization problem. Depending on the specific characteristics of the trans-
portation activity, different families of problems can be found in the scientific literature.
Among the most popular ones, we can include VRPs, ARPs, and TOPs. These problems,
which can model scenarios involving both road and aerial EVs, are NP-hard even in their
simplest versions. Thus, the use of heuristic-based algorithms (Maier et al., 2019) and
simulation-based approaches (Chica et al., 2020) becomes a first-resource tool when solv-
ing rich and real-life instances, which usually contain a large number of nodes to be vis-
ited. From an operational perspective, the inclusion of driving range constraints and long
recharging times constitute additional challenges that must be properly addressed when
providing near-optimal transportation plans in any of the aforementioned routing problems
(Figure 2.4).

2.2 Logistics Network Configurations

This section reviews the published literature about quantitative approaches regarding strate-
gic, and strategic-tactic-operational decisions in logistics networks. Specifically, subprob-
lems included in the general topics of the facility location problem (FLP) and the location
routing problem (LRP) are reviewed. Furthermore, given the current relevance that the re-
silience concept has gained in the management of supply chains, a review about quantitative
methods for designing supply chain networks (SCN) under uncertainty scenarios has been
developed as well.

2This subsection adapts the Introduction of the following review article:
Martins, L.C., Tordecilla, R.D., Castañeda, J., Juan, A.A., & Faulin, J. (2021). Electric vehicle routing, arc routing,
and team orienteering problems in sustainable transportation. Energies, 14(16), 5131.

https://doi.org/10.3390/en14165131
https://doi.org/10.3390/en14165131
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Figure 2.4: Issues of electric batteries in transportation problems.

2.2.1 The Facility Location Problem

The FLP is a classic highly studied problem consisting in locating a set of facilities –which
can be production plants, warehouses, depots, etc.– with the objective of minimizing both
the setup costs of these facilities and the cost incurred when serving a set of customers from
there. In general, the location process can be carried out considering either a continuous
space or a discrete set of potential locations (Klose and Drexl, 2005). The abbreviation FLP
will be used henceforth only for the discrete version. Figure 2.5 displays an example of a
final solution for a basic FLP. Customers are represented by green houses, red warehouses
represent the open facilities, and black and white warehouses represent the non-open facil-
ities. Additionally, solid lines are active connections, i.e., they indicate which facility must
serve each customer. Conversely, dashed lines are inactive connections, i.e., possible con-
nections that were not selected for the final solution. As Figure 2.5 shows, the constraints of
a basic FLP are: (i) each customer must be served by only one facility, and (ii) a non-open
facility must not serve any customer.

One of the most cited review articles in the FLP was published by Melo et al. (2009).
This problem is studied in the contexts of supply chain management and supply chain net-
work design (SCND). Variables such as capacity, inventory, procurement, production, rout-
ing, and transportation modes are analyzed. Taxonomies regarding the number of layers
and periods, performance measures, solution approaches, and the application to real-world
cases are also analyzed. A review performed by Owen and Daskin (1998) formulate a set of
FLP mathematical models. Static, dynamic, deterministic, and stochastic models are shown.
Klose and Drexl (2005) present also a series of mathematical models, including continuous
location, multi-stage, and multi-product models, among others. Review articles consider-
ing particular FLP subproblems and characteristics have been published as well, such as
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Figure 2.5: Network topology of a basic FLP.

multiple levels (Ortiz-Astorquiza et al., 2018), humanitarian logistics (Boonmee et al., 2017),
healthcare (Ahmadi-Javid et al., 2017), hub location (Farahani et al., 2013; Alumur and Kara,
2008), covering problems (Farahani et al., 2012), multiple criteria (Farahani et al., 2010), or
uncertainty conditions (Snyder, 2006).

Perhaps the main taxonomy in the FLP classifies the studied problems into capacitated
(CFLP) and uncapacitated (UFLP). Whereas the former considers that facilities to locate have
a limited capacity, the latter assumes that this capacity is virtually infinite. For instance,
Pagès-Bernaus et al. (2019) address a CFLP with stochastic demands for e-commerce activ-
ities. By employing benchmark instances, authors compare the results obtained by means
of a two-stage stochastic programming approach and a simheuristic. Estrada-Moreno et al.
(2019a) propose a BR-ILS metaheuristic to solve a CFLP with soft constraints, and a non-
smooth and non-convex objective function. A novel MILP model is formulated. The capac-
ity of each facility may be exceeded by considering such soft constraints. In real world cases,
decision-makers manage this situation by using strategies such as storing safety stocks, per-
forming emergency deliveries, and outsourcing part of the customers’ service. These strate-
gies tend to generate additional costs that need to be considered as well during the optimiza-
tion process. Regarding the UFLP, Martins et al. (2021b) propose an agile optimization algo-
rithm based on a BR heuristic. Dynamic scenarios regarding internet of vehicles networks
are considered. De Armas et al. (2017) propose both a metaheuristic and a simheuristic to
solve, respectively, a deterministic and a stochastic version of the UFLP.

Snyder and Daskin (2005) consider that facilities may fail, i.e., customers demands must
be met from facilities different to those initially planned. Furthermore, multiple objectives
are considered: minimizing the operating cost, and minimizing the expected failure cost as
a measure of reliability. A series of MILP models are formulated. A Lagrangian relaxation
algorithm is proposed to solve this problem. Shen et al. (2011) address failures and reliability
in a UFLP as well. A two-stage stochastic program is proposed. Multiple objectives are also
considered by Amin and Zhang (2013) and Amin and Baki (2017). Both address the CFLP
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in the context of a closed-loop supply chain network. However, whereas the former address
uncertain demands and returns by considering probabilistic scenarios, the latter considers
fuzzy demands.

Growing trends in the FLP are related to the location of charging facilities for EVs and the
study of humanitarian logistics. Regarding the former, for instance, Shavarani et al. (2018)
focus their work in charging stations for drones. In this case, a distance capacity of each
drone is also taken into account given the limited driving range provided by the electric
battery. A real-world case of Amazon in San Francisco, USA is studied. Other works con-
sidering EVs in general can be found in the literature (Chen et al., 2020; Liu and Wang, 2017;
Riemann et al., 2015; Jung et al., 2014). Regarding humanitarian logistics, Döyen et al. (2012)
and Balcik and Beamon (2008) address a CFLP for humanitarian relief in which inventory
decisions are considered, and disaster scenarios are modeled probabilistically. Addition-
ally, Döyen et al. (2012) formulate a two-stage stochastic programming model, while Balcik
and Beamon (2008) propose a MILP model with budget constraints. Additional highly re-
cent works considering humanitarian logistics can be found in the literature (Erbeyoğlu and
Bilge, 2020; Zhong et al., 2020; Oksuz and Satoglu, 2020).

2.2.2 The Location Routing Problem

The traditional LRP consists in opening one or more facilities and designing for each open
facility a number of routes that meet the customers demands. Each route must start and
finish at the same facility. The set of routes must serve all customers and minimize a total
cost comprising the fixed and variable costs of opening facilities, the fixed costs of the used
vehicles, and the transportation costs incurred when performing the routes. Figure 2.6 de-
picts an example of a complete LRP solution, where green houses represent the customers,
red warehouses symbolize the open facilities, black and white warehouses represent the
non-open facilities, and arrows symbolize the designed routes. For each open facility a set
of routes starting and finishing at the corresponding facility location is designed to serve all
customers demands. Main decisions in a traditional LRP are: (i) the number and location
of facilities to open; (ii) the allocation of customers to open facilities; and (iii) the design of
routes to serve customers from each facility using a fleet of vehicles. This means that the
LRP considers jointly the FLP and the VRP, which increases its computational complexity.

Figure 2.6: Network topology of a basic LRP.
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The LRP has been broadly studied, especially in the last few decades. Literature reviews
by Nagy and Salhi (2007), and more recently by Prodhon and Prins (2014) show the rise
of the LRP. Traditional taxonomies, such as capacitated or uncapacitated vehicles, capaci-
tated or uncapacitated depots, single or multiple periods, among others are tackled by these
authors. A broad taxonomy is also presented by Lopes et al. (2013). Schneider and Drexl
(2017) provide a review focused on solving approaches for the standard LRP, such as exact
methods, matheuristics or metaheuristics. Albareda-Sambola and Rodríguez-Pereira (2019)
review different mathematical formulations for the LRP, as well as heuristic algorithms and
location-arc routing problems. Non-standard LRP approaches are addressed by Drexl and
Schneider (2015). Papers regarding the use of fuzzy data, continuous locations, split deliv-
eries, among other variants are reviewed.

Maranzana (1964) is perhaps the first author who combines location decisions with trans-
portation costs. Multiple highly-cited papers were published some years later. For instance,
Jacobsen and Madsen (1980) and Madsen (1983) assess three heuristics to solve an LRP for
distributing newspapers. Perl and Daskin (1985) present a mixed integer program to solve
a warehouse LRP. The authors propose a heuristic that decomposes the problem into three
interdependent subproblems. They consider that both depots and vehicles are capacitated.
The model is applied to a real distribution system in an area including Missouri, Oklahoma
and Western Kansas. Theoretical problems are also addressed in this period, as well as the
use of exact algorithms to solve them. For instance, Laporte et al. (1986) propose an integer
linear program to solve a capacitated LRP. The capacitated part of the problem refers only
to the vehicle capacity, i.e., open depots are uncapacitated. An exact algorithm applied after
a constraint relaxation method is employed to solve the problem optimally. Laporte et al.
(1988) study a cost-constrained LRP, where the cost of each designed route cannot exceed
a known limit. Capacity-constrained and cost-constrained multi-depot VRPs are also an-
alyzed. Finally, Laporte et al. (1989) are perhaps the first authors addressing a stochastic
LRP, in which customers demands are random. A chance constraint model and a bounded
penalty model are proposed and solved optimally.

Aykin (1995) addresses a hub location routing problem where hubs can interact each
other. An integer program is formulated and an iterative heuristic is proposed to solve the
problem. Tuzun and Burke (1999) also shows a mixed integer program, based on the work
by Perl and Daskin (1985). Unlike these authors, Tuzun and Burke (1999) do not consider
depots capacity. Additionally, they propose a two-phase TS algorithm as solution approach.
Wu et al. (2002) consider a multi-depot LRP where vehicles are heterogeneous and the fleet
of each type of vehicle is limited. A heuristic decomposition method is proposed, where
the problem is divided into two subproblems. Then, each subproblem is solved through an
embedded simulated annealing algorithm (SA). Prins et al. (2006) hybridize GRASP with a
learning process and a path relinking to solve a capacitated LRP. A randomized version of
the CWS heuristic is employed, as well as several LS procedures. Prins et al. (2007) propose a
metaheuristic that decomposes the LRP into two phases: the first one solves the FLP through
a Lagrangean relaxation, and the second phase employs a granular TS to solve the routing
part.
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Hazardous waste management has been addressed by Alumur and Kara (2007), who
propose a multi-objective LRP. They formulate a mixed integer programming model to min-
imize both total costs and transportation risk. A real-world problem in the Central Anatolian
region of Turkey is considered and solved using an exact algorithm. This problem has also
been tackled by Samanlioglu (2013). In this paper, three objective functions are intended
to be minimized: total costs, transportation risk, and treatment and disposal centers risk. A
mixed integer programming model is formulated and solved employing an exact algorithm.
A real-world problem in the Marmara region of Turkey is considered. Yu et al. (2010) em-
ploys an SA to solve a capacitated LRP. Different sets of benchmark instances are used to test
the proposed heuristic. Sustainability and food perishability are addressed by Govindan et
al. (2014) in a two-echelon LRP with time windows. The authors propose a metaheuristic
that hybridizes a multi-objective particle swarm optimization (PSO) with an adapted multi-
objective variable neighborhood search (VNS). Other fields such as supply chain network
design (Lashine et al., 2006), horizontal cooperation (Quintero-Araujo et al., 2019a), city lo-
gistics (Nataraj et al., 2019), and humanitarian logistics (Ukkusuri and Yushimito, 2008) also
show the application of the LRP in a deterministic context.

The LRP has been studied as well considering stochastic parameters. For instance, Quintero-
Araujo et al. (2019b) propose a simheuristic algorithm to deal with demand uncertainty for
the LRP. Rabbani et al. (2019) propose also a simheuristic approach to solve an LRP in the
context of the hazardous waste management industry. Both generated waste and number of
people at risk are stochastic. Customers demand is one of the most addressed stochastic pa-
rameters. For instance, Sun et al. (2019) address a real-world case from an express delivery
company in Shanghai. Authors tackle an LRP in which demand can be split for self-pickup.
Then, a simulation-based optimization model is proposed and two heuristics’ results are
compared. The emergence of new technologies introduces new challenges. This is the case
of the work by Zhang et al. (2019b), who address the problem of locating battery swap sta-
tions and routing EVs with stochastic demands. This problem is solved employing a hybrid
approach combining a VNS with a binary PSO algorithm. The problem’s complexity in-
creases when considering the low autonomy of this type of vehicles, since route failures can
frequently be present when demands are not known in an accurate manner. Other parame-
ters are also considered as uncertain. For instance, Herazo-Padilla et al. (2015) hybridize an
ant colony optimization (ACO) metaheuristic with discrete-event simulation (DES) to solve
an LRP in which both transportation costs and vehicle travel speeds are considered stochas-
tic. Authors demonstrate that their proposed approach is not only efficient, but is able to
find statistical interactions among the different parameters. Zhang et al. (2018) present an
approach that hybridizes a GA with simulation to solve a sustainable multi-objective LRP
in the context of emergency logistics. The authors consider the travel distance, the demand,
and the cost of opening a depot as uncertain variables.

An alternative to study uncertainty in the LRP has been the consideration of fuzzy pa-
rameters. For instance, Zhang et al. (2020a) propose a hybrid PSO algorithm to solve a
capacitated LRP with fuzzy triangular demands (CLRP-FD). The hybrid PSO algorithm is
composed of three phases including an LS method and stochastic simulation. In addition,



2.2. Logistics Network Configurations 21

the authors propose a chance-constrained programming model for the CLRP-FD. Zarandi
et al. (2011) consider a multi-depot LRP with fixed depot capacity and fuzzy travel times.
Mehrjerdi and Nadizadeh (2013) present a fuzzy chance constrained programming model
where demands are modeled as fuzzy numbers. A four-phase method called “greedy clus-
tering” is proposed, in which both an ACO metaheuristic and stochastic simulation are in-
cluded. Fazayeli et al. (2018) propose an LRP with time windows and fuzzy demands as the
delivery part of a multimodal transport network. The mixed integer mathematical fuzzy
model is coded and solved using GAMS and compared to the results provided by a GA.
Nadizadeh and Kafash (2019) analyze an LRP with simultaneous pick-up and delivery in
the context of reverse logistics. Both pick-up and delivery demands are fuzzy variables. A
fuzzy chance constrained programming model is proposed to represent the problem, and a
greedy clustering method is used to solve it.

2.2.2.1 Facility Sizing Decisions in the LRP

Allowing facility sizing decisions is a form of soft constraint (Juan et al., 2020b). The tra-
ditional LRP considers a rigid value for the maximum capacity of a facility, however, this
constraint can be violated by providing multiple size alternatives and, therefore, either in-
curring an additional opening cost for a bigger size or saving money for a smaller size.
Some real-world problems show the relevance of considering a set of available sizes to select
those that fit better. Cases from different industries that employ either LRP or non-LRP ap-
proaches have considered this set. An example of the latter is shown by Tordecilla-Madera
et al. (2017), who address the problem of locating a set of milk refrigeration tanks for a
dairy cooperative in Colombia. Several tank sizes are found in the market, i.e., the con-
sidered problem must determine both the number and size of tanks that should be bought
and their location, among other decisions. Correia and Melo (2016) state that, in applied
problems, the capacity is often acquired in the market from a set of discrete sizes. Further-
more, economies of scale can be incurred when the facility size is an additional variable to
model. The different available sizes are usually associated with investment activities, such
as building facilities (Zhou et al., 2019), qualifying workforce (Correia and Melo, 2016), or
purchasing equipment (Tordecilla-Madera et al., 2017). This means that considering facility
sizing decisions is a strategy for decreasing the invested capital, if necessary, or even for
reducing the operational costs by increasing the investment level.

To the best of our knowledge, only three papers consider facility sizing decisions in an
LRP context: two works considering only deterministic parameters, and one work address-
ing uncertainty. These papers are referenced below. Hemmelmayr et al. (2017) consider a
deterministic periodic LRP for collaborative recycling in hunger relief agencies. Possible
depot locations belong to the same set as the customers, i.e., some customers are chosen to
locate the depots there. A mixed-integer programming model is proposed, which is solved
through CPLEX for small instances. Then, an adaptive large neighbourhood search heuris-
tic is proposed to solve small and large instances. High cost savings for the agencies are
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attained through this approach. A variant in the problem considers that customers and de-
pots belong to different sets of nodes. For instance, Tunalıoğlu et al. (2016) consider a multi-
period LRP for collecting olive oil mill wastewater. A mixed-integer non-linear model is pro-
posed. Then, the problem is solved through a metaheuristic named Multiperiodic-Adaptive
Large Neighbourhood Search (MP-ALNS). A case study in Turkey is considered. A sensitivity
analysis is carried out and numerical results are showed as well as some managerial insights.
Zhou et al. (2019) also consider different sets for depots and customers. They propose a hy-
brid approach combining a GA and an SA approach to solve a bilevel multi-sized terminal
LRP with simultaneous home delivery and customer’s pickup services. A real-world case
in an e-commerce company in China is considered. Parcels’ deliveries can be carried out
between a distribution center (DC) and intermediate terminals, and between the same DC
and the customers. The customers have the option of either to receive the deliveries at their
homes or to pick up the parcels in a terminal. Hence, each customer’s demand is computed
considering the probability of selecting each alternative. This probability depends on the
distance of the customer to its closest terminal. Once the demand has been calculated, this
parameter is considered as deterministic.

2.2.3 SO Methods for Designing Resilient SCN under Uncertainty Scenarios3

An SCN is a typical example of a complex and large-scale system. Bidhandi et al. (2009) de-
fine it as a network of suppliers, manufacturing plants, warehouses, and distribution chan-
nels organized to acquire raw materials, convert these raw materials into finished products,
and distribute these products among customers. Many decisions must be made in such a
complex system in order to guarantee a good performance. However, the more complex a
system is, the more imprecise or inexact is the information available to characterize it and,
therefore, the greater the uncertainty level (Booker and Ross, 2011).

Supply chain network design is a concept broadly studied during the last decades, both
from a qualitative and a quantitative perspective. Authors have referred to it by using the
terms supply chain design and supply chain network design. Carvalho et al. (2012) state that a
SCND problem “comprises the decisions regarding the number and location of production
facilities, the amount of capacity at each facility, the assignment of each market region to
one or more locations, and supplier selection for sub-assemblies, components and materi-
als”. These decisions are related to a strategic level, and must be optimized considering a
long-term (usually several years) efficient operation of the supply chain as a whole (Altipar-
mak et al., 2006). One of the more challenging responsibilities in SCND is addressing uncer-
tainty. Anticipating the future is crucial in planning and designing processes. However, the
future conditions of the business environment is generally difficult to predict. Blackhurst
et al. (2004) state that one of the causes of SCNs complexity is their dynamic nature and the

3This subsection adapts the Introduction of the following review article:
Tordecilla, R.D., Juan, A.A., Montoya-Torres, J., Quintero-Araujo, C., & Panadero, J. (2021). Simulation-
optimization methods for designing and assessing resilient supply chain networks under uncertainty scenarios:
A review. Simulation Modelling Practice and Theory, 106, 102166.

https://doi.org/10.1016/j.simpat.2020.102166
https://doi.org/10.1016/j.simpat.2020.102166
https://doi.org/10.1016/j.simpat.2020.102166
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uncertainty in variables such as demand, capacities, transportation times, or manufacturing
times.

In recent years, a trend in the literature has been the consideration of resilience for de-
signing and assessing SCNs in order to face uncertainty. Christopher and Peck (2004) define
resilience as “the ability of a system to return to its original state or move to a new, more
desirable state after being disturbed”. Similar definitions can be found in fields different
to SCND, such as ecology, psychology and economy (Ponomarov and Holcomb, 2009), or
natural disasters risks mitigation and adaptation in urban systems (Harrison and Williams,
2016). For instance, a concept from earthquake studies is given by Bruneau et al. (2003), who
state that “seismic resilience is the ability of both physical and social systems to withstand
earthquake-generated forces and demands and to cope with earthquake impacts through
situation assessment, rapid response, and effective recovery strategies.”

Resilient SCND has been a topic able to attract the attention of researchers, especially
when trends such as leanness and globalization have increased the risks that supply chains
must face. Regarding leanness, it makes SCNs more vulnerable due to the reduction or even
removal of redundancies (Behzadi et al., 2017). Regarding globalization, the increasing com-
plexity of SCNs in a globalized world causes higher uncertainty (Hohenstein et al., 2015).
Moreover, globalization increases supply chain vulnerabilities (Dixit et al., 2016). Expand-
ing globally a supply chain raises the likelihood of facing new risks that might not exist in
a local range. For instance, a natural disaster such as the 2011 earthquake in Japan, which
triggered a tsunami and a nuclear crisis, affected many global companies like those in the
silicon wafers industry. Since 60% of silicon wafers world demand were supplied by Japan
(Pariazar and Sir, 2018), this product availability decreased considerably. The same disas-
ter affected also all Toyota factories. Although most of them were not directly affected, a
two-week shutdown was caused by disruptions in the components supply, given the Toy-
ota’s lean production planning (Goldbeck et al., 2020). Human-induced disasters are also a
source of disturbances for supply chains, either they are deliberate –e.g., terrorist attacks– or
caused by involuntary mistakes or negligence –e.g., the 2010 oil spill in the Gulf of Mexico–,
as described in Ramezankhani et al. (2018). These examples show the relevance of con-
sidering resilience aspects when designing and assessing supply chains, since they need to
recover successfully after the occurrence of such disruptive events.

The terms risk and vulnerability are closely related to resilience. Carvalho et al. (2012)
relate supply chain vulnerability to the incapacity of a SCN to react to disturbances. More
exactly, Heckmann et al. (2015) define supply chain vulnerability as “the extent to which a
supply chain is susceptible to a specific or unspecific risk event”. Here, the disturbance con-
cept is similar to the risk concept, being this a primary term previous to vulnerability. Peck
(2006) defines supply chain risk as “anything that disrupts or impedes the information, ma-
terial or product flows from original suppliers to the delivery of the final product to the
ultimate end-user”. Therefore, the more resilient a SCN, the lower its vulnerability to risks
(Rajagopal et al., 2017). A review about the use of quantitative approaches in supply chain
risk management is carried out by Oliveira et al. (2019). They perform a systematic literature
review to analyze and synthesize the contribution of simulation and optimization methods
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in this field. Moreover, when risks cause a disruption in a few nodes, their effects can easily
spread to other parts of the supply chain. This phenomenon is known as the ripple effect (Li
and Zobel, 2020). According to Dolgui et al. (2018), the ripple effect causes lower revenues,
delivery delays, loss of market share and reputation, as well as stock return decreases, hence
affecting the global performance of the supply chain.

Epidemic outbreaks are a very special case of SCN risks characterized by a long-term
disruption, disruption propagation –i.e., the ripple effect–, and high uncertainty due to si-
multaneous disruptions in supply, demand, and logistics infrastructure (Ivanov, 2020). Par-
ticularly in 2020, the global pandemic caused by the COVID-19 disease has largely affected
all areas of the economy and society worldwide. Some supply chains have experienced an
increase of demand that they are not able to satisfy (facial masks, hand sanitizer, ventilators,
etc.), while others are suffering long-time production stops like the ones of non-essential
products. These companies are in danger of bankruptcies and needing help from govern-
ments. As pointed out by Ivanov and Dolgui (2020), supply availability in global supply
chains has been largely decreased and imbalanced with the demands. Thus, this pandemic
is an unprecedented and extraordinary situation that clearly shows the need for advancing
in research and practices of SCN resilience. In addition, new concepts related to resilience,
such as supply chain survivability, are emerging in the literature.

In logistics and supply chain management, quantitative approaches are mainly classi-
fied into two groups: optimization and simulation, which are mostly used independently
to address uncertainty, e.g., see Govindan et al. (2017) and Stefanovic et al. (2009) for each
group, respectively. However, given the growth in computational power, the use of hybrid
SO methods has increased in recent years (Juan et al., 2018) in order to combine the most
important advantages of both worlds, mainly because of its suitability to address uncer-
tainty (Chiadamrong and Piyathanavong, 2017). Nevertheless, in the more specific topic of
SCND, applications of hybrid simulation-optimization (SO) methods are still scarce and, to
the best of our knowledge, it is almost nonexistent in SCND resilience. In regard to existing
review articles about this topic, most of them still address conceptual papers, which shows
the relevance of carrying out a review analyzing papers following a quantitative approach.

2.3 Solution Approaches

Even the most basic versions of the aforementioned problems have been proved to be NP-
hard (Nagy and Salhi, 2007). Despite the fact that some of the reviewed works propose
mathematical models and solve them optimally by employing exact methods, current trends
such as the Internet of things (IoT) (Lin et al., 2017), the smart cities (Faulin et al., 2018), or
the use of autonomous vehicles (Bagloee et al., 2016) require to find solutions in an agile
fashion, or even in real time. Although exact methods are capable of finding optimal so-
lutions, several hours or even days can be taken to achieve them. Conversely, heuristic
approaches are capable of finding very good or even near-optimal solutions in really short
computing times. Hence, this section addresses different levels of heuristic approaches used
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to solve transportation and logistics network configuration problems. Additionally, we per-
form a brief review about SO approaches to provide a context to those heuristics that include
uncertain parameters, such as the simheuristics and the fuzzy simheuristics.

2.3.1 Biased-Randomized Heuristics and Metaheuristics

Pure greedy constructive heuristics are algorithms that iteratively build a solution by se-
lecting the next movement from a list of candidates. Such candidates have been sorted
previously according to some criteria, such as costs, savings, profits, etc. These heuristics
typically select the “most promising” candidate from the list. Since they follow a construc-
tive logic, a good final solution is expected by the end of the procedure. Nevertheless, these
algorithms are deterministic, i.e., the solution is always the same every time the heuristic
is executed. This means that the exploration process is poor, which prevents the algorithm
from finding better solutions unless more complex searching structures –i.e., LS and pertur-
bation movements– are considered by investing more computing time. Examples of such
heuristics are the well-known CWS heuristic for the VRP (Clarke and Wright, 1964), the
nearest neighbor criterion for the traveling salesman problem (Bellmore and Nemhauser,
1968), or the shortest processing time dispatching rule for some scheduling problems (Pan-
walkar and Iskander, 1977).

As described by Grasas et al. (2017) and Juan et al. (2013a), using a skewed (non-uniform)
probability distribution to introduce a biased-randomization behavior into the process that
selects the candidates from the sorted list is an efficient way of generating better solutions.
The idea is to assign a different probability to each candidate in the list, such that the more
promising candidates –those at the top of the list– receive a higher probability of being se-
lected than those below them. This randomization process leads to the generation of slightly
different solutions every time the algorithm is executed if, for instance, BR heuristics are
embedded into a multi-start framework (Martí et al., 2013). Hence, multiple executions
of a BR heuristic –either completed in a sequential or in a parallel mode– will yield a set
of alternative solutions, all of them based on the logic behind the heuristic. Since many
biased-random variations of the constructive procedure defined by the heuristic are exe-
cuted, chances are that some of these “near-greedy” heuristics lead to solutions that outper-
form the one generated by the greedy heuristic (Ferone et al., 2019).

The proposed methodology can be seen as a natural extension of the basic GRASP (Re-
sende and Ribeiro, 2010), as analyzed by Ferone et al. (2019). Instead of employing em-
pirical probability distributions, which require time-consuming parameter fine-tuning and
thus might slow down computations, a theoretical probability distribution such as the geo-
metric distribution or the decreasing triangular distribution can be used. Random variates
from these theoretical distributions can be quickly generated by employing analytical ex-
pressions. Moreover, they tend to have less parameters, and these are typically easy to set.
Application fields such as food logistics (Estrada-Moreno et al., 2019b), flow-shop schedul-
ing (Ferone et al., 2020), or mobile cloud computing (Mazza et al., 2018) have successfully
utilized geometric distributions to introduce BR processes during the selection of the candi-
dates that are employed to construct a feasible solution. Figure 2.7 illustrates how geometric
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probability distributions with four different parameter values (p ∈ {0.1, 0.3, 0.6, 0.9}) will
have a different behavior while assigning probabilities of being selected to the elements of
the sorted list, during the iterative construction of a BR solution. Thus, while for p = 0.1 the
distribution is closer to a uniform one –i.e., the probabilities are distributed among a rela-
tively large number of top positions in the sorted list–, for p = 0.9 the behavior is closer to
the greedy one that characterizes a classical heuristic, with the top element in the sorted list
accumulating most of the chances of being the next selected element. Both extremes (p→ 0
and p→ 1) represent diversification and greediness, respectively. Usually, parameter values
in the middle of both extremes are able to provide a better trade-off between these two cases,
thus promoting some degree of diversification without losing the rational (domain-specific)
criterion employed to sort the list.

Figure 2.7: Biased-random sampling of elements from a list using a Geometric
distribution.

BR heuristics have been successfully used during the last years to solve NP-hard prob-
lems from different fields, such as the VRP (Reyes-Rubiano et al., 2020b; Dominguez et al.,
2016b), the LRP (Quintero-Araujo et al., 2017), the FLP (Estrada-Moreno et al., 2019a), the
ARP (Gonzalez-Martin et al., 2012), permutation flow-shop scheduling (Juan et al., 2014),
waste collection (Gruler et al., 2015), horizontal cooperation (Quintero-Araujo et al., 2019a),
portfolio optimization (Kizys et al., 2019), marketing (Marmol et al., 2021; Marmol et al.,
2020), and catastrophe insurance (Bayliss et al., 2020a). A different class of BR heuristics
was introduced by Gonçalves and Resende (2011) for solving combinatorial optimization
problems. Since its core is a GA, the biased random-key genetic algorithm (BRKGA) aim to
bias the selection of parents for generating new solutions. Recently, this solving methodol-
ogy has been developed for solving an OVRP with capacity and distance constraints (Ruiz
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et al., 2019). In the literature, the BRKGA has been also largely applied for solving differ-
ent scheduling problems (Brandão et al., 2015; Brandão et al., 2017; Andrade et al., 2019;
Homayouni et al., 2020).

2.3.2 Simulation-Optimization Approaches

Simulation and optimization are two traditional approaches of Operations Research, which
have been employed extensively in an independent fashion to solve complex problems
(Figueira and Almada-Lobo, 2014). Nevertheless, the great increase in computational power
in the last two decades have fostered the development of hybrid methods that take the best
characteristics of each approach (Juan et al., 2018). For instance, whereas simulation is a
highly suitable technique for dealing with uncertainty, it is not very useful when seeking
for optimal solutions. This flaw can be overcome if simulation is combined with exact or
heuristic algorithms. Hybrid SO approaches have been employed to solve problems be-
longing to different fields, such as transportation and logistics (Juan et al., 2015a), project
portfolio management (Fu et al., 2005), or healthcare (Xu et al., 2015).

Multiple review articles addressing SO approaches can be found in the literature. An
early highly-cited work was published by Fu (1994), who provides a classification of SO
approaches according to solved problems and solution methodologies. Both discrete and
continuous state space problems are analyzed. This classification is also made by Tekin
and Sabuncuoglu (2004), who additionally classify the studied articles as a part of local or
global optimization. More recently, Figueira and Almada-Lobo (2014) propose a taxonomy
to classify SO methods. Amaran et al. (2014) perform a review with a strong focus in solution
algorithms. Methods such as ranking and selection, gradient-based procedures, sample path
optimization, or metaheuristics are analyzed by Xu et al. (2015) and Fu et al. (2005), as well
as applications in multiple real-world fields. Finally, a few review articles study SO methods
considering special characteristics, such as multiple objectives (Yoon and Bekker, 2020), or
behavioral factors (Gruler et al., 2019).

The field of SCND has also employed SO approaches as a decision-making tool. Both
exact and heuristic or metaheuristic methods are employed as optimization approach. The
latter are preferred in those cases in which fast solutions are required and near-optimal solu-
tions are enough to most decision makers. In this case, GAs are usually considered (Costa-
Salas et al., 2017; Ding et al., 2009). For instance, Ko et al. (2006) design and assess a distribu-
tion network through a hybrid SO model. A strategic-tactical MILP model is proposed and
a GA is used as a solving approach combined with DES. Other metaheuristics found in the
SCND literature are TS (Correll et al., 2014) and PSO (Salem and Haouari, 2017). Regard-
ing exact methods, MILP is a highly implemented approach (Zhang et al., 2019a; Gumus
et al., 2009). For instance, Chiadamrong and Piyathanavong (2017) propose a hybrid model
that, in early stages, solve independently both the deterministic and the stochastic models
for designing a SCN. Then, authors combine these models and compare results with the
analytical model and a simulation-based optimization model. The solving time required
by this hybrid approach is shorter than the one employed by traditional simulation-based
optimization models.
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Multiple uncertainty approaches are considered when using SO approaches for design-
ing SCN, such as probability distributions (Mattos et al., 2019; Keizer et al., 2015; Yoo et al.,
2010), scenarios with probabilities (Kim et al., 2011), or fuzzy sets (Ji et al., 2007). An exam-
ple of the use of probability distributions is provided by Martins et al. (2017), who propose
an SO approach to redesign a pharmaceutical wholesaler SCN. They affirm that literature
addressing supply chain network redesign is very scarce, and that a redesign process should
be carried out carefully because it is different to a design process. In the former, the com-
pany has already a market share that can be severely affected if the redesign process is not
performed well. A MILP model is used for strategic and tactical decisions of redesign, and a
DES model is also employed for operational decisions related to the evaluation of the impact
of redesign in daily activities. These authors consider that customers demand is uncertain.
Other authors who consider it the same are González-Hernández et al. (2019), Salehi et al.
(2019), and Saif and Elhedhli (2016). Additional considered uncertain parameters are costs
(Mattos et al., 2019; Guerrero et al., 2018), supply (Kristianto and Zhu, 2017; Ekşioğlu et al.,
2013), or selling prices (Leonzio et al., 2019; Koo et al., 2008).

2.3.3 Simheuristics and Fuzzy Simheuristics

Simheuristic algorithms are a special case of SO approaches that combine metaheuristics
with simulation, and has been proved to be a successful approach when dealing with com-
binatorial optimization problems (COP) involving probabilistic uncertainty. They can be
considered a very efficient approach to deal with stochastic COPs. Such efficiency is mea-
sured both in terms of computing times and solution quality, i.e.: (i) simheuristics consume
relatively low computing times given the inclusion of fast metaheuristics in the solution
search procedure. Furthermore, promising initial solutions are evaluated by an initial simu-
lation using a small number of runs (i.e., more intensive simulations are reserved only for a
small group of elite solutions); and (ii) the inclusion of metaheuristics also has an impact on
enhancing the solution quality. Moreover, since considering stochastic inputs implies that
outputs are also stochastic, simheuristics not only assess the quality of the solution in terms
of traditional indicators, such as costs or profits, but also in terms of risk and reliability
values (Hatami et al., 2018).

In general, a simheuristic algorithm works as follows: (i) given a stochastic problem, the
random variables are transformed into their deterministic counterpart by using expected
values; (ii) an approximated framework (heuristic or metaheuristic) is used to generate high-
quality solutions for the transformed deterministic instance that can also be “promising”
solutions for the stochastic version of the problem; (iii) these promising solutions are sent
to a simulation engine in order to estimate its quality in a stochastic environment. The
simulation engine, in addition, provides feedback to better guide the search used by the
approximated procedure; and (iv) an improved estimation of the quality of the solutions is
obtained for a subset of “elite” solutions using a longer simulation process.

Simheuristics have been successfully employed to solve problems related to different
application fields, such as flow shop scheduling (Negri et al., 2021; Villarinho et al., 2021),
job shop scheduling (Caldeira and Gnanavelbabu, 2021), waste collection (Yazdani et al.,
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2021; Gruler et al., 2020b; Gruler et al., 2017b), hazardous waste management (Rabbani
et al., 2019), facility location (Pagès-Bernaus et al., 2019), military applications (Lam et al.,
2019), healthcare (Dehghanimohammadabadi et al., 2017), finance (Panadero et al., 2020a),
telecommunication networks (Alvarez Fernandez et al., 2021), or disaster management (Yaz-
dani et al., 2020). Nevertheless, simheuristics have been mainly applied to the optimization
of transportation systems. Different variants can be found in the literature. For instance,
Latorre-Biel et al. (2021) combine simheuristics with machine learning and Petri nets to
solve a single-depot VRP with stochastic and correlated demands. The proposed algorithm
is capable of forecasting both customer demands and their correlations. Stochastic demands
have also been considered in the VRP with multiple depots (Calvet et al., 2019). Travel times
have also been considered stochastic in the literature about VRPs. Different types of prob-
lems address this parameter, e.g., VRP in the context of the so-called omnichannel retailing
mode with pick up and delivery (Martins et al., 2020), two-dimensional VRP (Guimarans
et al., 2018), or EVs routing (Reyes-Rubiano et al., 2019).

A natural and realistic extension of the VRP is achieved by including inventory man-
agement in transportation decisions. For instance, Gruler et al. (2018) uses a simheuristic
to solve a single-period inventory routing problem with stochastic demands. Stochastic de-
mands have also been considered in the context of agri-food supply chains. In this case,
the proposed approaches are tested by addressing a real-world case (Raba et al., 2020) or
by using benchmark instances (Onggo et al., 2019). The latter work also includes perish-
able products. Finally, simheuristics have been used less frequently in other transportation
and routing problems, such as the ARP (Keenan et al., 2021), the LRP (Quintero-Araujo et
al., 2019b), or the TOP (Panadero et al., 2020b). Finally, Oliva et al. (2020) introduce the
concept of “fuzzy simheuristics” to deal with the general case where both stochastic and
fuzzy uncertainty is present, e.g., when the parameter(s) related to a subset of customers
are stochastic, whereas the parameter(s) related to another subset of customers are fuzzy.
Hence, considering all parameters of the problem as stochastic, fuzzy or deterministic are
particular cases. A TOP in which customers rewards are uncertain is considered to test their
proposed approach.

2.4 Conclusions

This section has performed a broad literature review about the different topics addressed
in this thesis. The main works about transportation and logistics networks configurations
problems, as well as solution approaches to solve these problems have been reviewed. Mul-
tiple research challenges have been identified, namely: (i) including rich characteristics in
the VRP to represent real-world problems more accurately. Recently studied problems as
the TOP and the RSP are examples of topics that enrich the classic VRP; (ii) solving opti-
mization problems in real time given the rise of new technologies. For instance, the RSP
is efficiently possible given the immediate connection between drivers and users driven
by smartphones apps. Concepts such as internet of things, cloud computing, and smart
cities are considered when studying these problems; (iii) employing heuristic algorithms as



30 Chapter 2. Literature Review

an efficient method for finding high-quality solutions in an agile fashion, or even in real
time; (iv) considering sustainability, humanitarian, and resilience aspects jointly with the
aforementioned challenges, given the growing concern about the transportation and logis-
tics networks performance when assessed in terms of environmental and social impacts, as
well as when natural or human-made disasters occur, e.g., earthquakes, terrorist attacks, or
pandemics such as the recent COVID-19; and (v) considering simultaneously stochastic and
fuzzy scenarios in NP-hard transportation or location problems.
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Chapter 3

Applications of Biased-Randomized
Heuristics

BR heuristics1 are the “most basic” algorithms employed in this thesis, since the algorithms
described in the rest of the chapters use BR as a part of a more complex structure. As de-
scribed in Section 2.3.1, BR techniques allow to introduce a random behavior when con-
structing solutions for combinatorial optimization problems, such as the ones addressed in
this work. Furthermore, if this procedure is embedded into a multi-start approach, a great
number of different solutions can be generated in short computing times, which allows to
broadly diversify the search for solutions. Hence, this chapter presents two real-world ap-
plications of BR heuristics. Both cases are characterized for being rich transportation prob-
lems, i.e., they have multiple realistic features that require the use of tailor-made heuristics
to efficiently find good-quality solutions. The first case is an application of the rich vehicle
routing problem (RVRP) and the rich team orienteering problem (RTOP) for collecting 3D-
printed elements for supporting hospital logistics during the COVID-19 crisis in Barcelona.
The second case is an application of the RVRP in the agri-food sector for feeding pigs in
Catalonia.

3.1 The Rich VRP and the Rich TOP

The COVID-19 pandemic crisis is one of the toughest global challenges we have faced in
decades. The exponential growth of cases that needed medical attention led to a sudden
shortage of protective material, so that the medical and support staff were subject to higher
risk to also become infected, endangering the needed level of attention in hospitals and also
a faster spread of COVID-19. By March 2020, the pandemic had a strong impact in countries

1The contents of this chapter are based on the following works:

• Tordecilla, R.D., Martins, L.C., Saiz, M., Copado-Mendez, P.J., Panadero, J., & Juan, A.A. (2021). Agile
computational intelligence for supporting hospital logistics during the COVID-19 crisis. In: Computa-
tional Management. Springer, pp. 383–407.

• Tordecilla, R.D., Copado, P., Panadero, J., Martins, L., & Juan, A.A. (2021). An agile and reactive biased-
randomized heuristic for an agri-food rich vehicle routing problem. Transportation Research Procedia, 58,
385-392.

• Raba, D., Tordecilla, R.D., Copado, P., Juan, A., & Mount, D. (2021). A digital twin for decision making
on livestock feeding. INFORMS Journal on Applied Analytics (Interfaces), 0, 1-16.

https://doi.org/10.1007/978-3-030-72929-5_18
https://doi.org/10.1007/978-3-030-72929-5_18
https://doi.org/10.1016/j.trpro.2021.11.052
https://doi.org/10.1016/j.trpro.2021.11.052
https://doi.org/10.1287/inte.2021.1110
https://doi.org/10.1287/inte.2021.1110
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like Italy and Spain. As it happened in other regions, in the metropolitan area of Barcelona
a community of volunteers, the so-called “Coronavirus Makers” community, arose with the
aim to supply protective material to the staff working in the hospitals, nursing homes, and
emergency medical attention. The main tool used were home 3D-printers, which helped
to iterate the design very fast in order to reach, within a few days, the design level that
was considered acceptable by the staff in charge of guaranteeing safety and quality of the
produced items. It soon became noticeable that the bottleneck was the logistic side of this
endeavor, due to the fact that the lockdown situation meant that each 3D-printer was located
at each individual home, and route planning needed technological support, in order not to
expose the drivers to more risk than strictly necessary.

This section shows the experience of matching the needs of a hospital logistics real-world
case with the academic knowledge regarding the rich versions of the VRP and the TOP. In
this case, it was needed to find a fast way of applying the knowledge gathered within years’
of research to an urgent need, where every day counts. The target was to support the Mak-
ers community (with each maker located in his/her individual home) on their voluntary
initiative to supply the sanitary staff with as much protective material as possible, and with
a limited time to avoid unnecessary exposure for volunteer drivers. The main contribu-
tions of this section are: (i) to describe a real-life case in which computational intelligence
was used to support hospital logistics during the COVID-19 pandemic crisis; (ii) to illus-
trate how real-life logistics might be rich in the sense that they combine multiple routing
problems with dynamic characteristics and constrains, which might vary even from day to
day; (iii) to provide an example of how ‘agile’ optimization can be applied –in combina-
tion with other technologies– to support decision making in scenarios under stress; and (iv)
to discuss how to develop new agile-optimization tools that can efficiently cope with the
aforementioned scenarios.

3.1.1 Problem Definition

The Makers community was born to contribute with creative capacity to offer a service to
the healthcare system, the geriatric staff, and home-support personnel. This was a 100%
altruistic and non-profitable initiative. The aim was to alleviate the need for additional
protective material in hospitals and health centers derived from the scarcity of resources
due to the unprecedented level of demand worldwide generated by the COVID-19 outbreak.
The initiative was conceived in less than 48 hours between March 12th and 14th, and grew
at an average rate of 1, 000 new volunteers per day during the first two weeks. The Makers
community from Barcelona and the surrounding provinces adhered soon to this initiative,
and the community was already handing out material to the hospitals on March 16th, 2020.
Figure 3.1 provides an example of the problem magnitude in the area of Barcelona. As
we can notice, several pickup and delivery points are geographically distributed, being the
coordination of both loading and unloading activities the next challenge to face. This was
the first sign that the logistics were becoming a bottleneck and further help was needed.

The items to be collected are generated by a group of Makers located at their respective
homes. These homes are connected by edges, which represent streets in cities. We consider
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Figure 3.1: Pickup locations in the area of Barcelona.

two types of items: face shields and ear savers. The location of each Maker home is known
and identified by a coordinated pair (latitude, longitude). Items should be picked up by a set
of vehicles, which are driven by a group of volunteers. Each volunteer driver departs from a
common origin point, collects the items according to the planned route, and brings them to
a given hospital or healthcare center. The coordinates of both the origin and the destination
locations are also known. Each house can only be visited by just one vehicle. The number of
vehicles is given in advance. These vehicles are considered as virtually unlimited in capacity,
since the size of the items to be transported is small. At the end of each day, Makers inform
about the exact quantity that each of them offers for being picked up on the next morning.
This imposes a hard constraint on the computational time that can be employed by the
algorithm to solve a new instance of the problem every day, since drivers must have their
routing plans available at first time in the morning.

In general, this hospital logistics problem shows characteristics of several rich variants
of the VRP. Nevertheless, we address all daily challenges as variants of two big groups:
(i) a rich VRP, in which all customers (Makers’ houses) are visited and the objective is to
minimize the total time requested in completing the routes; and (ii) a rich TOP, in which
a time limit must be met and, hence, not all customers can be visited, since the number
of drivers and pick-up vehicles is also limited. Therefore, some customers are not visited,
seeking a maximum reward while satisfying the constraints. Notice that, since the problem
characteristics change every day, the challenge we face was typically not a pure VRP or a
pure TOP, but an RVRP and an RTOP. A maximum time to complete each single route is
considered in the RTOP version. The idea is that each driver should not be working for
more than a certain number of hours per day, in order to reduce the risk of exposure to
the virus and also to avoid legal issues during the lockdown. Figure 3.2 displays a simple
example of a complete solution for our problem in its RTOP version, where some collection
points are skipped.
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Origin
node

Destination
node

Vehicles

Visited homes

Non-visited homes

Designed routes

Figure 3.2: Representation of a complete TOP solution.

Our addressed problems are notably dynamic since they must be frequently modified,
even on a daily basis. These daily challenges are determined by limited resources and a
variety of operational decisions, such as:

1. A maximum tour length for drivers: as they are volunteers (and also to avoid excessive
exposition to risk), the total time that drivers can dedicate to pick up elements is lim-
ited. Routes must be as balanced as possible, so that the work time of each driver is
similar. Additionally, this total length must include a service time per visited node,
which is assumed to be constant.

2. A limited number of vehicles: the number of volunteers are variable each day, which
limits the quantity of routes that can be designed. This condition, jointly with the limit
in the drivers’ work time, makes that a few nodes must be skipped some days. These
instances are then solved preferentially using a TOP-like algorithm.

3. Origin and arrival nodes are the same or different: most instances require an OVRP-like
solution, in which drivers depart from a point that is different to the final destination.
However, sometimes this constraint can be relaxed.

4. Mandatory nodes to visit: the three previous constraints rely on a TOP-like algorithm,
resulting in locations that are not visited. However, there are some cases in which
specific nodes must be mandatorily visited. These mandatory nodes to visit are more
likely to be the preparation nodes, the medical centers, or some makers who offer a
large number of medical supplies.

5. Segmentation of nodes: drivers are more willing to visit the makers and medical centers
depending on the geographical zone where they are located. Hence, a segmentation
process is required, in which nodes are grouped in clusters. Besides, some instances
include multiple origin or arrival depots, and each cluster must contain only one pair
origin-arrival. Whenever these conditions show, the solving process is semi-automatic
in order to create the clusters properly.
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6. Precedence constraints: sometimes it is mandatory to pass through a specific node to
pick up supplies before making any delivery at the medical centers, e.g., to visit a
preparation node before a hospital. Hence, this situation imposes a mandatory prece-
dence in a specific group of nodes.

7. Pickups and deliveries: despite most nodes are pickup points, the loaded freight must be
unloaded in somewhere, either into an intermediate location during the routing oper-
ation, or, more commonly, at the end of this process. Therefore, routes are frequently
characterized by both operations.

As we can notice, all this dynamism, in terms of daily-based problem conceptualization,
enlarges the problems’ complexity. Therefore, our solving methodologies must be flexible
enough to deal with them smartly, quickly, and efficiently.

3.1.2 Solution Approach

Our multi-start approach relies on multiple executions of a BR heuristic designed to solve
the RVRP and the RTOP. The basic heuristic for the former is shown in Algorithm 1. It
works as follows: firstly, a dummy solution is generated (line 1), which is composed of
one route per location (house). For each route, a vehicle departs from the origin depot,
visits the location, and then travels to the destination depot. The second stage regards the
computation of savings that are associated with each edge (i, j) connecting two different
locations (line 2). These savings are computed following the Equation (3.1), where tij is the
time required to travel between the collection points i and j, and 0 and n are the origin and
destination nodes, respectively. Later, the savings list (SL) is sorted in descending order of
savings value. Next, based on the sorted SL, a route-merging process starts. The edge with
the highest savings, i.e., that one at the top of the sorted list, is selected in each iteration
(line 4). By using the selected edge, its two corresponding routes are merged into a new one
(line 7). A few conditions (Clarke and Wright, 1964) must be validated (line 8) and, if they
are met, the solution is updated (line 9). The selected edge is later removed from the SL,
and this process is repeated either until the list is empty or until the number of routes in the
solution equals the number n of available vehicles.

sij = tin + t0j − tij (3.1)

This heuristic is later extended into a probabilistic algorithm by introducing a BR behav-
ior, which smooths the original greedy performance of the heuristic. Biased-randomization
techniques employ skewed probability distributions to induce an oriented (non-uniform)
random behavior into deterministic procedures, consequently transforming them into ran-
domized algorithms while preserving the logic behind the original greedy heuristics. For
doing so, we employ a geometric probability distribution with a single parameter β (0 <

β < 1), which controls the relative level of greediness present in the randomized behavior
of the algorithm. This strategy replaces the greedy selection of the next element from the SL,
thus facilitating the generation of multiple alternative solutions. Therefore, our BR heuristic
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Algorithm 1 Example of our heuristic approach for the RVRP case

1: sol ← generateDummySolution(Inputs)
2: savingsList← computeSortedSavingsList(Inputs)
3: while (savingsList is not empty or the number of routes in sol is greater than n) do
4: edge← selectNextEdge(savingsList, β)
5: iRoute← getStartingRoute(edge)
6: jRoute← getClosingRoute(edge)
7: newRoute←mergeRoutes(iRoute, jRoute)
8: if (isMergeValid) then
9: sol ← updateSolution(newRoute, iRoute, jRoute, sol)

10: end if
11: deleteEdgeFromSavingsList(edge)
12: end while
13: return sol

is embedded into a multi-start framework (Martí et al., 2013), which computes several solu-
tions until a maximum number of iterations or execution time is achieved. The best solution
is returned at the end of the process. After a fine-tuning process, β = 0.3 has presented a
good performance, being this value selected to be used in our computations.

Algorithm 2 shows the heuristic employed for solving the RTOP case. It is similar to
Algorithm 1, except for the following steps. Firstly, when generating the dummy solution,
in case that any route cannot be performed within the maximum driving time, its respective
location is discarded from the problem, since visiting this location is not possible. Secondly,
savings are calculated following the Equation (3.2) (Panadero et al., 2020b), where ui and
uj represent the rewards obtained for visiting the collection points i and j, respectively. By
integrating the travel time and the reward in Equation (3.2), the savings are able to reflect
not only the objective of minimizing travel times, but also the aim for increasing the number
of collected goods. Thirdly, the merging process is carried out as far as the new route does
not violate the driving-range constraint (line 9). The final list of generated routes is sorted
according to the total collected reward (line 15). Finally, the first n routes of this list are
selected (line 16).

sij = α(tin + t0j − tij) + (1− α)(ui + uj) (3.2)

3.1.3 Computational Experiments and Results

Taking into account that there were not service during most weekends –specially as the ur-
gency for the new material was lower after the first weeks–, a total of 29 instances (days)
were solved during this COVID-19 crisis. Table 3.1 displays both the known characteristics
of each instance (input columns) and obtained results (output columns). Additionally, the
instance name is shown, which corresponds to the date for which the instance was solved.
Notice that the service time decreases to 4 minutes from the instance apr-04. Initially, coordi-
nators estimated a constant service time per node of 7 minutes, however, drivers suggested
a shorter time given the experience acquired in previous days. In general, the origin node
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Algorithm 2 Example of our heuristic approach for the RTOP case

1: sol ← generateDummySolution(Inputs)
2: savingsList← computeSortedSavingsList(Inputs)
3: while (savingsList is not empty or the number of routes in sol is greater than n) do
4: edge← selectNextEdge(savingsList, β)
5: iRoute← getStartingRoute(edge)
6: jRoute← getClosingRoute(edge)
7: newRoute←mergeRoutes(iRoute, jRoute)
8: timeNewRoute← calcRouteTravelTime(newRoute)
9: isMergeValid← validateMergeDrivingConsts(timeNewRoute, drivingRange)

10: if (isMergeValid) then
11: sol ← updateSolution(newRoute, iRoute, jRoute, sol)
12: end if
13: deleteEdgeFromSavingsList(edge)
14: end while
15: sortRoutesByReward(sol)
16: deleteRoutesByReward(sol, maxVehicles)
17: return sol

is not the same as the arrival node. Nevertheless, some instances allow to relax this con-
straint. They are marked with an asterisk in Table 3.1. Strictly speaking, these instances
correspond to an OVRP. However, since the arrival node must also be visited before starting
the route, i.e., there are mandatory nodes and precedence constraints, it was possible to adjust
these instances in a pre-processing step, so that a VRP-like problem was solved.

The output columns in Table 3.1 show the maximum tour length (MTL) and the number
of visited nodes according to the results obtained by each algorithm. As the VRP algorithm
is designed to visit always all points, the number of nodes in the corresponding column
represents the total input nodes in the instance. Conversely, the number yielded by the
TOP algorithm is less than or equal to the total nodes. Skipping nodes is necessary in some
instances given the limitations in both tour lengths and available vehicles. For example, the
instance apr-13b imposes that the single available vehicle must not take more than 6 hours in
completing its tour. The VRP algorithm yields a total travel time of 6 hours and 34 minutes
to visit 24 nodes, which violates such constraint. Alternatively, the TOP algorithm designs
a 21-node route that takes 5 hours and 54 minutes. Therefore, the TOP algorithm is the best
strategy to solve this instance.

The hardness of the travel time constraint depends on the problem instance, since drivers
are not the same every day. Hence, the travel time is a soft constraint in instances apr-04
and apr-17. Anyway, the TOP algorithm is the best strategy in these 2 instances since the
time yielded by the VRP algorithm is prohibitively high. The rest of the instances have
the total travel time as a hard constraint. For most of them the VRP algorithm is the best
strategy, because it yields a shorter time than the TOP algorithm, guaranteeing complete
routes visiting all nodes. Figure 3.3 shows an example of the best routes obtained by VRP
and TOP algorithms for the instance apr-08. Three nodes are skipped in the second case to
meet the time constraint of 5 hours, which generates savings of 35 minutes with respect to
the first case. This example shows the advantages of using a TOP algorithm when the time
is limited, since it finds a good balance between the reward offered by each node and the
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Table 3.1: Instances’ inputs and outputs.
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cost of service.

  

(a)           (b) 

Figure 3.3: Routes generated for the instance apr-08 by VRP(a) and TOP(b)
algorithms.

3.2 The Agri-Food Rich VRP

Feeding pigs in the pork production industry is a highly relevant activity to achieve suc-
cessfully the supply chain goals (Rodríguez et al., 2014). Such activity requires a precise
logistics from the production plant to the farms where the pigs are raised. Hence, this work
consists in designing a set of vehicle routes that meet the feed demand of a set of pig farms,
considering the real case of a pork production company in Spain. From an academic point
of view, the analyzed problem can be considered as an RVRP (Caceres-Cruz et al., 2014),
since: (i) vehicles are heterogeneous and have multiple compartments to separate different
types of incompatible products that must be distributed to a set of farms; (ii) each farm may
require multiple products; (iii) some farms admit only that a small-medium vehicle deliver
the feed; (iv) a visit priority must be met, which indicates that some farms must be visited as
soon as possible, whereas other farms must be the last to be served; and (v) the cost function
considers a set of flat tariffs, which depend on both the location of the farm and the num-
ber of farms visited in the same route. A flexible and enriched heuristic is then proposed
to address this problem. Apart from the multi-product and multi-compartment RVRP, this
heuristic must be able to deal with an objective function that relies on a flat-rate policy
instead of the traditional distance-based minimization. Then, this enriched savings-based
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heuristic is extended into a BR algorithm, which is able to provide multiple solution configu-
rations in short computational times. As described in Grasas et al. (2017), BR techniques are
based on the introduction of an oriented (non-uniform) randomization process inside the
constructive stage of a given heuristic. By doing so, a deterministic heuristic is transformed
into a randomized algorithm that can be run multiple times (either in sequential or in par-
allel) without losing the logic behind the heuristic. Hence, the main contributions of this
section are: (i) the consideration of a flat-rate cost function, together with multi-product and
multi-compartment characteristics; (ii) the design of a flexible and agile heuristic, which en-
riches the traditional savings heuristic, to solve a rich and real-life problem in the agri-food
distribution industry; (iii) the extension of the former heuristic into a BR algorithm capable
of providing, in short computational times, a set of alternative solution configurations to
the problem, each of these including different dimensions; and (iv) the introduction of a re-
active (automatic) fine-tuning process for the main parameter of the biased-randomization
process.

3.2.1 Problem Definition

The part of the supply chain addressed in this section is that in charge of distributing the
animal food from central depots to the farms, as displayed in Figure 3.4. We consider each
day as an independent instance, where the subset of farms requiring service can be different.
Each farm generates an order and each order may be composed of different types of feed,
e.g., Figure 3.4 displays circles, hexagons and triangles representing three different products.
In general, products can be classified in medicated and non-medicated. Also, the character-
istics of each type of product depend on the growth stage of each herd, i.e., the required
diet mix is different according to the age (in weeks) of each individual. The demand of
each product in each farm is deterministic. The feed distribution is carried out from a depot
through a set of compartmentalized heterogeneous vehicles. For instance, Figure 3.4 shows
two types of vehicles with three and four compartments, respectively. Compartments are
also heterogeneous, i.e., each compartment has a different known capacity. The demanded
quantity per product and farm is at most the capacity of a vehicle. Hence, each vehicle can
visit multiple farms in the same route, as long as the aggregate demand does not exceed the
vehicle’s capacity. Split deliveries are not allowed, i.e., a single farm must be served by a
single vehicle. The objective of using compartmentalized vehicles is to separate each type
of feed, since they cannot be mixed during a trip. In addition, if the demand of a product is
higher than the capacity of a single compartment, it can be split into two or more compart-
ments in the same vehicle. Nevertheless, in general, medicated feed cannot be transported
in the same route as non-medicated feed. Not all types of vehicles can visit all customers,
since some farms have access constraints. That is, a subset of farms can be served by all
types of vehicles, whereas another subset cannot be served by large vehicles. An additional
constraint assigns a sanitary priority indicator, which determines a specific order in which a
subset of farms must be visited in case they are in the same route. The company classifies the
farms into 3 types according to this sanitary priority: (i) a subset of farms with an assigned
priority according to a consecutive natural number. These farms must always be served in
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ascending order whenever they are in the same route, e.g., a farm with a priority of 2 must
always be visited before a farm with a priority of 5; (ii) a subset of farms with no priority;
and (iii) a subset of farms with a “negative” priority, which indicates that they must be the
last to be served in any route.

Day n

...

Day 1

Figure 3.4: Representation of our real-life problem.

Our main objective is to minimize the total distribution cost. As the company out-
sources the feed transportation, the distribution cost calculation has been settled in a dis-
tribution agreement. This cost is computed as the product of the delivered quantity and a
pre-established tariff. The whole distribution region is clustered in zones, so that the tariff
c(n, z) depends on both the zone z where the customer is located and the number of farms
n visited in the same route. Each customer has three different tariffs according to n (Equa-
tion 3.3), where c1(z) < c2(z) < c3(z).

c(n, z) =


c1(z), if n = 1

c2(z), if n = 2

c3(z), if n ≥ 3

(3.3)

Figure 3.5 displays a few examples of tariffs (expressed in e/t) employed by the com-
pany. Figure 3.5a shows the case in which each farm is the only one visited in its route.
Hence, the tariff of all customers in the Zone 1 is c1(1) = 7.74 and the tariff of the customer
4, located in the Zone 2, is c1(2) = 8.98. Figure 3.5b shows the case in which all customers
in the Zone 1 form a single route, therefore, the employed tariff is c3(1) = 8.76. The cus-
tomer 4’s tariff remains the same as in the former case. Finally, Figure 3.5c shows the case
in which customers of different zones form a unique route. Under these circumstances, the
distribution agreement indicates that the employed tariff must be the greatest one. Hence,
as c3(1) = 8.76 and c3(2) = 9.24, the final distribution tariff for the route in this instance
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is 9.24 e/t. Since the total satisfied demand is the same in the 3 cases of Figure 3.5, and
the total variable cost depends on the supplied food-load in tonnes, the case in Figure 3.5b
incurs a higher variable cost than the instance in Figure 3.5a, and the case in Figure 3.5c in-
curs the highest variable cost in the example. This means that merging routes increases the
variable cost in our problem, which is the opposite of merging routes in traditional routing
problems. This behavior is caused by the flat tariffs indicated in the distribution agreement.

Zone 1

Zone 2

9.24 €/t

Zone 1

Zone 2

8.98 €/t

(2)

7.74 €/t

7.74 €/t

7.74 €/t

(a)                                                                                                  (b)                                                                                                  (c)

8.98 €/t

(1)
(3)

(4)

(2)

8.76 €/t

8.76 €/t

8.76 €/t

(1)
(3)

(4)

(2)

9.24 €/t

9.24 €/t

9.24 €/t

(1)
(3)

(4)

Zone 1

Zone 2

Figure 3.5: Examples of tariffs used by the company.

The considered problem requires that the total delivery cost is not the only key per-
formance indicator (KPI), i.e., the approach used to solve this problem must show enough
flexibility to consider additional KPIs, such as the number of designed routes and the to-
tal traveled distance. Despite its non-typical objective function and unique constraints, the
problem can be classified as a rich variant of a multi-product and multi-compartment open
VRP. Hence, it is an NP-hard problem and, as such, the use of heuristic-based approaches
(Londoño et al., 2020) is justified whenever the size of the problem goes beyond a certain
level.

3.2.2 Solution Approach

This section shows our approach for dealing with the described AFRVRP. This approach is
based on both multi-start (Martí et al., 2013) and BR algorithms (Grasas et al., 2017). Algo-
rithm 3 provides a general view of the proposed heuristic to solve the AFRVRP. The core
of our approach is a flexible and fast two-stage heuristic, which includes all problem char-
acteristics considering multiple KPIs. In the stage 1, a first initial solution is generated, in
which each customer is assigned to a vehicle in a single round-trip, meeting all the con-
sidered constraints. Once this initial solution is generated, the algorithm merges routes in
stage 2 as much as possible, reducing the number of used vehicles. Algorithm 4 outlines
the stage 2, which consists of the following steps: firstly, it computes the savings associated
with potential route merges. These savings are computed for every edge and are based on
both the distance between farms and the tariff per zone. Then, a list of edges associated with
the savings values is created and sorted in decreasing order. The main loop iterates on the
sorted SL, where each edge is selected to be part of the solution only if it meets the following
merging conditions: (i) both customers in the origin and the end of the edge belong to differ-
ent routes; and (ii) these customers are adjacent to the depot. Unlike the traditional savings
method, we do not consider the total vehicle capacity. Instead, it is evaluated whether the
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demand of each product fits in the available compartments, considering both their capacity
and a feasible layout. When a feasible assignment is found, the algorithm merges the routes
and updates the solution; otherwise, the current edge is rejected and the algorithm proceeds
to the next iteration with a new alternative. The current solution is updated by removing
the routes at both extremes of the selected edge and adding the resulting new merged route.
All KPIs are then updated, including the cost, which considers the flat-rate delivery tariffs
(Figure 3.5). Again, notice that this approach is different to the distance-based cost compu-
tation employed in most articles on the VRP, which do not consider a flat-rate tariff. Finally,
the current edge is removed from the list, and the whole process is repeated until the SL is
empty, returning a complete new solution sol.

Algorithm 3 Multi-Start R-BR
1: sol ← Stage1(inputParameters)
2: β1, β2 ← T(0, 0.5, 1)
3: newsol1 ← Stage2(sol, β1)
4: newsol2 ← Stage2(sol, β2)
5: sol, m∗ ← best(newsol1, newsol2), best(β1, β2)
6: while time not reaches the limit do
7: βs ← T(0, m∗, 1)
8: newsol ← Stage1(inputParameters)
9: newsol ← Stage2(newsol, βs)

10: sol, m∗ ← best(sol, newsol), best(m∗, βs)
11: if sol /∈ S∗ then
12: S∗ ← add(S∗, sol)
13: end if
14: end while
15: return S∗

Algorithm 4 Stage2

1: savings← computeSavingsSorted(sol)
2: while savings 6= ∅ do
3: edge← selectNextArc(savings, β)
4: savings← remove(savings, edge)
5: if isMergePossible(edge) then
6: sol ← updateSolution(sol, edge)
7: end if
8: end while
9: return sol

The previous heuristic is extended into a reactive biased-randomized (R-BR) algorithm.
This procedure allows not only to diversify the search for good solutions, but also to gen-
erate alternative solutions assessed in terms of multiple KPIs. Our proposed methodology
in Algorithm 3 uses both stages 1 and 2 (Algorithm 4) as the base for the R-BR algorithm.
Previously-described steps are followed the same, except for the selection of the next edge
in the SL. This selection is now performed by considering a skewed probability distribution,
which introduces a sort of randomness into this process. In our case, the selection of the next
element is performed according to a geometric distribution with parameter 0 < β < 1. Em-
ploying this distribution introduces diversification to explore other regions of the solution
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space, preserving at the same time the savings heuristic original purpose. Unlike previous
works, our algorithm is reactive, since the parameter β is automatically fine-tuned. The R-BR
implementation procedure is described next: firstly, initialize parameters β1 and β2 using a
symmetric Triangular probability distribution with mode m = 0.5. Secondly, generate two
complete solutions using β1 and β2, respectively. Then, compare the yielded costs (or any
other KPI) to obtain the best-found mode m∗ and the best-found solution sol so far. Then,
the algorithm iterates while the time limit is not reached. For each iteration, a new βs is
computed using a Triangular distribution with mode equal to m∗. Later, generate a new
complete solution newsol using βs. Again, obtain the best-found mode m∗ and solution sol.
Finally, introduce the new solution sol in the pool of solutions S∗.

3.2.3 Computational Experiments and Results

Real-world instances representing multiple products demands from 44 workdays have been
provided by the company. They represent daily deliveries made to 214 farms. Currently, the
company performs a delivery only when the customer generates an order. Hence, only a
subset of farms is served each day. Furthermore, the delivered product mix also changes
every day, and each customer may require multiple types of food at the same day. The
feed shelf life is greater than one day, therefore, perishability is not included in our case
study. The number of vehicle types are 3: a vehicle type with 6 compartments and a total
capacity of 26 t, a vehicle type with 6 compartments and a total capacity of 21 t, and a
vehicle type with 5 compartments and a total capacity of 21 t. A single product demand can
vary between 1 t and 26 t. Our approach yields 4 KPIs: (i) total distance, computed as an
approximation by employing the Euclidean distance between two farms, considering their
real Cartesian coordinates; (ii) total cost, computed employing the flat tariffs described in
Section 3.2.1; (iii) total number of routes; and (iv) average utilization of vehicles, computed
considering the utilization percentage of every vehicle used in every route of a complete
solution. The algorithm is implemented in Python 3 and executed in a personal computer
with 16 GB RAM and a 2.8 GHz Intel Core i7-1165G7 processor.

Our algorithm yields 4 solutions per run, where each solution is the best one according
to each KPI. Table 3.2 shows the average results obtained by our greedy heuristic in real
time, i.e., one single non-random run is performed in this case. Each number is calculated
as an average of the values yielded by our 44 instances. Firstly, the real-life results obtained
by the real company are displayed. Then we show the 4 solutions yielded by our heuristic,
assessed in terms of each KPI. For instance, the Best-distance solution is the one that achieves
the minimum distance. Hence, the reached value of the KPI Distance is underlined for this
solution. The reasoning in this example can be extended for the rest of the KPIs. The KPIs
distance, cost, and the number of routes are better when they are smaller, and the utilization
is better when it is greater. Additionally, the columns of gaps show the average percentage
difference between our solution and the company’s. All gaps are better when they are lower.
A negative gap indicates that we outperformed the company’s results, i.e., our agile greedy
heuristic can find both smaller distance and costs than the company. Regardless of the type
of solution, the cost gap is always negative. This difference is not less than −1% given the
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use of flat-rate tariffs. Hence, the cost improves when the other KPIs get worse, and vice
versa, which indicates that the solution to be selected by the company for their daily routes
depends on the KPI to optimize. Finally, the average number of routes is the same for both
Best-#routes and Best-utilization solutions. However, the distance and utilization KPIs are
worse in the Best-#routes solution, and the improvement in cost is very slight. Therefore, we
can assume that the Best-utilization solution always outperforms the Best-#routes solution.

Table 3.2: Average results considering different KPIs obtained in real time.

Type of
solution

KPI Gap
Distance Cost #Routes Utilization Distance Cost #Routes Utilization

Real company 1153.6 5555.5 23.9 95.8%
Best-distance 1124.7 5544.0 25.0 91.4% -2.6% -0.2% 4.9% 4.4%

Best-cost 1153.3 5512.4 25.4 90.3% -0.1% -0.8% 6.6% 5.5%
Best-#routes 1207.9 5531.4 24.8 92.4% 4.6% -0.4% 3.9% 3.4%

Best-utilization 1186.2 5534.5 24.8 92.6% 2.5% -0.4% 3.9% 3.1%

Table 3.3 shows the average results after running our BR algorithm for the same 44 in-
stances after 60 seconds of run time. This table compares the results obtained when consid-
ering a non-reactive and a reactive BR heuristic. The latter refers to the procedure described
in Section 3.2.2. The former refers to the case already described in the literature, in which
the parameter β of the geometric probability distribution must be fine-tuned by hand. In
our experiments, our manual fine-tuning process found the best results when β follows a
uniform probability distribution between 0.01 and 0.40. Table 3.3 also shows the results ob-
tained by the company in its real daily operations. Obviously, these results are the same as
in Table 3.2 and independent of our both BR procedures. In general, our results in Table 3.3
outperform those in Table 3.2, which is more evident if we observe the underlined gaps.
Values obtained by the non-reactive BR are only slightly better than the ones yielded by the
reactive BR, i.e., differences are minimal. Nevertheless, the non-reactive BR requires a few
work hours for performing the fine-tuning process, whereas the reactive BR is automatic
and does not require any fine-tuning.

Table 3.3: Average results considering different KPIs after 60 seconds of run
time.

Type of
solution

Non-reactive BR Reactive BR
KPI KPI

Distance Cost #Routes Utilization Distance Cost #Routes Utilization
Real company 1153.6 5555.5 23.9 95.8% 1153.6 5555.5 23.9 95.8%
Best-distance 1104.0 5541.7 24.7 92.5% 1106.6 5540.6 24.8 92.3%

Best-cost 1201.3 5495.7 26.7 86.2% 1196.9 5497.5 26.8 86.1%
Best-#routes 1178.8 5544.3 24.2 94.1% 1173.3 5542.4 24.3 93.8%

Best-utilization 1168.5 5549.6 24.2 94.8% 1174.7 5548.6 24.3 94.6%
Gap Gap

Best-distance -4.4% -0.2% 3.5% 3.3% -4.1% -0.3% 3.7% 3.5%
Best-cost 4.3% -1.1% 12.3% 9.6% 4.0% -1.1% 12.6% 9.6%

Best-#routes 2.0% -0.2% 1.4% 1.7% 1.5% -0.2% 1.7% 2.0%
Best-utilization 1.1% -0.1% 1.4% 1.0% 1.7% -0.1% 1.7% 1.2%

The average percentage difference between our solution and the company solution is



46 Chapter 3. Applications of Biased-Randomized Heuristics

shown in the columns Gap of Table 3.3. This indicator is computed considering the gap be-
tween each KPI obtained for each instance. A negative gap indicates that our solution out-
performs the company’s. If the gap is positive, then the smaller the gap, the better. Hence, a
few results can be highlighted. Firstly, our heuristic always reaches a smaller cost than the
company, regardless of the type of solution. Secondly, savings in distance provided by our
heuristic are high when considering the Best-distance solution. Thirdly, the company slightly
outperforms our algorithm when considering the number of routes and the vehicle utiliza-
tion. Finally, the cost is a KPI whose behavior is opposite to the rest of the indicators’, i.e.,
when the cost improves, the other KPIs worsen. This behavior is a result of considering the
flat tariffs explained in Section 3.2.1.

The best-found distance and best-found cost gaps between our solution and the com-
pany solution for the 44 instances are displayed in Figure 3.6. This figure also shows a
comparison between our both tested heuristics, i.e., the non-reactive BR (NR-BR) and the
reactive BR (R-BR). Regarding the distance, only a few instances exceed the 0% limit, i.e.,
our agile approach is able to outperform the company’s distance results for the vast major-
ity of instances. Furthermore, our approach always reaches a negative gap in costs, which is
a great result considering the tough restriction imposed by the flat tariffs. Finally, Figure 3.6
also shows that our reactive BR is able to yield solutions highly similar to the ones achieved
by the non-reactive BR.
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Figure 3.6: Distance and cost gaps of our best-found solutions with respect to
the company’s.
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3.3 Conclusions

This chapter has presented two real-world cases where BR heuristics have been proved to
be an efficient approach to find good-quality solutions in short computing times. Both cases
show a series of rich characteristics that make already complex transportation problems
even more challenging. The described problems require fundamentally flexible and fast so-
lution approaches, since they must easily adapt to changing constraints and yield solutions
that are satisfactory for decision makers. Our developed heuristics have met successfully
all these conditions. In the first case, we describe a case study that deals with complex lo-
gistics challenges during the COVID-19 pandemic. It is developed in the metropolitan area
of Barcelona (Spain) during March, April, and May 2020, where the pandemic were at his
high and hospitals did not have enough sanitary material as to protect their nurses, doctors,
and other staff. Under those critical circumstances, a self-organized community of “Mak-
ers” was able to use 3D printers at their homes to generate thousands of face shields, ear
savers, and similar sanitary items. The challenge of collecting these items from hundreds of
individual houses and using a limited fleet of vehicles and a threshold time per service was
huge, not only due to the size of the collection-routing problem but also mainly to the fact
that the problem was evolving day after day. Thus, while some days the problem was more
similar to an RVRP, other days it needed to be modeled as an RTOP.

In order to cope with this optimization challenge, which basically consisted in a different
problem every day that needed to be solved in a few minutes, some of the VRP and the
TOP heuristic algorithms were adapted. The adaptation consisted in transforming ‘heavy’
algorithms into flexible and agile ones capable to adapt themselves –with little or no extra
effort on our side– to the new characteristics of the problem, which were changing every
day. The experience has shown us that in crisis scenarios like the one described in this
chapter, a more ‘agile’ optimization paradigm is requested, in contrast to the use of complex
algorithms that focus on the solving of a single optimization problem, more flexible and fast
algorithms are needed.

In the second case shown in this chapter, a reactive BR heuristic to solve a real-world
AFRVRP for distributing animal food is proposed. A set of complex constraints have been
considered, such as multi-compartment heterogeneous vehicles, flat tariffs, visit priorities,
among others. Four KPIs have been proposed to assess the solutions quality. Advantages of
employing our agile approach are mainly twofold. Firstly, our yielded results outperform
the real company’s outcomes in terms of traveled distance and distribution cost. These
results are obtained in only a few seconds, whereas designing these routes by the company
takes a few work hours. Secondly, results yielded by our reactive BR algorithm are highly
competitive when compared with a non-reactive one. However, the latter requires a time-
costly fine-tuning process, whereas our proposed heuristic is parameter-less and, therefore,
it does not require to perform this procedure.





49

Chapter 4

Applications of Metaheuristics

This chapter1 extends the concept of BR heuristics by including more refined procedures
to both diversify and intensify the search for high-quality solutions in transportation and
logistics problems. Although a BR heuristic embedded into a multi-start approach can be
understood as a metaheuristic by itself, this chapter shows applications where BR heuris-
tics are employed as a part of a procedure that is more complex than the ones explained in
Chapter 3. Two metaheuristics are employed in this chapter: the novel discrete-event driven
metaheuristic –which has been used only by one previous work (Fikar et al., 2016)– is ap-
plied to a dynamic ride-sharing problem (DRSP) in Section 4.1; and the iterated local search
(ILS) (Lourenço et al., 2019), which is applied to a VRP with optional backhauls (VRPOB) in
Section 4.2, and to an LRP with facility sizing decisions in Section 4.3.

4.1 The Dynamic Ride-Sharing Problem

In today’s modern society, urban centers are facing the so-called booming of information.
Due to the population growth in many countries around the globe, and recent innovations in
information and telecommunication technologies, several activities and related challenges
have jointly arisen. People are increasingly consuming more information through their mo-
bile devices, vehicles are equipped with different intelligent systems, devices are distributed
around the cities for gathering and generating information, and urban areas are continu-
ously taking advantage of these information technologies and big data. Consequently, the
so-called smart cities have emerged, whose scope combines sustainable development with
the intelligent management of gathered data in order to enhance the operation of differ-
ent services within urban areas, such as waste collection management (Gruler et al., 2017b),
car-sharing/ride-sharing activities (Martins et al., 2021c), optimal location of recharging sta-
tions for electric vehicles (Frade et al., 2011), among others. In this matter, during the past

1The contents of this chapter are based on the following works:

• Peyman, M., Copado, P.J., Tordecilla, R.D., Martins, L.C., Xhafa, F., & Juan, A.A. (2021). Edge computing
and IoT analytics for agile optimization in intelligent transportation systems. Energies, 14(19), 6309.

• Londoño, J.C., Tordecilla, R.D., Martins, L.C., & Juan, A.A. (2020). A biased-randomized iterated local
search for the vehicle routing problem with optional backhauls. TOP, 29, 387-416.

• Tordecilla, R.D., Montoya-Torres, J.R., Quintero-Araujo, C.L., Panadero, J., & Juan, A.A. (2022). The
location routing problem with facility sizing decisions. International Transactions in Operational Research,
0, 1-31.

https://doi.org/10.3390/en14196309
https://doi.org/10.3390/en14196309
https://doi.org/10.1007/s11750-020-00558-x
https://doi.org/10.1007/s11750-020-00558-x
http://doi.org/10.1111/itor.13125
http://doi.org/10.1111/itor.13125
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few years, the Internet of things (IoT) has become a popular term that plays a significant
role to expand and produce a lot of data through sensors and allows citizens and things to
be connected in any situation or with anyone (Beneicke et al., 2019). Also, fog and cloud
computing come to support IoT to manage the large amount of generated data (Aazam and
Huh, 2014).

Integrating IoT and open data initiatives in smart cities allows governments, public, and
private sectors to develop new services and applications by ensuring the effective handling
and managing of data that are constantly shared among individual citizens and different
industries (Ahlgren et al., 2016). For instance, sensing real-time traffic flow and mobility
tracking data, such as vehicle states (e.g., location, speed, etc.), intersection information (e.g.,
the length of the queue waiting at the intersection, etc.), and the situation of the road (e.g.,
under repair, traffic accidents, etc.) can be analyzed (Tang et al., 2019; Aazam and Huh, 2015)
to explain the dynamics of urban vehicles as micro and macroscopic simulations, traffic flow,
and travel time estimations (Jiménez-Meza et al., 2013).

In this context, mobile internet technology is one of the actors which enables dynamic
and on-demand sharing activities. In ride-sharing systems, for example, people are allowed
to offer trips for riders by using their own private vehicles, i.e., its core idea is to foster
that personal private vehicles are shared by a group of people, instead of being used only
by the car owner. Nowadays, the massive use of apps and interconnected smartphones
facilitates the immediate contact between drivers and users for sharing trips. Furthermore,
ride-sharing activities provide multiple benefits for drivers, users, and the entire community
(Bistaffa et al., 2019), such as reduction in costs, pollution, and traffic congestion. Hence,
utilizing the cloud and edge computing helps to handle terabytes of data extracted from
IoT devices, including information about vehicles mobility and traffic conditions. Also, by
analyzing these data and combining it with the concept of ride-sharing, some mentioned
urban problems can be reduced or even solved. In this context, optimization techniques,
such as approximate methods –i.e., heuristics and metaheuristics– have been proved to be
both efficient and capable of generating high-quality solutions for large-scale and complex
real-world problems (Grasas et al., 2017). This means that heuristics have a high potential to
provide agility and real-time responses, which are necessary issues for a good performance
of intelligent transportation systems and, in general, of this type of systems. Nevertheless,
after reviewing some related work, very few articles combining heuristics with IoT analytics
by utilizing the cloud and edge computing have been found.

Hence, in order to fill this gap, a DRSP is addressed in this section, where dynamic
conditions usually encountered in modern urban centers affect decision-making processes.
In other words, the DRSP considers dynamic traffic conditions that might lead to several
changes on the initially designed routes due to the incorporation of updated information,
such as traffic conditions and vehicles states. In this problem, a set of routes must be de-
signed so that the total reward collected by picking up passengers is maximized. A discrete-
event driven metaheuristic is proposed to solve this problem. This solution method is en-
hanced with BR techniques to provide an efficient exploration of the solution space. Hence,
our main goal is to propose a methodology for solving the DRSP.
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4.1.1 Problem Definition

The DRSP is an enriched version of the static ride-sharing problem (RSP), which allows to
update the routes as new events such as traffic conditions, new service requests, or service
cancellations can change the originally designed routes after the vehicles have already de-
parted from their origins. Hence, the static version of the RSP (Martins et al., 2021c) consists
of a finite set of capacitated heterogeneous vehicles, each one driven by an individual owner,
who offers empty seats to users with similar itineraries. Each user requests a service, pro-
viding their current location, and drivers pick them up in these locations. This means that
drivers have some kind of flexibility to adapt their routes so they visit the pickup point.
Moreover, the vehicle capacity allows for more than one user to be transported. Hence, the
route performed by each vehicle consists of an origin point –e.g.,each driver’s home–, a set
of locations where the driver picks the users up, and an arrival point. We assume that a
driver can pick up each user only if the destination of all of them is the same. However, the
destination points can be the same or different for each vehicle. Since the vehicle capacity
and the number of vehicles are limited, not all users requesting a service can be picked up.
Hence, the challenge is not only to design the routes, but also to select the users that will
be picked up. This selection process is carried out based on both the distance between the
user location and the driver’s origin and destination points, as well as the fee that is paid
by the user to the driver for being transported. The objective of the RSP is then to maximize
the total collected fee. Figure 2.3 displays an example of a complete solution for the static
version of the addressed problem. Connected houses represent the users who are served by
the vehicles, whereas non-connected houses represent the non-served users.

The static version of the RSP assumes that, once all routes have been designed, they
cannot be further modified. Nevertheless, real-world events, such as traffic conditions, new
orders, or cancellations, may lead to make changes in the original route plans. Since these
events occur frequently when vehicles are already in route, a DRSP allows for the design
of new routes, which include only those users who have not yet been picked up. Such
redesign process is performed in discrete time intervals. Formally speaking, the DRSP can
be defined on a directed graph G(N, E), where N is the set of nodes, and E is the set of
edges linking these nodes, i.e., E ⊆ N × N = {(i, j) | i ∈ N, j ∈ N, i 6= j}. Three subsets
of nodes are considered, such that N = I ∪O ∪ A. I is the subset of nodes where the users
are located, O is the subset of drivers’/vehicles’ origin nodes, and A is the subset of final
destination nodes. Each pickup point i ∈ I has a known fee fi, which is paid by each user
for being transported. Traversing each edge (i, j) ∈ E has a deterministic cost cij. Routes are
performed by a set K of vehicles. The capacity bk of each vehicle k ∈ K is known as well.
Each pickup point i ∈ I must be visited only once, and each vehicle k ∈ K is assigned to
only one route. Only a subset of nodes J ⊂ I can be visited. Each route starts in an origin
node o ∈ O, traverses a subset of nodes H ⊂ J, and finishes in a destination node a ∈ A.
If dh is the demand of each node h ∈ H, then ∑h∈H dh ≤ bk. If t is the time interval set
to recalculate the routes, then this process is always performed in the time τ = nt, where
n ∈ N. Such recalculation is performed iteratively until all vehicles have arrived to their
respective destinations. Furthermore, if Ln is the subset of non-visited nodes in the period
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n, such that Ln ⊆ J, then the routes recalculation is performed only for the nodes in both
Ln and A. This assumption is helpful to respect the commitment of serving the originally
selected customers, taken in the period n = 0. We assume that routes are only affected by
traffic conditions, i.e., new orders and cancellations are not allowed in our addressed version
of the problem. Hence, our problem consists in designing a set of |K| routes that meet the
aforementioned constraints, such that the total collected fee is maximized.

4.1.2 Solution Approach

In this section, we describe the proposed methodology for solving the DRSP. This method-
ology is based on a discrete-event driven metaheuristic (Fikar et al., 2016), which generates
promising solutions according to events that occur over time. These events are related to
circumstances in which the system has to react appropriately, i.e., changes in traffic condi-
tions involve re-planning routes. Discrete-event constructive heuristics are based on the use
of discrete-event (time-based) simulation (DES) to handle time dependencies that arise as
the solutions are constructed. In our case, the basic idea is to complete a DES of arrival,
departures, and re-planning of routes, so that vehicles can re-plan routes according to the
traffic conditions provided by the open data server to minimize the travel time towards the
final destination. This re-planning procedure is done at each time interval t. Hence, any
event can belong to one of the following types: vehicle delivery, vehicle arrival, and traffic
update. Each event is associated with a vehicle and a trigger time. Likewise, the vehicle is
assigned to a current trip (between two customers) and the current route that is covered.

The flowchart of our solving approach is presented in Figure 4.1. At the beginning (pe-
riod n = 0), the algorithm produces an initial static planning without considering any traffic
conditions, i.e., all the information employed during this stage is not modified. In addition,
the list of events is initialized adding one departure event for each available vehicle, and a
traffic update event. Departure events are programmed to occur at the period n = 0, while
the traffic data event arises in the period n = 1. Each period n lasts t time units, which is
set as an input parameter. The main loop iterates over a list of events that occur during the
execution of the routes until this list is empty. At each iteration, the algorithm takes the first
event and proceeds according to the event type. In the case of a departure event, the vehi-
cle located at the customer departs to the next destination of the current trip, hence, a new
arrival event is scheduled, considering the travel time and the current traffic congestion.
If the event is an arrival event, two possibilities could be given: the vehicle arrives either
to a customer or to the final destination. In the case of the former, the vehicle must stop
for performing a pick-up action. Then, the vehicle capacity availability is updated with the
passenger demand. In addition, the algorithm creates a new vehicle departure event from
this customer. In the case of the latter, the vehicle arrives to the final destination and, thus,
no further action is required. Finally, for the case of the traffic update event, which occurs
in each period n, the algorithm re-plans the vehicles’ routes, considering the current traffic
data, from the next stop to the final destination.

Algorithm 5 outlines the approach for solving the DRSP in a given period n. This ap-
proach is a two-stage heuristic algorithm capable of providing a good trade-off between
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Figure 4.1: Discrete-event algorithm flowchart.

solution quality and required computational effort. In the first stage, the original problem is
divided into small sub-problems (clusters) according to origin points and destination points.
Notice that different sub-problems might share some of the pick-up locations. In the second
stage, each cluster is solved by applying a savings-based heuristic proposed by Panadero et
al. (2020b). This heuristic involves the following steps: (i) generation of a dummy solution
where each pick-up point (node) is connected by one route (vehicle) with the origin and the
final destination, and (ii) construction of the enriched savings list (SL) of edges, where each
savings value is related to an edge that links whichever location such as origin, destination,
and pick-up point. This enriched savings value is computed according to Equation 4.1. The
input parameter α is set within (0, 1), cij denotes the traveling time between i and j. Like-
wise, 0 and m are the origin and destination nodes, respectively. Finally, µi and µj are the
assigned fees at each node. These savings values consider both the traveling time and the
aggregated fee collected by visiting both locations i and j. The main loop iterates while the
list is not empty. For each iteration, the edge at the top of the list is chosen, then, the associ-
ated routes are merged if and only if the resulting route does not exceed the vehicle capacity,
otherwise, the edge is rejected.

sij = α(cim + c0j − cij) + (1− α)(µi + µj) (4.1)

This heuristic is deterministic because the merging process always selects the first el-
ement of the SL. We extend this heuristic introducing a BR process in order to produce a
variety of solutions without losing the logic behind the original heuristic. The geometric
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Algorithm 5 Two-stage approach algorithm for solving a static RSP

1: clusters← computeClusters(customers, vehicles)
2: for clusterk in clusters do
3: solk ← dummySolution(customers(clusterk))
4: savings← genSavingsList(customers(clusterk),α)
5: while savings 6= ∅ do
6: edgeij ← pick(savings, β)
7: ri, rj ← getRoutes(edgeij)
8: if checkMerging(ri, rj,vehicle(clusterk)) then
9: routei ←merge(routei,routej)

10: solk ← replace(solk,routei)
11: end if
12: savings← remove(savings, edgeij)
13: end while
14: sol ← add(sol, solk)
15: end for
16: return sol

probability distribution, Geom(β) with β ∈ (0, 1), is employed to introduce a BR behavior.
In Algorithm 6, the BR heuristic is executed for a maximum number of iterations or com-
putational time, resulting in a multi-start approach (Martí et al., 2013). Therefore, several
feasible and promising solutions are generated, and the one with the highest collected fee is
returned.

Algorithm 6 Multi-Start approach for solving the RSP

1: bestSol ← Heuristic(customers, vehicles)
2: while end not reached do
3: sol ← BR(customers, vehicles, β, α)
4: if fee(sol) > fee(bestSol) then
5: bestSol ← sol
6: end if
7: end while
8: return bestSol

4.1.3 Computational Experiments and Results

A series of numerical experiments have been designed to test our approach. 27 instances
with different characteristics have been tested. The instance name in Table 4.1 sets both the
number of customers requesting for a service and the number of available vehicles. For
example, drsp63x6-1 is the first instance in the list considering 63 potential customers and
6 vehicles. Hence, three groups of instances with different sizes are tested. Each potential
customer’s demand and location have been generated randomly. Available vehicles are het-
erogeneous in each instance, with capacities varying between 4 and 8 users. The aggregated
capacity of all vehicles is proportional to the total demand. Only for experimental purposes,
the traffic conditions have also been generated randomly for each edge (i, j) ∈ E in each
period n. These conditions are represented by a coefficient wn

ij, which was generated ac-
cording to a uniform probability distribution, such that wn

ij ∼ U(0, 1). For real-world cases,
wn

ij can be computed after retrieving the corresponding traffic information from open data
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repositories. wn
ij affects the cost cij incurred when traversing this edge. For instance, if c0

ij is
the time spent for going from customer i to customer j in the period 0, i.e., before the ve-
hicles’ departure, then the simulated real time for traversing the edge (i, j) in the period n,
affected by the traffic conditions, is computed according to Equation (4.2). Finally, the time
interval that triggers the re-computation of routing plans is set in t = 10 time units. Notice
that the number of times that routes are re-computed is instance-dependent, since these new
computations are performed iteratively until all vehicles have arrived to their correspond-
ing final destinations. The algorithm has been implemented in Python 3.8. The experiments
were carried out on an i7-8750 CPU at 2.20 GHz with 16 GB of RAM memory installed. The
time limit for the biased-randomization process was set in 1 second (in order to keep the
real-time condition).

cn
ij = c0

ij(1 + wn
ij) (4.2)

Table 4.1: Obtained results by our algorithm for a DRSP.

Instance
Served

customers
Total

collected fee
OBS
cost

OBD
cost

Gap

drsp43x4-1 17 237 595.80 384.14 -35.53%
drsp43x4-2 18 295 587.88 492.58 -16.21%
drsp43x4-3 20 373 512.51 398.23 -22.30%
drsp43x4-4 22 394 502.89 402.97 -19.87%
drsp43x4-5 15 223 582.33 374.95 -35.61%
drsp43x4-6 22 347 528.00 528.70 0.13%
drsp43x4-7 16 261 497.84 367.13 -26.26%
drsp43x4-8 23 468 528.30 455.39 -13.80%
drsp43x4-9 18 313 650.22 418.83 -35.59%

Average 19.00 323.44 553.97 424.77 -22.78%
drsp63x6-1 33 676 685.87 635.04 -7.41%
drsp63x6-2 34 678 777.73 735.61 -5.42%
drsp63x6-3 31 494 811.37 726.05 -10.51%
drsp63x6-4 35 700 786.22 721.99 -8.17%
drsp63x6-5 30 515 714.26 665.46 -6.83%
drsp63x6-6 33 560 827.48 847.60 2.43%
drsp63x6-7 30 506 799.50 654.05 -18.19%
drsp63x6-8 28 383 873.49 791.88 -9.34%
drsp63x6-9 34 608 782.46 650.52 -16.86%

Average 32.00 568.89 784.26 714.24 -8.92%
drsp83x8-1 40 582 1114.75 1020.69 -8.44%
drsp83x8-2 38 722 1411.50 1040.39 -26.29%
drsp83x8-3 39 660 1310.40 1173.44 -10.45%
drsp83x8-4 43 740 1050.79 1051.51 0.07%
drsp83x8-5 34 516 1155.35 882.54 -23.61%
drsp83x8-6 39 661 1092.90 1019.06 -6.76%
drsp83x8-7 41 730 1124.13 1019.06 -9.35%
drsp83x8-8 40 726 1315.08 1340.66 1.95%
drsp83x8-9 39 668 1212.02 1052.88 -13.13%

Average 39.22 667.22 1198.55 1066.69 -10.67%

Table 4.1 shows the results obtained after running our approach for the considered in-
stances. The limited number of vehicles and their limited capacities make infeasible to visit
all the potential customers. Hence, the maximum number of served customers is 23, 35,
and 43 for each group of instances, respectively. The total collected fee for serving these



56 Chapter 4. Applications of Metaheuristics

customers is also shown. Then, we employ our algorithm to generate two different solu-
tions: our best static solution (OBS) and our best dynamic solution (OBD). The OBS is a
solution generated in the period 0 (an initial solution) that cannot be further modified, i.e.,
the vehicles perform the same static routes regardless of the traffic conditions. Alternatively,
the OBD is a solution that is recomputed each 10 time units and, therefore, it adapts to the
changing traffic conditions. This recalculation is performed in the same way as the initial
solution, but considering only the remaining customers to serve and the cost per edge given
by Equation (4.2). The total collected fee is not different for the OBS and the OBD since the
customers selected to be served by the initial solution are respected in all the recalculations
done to obtain the OBD. Only the routes can change in this case. Finally, gaps in Table 4.1
represent the percentage difference between the costs attained by the OBD and the ones at-
tained by the OBS. A negative gap means that the OBD obtains a lower cost than the OBS.
Average gaps are always negative regardless of the instance size. Only 4 out of 27 instances
reach a positive gap, with a maximum value of only 2.43% for the instance drsp63x6-6. Con-
versely, the most negative gap reaches a value of−35.61% for the instance drsp43x4-5. These
results indicate that, in terms of costs, our dynamic approach always outperforms the sce-
nario in which the solution is not adaptable to external changing conditions.

Figure 4.2 shows a series of box plots displaying the attained costs by the OBS (pink) and
the OBD (green). Each box plot depicts the group of instances classified according to their
size. Additionally, a crossed circle indicates the mean of each group of data. This figure
shows the natural cost increase when the instance size grows. Nevertheless, this increase is
made up for the proportional rise in the total collected fee, as Table 4.1 shows. Furthermore,
Figure 4.2 indicates graphically the cost savings attained after solving this problem with our
dynamic approach, instead of employing a static metaheuristic.

Figure 4.3 depicts an example of the execution of our algorithm in two consecutive pe-
riods for the instance drsp63x6-2. Big black nodes indicate the origin points, big red nodes
indicate the destination points, medium-sized numbered nodes represent the served cus-
tomers, and small unnumbered gray points represent the non-served customers. Routes are
depicted by lines of different colors and styles. Figure 4.3a shows the initial best-found so-
lution (BFS), generated in the period n = 0. If this set of routes is not further modified, then
we obtain the OBS, at a cost of 777.73 (Table 4.1). Alternatively, Figure 4.3b shows the BFS
in the period n = 1 considering dynamic conditions and, therefore, the originally designed
routes have changed to eventually obtain the OBD. At this moment, each vehicle has already
arrived to the location of its respective first customer. Our algorithm takes these locations as
new origin points, hence, the former origins are represented by green nodes in Figure 4.3b.
Notice that routes after the black nodes in this figure are different from those of Figure 4.3a.
For instance, the black dashed route in Figure 4.3a follows the sequence 4-65-24-12-47-40-69.
In the period n = 1, the corresponding vehicle has already traveled from node 4 to node 65.
Nevertheless, the dynamic traffic conditions makes that the original planned route changes
and the vehicle follows the new sequence 4-65-40-32-69. The total customers selected in the
period n = 0 remain the same, i.e., the commitment of serving them is respected, although
routes are different now. Given the limited space, the new re-computed routes for the rest of
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Figure 4.2: Costs obtained by each type of solution for different instance sizes.

the periods are not displayed, however, this process is repeated until every vehicle has ar-
rived to the nodes 69 and 70, respectively. All these successive recalculations lead to obtain
the OBD, at a cost of 735.61 (Table 4.1).

4.2 The VRP with Optional Backhauls

Reverse logistics and closed-loop supply chains have been increasingly studied in recent
years. Both concepts are related to the return of products or materials from the point of
consumption in order to recover value. In particular, Govindan and Soleimani (2017) found
that most addressed issues are re-manufacturing and waste management, while the topic
of package recovery is barely tackled despite its environmental impact (Kroon and Vrijens,
1995). Given these considerations, disposable packages have been replaced by returnable
transport items (RTI), e.g., reusable pallets, trays, boxes, or any other mean to assemble
goods (ISO, 2016). Still, environmental issues are not the only concern regarding RTIs man-
agement. According to Glock (2017), RTIs are an important asset for many industries, since
they can decrease the selling cost for customers.

Examples from different industries highlight the importance of RTIs in real-world trans-
portation practices. For instance, in agri-food supply chains it is usual that products are
harvested and transported in boxes or baskets to preserve their quality (Tordecilla-Madera
et al., 2018). Once these products have been delivered to customers, they are unpacked
and RTIs are prepared to be returned to the supplier (Kim et al., 2014). The drink industry
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(a) Period n = 0.

(b) Period n = 1.

Figure 4.3: Example of the BFS for the instance drsp63x6-2 in the periods n = 0
and n = 1.

also uses RTIs in the distribution process to decrease costs or loss rate. This is the case, for
instance, when transporting beer (Fan et al., 2019) or soft drinks (Soysal, 2016; Koç and La-
porte, 2018). Finally, Mason et al. (2012) provide an example from the gas industry. These
authors focus on tracking the cylinders, since these RTIs are highly likely to be lost or stolen.
They present an inventory management system based on the use of radio frequency identi-
fication (RFID) technology as a more sophisticated identification technique (Ilic et al., 2009).
The problem discussed in this section is motivated by a real-world case from the agri-food
industry: a Colombian company that produces packed bread and cereal, distributing these
products in RTIs. A complete review including several real-life cases on the use of RTIs is
provided by Mahmoudi and Parviziomran (2020).

A good strategy for RTIs management is the interchange between suppliers and cus-
tomers (Elia and Gnoni, 2015), i.e., suppliers deliver products in RTIs and customers return
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them empty. However, such interchange cannot be done simultaneously because pickups
are only possible when deliveries have already been made and the vehicle is empty (Koç and
Laporte, 2018). Therefore, the return of RTIs must be performed in two alternative ways: (i)
by using dedicated collection vehicles; or (ii) by using vehicles that make deliveries firstly
and then collections. The latter case is known as the vehicle routing problem with backhauls
(VRPB) (Berbeglia et al., 2007; Belloso et al., 2017). Being a rich extension of the well-known
VRP (Caceres-Cruz et al., 2014), the VRPB is also an NP-hard problem. Studies on the VRPB
typically assume that all customers must be visited. However, in our case we explore the
scenario in which visiting backhaul (BH) customers is optional, i.e., as illustrated in Fig-
ure 4.4, the carrier might decide not to visit some BH nodes, thus incurring in a penalty cost.
This cost is associated with the fact that some customers will need to temporarily store the
empty RTIs until a new visit is scheduled.

Figure 4.4: Illustrating the vehicle routing problem with optional backhauls.

Thus, for example, if the quantity of RTIs available in a supplier’s facility is enough to
ensure future deliveries, collection of RTIs in the current period can be reduced to diminish
routing cost or speed up the routing process. This makes sense whenever the cost of holding
the additional inventory at the customers facilities –i.e., the cost of holding the RTIs in stock–
is lower than the marginal routing cost associated with their collection. In practice, the cost
of holding RTIs in stock at the customers facilities might vary from one period to another,
depending on factors such as how many RTIs are needed for the next period distribution or
how long have been the RTIs staying at the customers inventories. Accordingly, the main
contribution of this section can be summarized as follows: (i) we propose and analyze the
VRPOB, which has been scarcely considered in the literature; (ii) we provide a mathematical
model of the problem, which is then solved using exact methods for small-scale instances;
(iii) we propose a BR ILS to solve larger instances of the problem; and (iv) we analyze how
routing solutions evolve as we consider different levels of penalty cost. BR techniques allow
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for extending traditional metaheuristic frameworks in order to enhance their performance
(Gonzalez-Neira et al., 2017; Ferone et al., 2019) and facilitate agile optimization (Martins
et al., 2021a).

4.2.1 Problem Definition

The VRPOB consists in a set of linehaul (LH) and BH customers whose demands must be
satisfied –at least the LH ones– using a fleet of homogeneous vehicles initially located at a
depot. This depot has enough capacity and vehicles to cover the aggregated customers’ de-
mand. Therefore, all LH customers will be serviced. The supplier uses RTIs for transporting
product units. Hence, after delivering all units, empty RTIs from previous deliveries should
be collected at some BH customers and returned to the central depot for future deliveries.
Collecting RTIs from BH customers is optional, and not doing it might generate savings in
transportation costs, but it will also raise some penalty costs associated with the lack of ser-
vice, which implies that some customers will need to keep the RTIs in stock until the next
visit. Thus, in the VRPOB the following decisions must be made in order to minimize the to-
tal cost (routing cost plus penalty cost): (i) to determine which BH customers will be visited;
(ii) to assign customers to a predefined number of routes (and vehicles); and (iii) to establish
the sequence in which customers should be visited.

Formally speaking, consider a non-directed graph G = (V, A), with V = {0} ∪ L ∪ B
representing the set of nodes, being node 0 the depot, L = {1, 2, . . . , n} the set of n LH
customers, and B = {n + 1, n + 2, . . . , n + m} the set of m BH customers. Likewise, A =

{(i, j) : i, j ∈ V, i < j} is the set of edges linking each pair of nodes. For each i ∈ L,
there is a positive demand di > 0 representing units of product to be delivered. Similarly,
for each j ∈ B, there is a negative demand dj < 0 representing items to be collected. Also,
consider a set K of homogeneous vehicles available at the depot, each of them with a capacity
q >> max{|di| : i ∈ V}. Travelling an edge from node i to node j has a cost cij = cji > 0.
The following constraints need to be considered:

• Each route begins and ends at the depot.

• Each route must have at least one LH customer, i.e., routes formed just by BH cus-
tomers are not allowed.

• In any route, LH customers are serviced before BH customers.

• Each LH customer must be mandatorily serviced, but visiting BH customers is op-
tional.

• For each route, the quantity of product to deliver and to collect must not exceed the
vehicle’s capacity.

• Whenever a LH customer is visited in a route, all its demand is serviced; similarly,
whenever a BH customer is visited in a route, all its items are collected.

The VRPOB can be formulated as a mixed-integer linear program (MILP), which is
shown in Appendix A.1.1.
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4.2.2 Solution Approach

Being an extension of the VRP, the VRPOB is also an NP-hard problem. Therefore, a BR
version of a metaheuristic algorithm is proposed to solve large-size instances of the VRPOB.
This algorithm employs the ILS (Lourenço et al., 2019) as the base metaheuristic. Hence,
our algorithm relies on a perturbation stage (a destruction-reconstruction one), which sig-
nificantly modifies a base solution, followed by an LS that tries to improve the modified
solution. The algorithm also uses an acceptance criterion to update the base solution, when-
ever the criterion is satisfied, even if the new solution does not improve it. This whole
process is done iteratively. Algorithm 7 presents the general idea of our approach. Firstly,
an initial solution is obtained through a savings-based heuristic (line 1), which incorporates
a penalization strategy to delay merging between LH and BH nodes. This initial solution
is improved through a fast LS procedure (line 2) composed of: (i) node-insertion and node-
swap operators; and (ii) a cache (hash map) data structure. Then, the iterated search starts
from this initial solution, henceforth called as base solution. Here, r% of the routes from the
base solution are destroyed and reconstructed (line 5). It implies solving a smaller problem
using a BR version of the heuristic (line 6), which is later incorporated into the base solution
(line 7). This new solution is later improved by applying an LS procedure (line 8). Finally, an
acceptance criterion –based on the cost of the solutions– is employed for selecting and eval-
uating the best-found and base solutions (line 9). This process is repeated until an ending
criterion is met (line 10). Finally, the best-found solution is returned (line 11). These steps
are detailed below.

Algorithm 7 Procedure ILS
1: initialSolution← penalizedBRSavingsHeuristic(inputParameters, α, β, λ)
2: initialSolution← fastLocalSearch(inputParameters, initialSolution)
3: baseSolution← initialSolution
4: repeat
5: pendingNodes← destroyRoutes(r, baseSolution)
6: subSolution← penalizedBRSavingsHeuristic(inputParameters, α, β, pendingNodes)
7: newSolution← baseSolution ∪ subSolution
8: newSolution← fastLocalSearch(inputParameters, newSolution)
9: bestSolution← acceptanceCriterion(baseSolution, newSolution)

10: until time reaches the limit
11: return bestSolution

4.2.2.1 Generating an Initial Solution

In order to generate an initial solution, a savings-based heuristic is enhanced and extended
by including the following three strategies: (i) introducing a penalization cost in the savings
calculation, which refers to the possibility of considering optional backhauls; (ii) penalizing
any merging process between LH and BH nodes to delay their selection –this strategy guar-
antees that all deliveries are done before pickups; and (iii) including a BR procedure during
the search stage. The first novelty of our approach refers to an alternative savings value
for merging routes. Since each BH customer has a penalty cost for not being served, the
traditional way to calculate such savings (sij = ci0 + c0j − cij) is extended according to the
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expression in Equation (4.3), proposed by Panadero et al. (2020b) for the team orienteering
problem, where hi and hj are the unitary penalty costs for not visiting the BH customers i
and j, respectively. Notice that this extended savings applies just to edges whose both nodes
are BH ones.

s′ij = αsij + (1− α)(hi + hj), ∀i ∈ B, ∀j ∈ B (4.3)

In Equation (4.3), 0 ≤ α ≤ 1. The idea is that this α tries to balance both penalty costs
and traditional savings in distances or times. The case in which α = 1 corresponds to the
traditional case in which penalty costs are not considered. In the case in which α = 0, savings
in transport cost are not considered, and only penalty costs are relevant. Intermediate values
of α assign more or less weight to transport and penalty costs. As a second extension, saving
values are updated in order to address properly the BH nodes and, consequently, provide a
feasible merging between LH and BH customers. This procedure is described in Algorithm
8. The idea is to delay the selection of interface edges, i.e., those ones linking a LH node
with a BH node, so that both LH and BH routes are “complete” before being merged. This
delay is done by subtracting p from the previously computed savings (line 7). The value of
p is computed as p = maxs ∗ λ (line 6), in which maxs represents the maximum savings that
can be attained (line 2), while λ is a penalty coefficient ranging between 0 and 1. In our case,
λ is uniformly chosen at random between 0.05 and 0.20 (line 5).

Algorithm 8 Procedure penalizeSavingsList

1: savingsList← createSavingsList(inputParameters, α)
2: maxs ← obtainMaximumSavings(savingsList)
3: for each edge in savingsList do
4: if edge is interface then
5: Randomly select λ ∈ {0.05, 0.20}
6: p← maxs ∗ λ
7: updateSavings(edge, p)
8: end if
9: end for

10: return savingsList

The first stage of constructing an initial solution refers to the creation of a dummy solu-
tion, which is composed of a set of single-node routes. Therefore, the last extension in this
stage is the use of BR techniques (Grasas et al., 2017) to guide the selection of an element in
the penalized SL. BR assigns a probability of being chosen to each edge in this list. There-
fore, the selection is smoothed by replacing the original greedy behavior with a probabilistic
one. To achieve this purpose, the geometric probability distribution is employed in a Monte
Carlo simulation, in which only one parameter (β) must be fine-tuned. After sorting the SL
in descending order, β can be interpreted as the probability of choosing the edge with the
highest savings. As a result of performing some preliminary experiments, we observed that
good results are obtained when β is selected uniformly randomly between 0.01 and 0.50.
The selection within this interval provides the algorithm with the right balance between ex-
ploration and exploitation of the solution space, since β = 0 refers to a uniform random
selection, and β = 1 represents a greedy strategy.
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Once a promising merging edge is selected, a set of pre-defined merging conditions are
checked. The two corresponding routes of an edge e can be merged if: (i) its nodes are
adjacent to the depot; (ii) its nodes belong to different routes; and (iii) the vehicle capacity
constraint is met. If both routes belong to the same cluster, i.e., to either the LH group or
the BH group, the merge is accepted. Otherwise, the optional pickups for that merging
are analyzed: this union is allowed only if the total transportation cost is less than total
penalty cost for not picking up. Thus, if the total transportation cost for BH nodes is high,
the algorithm is more likely to choose not to collect RTIs in that route. In this case, the union
is discarded, and the BH route is penalized. At the end of each iterative step, the selected
edge is removed from the SL, and the process is repeated until no more edges are available.

By not taking into account the number of vehicles at this stage, this procedure for creat-
ing a solution might lead to infeasible solutions regarding this hard constraint. Therefore,
a recursive corrective operator is executed at the end of the procedure to attain it (Belloso
et al., 2017). Broadly speaking, this procedure relies on selecting potential routes to be kept
in the solution –according to its current status– and reconstructing new routes in order to
meet the number of routes constraint. When the current solution contains fewer routes than
required (the available number of vehicles), large-sized demand routes are more likely to
be chosen to be incorporated into the new solution, then allowing the construction of more
routes. Alternatively, when the solution is composed of more routes than the number of
available vehicles, small-sized demand routes have more probability of being selected. The
remaining nodes –from non-selected routes– are now part of a subproblem, which is solved
by the same mechanism, and then incorporated into the final solution. This procedure is
repeated until a feasible solution –i.e., a solution which is composed of |K| routes– is found.

4.2.2.2 Local Search Procedures

The procedure in Section 4.2.2.1 yields an initial solution that can be improved. Taking into
account the problem structure, an LS procedure based on the use of an inter-routes node-
insertion operator, an inter-routes nodes-swap operator, and a cache (memory-based or hash
map) data structure is implemented. The cache procedure relies on storing in memory the
best-found route for a given group of nodes. Whenever a lower-cost route formed by the
same set of nodes is found, it is returned by the method. Otherwise, in case of the current
route has a better cost, it replaces the existing one in memory. Finally, if the route does not
exist, it is inserted into the cache. This procedure is applied whenever a new solution is
constructed (Algorithm 7, lines 2 and 8).

4.2.2.3 Perturbation Stage

The improved initial solution is used as a base solution by the algorithm. At each itera-
tion, this base solution is perturbed. The perturbation process consists in destroying at least
two routes (Algorithm 7, line 5) and reconstructing them. Such destruction implies that,
temporarily, m nodes do not belong to any route. Observe that m < n, where n is the to-
tal number of nodes in the instance. This implies that a subproblem must be solved and,
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therefore, a smaller solution will be attained. In this way, a destruction ratio r is defined in
order to establish a maximum number of routes to be destroyed (DR). Following Belloso
et al. (2017), r is generated as a random number between 0.10 and 0.50. According to these
authors, a general value was adopted for this parameter in order to avoid the need for per-
forming complex and time-expensive fine-tuning processes. On the one hand, a destruction
ratio larger than 0.50 would destroy most of the constructed routes and the process would
lose time-efficiency. On the other hand, a destruction ratio lower than 0.10 would destroy
very few routes, and the effect of the perturbation would be almost negligible. The number
of routes to be destroyed is computed as the maximum between 2 routes and an r% of the
total routes in the solution:

DR = max{2, r ∗ #Routes} (4.4)

Once the destruction process is finished, the reconstruction is made from scratch for the
m nodes, by using again the procedure described in Section 4.2.2.1. After a feasible solution
is generated, the LS mechanism described in Section 4.2.2.2 is applied (Algorithm 7, line 8),
and the acceptance criterion is tested (Algorithm 7, line 9). This process (Algorithm 7, lines
4-10) is repeated until a maximum time limit is reached.

4.2.2.4 Acceptance Criterion

An acceptance criterion is incorporated into our approach in order to accept promising solu-
tions and avoid local minima. This mechanism relies on the possibility of updating the base
solution by another one of lower quality in order to provide the exploration of new regions
in the solution space.

4.2.3 Computational Experiments and Results

A set of 33 instances introduced by Toth and Vigo (1997) (TV instances) has been solved
in order to evaluate the performance of our proposed methodology. These instances are
different in the number of LH and BH nodes, vehicle capacities, and demands. In total,
3 proportions of LH customers are used: 50%, 66%, and 80%. Thus, for instance, in the
latter case (80% or 4 out of 5) customers 1, 2, 3, and 4 are LH, while the 5th one is BH,
and so on. Here, we can assume that RTIs to be collected were used in previous periods to
deliver products to the associated customer. Small instances can be solved through an exact
method using the model introduced in Appendix A.1.1. Larger instances need a heuristic or
metaheuristic approach such as the one introduced in Section 4.2.2.

4.2.3.1 Solving Small-Scale Instances with Exact Methods

The model in Appendix A.1.1 was implemented in IBM CPLEX, which was used to solve
the instances eil_22, eil_23, eil_30, eil_33, and eil_51 as proposed by Christofides and Eilon
(1969). Such instances were adapted for the VRPB by Toth and Vigo (1997). Four scenarios
are considered for the unitary penalty cost, hi, namely: high, medium-high, medium-low,
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and low. In the eil_51 instances, the unitary penalty cost hi ∈ {12.40, 6.20, 3.10, 1.24} for the
respective scenario. In contrast, for smaller instances this value is hi ∈ {0.66, 0.33, 0.16, 0.06}.
These hi values were established after some preliminary tests and they differ in magnitude
due to the demand size of the instances. Table 4.2 shows the results for instances with 22,
23, 30, 33, and 51 nodes. For instances with 22 or 33 nodes, all BH customers are visited
regardless of the proportion of LH and BH customers. Some BH customers are not visited
in other instances, although just when the unitary penalty cost is not high (this is the case of
instances with 23 nodes), or when it is medium-low or low (this is the case of instances with
30 or 51 nodes). These results confirm that the value of the unitary penalty cost affects the
number of non-serviced BH (NSBH) customers. As expected, the lower the hi, the higher
the number of NSBH customers. Notice that, for all considered instances, all BH customers
are serviced when hi is high.

In general, not collecting RTIs might yield some savings in total cost when the unitary
penalty cost is not high. For example, in instance eil23_66, when using hi = 0.66, the total
cost of the solution is 649.0, which corresponds to visiting all customers –i.e., no penalty
cost is added in this case. However, when hi = 0.33, the associated penalty cost is 127.1 and
the total cost is 601.1 –i.e., equivalent to a reduction of 7.4% in total cost. The performance
is similar for medium-low and low penalty costs in instances with 23, 30, and 51 nodes.
These results show that, if the unitary penalty cost is low, it might pay off not to visit all BH
customers. Figure 4.5 illustrates a solution for instance eil30_50 with hi = 0.66 (high) and
hi = 0.06 (low). All customers are visited in the first case (a), while 3 BH customers are not
serviced in the second case (b). The depot is depicted as node 0. In this example, non-visited
customers are those that are more distant from the depot and have the lowest demands (in
absolute value). Finally, notice that changes in the number of visited BH customers might
also affect the LH part of a route.

4.2.3.2 Solving Large-Scale Instances with Our Metaheuristic Approach

As displayed in Table 4.2, computational times increase dramatically with the size of each
instance. For example, instance eil51_80 employs more than 6.5 hours in finding the opti-
mal solution. Realistic instances might have even a greater number of nodes, thus limiting
the possibility of using exact methods to solve them. Hence, for solving these large-sized
instances, the metaheuristic algorithm proposed in Section 4.2.2 is employed. The proposed
approach has been implemented in Java, and a standard PC with an Intel Core i7 CPU at
2.7 GHz and 16 GB RAM has been employed to run all tests. Initially, we will assume
that visiting all customers is mandatory (i.e., for any customer, the penalty cost associated
with non-visiting it is extremely large). This will allow us to compare the performance of
our algorithm with the results provided by Toth and Vigo (1997) and Belloso et al. (2017).
Table 4.3 shows the comparison between our best solutions (OBS) and the best-known solu-
tions (BKS) in the literature. Notice that, our method is able to match the BKS for 91% of the
tested instances, also achieving similar results to the ones provided by Belloso et al. (2017)
and outperforming the results by Toth and Vigo (1997). Therefore, it is possible to conclude
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Table 4.2: Solutions of the exact algorithm for different levels of unitary
penalty cost.

Instance hi
Total BH
demand

LH BH
Total

penalty
cost

Total
cost

Gap
(cost

reduction)

Number of
non-collected

RTIs

% of non-
collected

RTIs
NSBH

Time
(s)

eil22_50

0.66

12800 11 10

0.0 371.0 0.0% 0 0.0% 0 9.2
0.33 0.0 371.0 0.0% 0 0.0% 0 5.7
0.16 0.0 371.0 0.0% 0 0.0% 0 5.4
0.06 0.0 371.0 0.0% 0 0.0% 0 7.6

eil22_66

0.66

5500 14 7

0.0 366.0 0.0% 0 0.0% 0 3.3
0.33 0.0 366.0 0.0% 0 0.0% 0 2.2
0.16 0.0 366.0 0.0% 0 0.0% 0 6.2
0.06 0.0 366.0 0.0% 0 0.0% 0 2.6

eil22_80

0.66

5400 17 4

0.0 375.0 0.0% 0 0.0% 0 11.2
0.33 0.0 375.0 0.0% 0 0.0% 0 40.8
0.16 0.0 375.0 0.0% 0 0.0% 0 36.8
0.06 0.0 375.0 0.0% 0 0.0% 0 10.1

eil23_50

0.66

6604 11 11

0.0 682.0 0.0% 0 0.0% 0 2.2
0.33 24.8 657.8 -3.6% 175 2.6% 1 1.9
0.16 12.0 645.0 -5.4% 760 11.5% 5 1.5
0.06 93.2 567.2 -16.8% 1360 20.6% 6 0.7

eil23_66

0.66

2080 15 7

0.0 649.0 0.0% 0 0.0% 0 2.9
0.33 127.1 601.1 -7.4% 385 18.5% 3 2.2
0.16 89.6 533.6 -17.8% 560 26.9% 4 2.3
0.06 33.6 477.6 -26.4% 560 26.9% 4 3.0

eil23_80

0.66

5050 18 4

0.0 623.0 0.0% 0 0.0% 0 2.3
0.33 49.5 608.5 -2.3% 150 3.0% 1 1.6
0.16 24.0 583.0 -6.4% 150 3.0% 1 1.8
0.06 57.0 542.0 -13.0% 950 18.8% 3 1.9

eil30_50

0.66

5825 15 14

0.0 501.0 0.0% 0 0.0% 0 6.4
0.33 0.0 501.0 0.0% 0 0.0% 0 12.8
0.16 40.0 481.0 -4.0% 250 4.3% 2 3.6
0.06 36.0 431.0 -14.0% 600 10.3% 3 2.7

eil30_66

0.66

3500 20 9

0.0 537.0 0.0% 0 0.0% 0 34.9
0.33 0.0 537.0 0.0% 0 0.0% 0 53.5
0.16 16.0 523.0 -2.6% 100 2.9% 1 45.1
0.06 6.0 513.0 -4.5% 100 2.9% 1 40.0

eil30_80

0.66

1950 24 5

0.0 514.0 0.0% 0 0.0% 0 45.0
0.33 0.0 514.0 0.0% 0 0.0% 0 6.6
0.16 0.0 514.0 0.0% 0 0.0% 0 19.5
0.06 12.0 503.0 -2.1% 200 10.3% 1 25.8

eil33_50

0.66

11890 16 16

0.0 738.0 0.0% 0 0.0% 0 22.5
0.33 0.0 738.0 0.0% 0 0.0% 0 41.0
0.16 0.0 738.0 0.0% 0 0.0% 0 39.6
0.06 0.0 738.0 0.0% 0 0.0% 0 17.1

eil33_66

0.66

6480 22 10

0.0 750.0 0.0% 0 0.0% 0 14.4
0.33 0.0 750.0 0.0% 0 0.0% 0 21.9
0.16 0.0 750.0 0.0% 0 0.0% 0 33.3
0.06 0.0 750.0 0.0% 0 0.0% 0 31.3

eil33_80

0.66

5540 26 6

0.0 736.0 0.0% 0 0.0% 0 62.2
0.33 0.0 736.0 0.0% 0 0.0% 0 199.2
0.16 0.0 736.0 0.0% 0 0.0% 0 188.1
0.06 0.0 736.0 0.0% 0 0.0% 0 112.4

eil51_50

12.40

401 22 10

0.0 559.0 0.0% 0 0.0% 0 115.0
6.20 0.0 559.0 0.0% 0 0.0% 0 92.1
3.10 0.0 559.0 0.0% 0 0.0% 0 134.9
1.24 43.4 538.4 -3.7% 35 8.7% 5 58.9

eil51_66

12.40

257 22 10

0.0 548.0 0.0% 0 0.0% 0 322.0
6.20 0.0 548.0 0.0% 0 0.0% 0 765.3
3.10 0.0 548.0 0.0% 0 0.0% 0 382.9
1.24 17.4 542.4 -1.0% 14 5.4% 2 1 190.4

eil51_80

12.40

155 22 10

0.0 553.0 0.0% 0 0.0% 0 3 864.8
6.20 0.0 553.0 0.0% 0 0.0% 0 10 616.3
3.10 0.0 553.0 0.0% 0 0.0% 0 15 812.8
1.24 26.0 539.0 -2.5% 21 13.5% 2 23 646.0
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Figure 4.5: Optimal solutions for instance eil30_50 and unitary penalty costs
of 0.66 (a) and 0.06 (b).

that our algorithm obtains competitive solutions when compared with state-of-the-art ap-
proaches in the VRPB with mandatory backhauls. The next step is to use our algorithm to
solve the VRPOB, that is, the version of the problem in which visiting BH customers is op-
tional and, therefore, can be skipped if savings in routing cost are higher than the associated
penalty cost.

Accordingly, new tests were carried out in order to measure the performance when
parameters hi and α, from Equation (4.3), are incorporated in the solution cost. We set
α ∈ {0.2, 0.5, 0.8, 1.0}. Regarding the unitary penalty costs, we set hi ∈ {0.66, 0.33, 0.16, 0.06}.
Specifically, for hi we set this parameter from higher to lower values in order to measure the
impact on the cost when collecting and not collecting the RTIs, respectively. A higher value
of hi ensures not to fail collecting any RTI, while a lower hi might generate a better solution
cost by not collecting all of them. For calibrating the parameter α, we have followed the
methodology proposed by Calvet et al. (2016), who provided a general procedure, based on
statistical learning. This procedure does the following: (i) it chooses a subset of benchmark
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Table 4.3: Comparison between our algorithm and previous works.

Instance LH BH Q K
Toth and Vigo (1997)

(BKS in 1997)
Belloso et al. (2017)

(BKS in 2017)
OBS

(hi = ∞)
Gap

OBS-Belloso
eil22_50 11 10 6000 3 371.0 371.0 371.0 0.0%
eil22_66 14 7 6000 3 366.0 366.0 366.0 0.0%
eil22_80 17 4 6000 3 375.0 375.0 375.0 0.0%
eil23_50 11 11 4500 2 682.0 682.0 682.0 0.0%
eil23_66 15 7 4500 2 649.0 649.0 649.0 0.0%
eil23_80 18 4 4500 2 623.0 623.0 623.0 0.0%
eil30_50 15 14 4500 2 501.0 501.0 501.0 0.0%
eil30_66 20 9 4500 3 537.0 537.0 537.0 0.0%
eil30_80 24 5 4500 3 514.0 514.0 514.0 0.0%
eil33_50 16 16 8000 3 738.0 738.0 738.0 0.0%
eil33_66 22 10 8000 3 750.0 750.0 750.0 0.0%
eil33_80 26 6 8000 3 736.0 736.0 736.0 0.0%
eil51_50 25 25 160 3 559.0 559.0 559.0 0.0%
eil51_66 34 16 160 4 548.0 548.0 548.0 0.0%
eil51_80 40 10 160 4 565.0 565.0 565.0 0.0%

eilA76_50 37 38 140 6 739.0 739.0 739.0 0.0%
eilA76_66 50 25 140 7 768.0 768.0 768.0 0.0%
eilA76_80 60 15 140 8 781.0 781.0 781.0 0.0%
eilB76_50 37 38 100 8 801.0 801.0 801.0 0.0%
eilB76_66 50 25 100 10 873.0 873.0 873.0 0.0%
eilB76_80 60 15 100 12 919.0 919.0 919.0 0.0%
eilC76_50 37 38 180 5 713.0 713.0 713.0 0.0%
eilC76_66 50 25 180 6 734.0 734.0 734.0 0.0%
eilC76_80 60 15 180 7 733.0 733.0 733.0 0.0%
eilD76_50 37 38 220 4 690.0 690.0 690.0 0.0%
eilD76_66 50 25 220 5 715.0 715.0 715.0 0.0%
eilD76_80 60 15 220 6 703.0 694.0 695.0 0.1%

eilA101_50 50 50 200 4 843.0 831.0 831.0 0.0%
eilA101_66 67 33 200 6 846.0 846.0 846.0 0.0%
eilA101_80 80 20 200 6 916.0 856.0 856.0 0.0%
eilB101_50 50 50 112 7 923.0 925.0 0.2%
eilB101_66 67 33 112 9 982.0 987.0 0.5%
eilB101_80 80 20 112 11 1008.0 1008.0 0.0%

Average 0.0%

instances at random; (ii) it selects the range over which each parameter will be varied; (iii)
it applies an experimental design to explore promising regions; and (iv) it obtains a set of
parameter values by intensifying the search. Following this procedure, only small instances
with known optimal solutions were considered. Thus, for each combination of instances,
unitary penalty cost hi, and α, a total of 30 runs were performed (each run using a different
seed for the pseudo-random number generator). The performance of the metaheuristic was
measured as the percentage gap between OBS and the BKS –which is also the optimal solu-
tion in this case. After these experiments, a value of α = 0.8 is set for testing our approach
on large-sized instances.

A total of 30 runs were performed for each of the 33 instances and hi value. In the case
of large instances (those ones composed of 55 nodes or more), a new fine-tuning process
was carried out to establish their hi values, namely: high (hi = 12.40), medium-high (hi =

6.20), medium-low (hi = 3.10), and low (hi = 1.24). Re-adjusting the values of hi for these
instances is necessary since they have different levels of demand as compared to the smaller
ones. The stopping criterion was fixed to 25, 75, and 300 seconds for instances up to 50
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nodes, up to 100 nodes, and with over 100 nodes, respectively. Tables 4.4 and 4.5 show
the results obtained by our algorithm. For each instance and hi level, the following data
is provided: the BKS, OBS, average cost (AVG) and standard deviation (SD), the number
of non-serviced BH customers, CPU time (in seconds), and the percentage gap. Results
obtained for small instances (22, 23, 30 and 33 nodes) are the same as the optimal ones
(Table 4.2) for 46 out of 48 instances. Besides, the times employed by our approach are much
smaller than the ones employed by the exact method. More relevant results are obtained
when the number of non-serviced BH customers is greater than zero. Here, 45 solutions
show this effect. In 43 out of these (93%), the gap is negative, meaning that, by allowing
collections to be optional, it is possible to generate solutions with a lower total cost than
when all BH customers need to be visited. Regarding the variance of the results, the columns
AVG (SD) show a relatively small dispersion around the average cost, which allows us to
illustrate the robustness of our methodology.

Based on Tables 4.4 and 4.5, Figures 4.6 and 4.7 present a boxplot of the percentage gaps
between OBS and the BKS, as well as of the number of non-collected RTIs for each penal-
ization level. Notice that, for smaller penalization values, the solutions present a significant
reduction in transportation costs, achieving a reduction of about 25%. Analyzing Figure 4.7,
one can observe the following: as the penalization value decreases, the number of uncol-
lected RTIs of the solution increases. Therefore, relaxing the constraint of having to visit all
customers can bring significant savings in the routing cost and, consequently, provide better
overall distribution plans for decision-makers.
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Figure 4.6: Gap between our OBS and the BKS for each penalization scenario
(hi).

There is not a general relation between the non-serviced BH customers and the gap.
However, in those 5 out of 44 cases in which a gap is positive, there are only 1 or 2 non-
serviced BH customers. That is, a higher quantity of non-serviced BH customers usually
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Table 4.4: Found solutions for instances with small demands and penalty
costs.
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Table 4.5: Found solutions for instances with large demands and penalty
costs.
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Figure 4.7: Number of non-collected RTIs of our OBS for each penalization
scenario (hi).

yields savings in total cost. This does not mean that the RTIs will never be collected, but
just that they can be picked up during the next time period. Likewise, BH customers that
are visited during the current period might be skipped in the next one. The unitary penalty
cost is also a parameter that has an influence on cost savings. On the one hand, high values
of hi lead to the collection of most RTIs. In this case, we obtain an average gap of 0.0%,
which highlights the efficiency of the proposed solving approach. On the other hand, only
in a few cases a very low hi does not yield savings, which shows the advantage of using our
approach for such values of hi.

4.2.3.3 Solving Small-Scale Instances with Heterogeneous Unitary Penalty Cost

So far, we considered the unitary penalty cost (hi) as homogeneous for all customers in a
single run. This approach allowed us to analyze appropriately the influence of hi in both the
number of non-visited customers and total costs in a single time period. However, in some
real-life scenarios the unitary penalty cost might be heterogeneous, i.e.: each customer has
a different hi in the same period. This can be caused by temporal or geographic conditions
–e.g., it is expected that the greater the number of days that a customer is not served, the
greater hi. Therefore, we have run some additional experiments considering this case. In
these experiments, we consider that the high, medium-high, medium-low, and low levels
of hi are not scalar but equal-length intervals. Specifically, for each of the aforementioned
scenarios, we set hi ∈ {(0.4975, 0.6600), (0.3350, 0.4975), (0.1725, 0.3350), (0.0100, 0.1725)}.
Instances eil23, eil30, and eil33 were used to carry out the experiments. Each BH customer
was assigned a random hi uniformly distributed in the considered interval. The exact ap-
proach was selected to guarantee an optimal solution. Table 4.6 shows the obtained results.
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Table 4.6: Found solutions for heterogeneous penalty levels.

Instance hi

Total
penalty

cost

Total
cost

Number of
non-collected

RTIs

Number of
non-served
customers

eil 23_50

High 0.0 682.0 0 0
Medium-high 0.0 682.0 0 0
Medium-low 21.0 654.0 75 1

Low 119.2 610.2 1379 6

eil 23_66

High 0.0 649.0 0 0
Medium-high 153.2 627.2 385 3
Medium-low 90.6 564.6 385 3

Low 35.2 479.2 560 4

eil 23_80

High 0.0 623.0 0 0
Medium-high 0.0 623.0 0 0
Medium-low 48.3 607.3 150 1

Low 24.0 583.0 150 1

eil 30_50

High 0.0 501.0 0 0
Medium-high 0.0 501.0 0 0
Medium-low 0.0 501.0 0 0

Low 22.4 450.4 400 3

eil 30_66

High 0.0 537.0 0 0
Medium-high 0.0 537.0 0 0
Medium-low 26.2 533.2 100 1

Low 22.0 515.0 350 3

eil 30_80

High 0.0 514.0 0 0
Medium-high 0.0 514.0 0 0
Medium-low 0.0 514.0 0 0

Low 21.8 512.8 200 1

eil 33_50

High 0.0 738.0 0 0
Medium-high 0.0 738.0 0 0
Medium-low 0.0 738.0 0 0

Low 5.3 715.3 500 1

eil 33_66

High 0.0 750.0 0 0
Medium-high 0.0 750.0 0 0
Medium-low 0.0 750.0 0 0

Low 12.2 689.2 450 1

eil 33_80

High 0.0 736.0 0 0
Medium-high 0.0 736.0 0 0
Medium-low 0.0 736.0 0 0

Low 0.0 736.0 0 0

These results are coherent with those obtained when hi is homogeneous, i.e.: high penal-
ties yield a null number of non-served customers (NSBH), while decreasing values of hi

generate an increasing number of non-collected RTIs. Nevertheless, a few particular outputs
are not the same as those in Section 4.2.3.1. For example, instance eil23_80 yields an NSBH
of 1 when hi is low. In contrast, this same scenario yields an NSBH of 3 when hi = 0.06
(Table 4.2). These results demonstrate the high sensitivity of visiting decisions when the
unitary penalty cost changes.

4.3 The LRP with Facility Sizing Decisions

The LRP is a traditional strategic-tactical-operational problem that considers a set of po-
tential facilities and a set of customers with a known demand, whose main decisions are:
(i) the number and location of facilities to open; (ii) the allocation of customers to open fa-
cilities; and (iii) the design of routes to serve customers from each facility using a fleet of
vehicles. This means that the LRP considers jointly the FLP and the VRP. As both problems
are NP-hard in nature, the LRP maintains this characteristic (Nagy and Salhi, 2007). Hence,
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its inherent complexity makes necessary the use of approximate solution approaches, such
as heuristic or metaheuristic algorithms, to solve it efficiently, especially when dealing with
large-sized instances. Therefore, the research about this problem has increased mainly dur-
ing the last decade, given the recent advances in computing power.

Different versions of the LRP have been considered in the scientific literature depending
on the analyzed constraints. Among them, we can find: (i) the capacitated version in which
only the vehicle capacity is limited; and (ii) the capacitated version that establishes capac-
ity constraints for both depots and vehicles. The latter variant assumes that the following
parameters are known in advance: the facility opening cost, the traveling cost between two
nodes, the demand of each customer, the capacity of each vehicle, and the capacity (size)
of each open facility. Nevertheless, this latter is traditionally assumed as a fixed parameter,
i.e., once a facility is open, a rigid known size is assigned. However, some real-world prob-
lems show the relevance of considering a set of available sizes to select those that fit better.
Cases from different industries that employ either LRP or non-LRP approaches have con-
sidered this set. An example of the latter is shown by Tordecilla-Madera et al. (2017), who
address the problem of locating a set of milk refrigeration tanks for a dairy cooperative in
Colombia. Several tank sizes are found in the market, i.e., the considered problem must de-
termine both the number and size of tanks that should be bought and their location, among
other decisions. Correia and Melo (2016) state that, in applied problems, the capacity is of-
ten acquired in the market from a set of discrete sizes. Furthermore, economies of scale can
be incurred when the facility size is an additional variable to model. The different available
sizes are usually associated with investment activities, such as building facilities (Zhou et al.,
2019), qualifying workforce (Correia and Melo, 2016), or purchasing equipment (Tordecilla-
Madera et al., 2017). This means that considering facility sizing decisions is a strategy for
decreasing the invested capital, if necessary, or even for reducing the operational costs by
increasing the investment level, as we demonstrate in this work.

Allowing facility sizing decisions is a form of soft constraint (Juan et al., 2020b). The
traditional LRP considers a rigid value for the maximum capacity of a facility, however,
this constraint can be “violated” by providing multiple size alternatives and incurring an
additional opening cost for a bigger size. This approach is quite common in real-life cases.
Nevertheless, our approach not only allows bigger sizes but also smaller ones in order to
diminish costs. Besides, considering sizing decisions increases the hardness of the problem.
Therefore, we propose an approach formed by a BR version of a savings-based constructive
heuristic (Grasas et al., 2017) and the ILS metaheuristic (Lourenço et al., 2019) to solve a
deterministic version of the LRP with facility sizing decisions. Hence, the contributions of
this section are fourfold: (i) to analyze a more realistic version of the capacitated LRP in
which different sizes for each depot location are considered; (ii) to extend classical medium-
and large-sized benchmark instances of the LRP in order to adapt them to the variant under
study; (iii) to propose a competitive metaheuristic algorithm based on biased randomization
techniques to deal with the LRP with facility sizing decisions; and (iv) to provide a numerical
analysis of the results obtained by employing alternative MILP models, in terms of costs and
computing times.
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4.3.1 Problem Definition

The LRP can be defined on a complete, weighted, and undirected graph G(V, A, C), in which
V is the set of nodes (comprising the subset J of potential depot locations and subset I of
customers), A is the set of arcs, and C is the cost matrix of traversing each arc. A set of
unlimited homogeneous vehicles with capacity constraints (K) is available to perform the
routes. Moreover, it is assumed that all vehicles are shared by all depots (i.e., no depot has a
specific fleet) and each arc a ∈ A satisfies the triangle inequality. Customer demands are de-
terministic and known in advance. Each customer must be serviced from the depot to which
it has been allocated by a single vehicle. Figure 2.6 depicts an example of a complete LRP
solution, where green houses represent the customers, red warehouses symbolize the open
facilities, black and white warehouses represent the non-open facilities, and arrows symbol-
ize the designed routes. The version studied in this section considers that the capacity of
each depot is not known in advance, instead it is a decision to be made. Hence, a discrete
set L of available sizes is known, from which the best alternative for each depot is selected.
The following constraints must be satisfied: (i) the total demand of customers assigned to
one depot must not exceed its capacity; (ii) each route begins and ends at the same depot;
(iii) each vehicle performs at most one trip; (iv) each customer is served by one single vehi-
cle (split deliveries are not allowed); and (v) the total demand of customers visited by one
vehicle fits its capacity. The location routing problem with facility sizing decisions can be
formulated as a mathematical programming model, whose sets, parameters, and variables
are shown in Table 4.7.

Table 4.7: Sets, parameters, and variables of a 3-index model for the LRP with
facility sizing decisions.

Sets
V = Set of nodes
K = Set of vehicles
L = Set of available sizes
I = Set of customers, I ⊂ V
J = Set of depots, J ⊂ V
A = Set of arcs, A = V ×V = {(m, n) : m ∈ V, n ∈ V ∧m 6= n}
δ+(S) = Set of arcs leaving S, S ⊂ V, δ+(S) ⊂ A
δ−(S) = Set of arcs entering S, S ⊂ V, δ−(S) ⊂ A
Parameters
sjl = Available size of type l ∈ L for the depot j ∈ J
di = Demand of customer i ∈ I
f j = Fixed opening cost of depot j ∈ J
ojl = Variable opening cost of depot j ∈ J with size of type l ∈ L
ca = Cost of traversing arc a ∈ A
v = Fixed cost for using a vehicle
q = Capacity of each vehicle
M = A very large number when compared to the magnitude of the rest of the parameters
Variables
yjl = Binary variable equal to 1 if depot j ∈ J is open with size of type l ∈ L, 0 otherwise
xij = Binary variable equal to 1 if customer i ∈ I is assigned to depot j ∈ J, 0 otherwise
wak = Binary variable equal to 1 if arc a ∈ A is used in the route performed by vehicle k ∈ K, 0 otherwise
uik = Accumulated deliveries by vehicle k ∈ K until customer i ∈ I

Minimize ∑
j∈J

∑
l∈L

( f j + ojl)yjl + ∑
a∈A

∑
k∈K

cawak + ∑
a∈δ+(J)

∑
k∈K

vwak (4.5)
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s.t.

∑
k∈K

∑
a∈δ−(i)

wak = 1, ∀i ∈ I (4.6)

∑
i∈I

∑
a∈δ−(i)

diwak ≤ q, ∀k ∈ K (4.7)

∑
a∈δ+(n)

wak = ∑
a∈δ−(n)

wak, ∀k ∈ K, ∀n ∈ V (4.8)

∑
a∈δ+(J)

wak ≤ 1, ∀k ∈ K (4.9)

uik + dh ≤ uhk + M(1− wak), ∀a ∈ δ+(i ∈ I) ∩ δ−(h ∈ I), ∀k ∈ K (4.10)

∑
a∈δ+(j)

wak + ∑
a∈δ−(i)

wak ≤ 1 + xij, ∀i ∈ I, ∀j ∈ J, ∀k ∈ K (4.11)

∑
j∈J

xij = 1, ∀i ∈ I (4.12)

∑
i∈I

dixij ≤ ∑
l∈L

sjlyjl , ∀j ∈ J (4.13)

∑
l∈L

yjl ≤ 1, ∀j ∈ J (4.14)

∀ yjl , xij, wak ∈ {0, 1} (4.15)

∀ uik ≥ 0 (4.16)

The objective function (4.5) minimizes the total costs. These are comprised by the open-
ing cost, which can be understood as the investment capital, and the operational cost, which
includes the distance-based cost and the cost of the usage of vehicles. The constraints of
the model are explained next. Constraints (4.6) guarantee that each customer is served by a
single route. Constraints (4.7) are associated to vehicle capacity. Constraints (4.8) and (4.9)
guarantee the continuity of each route and the return of a route to the depot from which it
has started. Constraints (4.10) are devoted to eliminate sub-tours. Constraints (4.11) guar-
antee that a customer is only assigned to a depot if there are routes serving that depot. Con-
straints (4.12) guarantee that a customer is assigned to only one depot. Constraints (4.13)
ensure that the total demand of the customers allocated to a single depot does not exceed
its assigned size. Constraints (4.14) guarantee that a single size is assigned to an open de-
pot. Constraints (4.15) and (4.16) define the values of decision variables. This is the model
employed to obtain our first set of results shown in Section 4.3.3.1. Nevertheless, different
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models can be formulated to represent our addressed problem. Appendix A.1.2 shows two
additional models, which are thoroughly compared with the aforementioned one.

4.3.2 Solution Approach

The problem described in Section 4.3.1 is NP-hard, since it contains as special cases the VRP
(single depot case), the multi-depot VRP (MDVRP) (case without location decisions), and
the FLP, all of them known to be computationally hard. Hence, the LRP solution space is
even much larger than the one of each individual problem, which makes prohibitive the
use of exact methods to solve medium- and large-scale instances. Therefore, a metaheuris-
tic approach is proposed. The implemented method is based on the work by Quintero-
Araujo et al. (2017), who solve the LRP using a BR ILS metaheuristic. As discussed in Gruler
et al. (2017a) and Gonzalez-Martin et al. (2018), these frameworks are efficient, relatively
easy-to-implement, do not contain a large number of parameters (therefore avoiding time-
consuming setting processes), and offer an excellent trade-off between simplicity and perfor-
mance. Thus, they have also been successfully employed in solving other combinatorial op-
timization problems (Londoño et al., 2020; Muñoz-Villamizar et al., 2019; Guimarans et al.,
2018; Ferrer et al., 2016). The work by Quintero-Araujo et al. (2017) has a fixed input param-
eter for the depots size, which is the traditional approach for the LRP. Our approach extends
this previous work considering that this parameter is not fixed, i.e., several known sizes are
provided and our approach selects those that minimize the total routing and opening costs.
Figure 4.8 depicts the flowchart of our approach, which is composed of two phases. The
Phase 1 (blue) selects quickly some top complete solutions and the Phase 2 (pink) intensifies
the search starting from these solutions as a base.

Firstly, the Phase 1 calculates a minimum (lb) and a maximum quantity (ub) of required
depots, by dividing the total demand by the maximum and the minimum available size,
respectively. This estimation conforms a set of necessary depots. Then, for each number
of depots in this set (b ∈ {lb, lb + 1, ..., ub− 1, ub}), the algorithm selects randomly which
depots must be open. Later, the algorithm chooses randomly and feasibly the size to assign
to each open depot (sl), considering only the available discrete sizes. Since this is a random
procedure, a known number of iterations is carried out. Hence, each iteration generates an
MDVRP instance to be solved, after the depots number, location and size have been selected.
Two main decisions must be made in this problem: (i) how to allocate customers to open de-
pots, and (ii) how to design the routes to serve all customers. The allocation problem is
solved through a BR savings heuristic, where the greedy behavior of the heuristic is relaxed
(Dominguez et al., 2016b). BR techniques induce a non-uniform random behavior by using
skewed probability distributions. Through this process, a deterministic heuristic is trans-
formed into a randomized algorithm whilst preserving the logic behind the original greedy
heuristic. The geometric or the triangular probability distributions are useful to guarantee
this behaviour. In our algorithm we use the geometric probability distribution, which has
only one parameter (β), such that 0 < β < 1. This parameter controls the relative level
of greediness present in the randomized behavior of our algorithm, and consequently, in-
troduces the biased randomization process. Notice that biased randomization prevents the
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Figure 4.8: Our biased-randomized metaheuristic.

same solution from being obtained at every iteration. At the same time, using this BR pro-
cedure ensures that the perturbed solution is not far from the original solution. The savings
for the allocation process are calculated following these steps:

1. Calculate the cost (Euclidean distance) cij between each customer i ∈ I and each depot
j ∈ J.

2. Find the cost (distance) c∗ij between i ∈ I and j∗ ∈ J, where j∗ is the depot alternative
to j closer to i.

3. Calculate hij, the marginal savings of allocating the customer i ∈ I to the depot j ∈ J,
instead of the best alternative j∗ ∈ J: hij = c∗ij − cij.

This procedure generates a list of customers and savings for each depot. Positive savings
mean that the customer i is closer to the depot j than to any other depot. Hence, if a depot
j has several customers with positive savings, the customer with the highest savings is a
priority for that depot, given their relative proximity. Then, the list of customers of each
depot is sorted in descending order according to the savings. Later, each depot j is selected
iteratively to perform a single customer allocation per iteration. Our algorithm selects the
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next depot according to a purely random policy, as long as its remaining capacity meets
the demand of the next customer to allocate. Once the depot j is selected, the customer i is
chosen from its SL. This selection is performed randomly, according to a biased probability
distribution, i.e., the first customer in the SL has the highest probability to be selected, the
second element has the second highest probability, and so on. The underlying idea is to
preserve the savings criterion as a good heuristic to intensify the search process, and at the
same time to provide diversification by enabling the selection of other alternatives.

This procedure generates m submaps, where each submap is formed by one depot and
a subset of customers, i.e., m independent VRP instances must be solved. Then, the final
decision to obtain a complete LRP solution consists in designing the delivery routes to serve
all customers. Several routes can be designed for each submap, depending on the vehicle
capacity. We use a BR version of a savings-based heuristic. The procedure is similar to
that used for the allocation decisions. In this case, a savings value is calculated for each
edge in the submap, forming a list that is sorted in descending order. Then, each route is
iteratively constructed by selecting an element of the list. This selection is carried out ran-
domly by using a biased probability distribution, in the same fashion that in the allocation
procedure. Then, an LS procedure is applied to each complete solution. Four LS operators
are implemented: (i) a customer swap inter-route operator, where two customers of differ-
ent routes and allocated to the same depot are swapped; (ii) an inter-depot node exchange,
where two customers allocated to different depots are swapped, (iii) a two-opt inter-route
operator, where two chains of customers are interchanged between different depots; and (iv)
a cross-exchange operator, where three non-consecutive customers from different depots are
exchanged. Also, a hash table is used to evaluate each new found VRP solution. Finally, the
Phase 1 is embedded into a multi-start approach (Martí et al., 2013), which means that it is
repeated until the stopping condition is met, saving in memory the top solutions, i.e., those
with the minimum cost.

The top solutions are the inputs of the Phase 2. This phase employs the BR ILS meta-
heuristic to search for better solutions by performing successive construction and recon-
struction processes. Each of the top solutions starts as a base solution whose allocation map
is perturbed, i.e., the open depots and their assigned sizes are not modified further. The
perturbation procedure consists in selecting a set of customers and trying to reallocate them
to another depot, as long as its capacity is not violated. Then, the new allocation map con-
tains a set of m VRPs to solve through a more intensive BR savings. As well as in Phase 1,
each new solution is both enhanced through the four LS operators and evaluated through a
hash table. Whenever a new solution improves the best solution in terms of cost, the latter
is updated. Nevertheless, if the best solution is not improved, the new solution is assessed
through a Demon-like (Talbi, 2009) acceptance criterion to escape from local optima. Finally,
our approach returns the best solution after the stopping condition for the Phase 2 is met.

4.3.3 Computational Experiments and Results

Both new and benchmark LRP instances have been used to test our approach. Ten small-
scale instances were created: half has 8 customers and 2 alternative depots and the other
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half has 10 customers and 3 alternative depots. These instances were solved through an
exact method using the MILP model described in Section 4.3.1. It yields optimal results
useful to compare our algorithm’s performance. However, benchmark instances cannot be
run efficiently using this model due to their larger size. Three well-known sets of bench-
mark instances were considered: Akca’s (Akca et al., 2009), Barreto’s (Barreto et al., 2007)
and Prodhon’s (Belenguer et al., 2011). Each benchmark instance was slightly modified by
introducing 5 known available sizes for facilities, hence, our algorithm selects a size for each
open depot. All experiments were run in a PC with an Intel Core i7 processor and 16 GB
RAM, and using Windows 10 as operating system.

4.3.3.1 Solving Newly Created Small-Sized Instances

LRP benchmark instances are usually medium- and large-scale and they are not useful to
test our MILP model. Therefore, we created 10 small-scale instances. Most parameters (Table
4.7) were generated randomly and others were assigned deliberately:

• I = {1, 2, 3, ..., 8} and J = {1, 2} for 5 instances.

• I = {1, 2, 3, ..., 10} and J = {1, 2, 3} for 5 instances.

• L = {1, 2, 3, 4, 5}.

• di ∼ U(50, 150), ∀i ∈ I.

• f j ∼ U(30, 40), ∀j ∈ J.

• v ∼ U(20, 30).

• ca is established as the Euclidean distance between nodes whose coordinates are cxh ∼
U(0, 200) and cyh ∼ U(0, 200); ∀h ∈ I ∪ J.

• q ∼ U (0.5 ∑i di, 0.7 ∑i di).

• sjl ∈ {500, 750, 1000, 1250, 1500} ∀j ∈ J. Given the importance of facility sizing in our
work, these alternatives were fixed. These values also avoid infeasibilities regarding
di.

• ojl =
sjl

2sj3
·

∑j f j

|J| , ∀j ∈ J, ∀l ∈ L. This definition keeps ojl in the same order than f j and

proportional to sjl .

• M = 999999. This number is large enough when compared to the magnitude of the
rest of the parameters.

Generated instances were solved through both CPLEX and our approach. Given the
random nature of our algorithm, 10 random seeds and the following parameters were used
to test it:

• Iterations for MDVRP instances generation = 5000.



4.3. The LRP with Facility Sizing Decisions 81

• Iterations for map perturbations = 350.

• Iterations for BR savings heuristic = 150.

• Iterations for splitting = 150.

• Geometric distribution parameter for biased allocation map in splitting process (β1) =

0.05 ≤ β1 ≤ 0.80.

• Geometric distribution parameter for BR savings heuristic (β2) = 0.07 ≤ β2 ≤ 0.23.

As is shown in Table 4.8, our approach reaches the optimal solution for all the tested
instances, i.e., the gap between both algorithms is 0.0%. Regarding the computational time,
our approach outperforms the exact algorithm for 9 out of 10 instances. Moreover, in aver-
age, our approach invests about 99% less computational time to reach the optimal solution,
which shows its efficiency.

Table 4.8: Results comparison between the exact algorithm and our approach.

Instance
Total

demand
Exact algorithm Our approach Quantity

of used
vehicles

Quantity
of open
depots

Selected
sizesOptimal

cost
CPU

time (s)
Best

found
CPU

time (s)
Gap

tor08x2a 767 751.23 0.88 751.23 1.25 0.0% 2 2 {500, 500}
tor08x2b 913 747.05 1.54 747.05 0.86 0.0% 3 2 {500, 1000}
tor08x2c 703 664.56 13.67 664.56 1.08 0.0% 2 2 {500, 500}
tor08x2d 764 606.30 2.96 606.30 0.12 0.0% 2 1 {1000}
tor08x2e 853 815.57 3.70 815.57 0.84 0.0% 2 2 {500, 500}
tor10x3a 1185 878.93 83.60 878.93 1.81 0.0% 2 1 {1250}
tor10x3b 1063 652.50 188.16 652.50 2.72 0.0% 2 2 {500, 750}
tor10x3c 1007 948.99 1028.08 948.99 1.88 0.0% 2 1 {1250}
tor10x3d 976 742.36 19.70 742.36 1.26 0.0% 2 2 {500, 750}
tor10x3e 1125 788.30 31.25 788.30 1.91 0.0% 2 1 {1250}
Average 137.35 1.37 0.0%

Results regarding location-routing characteristics show the flexibility provided by our
approach. For both 8- and 10-customer instances the algorithm opens 1 or 2 depots, de-
pending on what is less costly. For example, one single depot of size 1000 is open in the
instance tor08x2d, instead of 2 depots of size 500 as is happening in tor08x2a, tor08x2c and
tor08x2e. The total size of both cases is the same, but cost parameters, and customers and
potential depots locations determine the quantity of depots to open. For instance, in the case
of Figure 4.9b, potential depots and most customers are close to each other. Optimal cost is
obtained when the depot 2 (D2) is not used, and the depot 1 (D1) is open with a size of 1000
units. Using both depots would increase the opening costs and routing costs savings would
be low. In all figures below, a black triangle represents an open depot, and a gray square
represents a non-open depot.

An opposite case is showed in Figure 4.9a. Potential depots are far from each other and
clusters of customers can be identified easily. Both depots are open with a size of 500 each.
The additional cost incurred in opening a second depot is made up for routing costs savings.
That is, if only one depot were open in this instance, at least one route would be very long.
Results displayed in Table 4.9 support this idea. This table shows a comparison between the
optimal case and a slightly modified case in which the model is forced to open a different
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(a) (b)

Figure 4.9: Optimal location-routing for instances tor08x2a (a) and tor08x2d
(b).

number of depots, e.g., if two depots are used to obtain the optimal cost, the modified case
shows the situation in which only one depot is open. Instances that reduce the quantity
of open depots show higher total cost increases, given that: (i) routing costs always grow
in this situation, and (ii) routing costs are always much greater than opening and vehicle
costs. The highest total cost difference between modified and optimal case is 14.5% for the
instance tor08x2a. Table 4.9 also shows these differences for each cost component. For both
tor08x2a and tor08x2e instances, selected sizes of 500 and 500 are replaced by an equivalent
size of 1000. However, the selected size is 750 for the instance tor08x2c in the modified case.
Obviously, a 750-size depot is enough to meet a demand of 703, but the use of two depots of
size 500 each yields cost savings by generating shorter routes. All these considerations show
the flexibility of our approach. For example, consider a traditional LRP with fixed sizes of
1000. Costs would be always higher for the instance tor08x2c, regardless of the number of
open depots.

A particular case is identified for the instance tor08x2b. Figure 4.10 shows the optimal
location-routing plan. Total served demand is: blue route = 189, orange route = 644, and red
route = 80. That is, D1 meets a total demand of 833, and D2, a total demand of 80. Mini-
mal available depot sizes that satisfy feasibly such demands are 1000 and 500, respectively.
Therefore, the total demand is 913 and the total capacity is 1500, which exceeds demand in
about 65%. That is, one single depot of size 1000, two depots of size 500, or even two depots
of sizes 500 and 750 each would be theoretically enough, although routing costs would in-
crease. For instance, the modified case in Table 4.9 shows that routing costs are 27.7% higher
when one single 1000-size depot is open. If the instance tor08x2b were a real-world case, a
decision-maker may formulate the question if opening D2 is worth, since its used capacity is
only 16% and D1 can meet the whole demand. In terms of total costs, it is really worth since
the modified case in Table 4.9 shows a total cost that is 12.5% higher. Opening and vehicle
costs decrease but routing costs increase. Besides, when mid- and long-term planning is
considered, demand can change over time and D2 may become necessary. A final test with
the MILP model was done. It shows that parameters f j and ojl must be at least 3.1 times the
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Table 4.9: Comparison between opening either 1 or 2 depots.

Output
Instance

tor08x2a tor08x2b tor08x2c tor08x2d tor08x2e

Optimal
case

Quantity of
Open Depots

2 2 2 1 2

Selected Sizes {500, 500} {500, 1000} {500, 500} {1000} {500, 500}
Opening cost 91.25 104.50 81.25 56.75 78.75
Routing cost 613.98 579.55 541.31 491.55 688.82
Vehicle cost 46.00 63.00 42.00 58.00 48.00
Total cost 751.23 747.05 664.56 606.30 815.57

Modified
case

Quantity of
Open Depots

1 1 1 2 1

Selected Sizes {1000} {1000} {750} {500, 500} {1000}
Opening cost 56.25 58.00 45.19 93.75 47.75

Difference -38.4% -44.5% -44.4% 65.2% -39.4%
Routing cost 757.80 740.18 608.38 432.69 807.69

Difference 23.4% 27.7% 12.4% -12.0% 17.3%
Vehicle cost 46.00 42.00 42.00 87.00 48.00
Difference 0.0% -33.3% 0.0% 50.0% 0.0%
Total cost 860.05 840.18 695.57 613.44 903.44
Difference 14.5% 12.5% 4.7% 1.2% 10.8%

original values to open only one depot in the optimal case. That is, f j and ojl must be at least
3.1 times higher to consider that opening a second depot is not worth.

Figure 4.10: Optimal location-routing for the instance tor08x2b.

4.3.3.2 Solving Medium- and Large-Sized Benchmark Instances

Known LRP benchmark instances have been used to test our approach. Nevertheless, tra-
ditional algorithms using them assume that the depot size is fixed, i.e., algorithms choose if
a depot is open or not, and if it is, only one alternative size is available to assign. This fact
increases costs and decreases flexibility in decision making, as we will demonstrate below.
Since benchmark instances have a single value for the size per potential depot, they were
slightly modified to introduce new alternative sizes. 5 alternatives were considered: the
original size parameter in the instance, 2 sizes smaller than the original, and 2 sizes greater
than the original. If sj is the original size for each potential depot, each available size is given
by the elements in the set: sjl ∈ {(1− 2r)sj, (1− r)sj, sj, (1 + r)sj, (1 + 2r)sj}, where r is the
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variability range between available sizes, and 0.0 < r < 0.5. For these initial experiments,
r = 0.25. Other values of r are considered in Section 4.3.3.3.

The variable Opening cost (ojl) is another non-considered parameter in benchmark in-
stances. We calculate this parameter according to Equation (4.17). This equation keeps ojl in
the same order than f j and allows to assign negative variable opening costs for sizes smaller
than the original, positive costs for sizes greater than the original, and zero variable cost for
the original size. The goal of this definition is to compare properly our results with those
obtained when using the traditional benchmark instances in previous LRP papers. Finally,
the number of iterations and geometric distribution’s parameters are the same as those in
Section 4.3.3.1.

ojl =
sjl − sj

2sj
·

∑j f j

|J| , ∀j ∈ J, ∀l ∈ L (4.17)

Our approach results were compared with those obtained by Quintero-Araujo et al.
(2019a) in the so-called Fully cooperative scenario (a traditional LRP). This paper was chosen
since it does not show only a total cost per instance but also details about cost components.
Table 4.10 shows this comparison for Akca’s and Barreto’s instances, and Table 4.11 shows
it for Prodhon’s instances. A total of 59 instances were tested. In terms of Total costs, our
results always outperform Quintero-Araujo’s, except for the Barreto’s instance Gas-32x5b, in
which we attain a slight positive gap of 0.09%. The rest of the instances show a negative
gap, i.e., we obtain smaller costs by allowing the selection of size for each facility. The last
two columns of Tables 4.10 and 4.11 show that our results also outperform the best-known
solution (BKS) for most original instances. Small positive gaps were obtained for only 6 out
of 59 instances. Hence, for Barreto’s and Prodhon’s instances the average gap between our
results and Quintero-Araujo’s are −4.32% and −7.54%, respectively, which are greater than
our average gap in regard to the BKS (−3.90% and −7.12%, respectively). The average gap
is the same for Akca’s instances (−3.12%).

Cost components are also shown, namely: Opening, Routing and Vehicle costs. However,
since the input parameter v is not equal to zero only in Prodhon’s instances, the Vehicle
cost is not included in Table 4.10. Our approach decreases the Opening cost in 44 out of 59
instances, which is a direct consequence of offering several alternative sizes. For example,
the BKS for the Akca’s instance Cr30x5b-2 opens two depots of size 1000. Our approach finds
that opening one depot of size 750 and one depot of size 1000 is enough, generating savings
of 6.25% in the opening cost. In fact, more than half of the instances attains opening cost
savings of at least 18%, with a maximum of 46.38% on the Prodhon’s instance Coord20-5-1b.

This instance is very useful to illustrate what is happening. The total demand is 308
in this case, and the only available size is originally 300. Therefore, the traditional LRP
needs to open at least 2 depots to meet such demand, with a total size of 600. Our flexible
approach only requires to open a single bigger depot. Since differences between available
sizes are 25% (r = 0.25) for the experiments in this section, the chosen size by our approach
is 375, which is the minimum available size to meet a demand of 308. Notice in Table 4.11
that our approach increases the routing cost in 14.95% for this instance, although the total
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Table 4.10: Results on Akca’s and Barreto’s instances.
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Table 4.11: Results on Prodhon’s instances.
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cost remains lower than Quintero-Araujo’s in 10.50%. The explanation is the same as in
Section 4.3.3.1: if one depot is open instead of two, more and longer routes must be designed,
increasing routing costs and generating savings in opening costs. These savings are greater
than the increase in routing costs.

Total costs decrease is not only a consequence of the reduction in opening costs. 4 out
of 59 instances show an increase in these costs because of selecting bigger facilities, which
results in a drop in routing costs. Moreover, 8 instances show 0.00% in opening costs sav-
ings but still routing costs decrease. The Akca’s instance Cr30x5a-1 is an example of this
situation. The total demand to meet is 1662. The original non-flexible best solution is 819.51
(Opening cost = 200.00 and Routing cost = 619.51), by opening 2 depots with a size of 1000
each. Designed routes are shown in Figure 4.11a. Our approach attains the same opening
cost by opening the same depots than the original LRP but assigning them sizes of 500 and
1500 for D4 and D2, respectively. Given our formula for costs calculation in Equation (4.17),
a total size of 1000 + 1000 costs the same as a total size of 500 + 1500, but conditions may
be different in real-world problems, depending on the cost structure of each company or
supply chain. Regardless of this situation, assigning different depot sizes leads to design
better routes, as can be seen in Figure 4.11b. Our routing cost is 575.14, since the depot D2
has now more capacity to serve some customers that are closer to it than to the depot D4.
This shows the flexibility and cost-efficiency of our approach.

(a) (b)

Figure 4.11: Best found solution by the non-flexible LRP (a) and our approach
(b) for the Akca’s instance Cr30x5a-1.

Prodhon’s instances consider also a vehicle cost. Such consideration leads to reduce to-
tal costs not only by decreasing opening costs or traveled distance, but also by reducing
the number of routes. 8 out of 30 instances show this performance, which is a direct conse-
quence of the flexibility in facility sizing. For example, our approach creates one route less
than Quintero-Araujo et al. (2019a) for the instance Coord100-5-1b. Our algorithm opens 2
depots with capacities of 770 and 875, respectively, whereas the non-flexible approach opens
3 depots with capacities of 700, 770, and 770, respectively. As our open facilities are bigger,
only 2 depots are necessary and, therefore, the algorithm finds more flexibility to distribute
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the customers differently by using less vehicles. Obviously, this is also subject to the ca-
pacity of vehicles. The non-flexible approach yields an average vehicle utilization of 87.9%,
which means a margin for improvement. The bigger facilities in our approach leads to a
reorganization of the routes and an average vehicle utilization of 95.9%.

4.3.3.3 Sensitivity Analysis Regarding Available Sizes

So far, the variability range between available sizes remained fixed in 25%, i.e., r = 0.25. This
section’s objective is to analyze the effect that other values of r have in the obtained results.
Hence, 7 values of r are considered, namely: r ∈ {0.00, 0.01, 0.05, 0.10, 0.15, 0.20, 0.25}. The
case in which r = 0.00 corresponds to the non-flexible case shown by Quintero-Araujo et al.
(2019a). A total of 20 Akca’s, Barreto’s and Prodhon’s instances were selected to carry out
our experiments. These instances show different number of customers and depots from each
other. Regardless of the instance, the highest total cost is always obtained when r = 0.00. In
average, the total costs show a decreasing trend when increasing r, as Figure 4.12 displays.
As costs in all instances have very different scales, they were normalized to create this chart.
These results indicate that providing sizes with broader variability has a positive impact in
total costs, i.e., the greater the differences among input sizes, the smaller the average costs.
Figure 4.12 demonstrates the advantages of considering our flexible approach, since even a
range as small as 1% in available sizes is enough to yield cost savings.
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Figure 4.12: Variation in total costs in relation to r.

It is important to highlight that this is an average performance, which means that most
instances show a total cost decrease when increasing r. However, some individual instances



4.4. Conclusions 89

do not perform in this way. Whenever considering r > 0, three types of results are identi-
fied: (i) 12 instances show a steady decrease in total cost; (ii) 7 instances show a fluctuating
performance; and (iii) 1 instance’s total cost increases steadily with r. Figure 4.13 shows an
example of each case. The chart (a) represents the general trend in which providing sizes
with a broader variability yields smaller total costs, the chart (b) shows a performance with
no clear trend, and the chart (c) shows the only instance with an opposite performance. The
relation between the total demand and available sizes is the cause of such behavior. For
example, the total demand in the instance Coord20-5-2b is 302. The available original size
is 300, i.e., at least 2 depots are necessary to meet the demand when r = 0. However, if
a size 1% bigger is available, only one depot is enough. In this case, providing still bigger
sizes is redundant and, therefore, opening costs increase with r. The underlying idea is that
the algorithm searches for a total capacity as close as possible to the total demand in order
to minimize the total cost. Nevertheless, such as real-world cases show, sjl is not usually a
continuous parameter. Hence, our metaheuristic tries to find the less-costly combination of
available sizes so that total demand is met. Most times, providing sizes with a bigger range
helps to attain this objective, but sometimes, they cannot be combined so that the total ca-
pacity is closer to the total demand. This also explains the fluctuating performance of the
instance Gas-21x5, as observed in Figure 4.13b.

4.4 Conclusions

This chapter has presented three applications of metaheuristics in problems that have been
barely studied in the literature: the DRSP, the VRPOB, and the LRP with facility sizing de-
cisions. In all cases the proposed metaheuristics have been proved to provide high-quality
solutions in comparison to: (i) a static version of the DRSP; and (ii) benchmark instances for
the cases of the VRPOB and the LRPFS. Moreover, the proposed metaheuristics have been
adapted to increase flexibility in the studied problems. Firstly, the DRSP is a flexible version
of the static RSP since routes are dynamically adapted to changing events, such as traffic
conditions. Secondly, the VRPOB allows that some BH customers are not visited, which
is a flexible version of the VRPB. Finally, The LRPFS is a flexible version of the LRP since
the latter considers that an unchanging size is available for each open depot. Conversely, a
set of available sizes to select the one that fits better is considered in our approach. Allow-
ing this flexibility has been proved to generate cost savings in all our addressed problems.
Furthermore, these problems are more general, i.e., the traditional RSP, VRPB, and LRP are
particular cases of them.

Particularly, in the case of the DRSP we propose a numerical case study in which a more
traditional static scenario is compared against a dynamic one. In the former, the transporta-
tion system is optimized just at the beginning, while in the latter new data are employed
to periodically re-optimize the system. The computational experiments show the benefits
of our proposed dynamic approach, which clearly outperforms the traditional one in terms
of costs. Furthermore, our experiments include instances with multiple sizes; hence, our
algorithm has been proved to be flexible and scalable, i.e., it can be easily adapted to cope
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Figure 4.13: Variation of the total cost with r for instances Das-150x10 (a), Gas-
21x5 (b), and Coord20-5-2b (c).

with even bigger instances. Nevertheless, it is worth mentioning that we have not included
the occurrence of events such as new requests, cancellations, or destination modifications.
These events are present in real-life situations and, therefore, they can be included in future
work.

Regarding the VRPOB, we demonstrate that savings in transportation costs are achieved,
although penalty costs are incurred. These penalties can be understood as additional inven-
tory costs for holding RTIs, which are located at the customer facilities. Two approaches
are proposed to deal with this NP-hard combinatorial optimization problem: (i) a MILP
model, which is solved for a set of traditional instances. Here, instances up to 51 nodes were
solved using exact methods; and (ii) a BR ILS for solving larger instances. This algorithm
is adapted to consider that RTIs collection is optional, subject to a penalty (inventory hold-
ing) cost. Consequently, a new parameter α is introduced, which indicates the weight given
to the transport cost versus the penalty cost. After calibrating α, our analysis shows that
it is possible to obtain lower aggregated (routing plus inventory) costs in scenarios where
collection is not mandatory. We demonstrate that the collection decision is sensitive to the
unit penalty cost hi, i.e., our tests show that the lower hi, the greater the number of not
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collected RTIs. This action yields substantial savings in total costs up to 26%. Neverthe-
less, some benchmark instances require visiting all customers regardless of the value of hi.
In other words, cost savings are instance-dependent, hence, decision makers in real-world
supply chains should estimate hi as accurately as possible to decrease the total aggregated
cost successfully.

Finally, regarding the LRPFS, the obtained results show the great advantages of consid-
ering facility sizing decisions instead of having a fixed value as traditional approaches do.
Noticeable cost savings are obtained with our approach due to: (i) the possibility of design-
ing customized facilities that adjust to the current and forecasted demand in each region;
and (ii) reallocating customers and redesigning routes by locating either larger- or smaller-
size facilities. Both alternatives have been proved to decrease total costs, which are formed
by opening costs (investment capital), and operational costs (routing and vehicle costs). The
former alternative allows to save routing costs, although the opening cost can grow. The
latter alternative may increase routing costs, but the initial investment is lower. Regardless
of the size of the instance, our approach has been proved to yield very competitive results
in terms of total costs. Small-, medium-, and large-sized instances have been used in our
experiments. Initially, three MILP models are proposed and tested by solving optimally a
few newly created small-sized instances, as well as benchmark instances whose number of
nodes is smaller than 30. The same instances were solved using our BR ILS metaheuris-
tic. Then, this approach is employed to solve both medium- and large-sized benchmark in-
stances. They were slightly modified to consider facility sizing decisions, by providing both
a set of alternative sizes and a variable cost according to each size. The experiments’ results
show not only that cost savings are attained after considering flexibility in facility sizes, but
also that our metaheuristic is both time- and cost-efficient. Additionally, all proposed MILP
models have been proved to be quite inefficient when compared with our metaheuristic ap-
proach. Finally, a sensitivity analysis is carried out, in which we study the effect of different
sets of sizes in the cost. Average results show that those sets with a bigger range of differ-
ence between sizes yield smaller total costs. Nevertheless, a few instances do not follow this
trend, which indicates that total costs in an LRPFS depend on the relation between demand
and available sizes for each instance or real-world case.
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Chapter 5

Applications of
Simulation-Optimization Approaches

All parameters and variables considered in the problems addressed in Chapters 3 and 4
are deterministic. Nevertheless, uncertainty is a highly relevant feature in a myriad of real-
world T&L problems. If a case study has uncertain variables, but these are not considered in
the modeling phase, costs are very likely to increase (Birge and Louveaux, 2011; Panadero et
al., 2020b). Hence, from this chapter on, uncertainty is considered in the studied problems.
Particularly, this chapter1 addresses an FLP where customers demands are stochastic. A
hybridization between an exact MILP model and Monte Carlo simulation (MCS) is proposed
to solve an urban logistics problem based on a real-world case in Dortmund, Germany.

5.1 The FLP with Stochastic Demands

Researchers have been employing simulation-optimization (SO) techniques for solving com-
plex T&L problems for many years (Figueira and Almada-Lobo, 2014). Both exploring the
behavior of logistics systems and estimating their response to various changes in their envi-
ronment is the primary purpose behind the use of simulation (Crainic et al., 2018). In logis-
tics systems, SO enables to represent and estimate different scenarios for policy changes and
environmental regulations, leading to better accommodation of logistics schemes. In this
context, we focus on SO models in urban logistics (UL) systems. Urban logistics has been a
subject of interest for researchers during the last decades. UL is defined by Gonzalez-Feliu
et al. (2014) as “the multi-disciplinary field that aims to understand, study and analyze the
different organizations, logistics schemes, stakeholders and planning actions related to the
improvement of the different goods transport systems in an urban zone and link them in

1The contents of this chapter are based on the following works:

• Rabe, M., Gonzalez-Feliu, J., Chicaiza-Vaca, J., & Tordecilla, R.D. (2021). Simulation-optimization ap-
proach for multi-period facility location problems with forecasted and random demands in a last-mile
logistics application. Algorithms, 14(2), 41.

• Rabe, M., Chicaiza-Vaca, J., Tordecilla, R.D., & Juan, A.A. (2020). A simulation-optimization approach
for locating automated parcel lockers in urban logistics operations. 2020 Winter Simulation Conference
(WSC), pp. 1230-1241.

https://doi.org/10.3390/a14020041
https://doi.org/10.3390/a14020041
https://doi.org/10.3390/a14020041
https://doi.org/10.1109/WSC48552.2020.9384087
https://doi.org/10.1109/WSC48552.2020.9384087
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a synergic way to decrease the main nuisances related to it”. Hence, UL includes differ-
ent stakeholders who are seen in urban logistics, as well as a wide variety of aims, which
imposes hard challenges to decision makers.

This section focuses on the usage of automated parcel locker (APL) systems, such as pack
stations or locker boxes, as one of the most promising initiatives to improve the UL activities.
The APL is a group of electronic lockers with variable opening codes, so that it can be used
by different customers whenever it is convenient for them. APLs are located in apartment
blocks, workplaces, railway stations, or near to consumers’ homes, to which parcels are
delivered. The costs of APL deliveries are lower than those of home deliveries, and the risk
of missed deliveries is reduced. Some studies confirm that online shoppers will use APLs
more frequently in the future (Moroz and Polkowski, 2016). Despite there are limitations
to the concept, many third-party logistics providers, such as DHL, InPost, Norway Post,
PostDanmark, UPS, or Amazon, continue to invest in APLs to gain a competitive advantage
(Moroz and Polkowski, 2016). As remarked by Verlinde et al. (2018), an APL has multiple
benefits in comparison to home deliveries: economic benefits, less traffic in city centers,
no double parking in front of customers’ homes, no failed home deliveries, fewer traveled
kilometers and stops, off-hour deliveries, and cost reduction for e-retailers and delivery
operators. Besides, the use of APLs offers environmental benefits as well, e.g., less pollutant
emissions (Faulin et al., 2018). Moreover, there are also social benefits, as improved quality
of life and less noise. E-customers are free to choose the pick-up time of their parcels (24/7).
Also, the APL can be a focal point for the local community. However, APLs have at the same
time some disadvantages as difficulties with the APL interfaces, limited payment flexibility
in situ, limited storage possibilities, and sensitivity to crime or vandalism (Vakulenko et al.,
2018).

Locating APLs is one of the critical issues related to the users’ expectations. These facil-
ities should be located close to customers’ homes, on their way to work, or in places with
a high availability of parking spaces (Iwan et al., 2016). Furthermore, Guerrero and Díaz-
Ramírez (2017) point out that the APL strategy has barely discussed in the scientific litera-
ture, but is observed in practice. For example, many studies do not look at the installation
costs of the APLs, their suitable locations, as well as the required capacity for seasonal peaks
in e-commerce. Hence, this section addresses a case in the city of Dortmund, Germany. Its
population, of about 600, 000 people, makes it the seventh largest city in Germany and the
34th largest in the European Union. The considered problem is modeled as a multi-period
capacitated FLP. While considering users demand that must be satisfied, our objective is to
find the minimum-cost number of APLs that should be installed in every considered period
inside the time horizon, as well as their locations. Multiple scenarios considering different
estimates for the demands in future periods are considered and solved. Then, the perfor-
mance of the associated solutions in a stochastic environment is assessed by using MCS.

5.1.1 Problem Definition

The FLP is a well-known optimization challenge where the typical goal is to find the mini-
mum costs and location of facilities that must be open to meet customer requirements, either
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deterministically (Melo et al., 2009) or stochastically (De Armas et al., 2017; Pagès-Bernaus
et al., 2019). In our work, facilities to open are the potential APLs in Dortmund. In gen-
eral, the FLP is classified either as capacitated or uncapacitated. The former refers to the
case where the facilities have a known limit to the demand they can meet. The latter is the
case where the service capacity of each facility exceeds the total customers demand. A sim-
ple example of an FLP final solution is shown in Figure 2.5, where each customer (green
houses) is assigned to the nearest open facility (red warehouses) via an active connection
(solid lines). Additionally, black and white warehouses represent the non-open facilities,
and dashed lines are inactive connections.

A multi-period capacitated FLP is considered in our work. Decisions made in a given
period affect future periods over a time horizon T. In particular, as demand is expected
to increase in future periods, we assume that whenever an APL is opened within a period
t ∈ T, it must remain open until the end of the time horizon, i.e., for all t′ ∈ T : t′ > t.
Similarly, third-party logistics providers indicate that a minimum percentage of m ∈ (0, 1)
of total installed capacity must be used. Therefore, with the set I of nodes representing
all districts in the city, each district i ∈ I could contain no, one, or more APLs, each with
a known capacity ai > 0. Similarly, each district j ∈ I has an aggregated demand in the
period t ∈ T, djt > 0. For two districts i, j ∈ I, the unit costs of assigning an APL located in
the district i to a customer located in the district j is cij > 0. Similarly, the costs of opening
an APL in district i ∈ I during the period t ∈ T is indicated as fit > 0. In this context, the
binary variable xijt takes the value 1 if customers in the district j ∈ I are assigned to an APL
in the district i ∈ I during the period t ∈ T; otherwise, the value is 0. Similarly, the integer
variable yit represents the number of APLs that are open in the district i ∈ I in the period
t ∈ T. Then, our multi-period FLP can be formulated as follows.

Minimize ∑
i∈I

∑
j∈I

∑
t∈T

cijdjtxijt + ∑
i∈I

∑
t∈T

fit(yit − yit−1) (5.1)

s.t.

∑
i∈I

xijt = 1 ∀j ∈ I, ∀t ∈ T (5.2)

yit ≥ yit−1 ∀i ∈ I, ∀t ∈ T (5.3)

∑
j∈I

djtxijt ≤ aiyit ∀i ∈ I, ∀t ∈ T (5.4)

∑
j∈I

djt ≥ m ∑
i∈I

aiyit ∀t ∈ T (5.5)

xijt ∈ {0, 1} ∀i ∈ I, ∀j ∈ I, ∀t ∈ T (5.6)

yit ∈ Z+ ∀i ∈ I, ∀t ∈ T (5.7)
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The expression (5.1) indicates the objective function that minimizes the total costs: the
first term indicates the service costs of APLs, while the second represents the fixed costs
of opening new APLs in the time horizon. Constraints (5.2) ensure that for each period
t ∈ T and each district j ∈ I exactly one APL is assigned. Restrictions (5.3) ensure that
once an APL is opened, it remains open until the end of the time horizon. Constraints (5.4)
ensure that for the open APLs in district i ∈ I and time period t ∈ T, the demand served
by them does not exceed their capacity. Constraints (5.5) guarantee a minimum utilization
percentage of the total installed capacity of APLs for each period t ∈ T. Finally, constraints
(5.6) and (5.7) specify the ranges of the decision variables.

5.1.2 Solution Approach

Hybrid models play an important role in most real-world systems, since they can bring more
comprehensive and efficient estimations of a reality by enhancing the synergies among dif-
ferent methods and giving the suitable output for decision-makers (Palacios-Argüello et al.,
2018). One of the main goals of SO methods is to efficiently address both optimization and
uncertainty. The possibilities of combining SO are vast and the appropriate design depends
highly on the problem characteristics. Figueira and Almada-Lobo (2014) describe in de-
tail the main classification of different SO combinations. According to their classification,
we consider an analytical model enhancement approach by using simulation to improve
the model results, either by refining its parameters or by extending them, e.g., considering
different scenarios. Hence, initially we propose a MILP model that provides an optimal lo-
cation for the APLs considering expectations on users demands. This model is solved using
the CPLEX solver. Nevertheless, in real-life, the demand of each district during each period
is subject to uncertainty, so it is usually modeled as a random variable. Particularly, our
approach consists of the following stages (Figure 5.1): (i) for different scenarios, with each
scenario defined by a different level of demand (e.g., lower than expected, as expected, or
higher than expected), solve the associated FLP model; and (ii) use a MCS to evaluate the
solutions obtained in the previous step when they are employed in a stochastic environment.

5.1.3 Computational Experiments and Results

We consider a case in the city of Dortmund, which is divided into 62 districts. Three demand
scenarios s ∈ S are used to feed our MILP model, where S = {S1, S2, S3}, corresponding
to a low-, medium-, and high-level demand, respectively. The specific values were obtained
by a system dynamics simulation model, as can be consulted in Rabe et al. (2021) and Rabe
et al. (2020a). We evaluate ten APL network configurations (k ∈ K, where K = {1, 2, ..., 10})
with the demand increasing proportionally to k, based on the scenario S2. Each configura-
tion is obtained by optimally solving the FLP model using the procedure described below.
Additionally, a planning horizon of 36 months is considered.

1. Consider a uniformly distributed random demand Djtk per district j ∈ J during the
period t ∈ T for generating the configurations.
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Figure 5.1: Schema of the integrated simulation-optimization approach.

2. Define µjt = E[Djtk] and assume that µjt is the medium demand corresponding to the
scenario S2.

3. Define a factor δ = 0.01 to increase the size of the uniform interval as we move forward
into future periods.

4. Generate the random demand using Equation (5.8). The expression 1 + k−1
|K|−1 is useful

to increase µjt proportionally to the value of k. In this way, we guarantee that generated
configurations differ in size.

Djtk ∼ U
([

1 +
k− 1
|K| − 1

]
(1− δt)µjt,

[
1 +

k− 1
|K| − 1

]
(1 + δt)µjt

)
∀j ∈ I, ∀t ∈ T, ∀k ∈ K

(5.8)
The variable costs cij are proportional to the distance between each pair of districts. They

were estimated using a web mapping service. The fixed costs are fit = 5500 e for the first
year and each district, and increase according to an average inflation rate of 2% per year.
The capacity of each APL in a district i ∈ I is ai = 6000 units per month, and the minimum
utilization percentage is m = 40%. Then, our MILP model is solved with CPLEX for all ten
configurations. The number of resulting open APLs per month is shown in Figure 5.2 for
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three out of these configurations. The lowest and highest lines represent solutions for the
lowest and highest demand, respectively. The rest of the solutions are in between. As the
demand µjt increases over time, the number of open APLs will behave the same regardless
of the configuration. However, this consistent behavior does not extend beyond the year
1 for k = 10 and beyond the year 2 for k = 1 and k = 5, when the total installed APLs
are sufficient to cover the total demand by the end of the planning horizon. Furthermore,
there is a sharp increase in open APLs from months 11 to 12. This behavior is caused by
two parameters: the annual growth of the fixed costs fit drives the APLs that are open
when they are less expensive, but always limited by the minimum utilization percentage m.
Finally, the total number of APLs installed varies significantly from one scenario to another,
for example, while 165 APLs are required for k = 10, only 99 APLs are installed in the
configuration k = 1 at the end of the planning horizon.

Figure 5.2: Number of total open APLs along the planning horizon for three
configurations (k = 1, 5, 10).

Once all configurations have been generated, they are tested in a stochastic environment,
assuming that the demand per district is uncertain and follows a known probability distri-
bution. Consider a random demand Djts whose mean and standard deviation are µjts and
σjts, respectively, per district j ∈ J during the period t ∈ T for the scenario s ∈ S. Since
the goal is to evaluate the performance of every configuration, they must be tested under
the same demand conditions; therefore, the demand does not depend further on the con-
figuration. Then, Djts is simulated and each configuration is evaluated in terms of total
costs (Equation (5.1)) and reliability. Studies on reliability in supply chains can be found
in Adenso-Diaz et al. (2012) and Peng et al. (2011). We define the reliability Rks of the con-
figuration k ∈ K for the scenario s ∈ S as the probability that the stochastic demand of all
districts in the city can be successfully satisfied, i.e.,

Rks =

(
1− bks

n

)
· 100% ∀k ∈ K, ∀s ∈ S (5.9)

where bks is the total number of simulation runs where the configuration does not cover all
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district demands, and n is the total number of runs. In other words, if at least one APL
in a configuration is not able to cover all assigned needs, this configuration will fail. In
our experiments, a total of n = 5000 runs are performed for each combination of scenario
s and configuration k. Without losing generality, we assume that demand is independent
of the customers’ district, but our methodology can easily be adapted to take into account
correlated demands. For the realization of the demand, three probability distributions have
been tested:

1. A uniform distribution, according to Equation (5.10). In this case, σjts =
√

3
3 δtµjts.

Djts ∼ U
(
[1− δt] µjts, [1 + δt] µjts

)
(5.10)

2. A symmetric triangular distribution, according to Equation (5.11), i.e., the mode equals
µjts. To obtain conditions similar to the point 1, the lower and upper limits of this
distribution are calculated assuming that the standard deviation is equal.

Djts ∼ T
([

1−
√

2δt
]

µjts, µjts,
[
1 +
√

2δt
]

µjts

)
(5.11)

3. A log-normal distribution, according to Equation (5.12). Again, the standard deviation
is the same as in the point 1 to preserve similar conditions.

Djts ∼ Lognormal
(
µjts, σjts

)
(5.12)

Figure 5.3 shows the main results of the simulation process for each configuration. Blue,
orange, and green lines represent the results from the demand for uniform, triangular, and
log-normal distribution, respectively. In addition, dotted, solid, and dashed lines represent
the results for the scenarios S1 (low demand), S2 (medium demand), and S3 (high demand),
respectively. Each dot on each line represents a single configuration. In general, more ex-
pensive configurations result in higher reliability, because they include a larger number of
installed APLs. When the demand follows either a uniform or a triangular distribution, the
most expensive half of the configurations always achieve a 100% reliability level, regardless
of the scenario. In other words, the configuration k = 6, with total costs of 748, 660 e, al-
ready locates a suitable number of APLs and eliminates the need to consider more expensive
configurations. However, if the budget is lower, our approach offers other good alternatives
for decision makers.

In general, configurations are less reliable when demand scenarios are increased. For
example, configuration k = 4, with total costs of 661, 100 e, only achieves a reliability level
of 14% under the high demand scenario and a log-normal distribution. Conversely, this con-
figuration achieves a reliability level of 98.8% under the low demand scenario. Furthermore,
the reliability is very sensitive to the probability distribution. Broadly speaking, a configura-
tion fails if the demand is too high. Hence, configurations simulating a log-normal demand,
which has no upper limit, are less reliable than those where the probability distribution is
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Figure 5.3: Optimal solutions evaluated in terms of costs and reliability.

either uniform or triangular (Equations (5.10) and (5.11)). This fact shows the relevance of
integrating a study to determine the demand behavior in the real case.

5.2 Conclusions

With the goal of determining the optimal number and location of APL systems in a multi-
period time horizon, this chapter has proposed the use of an integrated SO approach com-
bining exact optimization and MCS. We propose this integrated model as a decision sup-
port tool for future APL implementations as a last-mile distribution scheme. The analysis is
based on a real-world case study where demands are considered as random variables that
evolve over time. Firstly, a multi-period facility location MILP model that provides the opti-
mal number of APLs is formulated for a 36-month planning horizon. Different scenarios are
considered and solved with exact methods to deal with the demand uncertainty. Then, the
solutions associated with each scenario are sent to a MCS to estimate both their costs and
reliability level.

The model provides an optimal number of APLs, taking into account the expectations of
user demands. We have considered three scenarios S1, S2, and S3, corresponding to a low-,
medium-, and high-level demand, respectively. The results for the number of deliveries
(units) after 36 months show a wide range of shipments from about 277, 000 in S1 to nearly
400, 000 in S3. We used our MILP to evaluate 10 APL network configurations (k = 1, ..., 10)
with increasing demand in relation to each scenario. Obviously, there is a strong impact on
the number of APLs that the city needs. After 36 months, the number of APLs increases from
99 in the case of the lowest demand to 165 at maximum demand. Interestingly, the number
of APLs stabilizes from month 24 in all configurations. Thus, we can conclude that the effect
on APLs appears linear in relation to the potential users of APL with no obvious scale effects.
From a stochastic environment, we assumed that the demand per district is uncertain and
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follows a known probability distribution. Whenever the demand follows either a uniform or
a triangular distribution, the most expensive configurations always reach a reliability level
of 100.0% regardless of the scenario. The configuration k = 6, with total costs of 748, 660 e,
already locates a suitable number of APLs. However, if the budget is lower, our approach
offers other alternatives for decision makers. All in all, the work illustrates the potential of
combining different simulation and optimization techniques to correctly address complex
optimization problems in real urban logistics, where uncertainties must also be taken into
account.
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Chapter 6

Applications of Simheuristics

The previous chapter addressed a problem that was solved by a hybridization of exact meth-
ods and MCS. Nevertheless, realistic problems can become highly complex and, therefore,
finding optimal solutions in short computational times can be very unlikely. Hence, this
chapter shows three cases in which exact methods are not further employed. Instead, we
hybridize heuristic methods with MCS. Since the basic versions of BR, multi-start, and
metaheuristic approaches (Chapters 3 and 4) are not suitable to deal with stochastic vari-
ables, MCS provides the tools to do it properly. This hybridization is called “simheuris-
tics”. Hence, this chapter1 shows three applications of simheuristics. Initially, two cases
based on the COVID-19 pandemic crisis are described. Biased-randomization, multi-start
approaches, and MCS are hybridized to solve an OVRP and a STOP. Finally, the LRP with
facility sizing decisions shown in Section 4.3 is extended by including stochastic demands.
In this case, the ILS metaheuristic is considered as well in the SO hybridization.

6.1 The Open VRP with Stochastic Service and Travel Times

The outbreak of the COVID-19 pandemic not only has caused a significant global social and
economic crisis, but also has had dramatic effects on the environment. Governments and
health officials around the globe have introduced mandatory policies including lockdowns,
quarantines, and border closures to fight the spread of the COVID-19. While these measures
have positive impacts on the environment due to the reductions in air pollution, they are
most likely temporary, as pollution levels may rise again when the world recovers from the
pandemic. However, consumption of personal protective equipment (PPE), such as masks
and gloves, during the pandemic has already generated billions of contaminated waste. To
date, COVID-19 continues to be a challenge to global public health. Saberian et al. (2021)

1The contents of this chapter are based on the following works:

• Peyman, M., Li, Y., Tordecilla, R.D., Copado, P., Juan, A.A., & Xhafa, F. (2021). Waste collection of
medical items under uncertainty using Internet of things and city open data repositories: a simheuristic
approach. 2021 Winter Simulation Conference (WSC). Accepted conference article.

• Rabe, M., Tordecilla, R.D., Martins, L.C., Chicaiza-Vaca, J., & Juan, A.A. (2021). Supporting hospital lo-
gistics during the first months of the COVID-19 crisis: a simheuristic for the stochastic team orienteering
problem. 2021 Winter Simulation Conference (WSC). Accepted conference article.

• Tordecilla, R.D., Panadero, J., Quintero-Araújo, C.L., Montoya-Torres, J.R., & Juan, A.A. (2020). A
simheuristic algorithm for the location routing problem with facility sizing decisions and stochastic de-
mands. 2020 Winter Simulation Conference (WSC), pp. 1265-1275.

https://doi.org/10.1109/WSC48552.2020.9384053
https://doi.org/10.1109/WSC48552.2020.9384053
https://doi.org/10.1109/WSC48552.2020.9384053
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estimate that 6.88 billion –approximately 206,470 tons– face masks are generated around the
world each day. In many cities, the daily face mask usage (in terms of quantity of pieces) can
be roughly estimated by simply multiplying the city population size by the acceptance rate
of masks (Nzediegwu and Chang, 2020). Many of these masks are made of petroleum-based
non-renewable polymers that are non-biodegradable (Dharmaraj et al., 2021), which means
that they take hundreds or even thousands of years to break down in the environment. Most
of the used PPE is ultimately relieved to the landfill, as well as to the oceans, contaminating
the environment and affecting the fauna and flora population. Therefore, proper treatment
of the PPE and, in general, of sanitary and medical waste, is an urgent need. Neglecting the
seriousness of this issue may cause significant environmental and health problems.

One of the feasible approaches to tackle this problem is to assure that both the PPE and
medical waste are forwarded for special processing to prevent creating more contaminat-
ing waste. Therefore, considering the case of the COVID-19 pandemic in Barcelona, spe-
cialized medical waste containers can be deployed in the most populated areas and sani-
tary/medical centers of the city, and small sensor devices can be installed in every container
to measure its saturation level (Figure 6.1). Data regarding the waste levels of each container
are sent to the open data center of the city. These data are retrieved periodically by the com-
petent authorities, and the cargo vehicles are assigned to visit and empty the containers. By
employing small sensors in the container, visiting containers that still have enough avail-
able capacity is avoided, thus reducing the overall transportation cost. Using specialized
PPE waste containers brings at least two benefits:

1. Studies have already shown that the SARS-CoV-2 can stay on hard surfaces for long
periods of time (Choi et al., 2021). Therefore, inappropriate management of PPE and
medical waste may increase the chances of COVID-19 spread in the environment, and
may lead to infection among waste workers. Using specialized waste containers can
reduce the risk of exposure to the SARS-CoV-2 as PPE and medical waste will be stored
and handled differently than other general waste.

2. The collected PPE and medical waste could be recycled for use in other applications,
e.g., recycled concrete aggregate for pavement constructions (Saberian et al., 2021).
The activity of reusing and recycling PPE and medical waste requires extensive pro-
cesses of sorting out the materials, whose processing time can be saved by using spe-
cialized waste containers.

In this section, the waste collection problem is modeled as an open vehicle routing prob-
lem (OVRP). The OVRP differs from the classical VRP by considering different origin and
end depots (Li et al., 2007). We employ a BR heuristic algorithm to determine the optimal
route with the shortest travel time, as described by Belloso et al. (2019). This problem has
been traditionally studied under deterministic conditions, where travel and service times
are known and fixed. However, related activities are naturally stochastic in real-world prob-
lems. Therefore, we integrate a simulation component into the BR framework to assess the
solution robustness under stochasticity, where both travel and service times are stochastic.
Hence, the data about the waste levels can be consulted in the cloud, and used to feed a
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Waste containers with sensors Cloud Simheuristic Output variables and charts

Figure 6.1: Schema of the information flow in our medical waste collection
problem.

simheuristic algorithm. The simheuristic yields a set of quality solutions that are assessed
by decision makers. Key performance indicators, such as cost or reliability levels can be
used, as well as descriptive charts. Finally, a single routing plan is selected and employed
to perform the waste collection tasks.

6.1.1 Problem Definition

The medical waste collection OVRP consists in designing a set of open routes intended to
pick up medical waste. This waste has been disposed in multiple collection points across
the city that must be visited. These points are connected by edges, which represent streets
in cities. Each collection point has a given demand, as well as coordinates, e.g., latitude and
longitude. A single vehicle is assigned to each route and visits each collection point once.
We assume also that the set of vehicles is homogeneous, and that the fleet size is constant.
In addition, the vehicles capacity is assumed to be unlimited because the considered waste
(e.g., surgical masks, syringes, hypodermic needles, scalpel blades, etc.) requires virtually
negligible space. Since loading capacity is not a constraint, each vehicle has a maximum
amount of time to complete its route i.e., a time-dependent capacity arises. Service times
refer to the time required to pick up the medical waste at each collection point, while travel
times refer to the time invested in traversing each edge. Both travel and service times are
considered to be stochastic, since they might depend upon multiple random factors (e.g.,
traffic conditions, weather conditions, road disruptions caused by car accidents, etc.). We
assume that travel times are independent from each other. The vehicle’s origin and desti-
nation points are not the same, i.e., the designed routes are open (Figure 6.1). For instance,
each vehicle may depart from the firm’s headquarters, visit its assigned collection points,
and finish the route in a treatment facility. The Government of Catalonia has established a
procedure to perform these activities in its entire territory, including Barcelona (Health Care
Waste 2021; Gestió Extracentre dels Residus Sanitaris 2019). In practice, the headquarters and
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the treatment facility might have the same location or not, so we consider the more gen-
eral scenario in which they can be located at different parts of the metropolitan area. The
goal is to minimize the total time invested by the fleet of vehicles to complete the collection
task. Notice, however, that whenever a route exceeds its maximum time, a mandatory stop
for resting has to be performed before resuming the collection plan. Finally, although our
addressed problem focuses on medical waste collection, it is worth mentioning that the col-
lection of waste products whose size is much smaller than the vehicle capacity, e.g., batteries
or cell phones, can be considered as well.

Formally speaking, the problem can be defined on a directed graph G(N, E), in which
N is the set of nodes, and E is the set of edges linking these nodes, such that E ⊆ N × N =

{(i, j) | i ∈ N, j ∈ N, i 6= j}. The set N is formed by a set I of collection points, a singleton
set O representing the origin facility, and a singleton set F representing the end facility, such
that N = I ∪O∪ F. Each collection point i ∈ I has a service time Si, as well as a deterministic
and known demand di. This demand refers to the quantity of medical items to be collected.
Each edge (i, j) ∈ E is traversed in a time Tij. Both Si and Tij are random variables and follow
known probability distributions. These distributions are assumed to be based on historical
data. A set V of uncapacitated vehicles is available to perform the routes. Each collection
point must be visited once by only one vehicle. Each vehicle is assigned to only one route.
Each route must start in the origin facility and finish in the end facility. The total time of each
route must not exceed a given time limit tmax. Hence, the problem consists in designing
a set of |V| routes that meet the aforementioned constraints, such that the expected total
time of performing all routes is minimized. Notice that no loading capacity constraints are
considered since, as explained before, it is assumed that the medical items to be collected
are of small size.

6.1.2 Solution Approach

Initially, a BR heuristic is proposed to tackle the deterministic version of the waste collec-
tion OVRP. This BR heuristic is later embedded into a multi-start metaheuristic framework
(Martí et al., 2013). This multi-start BR heuristic is able to find feasible and promising solu-
tions in short computing times. However, this metaheuristic is designed to solve the prob-
lem when data inputs are deterministic. In real-life applications, uncertainty is a crucial
part of the decision-making process. Therefore, the multi-start BR heuristic is extended into
a simheuristic algorithm to deal with a more realistic scenario under uncertainty. Simheuris-
tics have been recently employed in solving complex stochastic optimization problems, such
as stochastic inventory routing problems (Gruler et al., 2018; Gruler et al., 2020a) or stochas-
tic facility location problems (Pagès-Bernaus et al., 2019). These algorithms combine the use
of heuristics/metaheuristics with simulation in order to deal with uncertainty (Juan et al.,
2018). Consequently, solutions that offer a good trade-off between the expected total time
and solution reliability can be generated. In the context of this section, reliability refers to
the probability that a routing plan can be implemented without failures, i.e., without routes
exceeding the maximum time allowed to complete the waste collection process. In our case,
we combine the proposed multi-start BR heuristic with MCS in order to address the case
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where both the service time of each collection point and the travel time between each pair
of nodes are random variables following a given probability distribution which we assume
has been obtained by fitting historical data for each collection point and each traveling edge
in the network representing the city. Hence, the reliability rate determines the robustness
of the deterministic solution under stochastic scenarios, i.e., whether the total travel time of
the route is still acceptable/feasible under such scenarios or not, considering the maximum
route travel time.

Our simheuristic is integrated into the multi-start BR heuristic, which is depicted in Fig-
ure 6.2. This algorithm works as follows. Firstly, an initial solution S∗ is generated by using
the BR heuristic after setting β to 1. Then, from solution S∗, travel times and service times
are replaced by their stochastic counterparts, and a short simulation (small number of repli-
cations) is performed to estimate the average stochastic time and its reliability rate. The
solution S∗ is set as the best deterministic and stochastic solutions so far. During these it-
erations, the best solution S∗ is kept, assessed in terms of total deterministic and stochastic
times. Following Rabe et al. (2020b), in each iteration a new solution S′ is generated by the
BR heuristic. If the solution S′ is promising, i.e., if the deterministic time of S′ is less than
the deterministic time of S∗, then the stochastic time of S′ is computed by means of a short
simulation. Later, if the stochastic time of S′ outperforms the stochastic time of S∗, then S∗

is replaced by S′, otherwise, S′ is rejected. This procedure is repeated until a stopping cri-
teria is met. Finally, the best solution is tested in a long simulation process (large number
of replications) to increase both the accuracy of the calculated stochastic time and reliability
level.

6.1.3 Computational Experiments and Results

The data used to test our approach is based on a deterministic real-world case arisen dur-
ing the first months of the COVID-19 pandemic in Barcelona. These data are assumed to
be provided daily by sensors installed in 96 medical waste containers in the metropolitan
area of the city. The origin depot and the destination treatment facility are indicated as red
cylinders in Figure 6.3, and the rest of collecting locations are shown in blue points.

This case study has a four-hour time limit (tmax) for each route. This time limit was
imposed by mobility restrictions during the pandemic lockdown. Additionally, six vehicles
are available to perform the routes, and all of them must be used. A few tests considering
different fleet sizes were performed. A fleet size of five vehicles or less leads to infeasible
solutions, given the time limit tmax. To solve the problem, the original deterministic instance
is transformed into a stochastic one by considering both a random travel time Tij and a
random service time Si, as detailed next:

• Tij follows a log-normal distribution with a minimum time limit tmin
ij along the edge

(i, j). This limit represents the deterministic time in optimal travel conditions. That
is, if the pure random part of Tij is represented by Θij, and Θij ∼ logN(λ, γ), where
logN(λ, γ) is a log-normal distribution with location parameter λ and scale parameter
γ, i.e.:
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Figure 6.2: Flowchart of the simheuristic algorithm for solving the stochastic
OVRP.

 

Figure 6.3: Map of the collection points and depots used for our experimental
instance.
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tij = tmin
ij + kθij,

where k is a variability level, and tij and θij are realizations of Tij and Θij, respectively.
In our experiments, we consider λ = 0, γ = 1, and k ∈ {5, 6, 7, 8, 9, 10}. These val-
ues were selected so that diverse variability levels are tested. Hence, the experiment
results lead to a more comprehensive analysis. Additionally, tmin

ij is estimated for each
edge using a web mapping service.

• Si ∼ logN(λ, γ). Inspired by the real-life data, in our experiments we compute λ and
γ such that E[Si] = 420 seconds, and Var[Si] = 5, where E[Si] and Var[Si] are the
expected value and the variance, respectively.

The variability level k leads to six different scenarios: very-low, low, medium-low, medium-
high, high, and very-high. Regarding the algorithm parameters, we have set the β parameter
used for the BR heuristic as a random value in the interval (0.05, 0.25) (i.e., in each new it-
eration, the β value is randomly selected inside this interval, which according to our initial
experiments seems to provide reasonably good solutions). The number of short simulation
runs is set to 100, while the number of runs for the long simulation is set to 1, 000. A more
thorough study about the number of appropriate simulation runs can be found in Rabe et al.
(2020b). Finally, in case that the route stochastic time exceeds tmax, it is penalized with an
extra time of 1, 500 seconds. This time is justified by the need of adding a mandatory stop
every time a driver reaches the maximum driving time allowed.

The algorithm is implemented in Python 3 and executed in a personal computer with 16
GB of RAM and an Intel Core i7-8750H at 2.2 GHz. For each variability level, the maximum
computational time employed is set to 60 seconds. For each uncertainty scenario, Table 6.1
shows the comparison between our best deterministic solution (OBD, which is the best so-
lution we have been able to find for the deterministic version of the problem) and our best
stochastic solution (OBS, which refers to the best solution we have found under uncertainty
conditions). Each time value in this table is shown in the format hours:minutes:seconds, and
includes both the time spent traveling throughout the route and the service time. When
comparing the total time of all routes, the longest-route time (LRT) represents the maximum
found time for a single route. The results show that, in the deterministic scenario, the max-
imum time of four hours is never exceeded, and all the six available vehicles are used. The
deterministic total time is the time obtained after adding the total time of all routes in the
solution when considering scenarios under absolute certainty. Obviously, this time is the
same regardless of the variability level.

Once the deterministic solution is obtained, it is simulated in a stochastic environment to
get the expected total time of this plan when implemented in a scenario under uncertainty
conditions. The associated reliability value is also estimated, which is the estimated proba-
bility that the collection plan can be completed without any route exceeding its maximum
allowed time. The OBS columns show the same key performance indicators as the OBD
columns. However, these indicators are obtained when running our simheuristic algorithm.
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Table 6.1: Results for a case study considering different levels of uncertainty.

Variability
level

Our best deterministic solution (OBD) Our best stochastic solution (OBS)
Longest-route

time
Deterministic

total time
Stochastic
total time

Reliability
Longest-route

time
Stochastic
total time

Reliability

Very-low 3:58:37 22:26:05 23:03:32 15.63% 3:55:26 22:44:20 97.50%
Low 3:58:37 22:26:05 23:13:00 4.75% 3:55:26 22:48:41 91.33%

Medium-low 3:58:37 22:26:05 23:22:45 1.40% 3:55:26 22:54:05 81.04%
Medium-high 3:58:37 22:26:05 23:31:43 0.31% 3:55:26 23:01:15 64.54%

High 3:58:37 22:26:05 23:40:00 0.07% 3:55:26 23:08:31 48.70%
Very-high 3:58:37 22:26:05 23:48:40 0.02% 3:55:26 23:16:33 32.53%
Average 3:58:37 22:26:05 23:26:37 3.70% 3:55:26 22:58:54 69.27%

The results show a clear superiority of the simheuristic algorithm, since the stochastic total
time is lower than the OBD’s for all instances under all variability levels. Moreover, the reli-
ability of the OBS is higher than the OBD’s, i.e., our simheuristic is able to guarantee a higher
probability of not exceeding the time limit of each route. Furthermore, since the time limit of
four hours is never exceeded, our solution never incurs a penalty time. Notice also that the
LRT of the OBS is smaller than the OBD’s. Since the OBD does not consider stochastic condi-
tions, routes’ times can be really close to the four-hour limit. Nonetheless, the closer the LRT
to the time limit, the greater the probability to violate this constraint in a stochastic environ-
ment. Hence, the LRT of the OBS is smaller. Finally, our results show a sharp decrease in the
quality of the deterministic collection plan when increasing the variability level. Figure 6.4
displays the distribution of the stochastic total time results when running long simulations.
Shown plots correspond to the very-low (VL) and the very-high (VH) variability levels, as
well as to the OBD (pink charts) and the OBS (green charts). The cross circle indicates the
mean value of each sample. Under stochastic scenarios, our results show an evident total
time decrease when modeling our problem through a simheuristic approach, instead of con-
sidering a deterministic solution. The higher the considered variability is, the sharper the
total time decrease. Furthermore, our simheuristic reduces the results variability, which can
be noticed by comparing the range between the extreme points in each box plot.

6.2 The TOP with Stochastic Service and Travel Times

In Section 3.1 we showed an application of a BR heuristic to a real-world case in the con-
text of the COVID-19 pandemic crisis in Barcelona. The necessity of immediate solutions
required a quick development of solving algorithms, which means that they should be as
realistic as possible, but without incurring in unnecessary complexity. Hence, due to the
atypical situation derived from the pandemic crisis in March 2020, all parameters are con-
sidered deterministic in the case explained in Section 3.1, since the empty roads facilitated
the motion of vehicles. However, considering that routes must be carried out mainly in ur-
ban areas, now we extend the problem addressed in that section by considering stochastic
travel and service times, which is more realistic. Addressing a problem with these charac-
teristics means that a traditional VRP (Faulin et al., 2008; Juan et al., 2009) is not appropriate
to provide a feasible solution. Instead, a stochastic team orienteering problem (STOP) has
proved to be a more suitable approach (Keshtkaran et al., 2016). Based on the works by
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Figure 6.4: Total time results of the long simulations under different variabil-
ity levels.

Panadero et al. (2017) and Chao et al. (1996), we define the STOP as a variant of the VRP
with the following main characteristics: (i) the fleet size is limited; (ii) each available vehicle
must meet a maximum tour length (MTL); (iii) characteristics (i) and (ii) imply that only a
subset of the customers in the network can be visited; (iv) the objective is to maximize the
total collected reward obtained after visiting this subset of customers; and (v) one or several
input parameters are stochastic. Therefore, the development and application of agile algo-
rithms became really helpful to guarantee the agility and efficiency that the route design
and implementation processes required, considering as well that this is a typical NP-hard
problem (Panadero et al., 2020b).

Hence, the main contributions of this section are: (i) to describe a real-world and deter-
ministic case where BR algorithms were developed to support hospital logistics during the
first months of the COVID-19 crisis; (ii) to extend the previous application into a stochastic
variant, in which travel and service times are modeled as random variables; (iii) to propose
a simheuristic approach to properly cope with the stochastic problem; and (iv) to provide
examples of the application of agile optimization, in which algorithms are used to provide
fast solutions to challenging stochastic optimization problems in the area of logistics and
transportation.
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6.2.1 Problem Definition

The hospital logistics case addressed in this work is modeled as a STOP. We assume that both
service and travel times are stochastic, since they might depend on multiple random factors,
e.g., traffic and weather conditions, unexpected delays, etc. The service time is the time
spent by the driver in performing a pickup activity at each collection point. The traveling
time is the time spent by a vehicle in moving from one node to another during its route. The
simultaneous consideration of an MTL and stochastic service and travel times can easily lead
to design infeasible routes. Allowing that some collection points are not visited is a manner
of avoiding a potential infeasibility. Therefore, the STOP becomes a suitable approach to
address our studied problem. Figure 3.2 displays an example of a complete solution for
our problem, where some collection points are skipped. Hence, our main objective is to
maximize the total reward collected by the set of vehicles, fulfilling the maximum allowed
tour length (MATL).

Formally speaking, the problem can be defined on a directed graph G(N, E), where N
represents the set of nodes, and E represents the set of edges that link these nodes, i.e.,
E ⊆ N × N = {(i, j) | i ∈ N, j ∈ N, i 6= j}. The set N is formed by three subsets, such
that N = I ∪ O ∪ F: a set I of collection points, and the singleton sets O and F, which
represent the origin and destination depots, respectively. Each collection point i ∈ I has a
deterministic reward ui, and a stochastic service time Si that follows a known probability
distribution. The time Tij spent to traverse each edge (i, j) ∈ E is considered stochastic as
well. Routes are performed by a set K of uncapacitated vehicles. Each collection point i ∈ I
must be visited just once, and each vehicle k ∈ K is assigned to only one route. Each route
starts in the origin node in O, and finishes in the destination node in F. The expected total
time of each route must not exceed a given time limit tmax. Hence, our addressed problem
consists in designing a set of |K| routes that meet the aforementioned constraints, such that
the total collected reward, ∑i∈I uixi, is maximized, where xi is a binary variable that takes
the value 1 if collection point i ∈ I is visited by a vehicle k ∈ K, and it takes the value 0
otherwise.

6.2.2 Solution Approach

For solving the described STOP in the context of healthcare logistics, we propose a simheuris-
tic approach that combines a BR multi-start metaheuristic (Belloso et al., 2019) with MCS.
Our multi-start approach relies on multiple executions of a BR heuristic designed to solve
the deterministic version of the TOP under the described application context. Despite of-
fering the capability of exploring different regions of the solution space, BR algorithms are
not able to consider uncertainty scenarios, such as those that can be found in real-life appli-
cations, e.g., random travel times, random processing and service times, etc. Therefore, we
have extended our BR heuristic into a simheuristic algorithm to better deal with the stochas-
tic variant of the TOP considered in this section, as Figure 6.5 depicts. Our approach starts
by generating a feasible solution for the stochastic problem variant. While the determinis-
tic solutions are generated by the BR heuristic, the solutions for the stochastic problem are
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achieved by replacing the deterministic travel times of the deterministic solution with the
stochastic ones. These stochastic values are computed by employing a probability distri-
bution. Hence, for each edge of the solution, multiple random observations are generated
using MCS, i.e., the final stochastic value for each edge is given by the average of the mul-
tiple simulations runs. The use of multiple simulation runs for generating stochastic travel
times allows us to measure the solution reliability, which refers to the solution feasibility
under uncertainty conditions.
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Figure 6.5: Flowchart of the simheuristic algorithm for solving the STOP.

Then, a multi-start framework starts. In this case, a solution is generated for the de-
terministic problem. This current solution is submitted to a simulation process only if its
reward is greater or equal to the best-found solution. At this stage, a reduced number of
simulation runs (the short simulation process) is performed, since this simulation stage can
be time-consuming. The simulation stages are depicted inside red squares in Figure 6.5. The
current solution replaces the best-found stochastic solution and becomes part of a pool of
elite solutions only if: (i) its reward is greater than the best-found stochastic solution reward;
or (ii) its reward is equal to the best-found stochastic solution reward, and its expected cost
(e.g., travel time) is smaller. This process is repeated until a stop criterion is met. Later, a
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larger number of simulation runs (the long simulation process) is performed for each solu-
tion in the pool, in order to collect more reliable statistic information regarding the solutions’
performance. Finally, these best-found solutions are returned.

6.2.3 Computational Experiments and Results

Based on the real-world instances presented in Section 3.1.3, we illustrate the performance of
our approach using three of these instances. They correspond to real cases from March 25th,
March 26th, and April 4th, 2020, respectively. They have been selected given the differences
in their inputs, as shown in Table 6.2. Initially, the number of collection points represents
how many volunteers are offering 3D elements that day. Next, the MATL indicates how
much time is available to perform a single route. A service time is also considered. The
parameter shown in Table 6.2 corresponds to the mean of a log-normal probability distri-
bution. Hence, if Si is a random variable representing the service time, Si ∼ logN(µi, σ2

i ),
where µi and σ2

i = 0.05µ are the expected value and variance or the servicing time at collec-
tion point i, respectively. In the real-world case, µi decreased from 7 minutes in the instance
mar-25 to 4 minutes in the instance apr-04, which was due to the experience acquired by
the drivers between both days. Finally, the number of vehicles represents the number of
volunteer drivers available to collect the elements that day.

Table 6.2: Inputs and results for three real instances.

Instance
Input mar-25 mar-26 apr-04

Number of collection points 95 77 22
MATL (min) 300 300 250

Mean service time (min) 7 7 4
Number of vehicles 6 4 1

Output Greedy BDS BSS Greedy BDS BSS Greedy BDS BSS
Deterministic total time (min) 1417.16 1394.92 - 1137.06 1123.56 - 246.39 248.35 -

Stochastic total time (min) 1454.81 1431.32 1428.69 1167.11 1152.71 1169.04 255.94 257.69 247.96
Deterministic MTL (min) 299.89 294.27 - 298.96 298.24 - 246.39 248.35 -

Stochastic MTL (min) 306.51 302.33 299.28 306.96 306.07 297.20 255.94 257.69 247.96
Visited collection points 95 95 95 77 77 77 14 15 14
Total collected demand 847 847 847 805 805 805 218 236 218

Reward 8104 8104 8104 7666 7666 7666 51800 51980 51800
Reliability 0% 0% 96% 0% 0% 100% 0% 0% 100%

We also consider a random travel time Tij between two nodes i and j, where Tij =

tmin
ij + Wij, with tmin

ij being the minimum time requested to travel from i to j assuming ‘per-
fect’ travel conditions, and Wij is a random variable such that Wij ∼ logN(µij, σ2

ij). Sampled
observations from Tij and Wij are denoted by tij and wij, respectively. Notice that Wij rep-
resents a random delay caused by uncertainty conditions, such as traffic or weather. A
web mapping service is employed to estimate tmin

ij . In our numerical experiments, we will
assume that µij = σ2

ij = 0.05tmin
ij , ∀(i, j) ∈ E. It is worth clarifying that, despite the deter-

ministic part of the problem is totally based on real data, the probability distributions and
their parameters for both Si and Wij are experimental values selected to test our simheuris-
tic approach. The parameter α employed to compute the savings is set to 0.6. This value
was selected after performing a series of fine-tuning experiments. Also, based on previous
studies (Ferone et al., 2019), we set the β parameter of the geometric probability distribution



6.2. The TOP with Stochastic Service and Travel Times 115

as a random value in the interval (0.05, 0.25). In each iteration of our approach, β is ran-
domly chosen inside this interval. The number of runs for the short simulation process and
the long simulation process is set to 100 and 1000, respectively. A more thorough study for
setting a suitable number of simulation runs is proposed by Rabe et al. (2020b). The max-
imum computational time employed by our approach is set to 60 seconds. The algorithm
is implemented in Python 3 and executed in a personal computer with 16 GB RAM and an
Intel Core i7-8750H processor at 2.2 GHz.

The rows titled as Output in Table 6.2 show our main obtained results. Each tested in-
stance yields three types of solutions. First, our best deterministic solution (BDS), which is
the best-found solution assuming that all parameters’ values are perfectly known. Second,
our best stochastic solution (BSS), which is the best solution found by our simheuristic, con-
sidering random service and traveling times. Moreover, the results obtained by the greedy
deterministic heuristic are introduced. This greedy heuristic does not consider the biased
selection of candidates, but a procedure corresponding to a ‘manual planning’, since the
best current candidate is always selected when constructing the solution. It is worth saying
that the BDS solutions are equivalent to those generated under the deterministic environ-
ment addressed in March 2020. Both the deterministic and the stochastic total times are the
sum of the times of each designed route. The former represents the time yielded consid-
ering unrealistic perfectly known conditions. Hence, this parameter does not make sense
for the BSS. Conversely, the stochastic total time is the time obtained after the BDS and the
BSS have been simulated. Table 6.2 also shows the deterministic and the stochastic MTL.
The MTL represents the time spent by the longest route in the solution. Notice that, in all
instances, the BDS stochastic MTL exceeds the corresponding MATL. Alternatively, the BSS
fulfills this time.

Since the considered problem is solved as a TOP, some collection points can be skipped.
This is the case of the instance apr-04. Originally, 22 volunteers should be visited that day,
however, since the MATL must be fulfilled, having only one vehicle is not enough to visit
them all. Hence, the BDS achieves a maximum reward when visiting 15 collection points,
while the greedy solution and the BSS achieve it by visiting 14. This fact implies that the BSS
reaches a total collected demand and a reward smaller than the BDS. Nevertheless, since
the BDS stochastic MTL exceeds the MATL, this solution has been proved to be infeasible.
Therefore, although the BSS is a lower-quality solution, it is the best-found feasible solution
when considering a realistic stochastic environment. Considering the greedy solution, it
shows a similar behavior: despite collecting a reward smaller than the BDS, and the same
amount as the BSS, its reliability is null. Figure 6.6 displays the best-found routes by the
BDS (6.6a) and the BSS (6.6b). Orange and red markers represent the origin and destination
points, respectively. Green markers are the visited collection points, and gray markers rep-
resent the non-visited ones. Figure 6.6b shows that an additional collection point is skipped
by the route designed in the BSS, in order to meet the MATL constraint. Notice also that
the routes designed by each solution type are not the same. For instance, those edges that
are not traversed in the BSS are those that may show more variability due to the uncertainty
derived from the real world, such as traffic congestion or weather conditions.
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Figure 6.6: Designed routes by the BDS and the BSS for the instance apr-04.

Finally, Table 6.2 shows a reliability indicator as an additional measure of the solution
quality. We define the reliability of a solution as the probability that it does not fail. All
routes within a solution are assumed to be independent. We consider that a route fails when
the total time spent to traverse it is greater than the MATL. Hence, if K is the set of routes
in a solution, ak is the total number of simulation runs in which the route k ∈ K fails, and
n is the total number of performed simulation runs, the reliability R is computed according
to Equation 6.1. Therefore, the reliability results for all instances show that both the greedy
solution and BDS fail completely in guaranteeing the MTL, while the BSS is able to achieve
a high reliability regardless of the stochastic environment.

R = ∏
k∈K

(
1− ak

n

)
· 100% (6.1)

6.3 The LRP with Facility Sizing Decisions and Stochastic Demands

The LRP is one of the most complete problems in logistics optimization, since it includes all
decision levels, i.e., strategic, tactical, and operational. From an Operational Research per-
spective, it can be seen as the combination of the FLP and the VRP, which are both NP-hard
problems. Hence, the LRP is also NP-hard, and heuristic approaches are required for solving
medium- and large-sized instances. Due to its complexity, the first reported studies on the
LRP tackled it by separating the corresponding sub-problems (Salhi and Rand, 1989; Nagy
and Salhi, 2007). As expected, this approach led to sub-optimal solutions. More recently,
given the increase in computational power and the development of non-exact approaches,
such as heuristic and metaheuristic algorithms, the LRP has been studied in an integrated
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way, which has clearly improved the obtained results (Prodhon and Prins, 2014). The LRP
has been used to support decision-making processes related to supply chain network design
(Lashine et al., 2006), humanitarian logistics (Ukkusuri and Yushimito, 2008), horizontal co-
operation (Quintero-Araujo et al., 2019a), and city logistics (Nataraj et al., 2019), among
others. One of the most studied versions of the LRP is the capacitated LRP, in which both
depot and vehicle capacity constraints must be satisfied (the acronym LRP will henceforth
refer to this problem). However, all previous works consider the depot capacity as a fixed
value. This could not be a suitable approach when dealing with realistic problems, since it
is usual that decision-makers can select the size of a facility from a discrete set of known
available sizes, or even freely. For real-world problems, this set is usually associated with
investment activities, such as building facilities (Zhou et al., 2019), purchasing equipment
(Tordecilla-Madera et al., 2017), or qualifying workforce (Correia and Melo, 2016).

From an academic point of view, the consideration of flexible sizes in the facilities has
been rarely addressed in the literature. Nevertheless, real-life examples from both LRP
(Zhou et al., 2019; Hemmelmayr et al., 2017; Tunalıoğlu et al., 2016) and non-LRP (Tordecilla-
Madera et al., 2017; Correia and Melo, 2016) contexts show the relevance of considering a
variety of facility sizes to select from, instead of just a unique size alternative, as it is the
case in most LRP studies. These problems consider that parameters are deterministic, i.e.,
they assume that inputs are known in advance. This assumption is far from reality in many
applications, such as waste collection or humanitarian logistics. The LRP literature address-
ing stochastic parameters is still scarce. Most found works hybridize simulation with some
heuristic or metaheuristic to tackle efficiently both uncertainty and NP-hardness. For exam-
ple, Quintero-Araujo et al. (2019b) propose a simheuristic to solve an LRP with stochastic
demands. They hybridize MCS with an ILS metaheuristic. A set of benchmark instances
are used to test the proposed approach. Rabbani et al. (2019) also propose a simheuristic
approach that combines a non-dominated sorting genetic algorithm-II (NSGA-II) and MCS.
They address a multi-objective multi-period LRP in the context of the hazardous waste man-
agement industry. Both generated waste and number of people at risk are stochastic. Inven-
tory decisions are also taken into account.

6.3.1 Problem Definition

The LRP with facility sizing decisions and stochastic demands consists in: (i) opening one or
more depots (facilities) of different sizes; and (ii) designing, for each open depot, a number of
routes whose aggregated customers’ demand does not exceed its capacity. Each route must
start and finish at the same depot. As demands are stochastic, a percentage of the vehicles’
capacity is reserved, as a safety stock (SS), in case the demand is higher than expected.
Therefore, the main decision variables in this problem are related to the number of facilities
to open, where to locate them, what size must be installed for each facility, which customers
must be allocated to each open depot, how many vehicles must be used, and how to design
the associated routes. This problem is NP-hard since it contains, as special cases, the VRP,
the MDVRP, and the FLP, all of them known to be computationally hard.
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Formally speaking, the LRP can be defined on a complete, weighted, and undirected
graph G(V, E, C), in which V is the set of nodes (comprising the subset J of potential de-
pot locations and subset I of customers), E is the set of edges, and C is the cost matrix of
traversing each edge. A set K of unlimited homogeneous vehicles with capacity constraints
is available to perform the routes. Moreover, it is assumed that all vehicles are shared by all
depots (i.e., no depot has a specific fleet) and each edge e ∈ E satisfies the triangle inequal-
ity. The customers’ demands are stochastic and follow a known probability distribution. The
version studied in this section considers that the size of the facilities to open is a decision to
be made. To achieve this, a set of alternative sizes for each depot and associated opening
costs are provided as inputs. Depots might have equal or different capacities among them.
Each customer must be serviced from the depot to which it has been allocated by a single
vehicle, i.e., split deliveries are not allowed.

The objective is to minimize the expected total cost (TC), which includes the cost of open-
ing depots (OC), the routing cost (RC), and the stochastic cost (SC), i.e., TC = OC + RC +

SC. The latter cost is incurred each time that a route fails, i.e., each time that the realized
demand of a route is greater than the vehicle capacity. In this case, two different costs are
calculated, depending on the corrective action considered: (i) a reactive strategy with a cost
creac, in which a vehicle must perform a round-trip to the depot for a replenishment in the
occurrence of a route failure; and (ii) a preventive strategy with a cost cprev, in which a vehi-
cle performs a detour to the depot before visiting the next customer, if the expected current
non-served demand is higher than the vehicle’s current load. Then, the expected stochastic
cost is computed as SC = min{creac, cprev}.

6.3.2 Solution Approach

We propose a simheuristic approach (Juan et al., 2018) for minimizing the expected total
cost. Simheuristics have been recently used to solve optimization problems with stochas-
tic components, such as arc routing problems with stochastic demands (Gonzalez-Martin
et al., 2018) or stochastic waste collection problems (Gruler et al., 2017a). In particular, our
methodology combines an ILS metaheuristic with MCS to deal with the stochastic nature of
the problem. As discussed by Grasas et al. (2016) and Ferone et al. (2019), the ILS and GRASP
metaheuristic frameworks offer a well-balanced combination of efficiency and relative sim-
plicity, and can be easily extended to a simheuristic. Figure 6.7 depicts the main character-
istics of our approach, composed of three stages. During the first stage, a set of promising
facility-location maps are generated using a constructive heuristic, which employs BR tech-
niques. The main input parameters of our model are: the number of customers and potential
depots, their locations in Cartesian coordinates, the vehicle capacity, the available sizes for
each potential depot, the customers’ demands with known mean and standard deviation,
and the fixed and variable costs of opening a depot. The algorithm starts computing the
minimum and maximum number of required depots, based on both the total demand and
the maximum and minimum available sizes. Next, it randomly selects both the number of
depots to be opened –which is a value between the range of values previously computed–
and the size of each depot. This size is selected from a discrete set of known available sizes.
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Subsequently, the customers are assigned to a specific depot. This allocation is performed
using a marginal-savings criterion proposed by Juan et al. (2015b). Broadly speaking, this
criterion computes the savings of assigning a customer i ∈ I to an open facility j ∈ J with
respect to assigning i to the best alternative facility j∗ ∈ J. Finally, when all customers have
been allocated to a given facility, a modified version of the savings heuristic described by
Belloso et al. (2019) is applied to generate an initial routing plan. This heuristic is based on
BR techniques. This process permits transforming a deterministic heuristic into a probabilis-
tic algorithm, while still preserving the logic behind the heuristic. This complete procedure
is repeated until the maximum computation time for this phase is reached. Finally, all maps
are evaluated according to the total deterministic cost, formed by the opening cost and the
routing cost. Then, the most “promising” maps obtained in this first stage are sent to the
second one. The number of most “promising” maps depends on how much time is avail-
able to perform a broader exploration. Our algorithm stores the 2 maps with the lowest
deterministic cost.

During the second stage, an initial short number of MCS runs is carried out to estimate
a safety stock. This decision variable refers to a percentage of the vehicle capacity, which is
reserved to respond more effectively to the random demand. Then, the ILS metaheuristic
improves the set of “promising” maps by iteratively exploring the search space and con-
ducting a second process of simulation runs. This procedure is based on: (i) perturbing the
current solution to obtain a new starting point; and (ii) exploring the neighborhood of this
new solution using a local search (LS) procedure. As perturbation methods, we have used
two different strategies. In the first one, the algorithm randomly selects a set of customers
and tries to reassign them in a random way to another facility without violating its capac-
ity. Regarding the second strategy, the algorithm randomly exchanges the allocation of a
percentage of customers among facilities. This percentage starts in 0.5, and it is successively
increased in each new iteration of the algorithm to explore different neighborhood sizes. The
strategy to be used in each iteration of the algorithm is randomly selected. Following this
perturbation process, the algorithm starts an LS around the newly generated solution in or-
der to improve it. As LS we have used a two-opt inter-route operator, which interchanges two
chains of randomly selected customers between different facilities. This operator is applied
until it cannot be further improved. After this LS, we quickly assess the obtained solution
under stochastic conditions by employing a short number of MCS runs. This allows us
to generate rough estimates of the solution performance under stochastic conditions, which
also enables for identifying a pool of ‘elite’ solutions. Whenever a new solution outperforms
the current base solution of the ILS, the latter is updated with the former and added to the
pool of elite solutions. Notice that the MCS does not only provide estimates to the expected
cost associated with the solutions generated by our approach, but also it reports feedback
to the metaheuristic search process. In order to further diversify the search, the algorithm
might occasionally accept non-improving solutions following an acceptance criterion. The
process is repeated until the stopping criterion of this stage is met. Finally, in the third stage
a refinement procedure using a larger number of simulation runs is applied to the elite solu-
tions. This enables to obtain a more accurate estimation of the expected total cost as well as
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Figure 6.7: Flowchart of our simheuristic approach.

other statistics, e.g., solution reliability, variance, etc. Particularly, the main output variables
in our experiments are: the total opening and routing costs, the total stochastic cost incurred
whenever a route fails, the solution reliability and the safety stock.

6.3.3 Computational Experiments and Results

All our experiments were carried out using Akca’s instances (Akca et al., 2009). Such in-
stances are designed for a deterministic and non-flexible LRP. Therefore, they were adapted
to our stochastic and flexible case. Three main modifications were made:
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1. We assume that the demand proposed in these instances is the mean of a log-normal
probability distribution. That is, if Di is the random variable representing the demand
of the customer i ∈ I, and di is the deterministic demand in Akca’s set, then E[Di] = di.
Also, three different values of variance are considered: low, medium, and high, i.e., for
λ ∈ {0.05, 0.10, 0.20}, Var[Di] = λ · di. It is worth to notice that our approach allows
the use of any other probability distributions.

2. As the original Akca’s instances consider that a fixed size is available to assign to open
depots, we provide a total of five alternative sizes, so that our algorithm selects one of
them for each open depot. If sj is the size proposed by the original instance for each
potential depot j ∈ J, and L is the set of available sizes, our approach’ alternative sizes
are sjl ∈ {(1− 2r)sj, (1− r)sj, sj, (1 + r)sj, (1 + 2r)sj}, where l ∈ L and 0.0 < r < 0.5.
This parameter represents the difference between available sizes. When r = 0, the case
is the same as Akca’s. Our experiments consider a fixed value of r = 0.25.

3. Akca’s instances consider a fixed cost ( f j) incurred whenever a depot j ∈ J is open.
Our experiments also consider this. Additionally, we introduce a variable cost (ojl)

depending on f j and sjl , namely: ojl =
(sjl − sj)

2sj

∑j f j

|J| . This formula preserves ojl in

the same order as f j for each depot j ∈ J. Besides, it yields negative costs whenever
sjl < sj, positive costs whenever sjl > sj, and a null cost when sjl = sj. Thus, our
results can be compared with those found in the LRP literature.

Our algorithm uses the following parameters to run the experiments: (i) a total of 350
iterations for map perturbations; (ii) a total of 150 iterations for the BR savings heuristic;
(iii) a total of 150 iterations for splitting; (iv) a random value between 0.05 and 0.80 for
β1, the parameter of the geometric distribution associated with the BR selection during the
allocation map process; (v) a random value between 0.07 and 0.23 for β2, the parameter of the
geometric distribution associated with the BR heuristic for routing; (vi) a total of n = 100
runs for the initial simulation stage; and (vii) a total of N = 5, 000 runs for the intensive
simulation stage. The safety stock is estimated through a fast simulation process of 100
iterations, testing only discrete values of SS between 0% and 10%. Our proposed algorithm
was coded as a Java application. All experiments were executed on a standard Windows PC
with a Core i5 processor and 6 GB RAM. A total of ten different random seeds were used for
each instance. Our results are compared in terms of both costs and reliability (R) with those
obtained by Quintero-Araujo et al. (2019b), who do not consider flexibility in facility sizes.
If M is the set of routes in a solution, the reliability of a single route m ∈ M is defined as the
probability that it does not fail, i.e.:

Rm =

(
1− bm

N

)
· 100% (6.2)

where bm is the total number of simulation runs in which the route m ∈ M fails. Routes
within a solution are considered independent components in a series system. Thus, the
estimated reliability of a solution with |M| routes is computed as:
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R =
M

∏
m=1

Rm (6.3)

Tables 6.3, 6.4, and 6.5 show our best-found stochastic solution (OBS) considering low-,
medium-, and high-variance scenarios, respectively. Regardless of the variance level, and
due to the flexibility in the selection of the facility size, our approach is able to outperform
the results provided by Quintero-Araujo et al. (2019b) in terms of expected total costs (TC)
for 11 out of 12 instances. Hence, the flexibility in the facility size enables to reach savings up
to 6.72% in a single instance. On the average, our solutions are also better when comparing
just opening (OC) or just routing cost (RC), which is a direct consequence of increasing
the flexibility in depot-sizing decisions. Most instances show a reduction in opening costs,
although routing costs increase. Except for instance Cr30x5a-3, savings in opening costs are
always higher than increments in routing costs.

Table 6.3: Results with a low-variance level.

Instance
Quintero-Araujo et al. (2019b) Our Best Stochastic TC

Gap
Reliability
differenceOC RC SC TC R OC RC SC TC R SS

Cr30x5a-1 200.00 619.51 2.10 821.61 94% 200.00 575.14 2.37 777.51 94% 0% -5.37% 0%
Cr30x5a-2 200.00 621.45 0.00 821.45 100% 200.00 607.28 0.04 807.32 100% 3% -1.72% 0%
Cr30x5a-3 200.00 502.29 4.53 706.82 85% 187.50 509.25 10.99 707.74 83% 3% 0.13% -2%
Cr30x5b-1 200.00 680.03 1.11 881.14 98% 225.00 623.22 9.37 857.59 85% 0% -2.67% -13%
Cr30x5b-2 200.00 625.32 0.00 825.32 100% 187.50 625.32 0.00 812.82 100% 2% -1.51% 0%
Cr30x5b-3 200.00 684.58 1.74 886.32 96% 187.50 684.58 2.25 874.33 97% 1% -1.35% 1%
Cr40x5a-1 200.00 729.12 0.04 929.16 100% 162.50 731.84 0.03 894.37 100% 1% -3.74% 0%
Cr40x5a-2 200.00 688.80 0.00 888.80 100% 225.00 639.02 0.10 864.12 100% 0% -2.78% 0%
Cr40x5a-3 200.00 748.64 4.67 953.31 93% 162.50 752.88 0.97 916.35 98% 0% -3.88% 5%
Cr40x5b-1 200.00 852.05 5.24 1057.29 86% 162.50 852.04 6.90 1021.45 87% 1% -3.39% 1%
Cr40x5b-2 200.00 781.54 0.05 981.59 100% 225.00 690.57 0.08 915.65 100% 1% -6.72% 0%
Cr40x5b-3 200.00 769.76 2.34 972.10 92% 175.00 772.87 0.07 947.93 100% 2% -2.49% 8%
Average 200.00 691.92 1.82 893.74 95% 191.67 672.00 2.76 866.43 95% 1% -2.96% 0.00%

Table 6.4: Results with a medium-variance level.

Instance
Quintero-Araujo et al. (2019b) Our Best Stochastic TC

Gap
Reliability
differenceOC RC SC TC R OC RC SC TC R SS

Cr30x5a-1 200.00 619.51 6.41 825.92 84% 200.00 575.14 7.63 782.77 83% 2% -5.22% -1%
Cr30x5a-2 200.00 621.46 0.27 821.73 100% 200.00 607.28 0.46 807.74 99% 3% -1.70% -1%
Cr30x5a-3 200.00 502.29 7.44 709.73 76% 187.50 509.25 18.50 715.25 72% 3% 0.78% -4%
Cr30x5b-1 200.00 682.97 2.61 885.58 95% 225.00 623.22 14.63 862.85 77% 0% -2.57% -18%
Cr30x5b-2 200.00 625.32 0.00 825.32 95% 187.50 625.32 0.00 812.82 100% 2% -1.51% 5%
Cr30x5b-3 200.00 684.58 6.49 891.07 86% 187.50 684.58 10.21 882.28 86% 0% -0.99% 0%
Cr40x5a-1 200.00 731.84 0.70 932.54 98% 162.50 739.24 0.01 901.75 100% 3% -3.30% 2%
Cr40x5a-2 200.00 688.81 0.01 888.82 100% 225.00 643.52 3.07 871.59 93% 1% -1.94% -7%
Cr40x5a-3 200.00 752.89 4.25 957.14 93% 162.50 752.88 4.46 919.85 93% 1% -3.90% 0%
Cr40x5b-1 200.00 862.57 1.53 1064.10 98% 162.50 858.58 4.54 1025.62 91% 2% -3.62% -7%
Cr40x5b-2 200.00 781.54 2.06 983.60 98% 225.00 690.57 2.06 917.63 98% 1% -6.71% 0%
Cr40x5b-3 200.00 769.76 5.18 974.94 82% 175.00 772.87 1.42 949.29 96% 2% -2.63% 14%
Average 200.00 693.63 3.08 896.71 92% 191.67 673.54 5.58 870.79 91% 2% -2.78% -1.42%

In contrast, less costly routes can be designed when either increasing or keeping the same
total available capacity. The latter case yields the same opening cost but it re-configures the
open facilities size. Figure 6.8 shows an example of this situation for the instance Cr30x5a-2
in the high-variance scenario. Figure 6.8(a) displays the routes obtained by Quintero-Araujo
et al. (2019b) while Figure 6.8(b) shows our best stochastic solution. Both solutions open
depots D2 and D4. However, while the approach by Quintero-Araujo et al. (2019b) opens
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Table 6.5: Results with a high-variance level.

Instance
Quintero-Araujo et al. (2019b) Our Best Stochastic TC

Gap
Reliability
differenceOC RC SC TC R OC RC SC TC R SS

Cr30x5a-1 200.00 619.51 14.99 834.50 67% 200.00 575.14 19.66 794.80 66% 2% -4.76% -1%
Cr30x5a-2 200.00 621.46 3.34 824.80 96% 200.00 607.74 0.02 807.76 100% 5% -2.07% 4%
Cr30x5a-3 200.00 502.29 11.31 713.60 66% 187.50 509.25 27.86 724.61 57% 2% 1.54% -9%
Cr30x5b-1 200.00 682.97 8.00 890.97 86% 225.00 623.22 19.99 868.21 68% 10% -2.55% -18%
Cr30x5b-2 200.00 625.32 0.04 825.36 100% 187.50 625.32 0.10 812.92 100% 3% -1.51% 0%
Cr30x5b-3 200.00 684.57 16.64 901.21 68% 187.50 684.58 24.93 897.00 68% 1% -0.47% 0%
Cr40x5a-1 200.00 729.13 4.75 933.88 87% 162.50 737.20 2.85 902.55 92% 2% -3.35% 5%
Cr40x5a-2 200.00 688.80 0.80 889.60 99% 225.00 642.02 1.79 868.82 95% 3% -2.34% -4%
Cr40x5a-3 200.00 760.10 2.53 962.63 92% 162.50 763.69 5.78 931.97 87% 2% -3.19% -5%
Cr40x5b-1 200.00 863.91 7.98 1071.89 89% 237.50 786.00 4.65 1028.14 91% 3% -4.08% 2%
Cr40x5b-2 200.00 781.54 9.55 991.09 88% 225.00 690.57 9.35 924.91 89% 2% -6.68% 1%
Cr40x5b-3 200.00 769.76 10.97 980.73 69% 175.00 780.62 4.14 959.76 92% 3% -2.14% 23%
Average 200.00 694.11 7.58 901.69 84% 197.92 668.78 10.09 876.79 84% 3% -2.63% -0.17%

two depots with size 1, 000 each, we open one depot with size 750 (D4) and one depot with
size 1, 250 (D2). This slight change induced by the flexibility in sizing decisions allows for
reassigning one customer and to reduce routing costs. A similar analysis can be carried out
for the remaining instances.
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Figure 6.8: Best-found solution by the non-flexible LRP (a) and our approach
(b) for the instance Cr30x5a-2.

Our best-found deterministic solution (OBD) is also tested in a stochastic environment,
using 0% of safety stock protection against uncertainty. Table 6.6 compares this solution’s
results with our best stochastic solution (OBS) in terms of cost and reliability. Comparisons
are drawn in terms of both cost gaps and reliability differences. On average, results show
a slight improvement in the obtained costs, yielding a decrease up to 0.47% in the high-
variance scenario. Nevertheless, the real contribution of using a stochastic approach in our
problem is the increase in reliability, which reaches a maximum of 48% in a single instance,
and an average of 12.5% in the high-variance scenario.

6.4 Conclusions

This chapter has presented three applications of simheuristic algorithms. The first two sec-
tions show cases based on the pandemic crisis posed by the COVID-19 in Barcelona in
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Table 6.6: Best deterministic vs. best stochastic solutions under stochastic
scenarios.

Instance
OBD OBS TC

gap
Reliability
differenceTC R TC R

Low Variance
Cr30x5a-1 778.25 94% 777.51 94% -0.10% 0%
Cr30x5a-2 807.34 100% 807.32 100% 0.00% 0%
Cr30x5a-3 707.44 84% 707.74 83% 0.04% -1%
Cr30x5b-1 855.49 86% 857.59 85% 0.25% -1%
Cr30x5b-2 812.82 100% 812.82 100% 0.00% 0%
Cr30x5b-3 874.61 96% 874.33 97% -0.03% 1%
Cr40x5a-1 894.40 100% 894.37 100% 0.00% 0%
Cr40x5a-2 873.29 82% 864.12 100% -1.05% 18%
Cr40x5a-3 916.47 98% 916.35 98% -0.01% 0%
Cr40x5b-1 1022.24 86% 1021.45 87% -0.08% 1%
Cr40x5b-2 915.68 100% 915.65 100% 0.00% 0%
Cr40x5b-3 953.44 69% 947.93 100% -0.58% 31%
Average 867.62 91% 866.43 95% -0.13% 4.08%

Medium Variance
Cr30x5a-1 785.26 84% 782.77 83% -0.32% -1%
Cr30x5a-2 808.15 99% 807.74 99% -0.05% 0%
Cr30x5a-3 716.16 71% 715.25 72% -0.13% 1%
Cr30x5b-1 860.37 76% 862.85 77% 0.29% 1%
Cr30x5b-2 812.82 100% 812.82 100% 0.00% 0%
Cr30x5b-3 882.73 85% 882.28 86% -0.05% 1%
Cr40x5a-1 895.16 98% 901.75 100% 0.74% 2%
Cr40x5a-2 881.88 68% 871.59 93% -1.17% 25%
Cr40x5a-3 919.86 92% 919.85 93% 0.00% 1%
Cr40x5b-1 1034.90 66% 1025.62 91% -0.90% 25%
Cr40x5b-2 917.95 98% 917.63 98% -0.03% 0%
Cr40x5b-3 959.70 56% 949.29 96% -1.08% 40%
Average 872.91 83% 870.79 91% -0.23% 7.92%

High Variance
Cr30x5a-1 799.56 67% 794.80 66% -0.60% -1%
Cr30x5a-2 811.14 95% 807.76 100% -0.42% 5%
Cr30x5a-3 726.17 57% 724.61 57% -0.21% 0%
Cr30x5b-1 864.96 67% 868.21 68% 0.38% 1%
Cr30x5b-2 812.94 100% 812.92 100% 0.00% 0%
Cr30x5b-3 897.49 67% 897.00 68% -0.05% 1%
Cr40x5a-1 898.12 90% 902.55 92% 0.49% 2%
Cr40x5a-2 892.21 53% 868.82 95% -2.62% 42%
Cr40x5a-3 926.90 82% 931.97 87% 0.55% 5%
Cr40x5b-1 1052.68 45% 1028.14 91% -2.33% 46%
Cr40x5b-2 925.67 88% 924.91 89% -0.08% 1%
Cr40x5b-3 967.39 44% 959.76 92% -0.79% 48%
Average 881.27 71% 876.79 84% -0.47% 12.50%

2020. Real-world data have been employed to model customers’ locations and demands
in an OVRP and a STOP, respectively. Travel and service times are considered stochastic.
Conversely, demands are considered stochastic in the LRP with facility sizing decisions ad-
dressed in the last section. The results obtained in the three applications show the advan-
tages of using a simheuristic algorithm for solving stochastic transportation and logistics
problems, since it outperforms the best deterministic solution in terms of costs and reliabil-
ity.

Particularly, in the case of the OVRP we study a medical waste collection problem. Typ-
ical loading constraints are not considered here due to the small size of most medical items.
However, maximum driving time per route must be taken into account. Also, the introduc-
tion of random travel and pick-up times makes the optimization problem more challenging.
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In order to deal with this complexity, we first propose a BR heuristic, which is later extended
to a full simheuristic combining an optimization module with a simulation one. This allows
us to obtain better solutions with higher reliability levels. Our experiments also illustrate
how a good collection plan under deterministic conditions can become a sub-optimal plan
as uncertainty is introduced in the scenario.

Regarding the STOP, collection activities of 3D-printed elements must be performed;
however, since the drivers are volunteers, both the number of available vehicles and the time
to traverse a route are limited. The obtained results show the suitability of using a STOP for
this type of problems, since it allows for skipping some collection points with low reward in
order to fulfill the time limit. Furthermore, our approach considers not only these rewards
to construct the routes, but also the travel times between each pair of collection points. This
double criterion enables to design good-quality solutions. Multiple indicators were used to
evaluate this quality, namely: the total travel time, the MTL, the visited collection points,
the reward, and the reliability. Two types of solutions are generated: the best deterministic
solution (BDS) and the best stochastic solution (BSS). The BDS is the best-found solution
when perfectly known conditions are considered, although these are unrealistic. Moreover,
the simulation of the BDS shows the infeasibility of this solution under stochastic conditions.
As an alternative, our simheuristic provides the BSS, which achieves outstanding values for
the considered indicators, preserves the feasibility of the solution, and far outperforms the
BDS in terms of reliability.

Finally, regarding the LRPFS, we consider the case in which the size of the facilities to
open is an additional variable to model. This size is usually selected from a discrete set
related to diverse investment activities. However, the literature addressing this variable is
still scarce, despite the relevance of the problem in real-world applications. Moreover, we
have considered that customers’ demands are stochastic. To the best of our knowledge, it
is the first time that the stochastic LRP with facility sizing decisions has been studied. As
this problem is NP-hard, we have proposed a simheuristic algorithm as solving approach.
Medium-sized benchmark instances with different variability levels were used. On the one
hand, the obtained results show that cost savings are attained due to the considered flexibil-
ity in facility sizing. These savings may be yielded by: (i) a reduction in opening costs, given
the installation of smaller size facilities; or (ii) a reduction in routing costs, given the installa-
tion of higher size facilities, which enables to reconfigure the designed routes to make them
shorter. On the other hand, our approach increases the reliability of solutions when com-
pared against the best deterministic solution tested in a stochastic setting. All in all, these
results illustrate the benefits of using a simheuristic approach.
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Chapter 7

Applications of Fuzzy Simheuristics

The applications of simheuristics described in the previous chapter assume that problem’s
parameters are either deterministic or stochastic, i.e., they follow a known probability dis-
tribution. Nevertheless, this might not be the case in real-world problems where there is
not enough available information to even reliably estimate a probability distribution (Corlu
et al., 2020). In these cases, an alternative to address uncertainty is the use of fuzzy systems,
which make use of fuzzy logic to estimate the value of any parameter. Hence, fuzzy systems
employ both linguistic rules and different degrees of membership for different groups. That
is, fuzzy logic allows any value to be true or false with a given degree of membership for
each of these categories. In order to address combinatorial optimization problems (COP)
that include this type of uncertainty, Oliva et al. (2020) introduce the concept of “fuzzy
simheuristics”, and propose an algorithm to solve a TOP where both battery levels and
weather conditions are fuzzy. In this chapter1 we extend the fuzzy simheuristics method-
ology to address other logistics and transportation problems in which customers demands
are fuzzy. Concretely, Section 7.1 considers a VRP with fuzzy demands and a TOP with
fuzzy travel times between nodes. In turn, Section 7.2 addresses an LRP with facility sizing
decisions and fuzzy demands. Hence, the main contribution of this chapter is to propose a
methodology that solve efficiently combinatorial T&L problems where demands of a subset
of customers are stochastic, while demands of the complementary subset are fuzzy.

7.1 The VRP and the TOP with Stochastic and Fuzzy Parameters

Managers tend to rely on analytical methods that allow them to make informed decisions.
This explains why optimization models play a key role in many industries and businesses,
including the logistics and transportation sector. Whenever accurate information on the in-
puts and constraints of the optimization problem is available, the resulting deterministic
models can be solved by using well-known methods, either of exact or approximate nature.

1The contents of this chapter are based on the following works:

• Tordecilla, R.D., Martins, L.C., Panadero, J., Copado, P.J., Perez-Bernabeu, E., & Juan, A.A. (2021). Fuzzy
simheuristics for optimizing transportation systems: dealing with stochastic and fuzzy uncertainty. Ap-
plied Sciences, 11(17), 7950.

• Tordecilla, R.D., Copado-Mendez, P.J., Panadero, J., Quintero-Araujo, C.L., Montoya-Torres, J.R., & Juan,
A.A. (2021). Combining heuristics with simulation and fuzzy logic to solve a flexible-size location routing
problem under uncertainty. Algorithms, 14(2), 45.

https://doi.org/10.3390/app11177950
https://doi.org/10.3390/app11177950
https://doi.org/10.3390/a14020045
https://doi.org/10.3390/a14020045
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Many optimization problems in real-life transportation involve taking into account a large
number of variables and rich constraints, which often makes them to be NP-hard (Fausto
et al., 2020). When this is the case, the computational complexity makes it difficult to obtain
optimal solutions in a short computational time. At this point, heuristic approaches can pro-
vide near-optimal solutions that, in turn, cover all the requirements of the problem (Schnei-
der and Kirkpatrick, 2007). When dealing with challenging optimization problems, there
is a tendency to divide them into sub-problems, which simplifies the difficulty but might
also lead to sub-optimal solutions (Salhi and Rand, 1989; Nagy and Salhi, 2007). Given the
increase in computational power experienced during the last decade, and also the devel-
opment of advanced metaheuristic algorithms, it is possible nowadays to solve rich and
large-scale problems that were intractable in the past (Prodhon and Prins, 2014). In the sci-
entific literature on COPs, it is often assumed that the input values are constant and known.
However, in a real-world scenario this is rarely the case, since uncertainty is often present
and affects these inputs.

In the context of T&L, some examples of these inputs are: travel times, customer de-
mands, service times, battery durability, etc. Whenever these inputs can be modeled by
random variables, simheuristic algorithms –which combine heuristics with simulation– be-
come a useful tool to address the associated optimization problem (Chica et al., 2020). Nev-
ertheless, simheuristics are designed to handle situations where uncertainty can be modeled
by random variables, each of which follows a well-known probability distribution. When
dealing with non-probabilistic uncertainty, fuzzy techniques might be a good choice. There-
fore, fuzzy techniques can be particularly interesting for modeling uncertainty whenever it
cannot be represented by random variables, for example: if not enough data are available,
if the data cannot be fitted to a probability distribution, or if qualitative expert opinions
must also be considered. A fuzzy system is based on fuzzy logic. Inputs enter the system,
which computes fuzzy outputs on the basis of a set of rules established by a human expert
(Teodorović and Pavković, 1996). In order to obtain solutions that mix information from
different sources, the output of the fuzzy system includes different degrees of membership
for different groups. This means that a fuzzy system can handle decisions in a non-binary
logic scenario, since the outputs have a partial degree of being “true” or “false”. Therefore,
the main contribution of this section is to provide both conceptual and practical insights
on how fuzzy simheuristics can be applied in the optimization of different transportation
systems, which include the well-known VRP under uncertainty conditions, as well as the
TOP under uncertainty conditions. A comprehensive introduction to both problems can be
found in Toth and Vigo (2014) and Chao et al. (1996), respectively. Therefore, we address
and discuss the novel concept of fuzzy simheuristics, which has hardly been addressed in
the literature. Accordingly, this new class of solution methodology is designed to solve the
aforementioned transportation problems, whose performance and prospects have been duly
analyzed and presented.
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7.1.1 Problem Definition

Both the VRP and the TOP are addressed in this section. Hence, we provide below an
overview about both transportation problems.

7.1.1.1 The Vehicle Routing Problem

The VRP is a well-known COP with a vast number of applications in the transportation
sector (Braekers et al., 2016). Solving the VRP aims to design cargo vehicle routes with mini-
mum transportation costs to distribute goods between depots and a set of consumers. Since
the capacity of the cargo vehicles is usually taken into account, the VRP is often referred to as
capacitated VRP. In its basic version, the distribution network of the VRP can be defined as
a directed graph G = (N, E), where: (i) N = {0, 1, . . . , |C|} is the set of vertices, with node 0
being the central depot and C being the set of customers; and (ii) E = {(i, j) | i, j ∈ N, i < j}
is the set of edges connecting pairs of nodes. Each customer i ∈ C requires a demand di > 0,
which affects the of the vehicle . The objective, in solving this problem, is to minimize the
total cost of serving all customers, subject to: (i) each route starts and ends at the central
depot; (ii) each customer is visited only once and by exactly one vehicle; and (iii) the total
demand required by the costumers on a route does not exceed the vehicle capacity. Apart
from this basic version, multiple extensions of the problem can be found in the literature
(Section 2.1.1). Many real-life versions of this problem combine some of the aforementioned
constraints and others, making them difficult to solve (Simeonova et al., 2020).

7.1.1.2 The Team Orienteering Problem

One of the main differences between the TOP and the VRP is that in the former visiting all
customers is not mandatory. In other words, some nodes can be omitted during the gener-
ation of the routing plan. This is due to restrictions on the fleet size and on the maximum
length that can be covered by any route. In a typical TOP, rewards are collected when a
node is visited and, therefore, the objective is to maximize the total reward collected by a
fixed fleet of vehicles. Vehicles depart from an origin node and have to reach a destination
node. Cargo constraints are not usually considered in the basic version of the TOP. How-
ever, as in the case of the VRP, many variants can be found in the literature (Section 2.1.2).
Typically, non-visited nodes are customers located far away from each other or offering low
rewards. As in the VRP case, the TOP network is composed of an origin depot, a destina-
tion depot, and a set of customers. It can be defined as a directed graph G = (N, E), where
(i) N = {0, 1, . . . , |C|, n} is the set of nodes, including the origin depot (node 0) and the
destination depot (node n); and (ii) E = {{(i, j) | i, j ∈ N, i < j} represents the set of edges
connecting the nodes. Each customer i ∈ C offers a reward ui > 0 when it is visited. A fleet
of vehicles is available at the origin depot. Each vehicle visits a selected subset of nodes in
C to collect the associated rewards, and moves to the destination depot.
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7.1.2 Solution Approach

Both the VRP and the TOP are NP-hard problems (Lenstra and Kan, 1981; Golden et al.,
1987). Therefore, due to the combinatorial nature of these problems, the use of exact solv-
ing approaches is often limited by the size of the problem instances. When dealing with
real-life instances, which are typically large-scale instances, the use of heuristics and meta-
heuristics has been proved to be a good alternative (Elshaer and Awad, 2020). Although
metaheuristics are capable of finding near-optimal (or even optimal) solutions to many dif-
ferent COPs in reasonable computing times, these approaches have been mainly designed to
solve deterministic versions. Consequently, metaheuristics are not able to cope adequately
with stochastic components, being their application constrained against uncertain scenar-
ios as the ones proposed in this section. In order to tackle uncertainty, metaheuristics have
been combined with simulation methods in recent years. The resulting simheuristic ap-
proaches, apart from finding cost-effective solutions for the deterministic problem –through
the optimization component– are also able to provide efficient solutions for the stochastic
scenario (Chica et al., 2020). In many real-life situations, large-scale and complex optimiza-
tion problems assume different degrees of uncertainty, not only of a stochastic but also of
a fuzzy (non-stochastic) nature. The latter might occur, for instance, when the volume of
observations is low or the available data have insufficient quality. In this case, the accurate
modeling of the uncertainty sources simply does not follow the natural pattern of model-
ing them only as stochastic variables following a probability distribution. Instead, fuzzy
inference systems (FIS) are also considered to achieve this goal.

In this section, we propose a fuzzy simheuristic approach to solve both the VRP and the
TOP under general uncertainty scenarios (i.e., those including both probabilistic as well
as non-probabilistic uncertainty). This hybrid solution approach combines a multi-start
metaheuristic with MCS and FIS to deal with stochastic and fuzzy variables, respectively.
Specifically, this solution method is composed of three stages. The first stage refers to the
construction of an initial feasible solution through a savings-based constructive heuristic,
which is designed considering the characteristics of each problem. The second stage con-
sists of enriching this heuristic with BR decisions (Quintero-Araujo et al., 2017), which are
then incorporated into a multi-start framework, in order to generate multiple solutions. This
stage, in addition to exploring different regions of the solution space, conducts a short num-
ber of simulations on a set of promising solutions in order to evaluate their efficiency under
stochastic conditions. Finally, the third stage performs a refinement procedure, in which
a larger number of simulation runs are applied to a set of elite solutions. This procedure
allows to obtain a more accurate estimation of the different solution properties.

Figure 7.1 depicts a high-level description of the proposed methodology. As explained,
this process starts from solving the deterministic problem, whose corresponding solution is
submitted to a short simulation procedure, i.e., the exploratory stage. Consequently, new
solutions are generated for both the stochastic and the fuzzy environment. These steps
are repeated until a stopping criterion is met. Finally, the best-found solutions (or a set
of elite solutions) are submitted to a large number of simulation runs –the intensive stage–
in order to obtain a more accurate summary of output variables, such as total cost/reward
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and risk/reliability values.
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Figure 7.1: High-level flowchart of the proposed solution method.

In order to facilitate reproducibility, the low-level details of each of the stages of the
described methodology are provided below:

1. The constructive heuristics for solving the VRP and TOP are based on the savings con-
cept (Clarke and Wright, 1964). Despite being structurally similar for both problems,
their particularities are introduced to adquately cope with each respective case, as fol-
lows:

• Firstly, a dummy solution is constructed. This hypothetical solution is composed
of a set of routes, each of them being designed to serve one customer. The ve-
hicle departs from the origin depot, visits the customer and continues the trip
towards the destination depot. In the case of the TOP, this stage takes into ac-
count the maximum tour length when designing these dummy routes. That is,
those dummy routes whose total travel time is greater than this limit are automat-
ically discarded. Similarly, in the case of the VRP, this stage takes into account the
maximum loading capacity of each vehicle (i.e., if the demand of a customer is
higher than this capacity, this customer is discarded).

• Secondly, a savings list (SL) is created, which includes all the edges connecting
two different locations. For each edge (i, j) ∈ SL, a savings value is computed ac-
cording to Equation (7.1) for the VRP, and Equation (7.2) for the TOP. In both
cases, tij represents the time- or distance-based cost associated with traveling
from node i to node j, 0 is the origin depot. In the case of the TOP, n repre-
sents the destination depot, while ui and uj represent the rewards obtained when
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customers i and j are visited for the first time. In the case of the TOP, considering
a linear combination of both travel time and reward allows us to define an ‘en-
riched savings’ concept that reflects not only the desire of maximizing the total
collected reward, but also takes into account how far a customer is from the rest
of nodes on the emerging route (Panadero et al., 2020b). Once computed, the SL
is sorted in descending order of savings value, which implies that edges with the
highest savings are placed at the top of the list.

sij = t0i + tj0 − tij (7.1)

sij = α(tin + t0j − tij) + (1− α)(ui + uj) (7.2)

• The sorted SL reflects the most promising movements to reduce the correspond-
ing costs. In this way, the edge at the top of the SL is selected to perform the
merging of the associated routes. This procedure is performed only if a feasible
combined route is generated. For the VRP, two routes can only be merged if the
vehicle capacity is not exceeded. Alternatively, for the TOP, two routes can only
be merged if the total travel time does not exceed the maximum tour length. Once
the selected savings edge is checked, it is deleted from the SL. Then, the new edge
at the top is selected to continue this procedure, which is repeated until the SL is
empty. At the end of this process, a feasible solution is generated.

2. The described heuristics are deterministic, which implies that the same decisions are
made whenever they start from the same configuration. To change this behavior, these
deterministic heuristics are transformed into a probabilistic algorithms by “smooth-
ing” the selection of candidates from the SL using a probability distribution. This
concept is called biased-randomization, and is described by Dominguez et al. (2014).
In our case, the geometric probability distribution was adopted, as suggested by Fer-
one et al. (2019). Introducing BR decisions in our heuristics requires dealing with ad-
ditional parameters, such as the β ∈ (0, 1), which defines the geometric distribution.
The value of this parameter was set after a quick tuning process over a random sample,
establishing a good performance for both algorithms whenever β falls in the interval
(0.3, 0.4). Algorithm 9 describes the heuristic operational structure. Notice that the
difference between the two algorithms, designed to solve their respective problems,
consists in how the SL is constructed (line 2). Finally, the resulting BR algorithms are
embedded into a multi-start framework in order to generate many alternative solu-
tions. Then, the best-found solution is updated and returned at the end of this proce-
dure.

3. The last stage refers to the incorporation of both simulation and fuzzy components
into the BR framework, so that promising solutions are processed to estimate their
expected costs (Algorithm 10). For the VRP and the TOP, the uncertain variables are
the customer demands and the travel times, respectively.
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Algorithm 9 A biased-randomized algorithm

1: sol ← createDummySolution(V)
2: SL← createSavingsList(sol)
3: SL← sort(SL)
4: while there are edges in SL do
5: e← selectEdgeFromList(β, SL)
6: i← getOrigin(e)
7: j← getEnd(e)
8: iRoute← getEvolvingRouteOfNode(i)
9: jRoute← getEvolvingRouteOfNode(j)

10: if all route-merging conditions are satisfied then
11: sol ←mergeRoutesUsingEdge(e, iRoute, jRoute, sol)
12: end if
13: SL← deleteEdgeFromList(e, SL)
14: end while
15: return sol

• For stochastic variables, a new value is assigned to each random element based on
its probability distribution. For stochastic variables, the MCS is used to estimate
them.

• For fuzzy variables, the new value of each element is based on its fuzzy function.
Accordingly, fuzzy variables are estimated through the FIS. This procedure is
explained more thoroughly in Sections 7.1.3 and 7.2.3.

Algorithm 10 A fuzzy simheuristic

1: initSol ← BiasedRandAlgorithm(V, β)
2: simulation(initSol, qshort)
3: bestSol ← initSol
4: niter ← 0
5: while niter < maxiter do
6: sol ← BiasedRandAlgorithm(V, β)
7: if detCost(sol) < detCost(bestSol) then
8: simulation(sol, qshort)
9: if expCost(sol) < expCost(bestSol) then

10: bestSol ← sol
11: Elite← Elite ∪ {sol}
12: end if
13: end if
14: niter ← niter + 1
15: end while
16: for sol ∈ Elite do
17: simulation(sol, qlong)
18: end for
19: Elite← sort(Elite)
20: bestStochSols← selectTopSols(Elite)
21: return bestStochSols

Once the deterministic version of each problem is solved, their respective solutions
are submitted to a exploratory stage, in which only a low number of simulation (qshort)
runs are performed to avoid jeopardizing the time of the metaheuristic component
(Rabe et al., 2020b). These short simulation runs are applied only to solutions that meet
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an acceptance criterion (line 8). Altering these stochastic and fuzzy values involves a
re-evaluation of both the objective function and the constraints, so that the expected
cost/reward of each promising solution can be computed. These short simulation runs
allow multiple elite solutions to be found (line 11). In this way, once the BR main loop
is completed, a larger number of simulation (qlong) runs are executed for each elite
solution (line 17). Consequently, the algorithm is able to obtain more accurate values
of the output variables. Finally, a reduced set of best-found solutions is returned.
From this set, managers can assess not only the expected costs/rewards but also the
risk or reliability values associated with each solution, as described by Chica et al.
(2020).

7.1.3 Computational Experiments and Results

The proposed fuzzy simheuristic has been implemented using Python 3.8 and tested on a
common PC with a multi-core processor Intel i7 and using 8 GB of RAM. The algorithm
was executed five times with different seeds for a maximum time of 100 seconds for each
instance. To the best of our knowledge, there are no instances in the literature for the
stochastic-and-fuzzy problems described above. Accordingly, we extend the well-known
deterministic benchmarks proposed by Augerat et al. (1995) and Chao et al. (1996) for the
VRP and the TOP problems, respectively. The following subsections describe in detail the
process used to transform these deterministic benchmarks into stochastic-fuzzy ones.

7.1.3.1 A Fuzzy Approach for the VRP

In order to check the performance of our algorithm, we compare it with some benchmark
instances that can be found in the literature. From Augerat et al. (1995), we have chosen
29 classical instances that can be suitable for our study. The nomenclature of the instances
is as follows: ′L − nXX − kY′ where L ∈ {A, B, E} is the set identification, XX denotes
the number of customers and Y establishes the number of vehicles. For carrying out the
experiments, we assume that the demand di of each customer i is uncertain and, therefore,
we model it as either a stochastic or a fuzzy variable.

Regarding the stochastic scenario, the instances are extended by considering that the
stochastic demand Di follows a log-normal probability distribution. The parameters of this
distribution are adjusted according to the mean E[Di] = di ∀i ∈ N, where di is the deter-
ministic demand, and the variance Var[Di] = c · di. The parameter c is a design parameter
that allows us to set up the level of uncertainty. It is expected that, as c converges to zero,
the results of the stochastic version will converge to those obtained in the deterministic sce-
nario. In our experiments, we employ the value c = 0.25, which introduces a medium level
of uncertainty. Regarding the fuzzy scenario, we consider the demand Di for each customer
i as a fuzzy variable. This demand can be estimated as low, medium, or high (DL, DM, DH,
respectively). Likewise, we assume that the vehicle available capacity after serving the cus-
tomer i, Ci, is an input variable of the fuzzy system. Besides, each of the aforementioned de-
mand levels is defined by a triangular fuzzy number Di = (d1i, d2i, d3i). Figure 7.2 shows the
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membership functions of these fuzzy sets. Similarly, the available vehicle capacity Ci after
serving the customer i is represented by a triangular fuzzy number Ci = (c1i, c2i, c3i), which
takes the values low, medium, or high (CL, CM, CH, respectively). Figure 7.3 displays the
membership function of the capacity fuzzy sets. Note that both the demands and the avail-
able capacities are expressed as a percentage of the total vehicle capacity, i.e., 0 ≤ Di ≤ 1
and 0 ≤ Ci ≤ 1.

Figure 7.2: Fuzzy sets for the customer i demand.

Figure 7.3: Fuzzy sets for the available capacity after visiting customer i.

For each node i, we define a preference index, pi, as the output of the fuzzy system, such
that 0 ≤ pi ≤ 1. When this index takes the maximum value (pi = 1) then the next node of a
route will be visited for sure as the available capacity Ci of the vehicle can meet the demand
Di+1. Moreover, if pi = 0, then we are sure that Di+1 > Ci and, consequently, the vehicle
needs a replenishment at the depot. The preference index is classified into very low (PVL),
low (PL), medium (PM), high (PH) and very high (PVH) levels. The membership function
related to each of these categories can be seen in Figure 7.4. The reasoning rules that de-
termine the preference to travel to the next node –depending on the levels of the demand
and the available capacity– are featured in Table 7.1. After performing a set of fine-tuning
experiments, we set the threshold value to visit the next node to p∗ = 0.25. This means
that whenever the calculated pi is greater than 0.25, the next node will be visited; otherwise,
the vehicle will return to the depot for a replenishment. The calculation of a specific value
for pi requires converting the input variables into a crisp value. Hence, the estimated crisp
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values of the demand and the available capacity, the membership functions and the rea-
soning rules are employed in a fuzzification-defuzzification process to obtain the preference
index. In our case, the defuzzification method applied was the well-known center of gravity
method to obtain the output crisp value.

Figure 7.4: Fuzzy sets for the preference strength to travel to customer i.

Table 7.1: Reasoning rules determining the visit preference strength for the
VRP.

Demand
Available capacity
CL CM CH

DL PM PH PVH
DM PL PM PH
DH PVL PL PM

7.1.3.2 A Fuzzy Approach for the TOP

The employed deterministic benchmark contains a total of 320 instances that are distributed
in 7 subsets. The instances are identified following the nomenclature ′pa.b.c′, where a rep-
resents the subset, b defines the number of available vehicles, and c identifies the specific
instance under study. For experimentation purposes, we consider that the uncertainty is
located in the travel times between two pairs of nodes. To extend the instances to be em-
ployed in the stochastic scenarios, we assume that travel times, Tij, follow a log-normal
probability distribution. In setting up the stochastic instances, we assume that E[Tij] = tij,
∀(i, j) ∈ N, where tij is the travel time for the corresponding deterministic instance. We set
the variability in the travel times with reference to the deterministic travel time such that
Var[Tij] = c · tij, and c ≥ 0. As in the VRP problem, we employ the value c = 0.25 to induce
a medium level of uncertainty in the travel times. With the aim of extending the instances
to be used also in fuzzy scenarios, we consider the travel times for each pair of nodes, tij,
as a fuzzy variable. This variable is modeled using a fuzzy inference system. We assume
the case of electric vehicles and use their battery levels, as well as the reward of each node,
as the input variables of the fuzzy system. The battery level (Q) of each vehicle can be esti-
mated as low (QL), medium (QM), or high (QH). The low and high levels are represented
by a triangular fuzzy number Q = (q1, q2, q3), while the medium level follows a trapezoidal
fuzzy number Q = (q1, q2, q3, q4). All battery values are expressed as a proportion of the
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total battery level, i.e., 0 ≤ Q ≤ 1. The membership function of this fuzzy set is displayed
in Figure 7.5. Similarly to the battery level, the reward of each node has been categorized
using three fuzzy sets: low (RL), medium (RM), or high (RH), where each of them follows
a triangular distribution. The reward values have been represented as a proportion of the
maximum reward that can be collected at any node of all the possible nodes to be visited.

Figure 7.5: Fuzzy sets for the battery of each vehicle.

Finally, the output of the fuzzy system gives a preference index, pi, which indicates the
inclination to visit the next node in the route. This index depends on both the reward of the
next node and the remaining battery of the vehicle. This preference index has been defined
between 0 and 1, i.e., 0 ≤ pi ≤ 1. When pi = 1, the vehicle will definitely visit the next
node in the route, since the vehicle will reach the node. On the contrary, when pi = 0,
we are sure that the vehicle will not reach the next node, and the vehicle will remain in
the current node. In this case, the route will present a failure, because the vehicle fails to
reach the final depot and, consequently, the total reward of the route has been only partially
collected. We have classified the preference as: very low (PVL), low (PL), medium (PM),
high (PH), or very high (PVH). Each of these categories is represented by a fuzzy set. Finally,
we establish a set of reasoning rules (Table 7.2), which describe the knowledge needed to
determine the preference to visit the next node. After a quick fine-tuning process, we set
the threshold value for visiting the next node to p∗ = 0.45. Note that this is a sensitive
value, as a larger value could lead to generating overly conservative routes, while a value
close to 0 could lead to risky decisions. In order to transform the input variables into a crisp
value, the contribution of each membership function is combined on the inference, while
a union operator is used to determine the output distribution. Subsequently, the center
of gravity method is applied in order to obtain a crisp output value corresponding to the
preference value.

Table 7.2: Reasoning rules determining the visit preference strength for the
TOP.

Battery
Reward

RL RM RH
QL PVL PL PM
QM PL PM PH
QH PM PH PVH
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7.1.3.3 Results and Discussion

Tables 7.3 and 7.4 display the results of selected instances with different characteristics for
the VRP and the TOP problems, respectively. In the case of the VRP and the TOP, the results
–with the exception of the gap column– are measured in terms of distance and reward units,
respectively. The first column of the tables identifies the instances. We have divided the
remaining columns into three different parts. Firstly, our best-found deterministic solutions
(OBD) are presented. These solutions do not consider stochastic or fuzzy variables, instead,
they refer to the deterministic version of the problem. We compare the gap of our solutions
(column 2) with respect to the best-known solutions (column 1). In the second part of the
table, we present the obtained solutions for the stochastic scenario. Column 3 displays the
expected cost when the OBD is evaluated under a stochastic scenario, with the correspond-
ing level of uncertainty. To compute the expected cost, a simulation process is applied to
the OBD solution. Similarly, the next column shows the expected cost obtained using our
simheuristic approach for the stochastic version of the problem. The last part of the table
reports the results obtained considering fuzzy scenarios. Thus, column 5 reports the best
hybrid fuzzy-stochastic solutions. To compute these solutions, we assume that half of the
nodes follow a log-normal distribution, and the remaining half are considered to be fuzzy.
In the case of the TOP, where the uncertainty is related to the edges, we have considered the
origin node to evaluate the type of uncertainty. Finally, the last column of the table reports
the solutions obtained in a scenario with a high level of uncertainty, where all the uncer-
tain variables are considered as fuzzy. Notice that, although the goal of this section is not
to solve the deterministic version of the problem, the results show that our approaches are
highly competitive for the deterministic version of both problems. For the VRP problem, we
obtain an average gap of 0.39%, with a maximum gap of 1.27%. Furthermore, the obtained
gap is 0.0% for the TOP problem. These results highlight the quality of our base algorithms,
which constitutes the optimization component in our fuzzy simheuristic, validating their
potential to be used in uncertainty scenarios.

Regarding the uncertainty scenarios, which represent the main contribution of this sec-
tion, Figures 7.6 depict an overview of Tables 7.3 and 7.4, respectively. In these box plots,
the vertical axis represents the gap that was obtained in the stochastic and fuzzy scenarios
with respect to the OBD solution, which is used here as a reference value. The latter can be
considered as an ideal scenario with perfect information, which is not the case in scenarios
with stochastic or fuzzy components. Concerning the stochastic solutions, the results show
that those provided by the simheuristic clearly outperform the solutions of the deterministic
version of the problem when these are simulated for all the considered problems, i.e., using
the OBD solutions for the stochastic scenario is not a good idea, since it leads to sub-optimal
solutions. On average, an improvement of about 7.91% is observed for the VRP problem,
while an improvement of about 1.72% is reported for the TOP problem . These results justify
the importance of using hybrid simulation-fuzzy methods when dealing with optimization
problems under uncertainty.

Regarding the fuzzy scenarios, Figure 7.7 displays a summary of the presented results for
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Table 7.3: Comparison of results, in terms of traveled distance, for the differ-
ent VRP scenarios.

Deterministic Scenario Stochastic Scenario Fuzzy Scenario
Instance BKS OBD GAP (%) Det Stochastic Stoch-Fuzzy Fuzzy

(1) Sol. (2) (1)–(2) Sol. (3) Sol. (4) Sol. (5) Sol. (6)
A-n32-k5 787.1 787.2 0.01% 1117.0 797.5 1119.0 1245.4
A-n33-k5 662.1 662.1 0.00% 895.4 667.8 811.6 988.8
A-n33-k6 742.7 742.7 0.00% 860.6 755.0 868.6 990.8
A-n37-k5 672.5 674.2 0.26% 974.8 682.4 926.8 1044.3
A-n38-k5 733.9 739.7 0.79% 768.4 761.5 945.0 1118.5
A-n39-k6 833.2 835.2 0.24% 835.7 835.3 1118.1 1236.4
A-n45-k6 952.2 957.1 0.51% 1074.2 1030.0 1264.9 1510.4
A-n45-k7 1147.4 1156.4 0.79% 1251.6 1161.2 1438.8 1754.7
A-n55-k9 1074.5 1085.9 1.06% 1128.6 1126.9 1292.8 1584.8
A-n60-k9 1360.6 1365.8 0.38% 1380.4 1371.5 1791.1 2135.4
A-n61-k9 1040.3 1049.0 0.83% 1128.4 1118.6 1361.2 1622.5
A-n63-k9 1633.7 1641.0 0.45% 1720.9 1689.4 2248.6 2847.1
A-n65-k9 1184.7 1195.2 0.89% 1332.2 1271.5 1594.6 1936.4
A-n80-k10 1776.2 1792.7 0.93% 2013.0 1838.5 2761.4 3334.5
B-n31-k5 676.1 676.5 0.06% 697.5 677.3 693.2 1068.4
B-n35-k5 958.9 959.4 0.05% 1053.4 1033.2 1215.4 1588.0
B-n39-k5 553.2 553.7 0.08% 585.6 584.6 855.3 1037.3
B-n41-k6 835.8 840.8 0.60% 924.9 862.8 1152.2 1344.5
B-n45-k5 754.0 754.7 0.10% 776.4 768.3 1085.0 1202.7
B-n50-k7 744.2 744.2 0.00% 789.4 778.1 991.7 1235.8
B-n52-k7 754.5 756.8 0.31% 852.1 763.8 1084.5 1355.6
B-n56-k7 716.4 719.4 0.42% 802.6 735.5 1023.0 1340.3
B-n57-k9 1602.3 1603.8 0.09% 1915.8 1700.0 2047.6 2723.9
B-n68-k9 1300.2 1306.5 0.48% 1491.7 1359.1 1776.7 2348.9
B-n78-k10 1250.6 1256.6 0.48% 1413.0 1383.9 1759.8 2146.6
E-n22-k4 375.3 375.3 0.00% 375.3 375.3 376.4 502.3
E-n30-k3 505.0 505.0 0.00% 505.0 507.9 742.4 838.0
E-n33-k4 837.7 839.4 0.21% 839.7 839.7 1183.0 1506.9
E-n76-k10 841.3 852.0 1.27% 926.0 902.9 1194.6 1336.8
Average 941.6 945.8 0.39% 1049.3 978.6 1266.3 1549.2

different problems. The vertical axis represents the gap obtained for the different optimiza-
tion methods with respect to the OBD solution. This figure shows that the solution quality
worsens as the uncertainty level increases. This is due to route failures occurring during
the execution stage, which penalize the entire route and, therefore, cause an extra cost. Fig-
ures 7.8–7.11 illustrate a numerical example for the VRP instance A-n80-k10. Figure 7.8 de-
picts the configuration of the deterministic solution and its associated cost (1797.05). This
cost can be seen as a lower-bound reference value in a scenario with perfect information.
Figures 7.9–7.11 show a representation of the obtained solution considering different levels
of uncertainty. As the level of uncertainty increases, the total cost also increases, i.e., the
highest cost (1860.94) is reached in the completely fuzzy scenario, where the solution cost
has increased up to 3.43% with respect to the deterministic solution. This extra cost is mainly
caused by the rise in failure costs, since a greater number of detours and round-trips are ex-
pected when the uncertainty in the demand at each node is higher. Notice also that these
solutions have different configurations in each scenario, since the optimization algorithm
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Table 7.4: Comparison of results, in terms of collected reward, for the different
TOP scenarios.

Deterministic Scenario Stochastic Scenario Fuzzy Scenario
Instance BKS OBD GAP (%) Det Stochastic Stoch-Fuzzy Fuzzy

(1) Sol. (2) (1)–(2) Sol. (3) Sol. (4) Sol (5) Sol. (6)
p1.2.f 80 80 0.0 78.9 79.3 77.4 76.8
p1.2.i 135 135 0.0 127.6 129.4 125.2 117.9
p1.2.k 175 175 0.0 169.3 174.4 164.6 143.2
p1.2.n 235 235 0.0 228.8 232.7 216.2 189.7
p1.3.n 190 190 0.0 182.5 189.6 180.0 174.1
p1.4.j 75 75 0.0 59.3 63.3 51.3 45.1
p1.4.k 100 100 0.0 98.3 99.9 99.9 95.8
p1.4.l 120 120 0.0 118.9 119.2 118.6 117.1
p1.4.m 130 130 0.0 98.2 102.9 91.5 86.3
p1.4.n 155 155 0.0 99.9 104.0 107.5 98.2
p1.4.o 165 165 0.0 159.4 164.2 148.6 143.6
p1.4.p 175 175 0.0 171.3 174.4 163.7 155.5
p2.2.d 160 160 0.0 150.6 150.6 150.0 137.5
p2.2.i 230 230 0.0 223.4 226.3 228.5 204.0
p2.3.i 200 200 0.0 191.5 195.2 186.7 177.9
p3.2.c 180 180 0.0 179.1 179.2 178.9 160.2
p3.2.d 220 220 0.0 212.3 217.5 197.7 179.8
p3.2.g 360 360 0.0 358.3 358.8 308.2 297.9
p3.2.q 760 760 0.0 748.5 755.2 663.4 630.6
p3.2.r 790 790 0.0 768.3 774.9 656.1 638.5
p3.3.e 200 200 0.0 198.2 199.0 195.7 187.6
p3.4.g 220 220 0.0 212.6 217.3 205.0 191.3
p5.2.d 80 80 0.0 75.5 77.4 73.7 70.7
p5.2.k 670 670 0.0 643.3 662.1 646.0 612.5
p5.2.p 1150 1150 0.0 1135.4 1138.1 1105.1 1073.0
p5.3.f 110 110 0.0 107.4 109.1 107.6 103.0
p5.3.o 870 870 0.0 856.2 865.1 836.9 806.9
p5.4.g 140 140 0.0 135.3 137.9 134.3 129.2
p5.4.t 1160 1160 0.0 1139.5 1148.4 1107.4 1068.1
p5.4.u 1300 1300 0.0 1279.5 1286.3 1239.2 1198.2
p6.2.d 192 192 0.0 185.4 188.1 177.8 164.2
p6.2.e 360 360 0.0 276.4 297.2 285.4 277.9
p6.2.f 588 588 0.0 577.4 580.0 519.5 501.2
p6.2.g 660 660 0.0 648.3 650.5 584.9 569.2
Average 362.8 362.8 0.0 349.9 354.3 333.3 318.3

attempts to generate routes that reduce the risk of failure.

7.2 The LRP with Facility-Sizing Decisions and Stochastic and Fuzzy
Demands

As explained in Sections 4.3 and 6.3, when designing and managing supply chains, one of
the most relevant problems is the simultaneous location of distribution facilities and the
routing of vehicles to deliver products to a set of geographically dispersed customers. The
former is considered a strategic decision, while the latter is operational. This problem is



7.2. The LRP with Facility-Sizing Decisions and Stochastic and Fuzzy Demands 141

Stochastic Det-Stoch. Stoch-Fuzzy Fuzzy
0

20

40

60

80

Ga
p 

w.
r.t

 O
BD

 (i
n 

%
)

BKS3.54%

11.45%

33.53%

62.75%

(a)

Stochastic Det-Stoch. Stoch-Fuzzy Fuzzy
0

5

10

15

20

25

30

35

40

G
ap

 w
.r.

t O
B

D
 (i

n 
%

)

BKS
3.62%

5.34%
8.87%

13.83%

(b)

Figure 7.6: Gaps of different optimization methods with respect to the
OBD solution. (a) Results for the VRP dataset. (b) Results for the TOP dataset.

known in the scientific literature as the location routing problem. One of the most stud-
ied versions of the LRP is the capacitated LRP, in which both depot and vehicle capacity
constraints must be satisfied. However, the vast majority of previously published works
consider the depot capacity as a fixed value for each location. This could not be a suitable
approach when dealing with realistic problems, since it is usual that decision-makers can
select the size of a facility from a discrete set of known available sizes, or even freely.

Traditional LRP approaches consider that parameters are deterministic or crisp, i.e., they
assume that inputs are known in advance. Hence, the literature on the LRP addressing
uncertain parameters is still scarce. In order to overcome this problem, articles employing
stochastic approaches can be found in the literature. Customers’ demand is one of the most
addressed stochastic parameters (Quintero-Araujo et al., 2019b; Rabbani et al., 2019; Sun
et al., 2019; Zhang et al., 2019b). Other parameters might also be considered as stochastic,
such as transportation costs and travel speeds (Herazo-Padilla et al., 2015) or logistic costs
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Figure 7.8: Best solution for the VRP deterministic scenario.

and travel distance (Zhang et al., 2018). In general, many articles addressing stochasticity in
routing problems hybridize simulation models with heuristic or metaheuristic algorithms to
tackle efficiently both uncertainty and NP-hardness. In many real-life situations, however,
it might not be possible to accurately model all uncertainty sources as stochastic variables
following a probability distribution. This might be the case, for instance, when the vol-
ume of observations is low or the available data does not have enough quality (Corlu et al.,
2020). Hence, uncertainty in the LRP has also been tackled through the use of fuzzy sets. Pa-
rameters such as customers’ demands (Zhang et al., 2020a; Mehrjerdi and Nadizadeh, 2013;
Fazayeli et al., 2018; Nadizadeh and Kafash, 2019), travel times (Zarandi et al., 2011; Zarandi
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Figure 7.9: Best solution for the VRP stochastic scenario.

Figure 7.10: Best solution for the VRP stochastic and fuzzy scenario.

et al., 2013) or time windows (Ghezavati and Morakabatchian, 2015) have been modeled as
fuzzy in several studies. Notice that, whenever possible, modeling uncertainty as stochastic
variables might allow a deeper statistical analysis of the results.

To the best of our knowledge, there are no works in the literature simultaneously ad-
dressing stochastic and fuzzy approaches to model demand uncertainty in a flexible-size



144 Chapter 7. Applications of Fuzzy Simheuristics

Figure 7.11: Best solution for the VRP fuzzy scenario.

LRP. This is a realistic scenario, since many companies might have historical data on trust-
worthy customers and not enough data on new or unreliable ones. Hence, the main contri-
butions of this section are twofold: on the one hand, a new variant of the location routing
problem is studied, where facility sizing decisions and hybrid fuzzy-stochastic demands are
simultaneously considered. On the other hand, this section proposes a competitive solution
approach based on the hybridization of a metaheuristic algorithm with both simulation and
fuzzy logic, i.e., a so-called fuzzy simheuristic, to solve the aforementioned problem. In-
deed, simheuristics have been traditionally proposed to deal with stochastic issues in hard
COPs (Juan et al., 2018). However, their hybridization with fuzzy logic has been rarely
studied.

7.2.1 Problem Definition

Most characteristics of the problem addressed in this section have been already described
in Subsection 6.3.1. Basically, we consider an LRP with facility sizing decisions, where the
size of each open facility is also a variable to decide on. Furthermore, we also consider
both stochastic and fuzzy demands. If I is the set of customers, the customers’ demands are
uncertain and are modeled using stochastic values for a subset of customers I1, and fuzzy
values for a subset of customers I2, such that I1 ∪ I2 = I. The LRP with facility sizing de-
cisions and uncertain demands can be formulated as a mathematical programming model,
whose sets, parameters, and variables are shown in Table 7.5.

The objective is to minimize the total cost (TC), which includes opening facilities costs
(OC), routing costs (RC), and failure costs (FC), i.e., TC = OC + RC + FC. These parts are
defined in Equations (7.3)–(7.5).
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Table 7.5: Sets, parameters, and variables for the LRP with facility sizing de-
cisions and uncertain demands.

Sets
V = Set of nodes
K = Set of vehicles
L = Set of available sizes
I = Set of customers, I ⊂ V
J = Set of depots, J ⊂ V
A = Set of arcs, A = V ×V = {(m, n) : m ∈ V, n ∈ V ∧m 6= n}
δ+(S) = Set of arcs leaving S, S ⊂ V, δ+(S) ⊂ A
δ−(S) = Set of arcs entering S, S ⊂ V, δ−(S) ⊂ A
Parameters
sjl = Available size of type l ∈ L for the depot j ∈ J
Di = Uncertain demand of customer i ∈ I
f j = Fixed opening cost of depot j ∈ J
ojl = Variable opening cost of depot j ∈ J with size of type l ∈ L
ca = Cost of traversing arc a ∈ A
q = Capacity of each vehicle
%SS = Safety stock percentage
Variables
yjl = Binary variable equal to 1 if depot j ∈ J is open with size of type l ∈ L, 0 otherwise
xij = Binary variable equal to 1 if customer i ∈ I is assigned to depot j ∈ J, 0 otherwise
wak = Binary variable equal to 1 if arc a ∈ A is used in the route performed by vehicle k ∈ K, 0 otherwise

OC = ∑
j∈J

∑
l∈L

( f j + ojl)yjl (7.3)

RC = ∑
e∈E

∑
k∈K

cewek (7.4)

FC = min{creac, cprev} (7.5)

FC represents the cost incurred whenever the actual demand of a route is greater than the
vehicle capacity, where creac and cprev depend on the corrective action considered, namely:

1. A reactive strategy with a cost creac, in which a vehicle must perform a round-trip to its
assigned facility for a replenishment if the actual current-customer demand is higher
than the vehicle’s current load.

2. A preventive strategy with a cost cprev, in which a vehicle must perform a detour to the
facility before visiting the next customer. The decision about performing this detour
depends on the type of demand of the next customer. If the demand is stochastic, the
detour is carried out whenever the expected demand of the next customer is higher
than the current load of the vehicle. Alternatively, if the demand is fuzzy, this decision
depends on the comparison between the fuzzy values of both the demand of the next
customer and the current load.

Hence, the location routing problem with facility sizing decisions and uncertain de-
mands can be modeled as the following integer program:

Minimize TC (7.6)
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s.t.

∑
k∈K

∑
a∈δ−(i)

wak = 1 ∀i ∈ I (7.7)

∑
i∈I

∑
a∈δ−(i)

Diwak ≤ (1−%SS)q ∀k ∈ K (7.8)

∑
a∈δ+(n)

wak = ∑
a∈δ−(n)

wak, ∀k ∈ K, ∀n ∈ V (7.9)

∑
a∈δ+(J)

wak ≤ 1 ∀k ∈ K (7.10)

∑
a∈A(S)

wak ≤ |S| − 1 ∀S ⊆ I, ∀k ∈ K (7.11)

∑
a∈δ+(j)

wak + ∑
a∈δ−(i)

wak ≤ 1 + xij ∀i ∈ I, ∀j ∈ J, ∀k ∈ K (7.12)

∑
j∈J

xij = 1 ∀i ∈ I (7.13)

∑
i∈I

Dixij ≤ ∑
l∈L

slyjl ∀j ∈ J (7.14)

∑
l∈L

yjl ≤ 1 ∀j ∈ J (7.15)

∀ yjl , xij, wak ∈ {0, 1} (7.16)

The objective function (7.6) minimizes the total cost. Constraint (7.7) ensures that each
customer is served by a single route and a single vehicle. Constraint (7.8) guarantees that
the total demand served by a vehicle in a route does not exceed its capacity. This limit
is reduced by a safety stock, which is a percentage of the vehicle capacity reserved to re-
spond more effectively to the uncertain demand. Constraint (7.9) guarantees the continu-
ity of each route. Constraint (7.10) ensures the return of each vehicle to its starting depot.
Constraint (7.11) guarantees the subtour elimination. Constraint (7.12) ensures that a cus-
tomer is served by a route departing from an open depot only if this customer is allocated
to this depot. Constraint (7.13) guarantees that a customer is assigned to only one depot.
Constraint (7.14) ensures that the total demand served from a depot does not exceed its as-
signed size. Constraint (7.15) guarantees that only one size is assigned to an open depot.
Finally, Constraint (7.16) determines that all decision variables are binary.

7.2.2 Solution Approach

Since the problem described in Section 7.2.1 is known for being NP-hard, the formulated
mathematical model is not employed to find an optimal solution but just to provide a better
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understanding of the problem details. Hence, we propose a fuzzy simheuristic approach
for minimizing the expected total cost. Traditionally, simheuristics have been used to solve
optimization problems with stochastic components, such as ARPs with stochastic demands
(Gonzalez-Martin et al., 2018), stochastic waste collection problems (Gruler et al., 2017a) or
TOPs with stochastic travel times (Panadero et al., 2020b). We have extended the simheuris-
tic framework by including fuzzy components in order to deal with COPs with uncertainty
components of both stochastic and non-stochastic nature. In particular, our methodology
combines an ILS metaheuristic with MCS and FIS to deal with stochastic and fuzzy vari-
ables, respectively. As discussed by Ferone et al. (2019), several metaheuristic frameworks
offer a well-balanced combination of efficiency and relative simplicity and can be easily ex-
tended to a fuzzy simheuristic. In general, our approach is composed of three stages. During
the first stage, a set of promising LRP solutions are generated using a constructive heuristic,
which employs BR techniques (Ferrer et al., 2016). In the second stage, the ILS metaheuristic
tries to improve each of these promising solutions by iteratively exploring the search space
and conducting a short number of simulations. Finally, in the third stage, a refinement pro-
cedure using a larger number of simulation runs is applied to these elite solutions, which
allows to obtain a more accurate estimation of the expected total cost.

Algorithm 11 outlines the main components of Stage 1. It generates quickly a ranked
list of “promising” LRP solutions. The main input parameters of this heuristic are: the list
of customers with both their demand and location in Cartesian coordinates, the list of facil-
ities including their opening costs and the vehicle capacity. The algorithm procedure is as
follows: initially, the minimum and maximum (nbDepots0 and maxNbDepots, respectively)
numbers of facilities required to serve the total demand are computed. Both bounds are
calculated by dividing the total demand by the maximum available facility size, and the
minimum available facility size, respectively, and they are rounded up to the next integer
number. Then we run our algorithm for each number of facilities between nbDepots0 and
maxNbDepots (line 3). Later, for each iteration of the line 4 loop, a new set of random loca-
tions are generated (line 5). This is stored in usedOpenDepots to avoid repeating. Next, if
the available capacity of facilities in openDepots is enough to satisfy customers demand, cus-
tomers’ allocation and routing procedures are carried out; otherwise, openDepots is rejected.
The customers’ allocation procedure is performed by producing a new map (line 9) where
each facility has a list of all customers sorted by savings. These savings represent the ben-
efit of allocating each customer to the current depot instead to the best alternative facility.
Then a facility in openDepots is selected randomly, and a BR procedure is used to allocate a
customer of the list to the current depot. This procedure ends when all customers have been
allocated. In the step in line 10 a VRP is solved for each subset facility-customers in the map.
Finally, a feasible LRP solution is yielded and stored in the pool of solutions poolSol. The
algorithm ends returning a top list of complete LRP solutions, assessed in terms of opening
and routing costs.

Algorithm 12 outlines Stages 2 and 3. During the second stage, each “promising” map
generated by the constructive heuristic is processed by the simulation and the fuzzy com-
ponents to estimate its safety stock (line 4). This procedure is carried out by performing a
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Algorithm 11 Constructive heuristic
1: usedOpenDepots← ∅
2: 〈nbDepots0, maxNbDepots〉 ← computeDepotsBound(depots)
3: for nbDepots← nbDepots0 to maxNbDepots do
4: for iter← 1 to itermax do
5: openDepots← depotsToOpen(nbDepots)
6: if openDepots /∈ usedOpenDepots then
7: if capacity(openDepots) ≥ demand(cust) then
8: usedOpenDepots← add(usedOpenDepots, openDepots)
9: map← allocateCustomers(openDepots, cust)

10: lrpSol← CWS(map, β, vehCap)
11: poolSol← add(poolSol, lrpSol)
12: end if
13: end if
14: end for
15: end for
16: return sortingByCost(poolSol)

low number of runs, where a new value is assigned to each random or fuzzy element based
on its probability distribution or fuzzy function, respectively. We use MCS in order to esti-
mate the stochastic variables, whilst a fuzzy inference system is used to estimate the fuzzy
variables. Then, the objective function and the constraints are evaluated under the ran-
dom/fuzzy generated values to compute the expected cost of each promising map. Next,
the ILS metaheuristic tries to improve the set of “promising” maps by iteratively exploring
the search space and conducting a second process of fuzzy/simulation runs. We start the
process by perturbing the current base solution baseSol (line 8). In this phase we use two dif-
ferent strategies. In the first one, the algorithm randomly selects a set of customers and tries
to reassign them in a random way to another facility without violating its capacity. Regard-
ing the second strategy, the algorithm randomly exchanges the allocation of a percentage of
customers among facilities. This process is dependent on the value of k, which represents
the degree of exchange to be applied. This value is updated in each iteration between Kmin

and Kmax, i.e., it is reset to Kmin whenever a new solution newSol outperforms the baseSol,
and it is increased whenever the algorithm fails to improve the current solution until a max-
imum value Kmax. The strategy to be used in each iteration of the algorithm is randomly
selected.

Afterwards, the algorithm starts a local search around the perturbed solution in order to
improve it (line 9). This stage consists in a two-opt inter-route operator, which interchanges
two chains of randomly selected customers between different facilities. A newSol is returned
whenever no more improvements are achieved. Later, whenever the deterministic cost of
the baseSol is improved (line 10), the newSol is processed by the simulation and the fuzzy
components to deal with the uncertainty of the proposed problem, using a low number
of runs to compute the expected cost of the solution (line 11). Notice that this procedure
does not only provide estimated values to the expected cost associated with the solutions
generated by our approach, but it also reports feedback to the metaheuristic search process.
If the newSol is also able to improve the expected cost of the baseSol (line 12), the latter
is updated. In the same way, if the expected cost of the newSol improves the cost of the
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Algorithm 12 ILS-based fuzzy simheuristic

1: initSol← genInitSol(inputs,α, β)
2: baseSol← initSol
3: bestSol← baseSol
4: fastSimulation(baseSol)
5: T ← T0
6: while time ≤ tmax do
7: k← Kmin
8: perturbationSol ← perturbation(baseSol, k, α, β)
9: newSol ← localSearch(perturbationSol)

10: if detCost(newSol) < detCost(baseSol) then
11: fastSimulation(newSol)
12: if expCost(newSol) < expCost(baseSol) then
13: baseSol ← newSol
14: if expCost(newSol) < expCost(bestSol) then
15: bestSol ← newSol
16: insert(poolBestSol, bestSol)
17: end if
18: k← Kmin
19: end if
20: else
21: temperature← updateTemperature(detCost(newSol), detCost(baseSol), T)
22: if (U (0,1) ≤ temperature) then
23: baseSol ← newSol
24: k← Kmin
25: else
26: k←min(k ∗ Inc, Kmax)
27: end if
28: end if
29: T ← λT
30: end while
31: for sol ∈ poolBestSol do
32: longSimulation(sol)
33: if expCost(sol) < expCost(bestSol) then
34: bestSol ← sol
35: end if
36: end for
37: return bestSol

best solution (bestSol) found so far (line 14), the latter is updated and added to the pool of
elite solutions (line 16). This pool contains the best stochastic/fuzzy solutions found so far.
The number of solutions in this pool is a known parameter that depends on the available
computational time. Moreover, by limiting the size of this pool we ensure that we only keep
track of the top solutions as the algorithm evolves. In order to further diversify the search,
the algorithm might occasionally accept nonimproving solutions following an acceptance
criterion (lines 20-28). Specifically, we have used a simulated annealing acceptance criterion,
which contains a decaying probability that is regulated by a dynamic temperature parameter
(T).

Finally, a refinement procedure using a larger number of simulation runs is executed
in the third stage for each elite solution (lines 31–36). Hence, a more accurate summary of
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output variables can be obtained. As before, both probability distributions and fuzzy func-
tions are employed in this simulation, depending on whether the element has a stochastic
or fuzzy nature. Finally, the best-found solution (or pull of best alternative solutions) is
returned, considering that the decision maker might be not only interested in the average
value associated with a solution but also in its variability level. Particularly, the main output
variables in our experiments are: the opening and routing costs, the cost incurred whenever
a route fails and the safety stock.

7.2.3 Computational Experiments and Results

Multiple sets of instances are found in the literature to test the algorithms designed to solve
the LRP (Akca et al., 2009; Barreto et al., 2007; Belenguer et al., 2011). Nevertheless, these
sets do not consider characteristics such as parameters uncertainty and flexible facility sizes,
i.e., instances must be adapted to our problem’s features. Therefore, we use the instances
found in Akca et al. (2009) and introduce the following modifications:

1. Traditional LRP instances consider that a single fixed size is available to assign to open
depots. We extend this unit set to five alternative sizes, so that our algorithm selects
one of them for each open depot. If sj is the size proposed by the original instance for
each potential depot j ∈ J, and L is the set of available sizes, our approach’ alternative
sizes are sjl ∈ {(1− 2r)sj, (1− r)sj, sj, (1 + r)sj, (1 + 2r)sj}, where l ∈ L, 0.0 < r < 0.5,
and r is the range of difference between available sizes. When r = 0, the case is the
same as the traditional LRP. We consider that r = 0.25.

2. Traditional LRP instances consider a fixed cost ( f j) incurred whenever a depot j ∈ J
is open. We keep this parameter unaltered. Additionally, we introduce a variable cost

(ojl) depending on f j and sjl , namely: ojl =
(sjl − sj)

2sj

∑j f j

|J| . This formula preserves ojl

in the same order as f j for each depot j ∈ J. Besides, it yields negative costs whenever
sjl < sj, positive costs whenever sjl > sj, and a null cost when sjl = sj. Thus our results
can be compared with those found in the LRP literature.

3. An uncertain demand Di for each customer i ∈ I is considered. The demand of half of
the customers is assumed to follow a log-normal probability distribution. If φi is the
deterministic demand in the Akca’s set, then E[Di] = φi. In addition, three different
values of variance are considered: low, medium and high, i.e., for λ ∈ {0.05, 0.10, 0.20},
Var[Di] = λφi. These variability values are preserved identical to the ones used in
Section 6.3.3, in order to perform a suitable results comparison. The demand of the
other half of the customers is considered to be fuzzy. In this case, Di can be estimated
as low (DL), medium (DM) or high (DH). The demand in each of these fuzzy sets is
represented by a triangular fuzzy number Di = (d1i, d2i, d3i). If q is the vehicle total
load capacity, all fuzzy demand values are expressed as a proportion of q in order to
perform an appropriate comparison between the demand and the vehicle available ca-
pacity, i.e., 0 ≤ Di ≤ 1. The membership function of these fuzzy sets are displayed in
Figure 7.2.
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7.2.3.1 A Fuzzy Approach for the Demand and the Vehicle Available Capacity

When considering customers with stochastic demands, the decision about visiting the next
customer in a route is made simply by comparing its expected demand with the vehicle’s
current load. If this demand is greater, the vehicle will perform a detour to the depot for a
replenishment. Nevertheless, when the next customer demand is fuzzy, the decision about
serving it is made employing a preference index pi (Teodorović and Pavković, 1996). It
indicates the strength of our inclination to visit the next node in a route. This index depends
on both the estimated demand of the next node Di+1 and the vehicle capacity Ci that remains
available after serving the customer i ∈ I. Ci is expressed as a proportion of q, i.e., 0 ≤ Ci ≤
1. It also can be treated as low (CL), medium (CM) or high (CH), and it is represented by a
triangular fuzzy number Ci = (c1i, c2i, c3i). The membership function of the capacity fuzzy
sets are displayed in Figure 7.3.

The preference index is defined between 0 and 1, i.e., 0 ≤ pi ≤ 1. When pi = 1, we will
definitely visit the next node in a route since the vehicle available capacity can for sure meet
its demand. When pi = 0, we are sure that Di+1 exceeds Ci and the vehicle must return to the
depot for a replenishment. We consider that the preference can be very low (PVL), low (PL),
medium (PM), high (PH) or very high (PVH). Each of these categories is represented by a
fuzzy set, whose membership function is depicted in Figure 7.4. Additionally, we define a
set of reasoning rules (Table 7.1) to determine the preference to visit the next node depending
on the levels of both the demand and the vehicle available capacity. Figure 7.12 displays the
procedure used to compute the preference index pi after serving the customer i ∈ I. This
procedure is described as follows:

Simulate the actual
demand

Calculate the vehicle
available capacity

Estimate the fuzzy
demand

Estimate the fuzzy
available capacity

Determine the
membership function of

the preference index

Calculate a crisp
preference index

Figure 7.12: Procedure used to compute the preference index pi.

1. Simulate the actual demand of each customer employing a fuzzy simulation approach.
Based on the works by Teodorović and Pavković (1996), Sun et al. (2018) and Sun
(2020), we follow the steps described below:
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(a) Generate a random demand di between a lower bound and an upper bound.
Since the objective is preserving the variability conditions similar to the stochas-

tic demands, the lower and upper bounds are given by the expressions
φi−
√

3λφi
q

and
φi+
√

3λφi
q , respectively.

(b) Calculate the membership degree µ(di) of this demand. Notice that µ(di) ∈ [0, 1].

(c) Generate a random number ρ ∈ [0, 1].

(d) Compare ρ and µ(di). If ρ ≤ µ(di), then assume the actual demand of the cus-
tomer i as di; otherwise, repeat steps (a)–(d) until this condition is fulfilled.

2. Calculate the vehicle available capacity subtracting from q the sum of the simulated
demand of the first m customers visited in the current route, including the customer
i. Whenever the route fails and the vehicle must perform a trip to the depot for a
replenishment, the counting of m starts again from 1.

3. Estimate the fuzzy demand and the fuzzy available capacity according to the cate-
gories previously defined: low, medium or high.

4. Determine the membership function of the preference index using the reasoning rules
defined in Table 7.1.

5. Calculate a crisp preference index using the center of gravity as defuzzification method.
Additional methods can be found in Klir and Yuan (1995), and Opricovic and Tzeng
(2003).

We define a known threshold p∗, such that 0 ≤ p∗ ≤ 1. The computed preference index
pi must be compared with p∗ in order to make a decision about the vehicle next destination.
If pi ≥ p∗, the vehicle should visit the next customer directly; otherwise, we estimate that
the vehicle available capacity cannot meet the next customer demand. In this case, both
preventive (cprev) and reactive (creac) costs are calculated (see Section 7.2.1). If cprev < creac, the
vehicle should perform a detour to the depot for a preventive replenishment; otherwise, it
should visit the next customer directly and react to its real demand. The lower the threshold
level, the greater the inclination to unload the vehicle as much as possible before making a
replenishment trip to the depot. In this case, less preventive detours are performed. Hence,
the number of times that a reactive round-trip must be carried out increases. Previous tests
using modified Akca’s instances yielded lower costs when p∗ = 0.45.

The following parameters are used by our algorithm to run the experiments: (i) 350
iterations for map perturbations; (ii) 150 iterations for the BR savings heuristic; (iii) 150
iterations for splitting; (iv) a random value between 0.05 and 0.80 for β1, the parameter of the
geometric distribution associated with the BR selection during the allocation map process;
(v) a random value between 0.07 and 0.23 for β2, the parameter of the geometric distribution
associated with the BR heuristic for routing; (vi) n = 100 runs for the initial simulation stage;
(vii) N = 5000 runs for the intensive simulation stage; and (viii) 100 iterations to estimate the
safety stock (SS), testing only discrete values between 0% and 10%. Our proposed algorithm
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was coded as a Java application. All experiments were executed on a standard Windows PC
with a Core i5 processor and 6 GB RAM. A total of ten different random seeds were used for
each instance.

7.2.3.2 Results and Discussion

Table 7.6 shows our obtained results for 12 Akca’s instances. Five main indicators are com-
puted: depots opening costs (OC), which is formed by both fixed and variable costs; routing
costs (RC); failure costs (FC), which is incurred whenever the vehicle must perform either a
detour or a round-trip to the depot; total costs (TC); and the estimated safety stock (SS) level.
Four types of solutions are compared. All of them are flexible, i.e., they consider facility siz-
ing decisions. Firstly, our best deterministic solutions are shown, i.e, there is no uncertainty
in the customers’ demand and its realization is exactly as expected. In this case, a safety
stock is not necessary and there are no failure costs. Secondly, we show the best stochas-
tic solutions reported in Section 6.3.3, in which the exact customers’ demand is not known.
Instead, all of them follow a log-normal distribution with known mean and standard devi-
ation. Thirdly, our best hybrid fuzzy-stochastic solutions are displayed, in which half of the
customers’ demand follows a log-normal distribution, and half of the customers’ demand is
considered to be fuzzy. Finally, our best fuzzy solutions are shown, in which all customers’
demand is considered to be fuzzy, due to a high level of uncertainty. Additionally, results
for three levels of variability (λ) are shown. Clearly, our best deterministic solutions are the
same regardless of the variability level, given the total absence of uncertainty.

Results in Table 7.6 show a slight average increase in total costs when increasing the
variability level for all types of solutions, except for the best deterministic solution. This
growth is caused mainly by the rise in failure costs, since a greater number of detours and
round-trips is expected when the demand variability level is higher. Additionally, total costs
also increase when the uncertainty level is higher regardless of the variability level, i.e., the
deterministic solution is the cheapest one, and the fuzzy solution is the most costly. If we
compare only the average deterministic cost of each set of solutions, formed by the sum
of OC and RC, we obtain values with negligible differences. Hence, the contrasts in total
costs are caused mainly by failure costs. For example, for the instance Cr30x5a-3 in the
low variability scenario, 1.6% of total costs are failure costs in the best stochastic solution.
However, in the best fuzzy solution this percentage rises to 3.5%. Most instances show this
steady growth when increasing the uncertainty level, which confirms that fuzzy scenarios
have a higher uncertainty level when compared with deterministic and stochastic scenarios.
Finally, the average safety stock increases when both variability and uncertainty levels rise,
since more protection against uncertainty is necessary in both cases.

Results corresponding to our best deterministic solution in Table 7.6 were yielded as-
suming that the realized demand is deterministic. Hence, an additional experiment has
been performed, in which this solution (called henceforth OBD) is tested in a hybrid fuzzy-
stochastic environment, using 0% of safety stock protection against uncertainty. Figure 7.13
compares this solution’s results with our best-found hybrid fuzzy-stochastic solution (OBF)
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Table 7.6: Comparative results between our flexible solutions under different
uncertainty levels.
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in terms of failure costs. Results for 12 Akca’s instances are depicted for each demand vari-
ability scenario. Extreme points in dashed lines indicate the average cost for each set of data.
As expected, average failure costs show an increasing trend when the variability grows, re-
gardless of the type of solution. Conversely, Figure 7.13 shows that the OBF outperforms the
OBD when tested under uncertainty conditions. This fact demonstrates the quality of our
fuzzy simheuristic approach, especially in scenarios where the demand variability is high.

 

Figure 7.13: Failure costs of our best deterministic and our best hybrid solu-
tions.

Table 7.7 compares two types of hybrid fuzzy-stochastic solutions. Firstly, we show our
best solution with a single facility size alternative given by the original Akca’s instances,
i.e., the solution is not flexible since only one size is available to select. Secondly, we show
our best flexible solution, which corresponds to our best hybrid solution in Table 7.6 When
comparing the total costs of both types of solutions, the negative gap obtained for all in-
stances and under all variability levels shows the advantages of considering facility sizing
decisions. For example, we reach a maximum absolute gap of 7.71% in total cost savings for
a single instance. In average, both opening and routing costs decrease whenever alterna-
tive depot sizes are available. Nevertheless, each instance shows different results regarding
OC and RC. The most evident case is that in which opening costs decrease. Clearly, this
is a direct result of having smaller facility size alternatives. Without loss of generality, all
examples below take as reference the high variability scenario. For example, the instance
Cr30x5b-3 has a total demand of 1620. Both flexible and non-flexible approaches design the
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same routes and yield equal routing costs. Nevertheless, the non-flexible approach locates
two depots of size 1000 each. Conversely, our flexible approach locates one depot of size
1000 and one depot of size 750. Hence, the non-flexible solution assigns an extra capacity
that is not necessary under the problem’s current conditions.

Table 7.7: Comparative results between our hybrid solutions when consider-
ing facility sizing decisions.

Instance
Best Non-flexible Hybrid Solution Best Flexible Hybrid Solution Gap

TCOC RC FC TC SS OC RC FC TC SS
Low variability

Cr30x5a-1 200.00 619.51 3.45 822.96 1% 200.00 575.14 3.31 778.45 2% -5.41%
Cr30x5a-2 200.00 626.01 0.04 826.05 1% 200.00 607.28 0.12 807.40 3% -2.26%
Cr30x5a-3 200.00 507.99 17.56 725.55 2% 187.50 509.25 17.48 714.22 3% -1.56%
Cr30x5b-1 200.00 682.97 0.32 883.29 2% 225.00 623.22 14.59 862.81 0% -2.32%
Cr30x5b-2 200.00 625.32 0.00 825.32 2% 187.50 625.32 0.00 812.82 2% -1.51%
Cr30x5b-3 200.00 684.58 5.95 890.53 1% 187.50 684.58 6.35 878.43 1% -1.36%
Cr40x5a-1 200.00 733.47 3.22 936.70 0% 162.50 731.84 0.07 894.41 1% -4.51%
Cr40x5a-2 200.00 691.47 11.15 902.63 1% 225.00 639.02 0.81 864.83 1% -4.19%
Cr40x5a-3 200.00 748.64 9.88 958.52 1% 162.50 752.88 3.26 918.64 0% -4.16%
Cr40x5b-1 200.00 858.58 1.94 1060.53 2% 162.50 852.04 12.24 1026.78 1% -3.18%
Cr40x5b-2 300.00 690.57 0.65 991.22 2% 225.00 690.57 0.62 916.18 1% -7.57%
Cr40x5b-3 200.00 780.62 0.07 980.69 2% 175.00 772.87 0.29 948.16 2% -3.32%
Average 208.33 687.48 4.52 900.33 1.42% 191.67 672.00 4.93 868.59 1.42% -3.45%

Medium variability
Cr30x5a-1 200.00 619.51 9.17 828.68 0% 200.00 575.14 9.67 784.81 2% -5.29%
Cr30x5a-2 200.00 626.01 0.60 826.61 2% 200.00 607.28 1.94 809.22 3% -2.10%
Cr30x5a-3 200.00 507.99 24.30 732.29 2% 187.50 509.25 24.10 720.85 3% -1.56%
Cr30x5b-1 200.00 681.50 14.31 895.80 1% 225.00 623.22 18.32 866.53 3% -3.27%
Cr30x5b-2 200.00 625.32 0.01 825.33 2% 187.50 625.32 0.00 812.82 2% -1.52%
Cr30x5b-3 200.00 684.58 15.60 900.18 1% 187.50 684.58 12.79 884.87 1% -1.70%
Cr40x5a-1 200.00 733.47 7.69 941.17 1% 162.50 739.24 0.01 901.75 3% -4.19%
Cr40x5a-2 200.00 700.80 12.59 913.39 3% 225.00 642.02 0.24 867.26 3% -5.05%
Cr40x5a-3 200.00 748.64 20.15 968.79 0% 162.50 752.88 8.57 923.95 1% -4.63%
Cr40x5b-1 200.00 863.91 2.32 1066.23 3% 162.50 858.58 8.01 1029.09 2% -3.48%
Cr40x5b-2 300.00 690.57 4.18 994.75 1% 225.00 690.57 3.77 919.33 0% -7.58%
Cr40x5b-3 200.00 780.62 0.94 981.56 3% 175.00 772.87 2.53 950.40 2% -3.17%
Average 208.33 688.58 9.32 906.23 1.58% 191.67 673.41 7.50 872.57 2.08% -3.63%

High variability
Cr30x5a-1 200.00 619.51 20.69 840.20 0% 200.00 575.14 19.82 794.96 0% -5.38%
Cr30x5a-2 200.00 621.45 5.66 827.12 3% 200.00 611.41 0.02 811.43 7% -1.90%
Cr30x5a-3 200.00 507.99 30.16 738.15 4% 187.50 509.25 29.95 726.70 4% -1.55%
Cr30x5b-1 200.00 681.50 18.85 900.35 0% 225.00 623.22 20.73 868.95 10% -3.49%
Cr30x5b-2 200.00 625.32 0.14 825.46 5% 187.50 625.32 0.20 813.02 5% -1.51%
Cr30x5b-3 200.00 684.58 30.23 914.81 1% 187.50 684.58 29.03 901.11 5% -1.50%
Cr40x5a-1 200.00 737.94 5.78 943.73 2% 162.50 735.84 7.83 906.17 1% -3.98%
Cr40x5a-2 200.00 700.80 15.98 916.78 3% 225.00 642.02 1.48 868.50 3% -5.27%
Cr40x5a-3 200.00 748.64 32.89 981.54 0% 162.50 763.69 7.76 933.96 2% -4.85%
Cr40x5b-1 200.00 858.58 22.53 1081.11 2% 237.50 792.36 2.84 1032.70 4% -4.48%
Cr40x5b-2 300.00 693.03 12.66 1005.69 0% 225.00 690.57 12.59 928.15 2% -7.71%
Cr40x5b-3 200.00 772.87 13.22 986.09 2% 175.00 780.62 4.90 960.52 3% -2.59%
Average 208.33 687.68 17.40 913.42 1.83% 197.92 669.50 11.43 878.85 3.83% -3.68%

Some instances show an opposite behavior, i.e., opening costs either increase or remain
the same while routing costs decrease. For example, the non-flexible solution of the instance
Cr30x5a-1 opens two depots of size 1000 each. Alternatively, the flexible solution opens one
depot of size 1500 and one depot of size 500, i.e., the total capacity is equal and, given our de-
fined costs structure, also the opening costs. However, this slight change drives a redesign of
routes that decreases RC. An additional example is given by the instance Cr40x5a-2. Figure
7.14 depicts the best solution found by both the non-flexible approach (a) and our flexible
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approach (b). The solution in Figure 7.14a locates two depots of size 1750 each, and the solu-
tion in Figure 7.14b locates three depots of size 875 each. The latter case has a total capacity
that is smaller than the former’s; however, opening costs are higher since the fixed cost is
clearly greater when 3 facilities are open instead of 2. This new configuration decreases con-
siderably routing costs (Table 7.7), which shows that considering facility sizing decisions not
only reduces total costs by decreasing depots capacity but also by increasing it, since shorter
routes can be designed.
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Figure 7.14: Best-found solution by a non-flexible (a) and a flexible (b) fuzzy
LRP for the instance Cr40x5a-2.

7.3 Conclusions

This chapter has proposed a new methodology to address combinatorial T&L problems
where demands of a subset of customers are stochastic, while demands of the complemen-
tary subset are fuzzy. Specifically, a VRP and an LRP with facility sizing decisions are solved
employing this approach. Additionally, a TOP with fuzzy travel times is addressed as well.
Particularly, in the case of the VRP and the TOP, we consider that both stochastic and fuzzy
uncertainty are present in many real-life transportation systems. Hence, pure determin-
istic, pure stochastic, and pure fuzzy scenarios represent particular cases that can also be
addressed by employing our fuzzy simheuristic methodology. Since our methodology com-
bines metaheuristics with stochastic and fuzzy simulation, it takes the best characteristics of
both worlds, i.e.: (i) the metaheuristics component provides the efficiency necessary to ex-
plore the solution space in order to find near-optimal solutions in short computational times.
This characteristic becomes highly relevant when dealing with transportation problems,
which are usually NP-hard; and (ii) the stochastic/fuzzy simulation component provides
suitable tools to cope with different types of uncertainty, in order to provide high-quality
solutions in terms of expected costs, expected profits, or risk/reliability indicators. A set
of numerical instances demonstrates these advantages. The simultaneous consideration of
stochastic and fuzzy uncertainty arises whenever a subset of elements in a transportation
problem, e.g., customers, roads, or vehicles, allows us to model some uncertainty aspects
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using probability distributions, while others require fuzzy techniques due to their vague-
ness or to the lack of enough historical data. The well-known VRP and TOP have been
useful in testing our approach. For the VRP, we have studied a numerical example in which
demands associated with a group of customers are stochastic, while a different group of
customers presents fuzzy demands. Regarding the TOP, we have analyzed a case study in
which travel times between customers are stochastic for a group of edges, and fuzzy for an-
other group. The obtained results show that employing our approach leads to improve the
solution quality –in terms of total cost for the VRP, and total collected reward for the TOP–
when uncertainty is considered. All in all, these numerical examples illustrate the efficiency
of the proposed methodology to solve transportation problems combining, at the same time,
deterministic, stochastic, and fuzzy elements, something that has been rarely explored in the
existing literature despite its relevance in real-life applications.

Regarding the LRPFS, a fuzzy simheuristic approach is proposed to solve this problem
cost- and time- efficiently. Initially, our algorithm selects the best size for each open facil-
ity from a set of provided alternatives. We perform an iterative procedure in which a set
of location-allocation-routing configurations are assessed in terms of opening and routing
costs. Then a top list of complete LRP solutions is iteratively perturbed and simulated. The
perturbation stage is performed by employing an ILS metaheuristic. The simulation stage
is carried out by running a classic MCS for the stochastic demands and a fuzzy simulation
for the fuzzy demands. Failure costs are introduced as an additional performance indi-
cator. Finally, a set of elite solutions is assessed through a refinement procedure where a
larger number of simulation runs is executed. Our fuzzy simheuristic approach has been
proved to be flexible enough not only to combine efficiently stochastic and fuzzy demands
in a single execution but also to address less general scenarios in which demands of all
customers are either deterministic or fuzzy. Our approach has also been proved to be a
cost-efficient algorithm when considering uncertainty scenarios. It decreases route failure
costs when compared with the best deterministic solution tested in a hybrid fuzzy-stochastic
environment. The use of a safety stock policy as a protection against uncertainty has also
contributed to this decrease. To the best of our knowledge, this is the first time that a hybrid
fuzzy-stochastic LRP with facility sizing decisions is addressed. Medium-sized benchmark
instances considering three demand variability levels were used. Obtained results show that
introducing such flexibility decreases total costs in two mutually nonexclusive ways: firstly,
yielding savings in opening costs by locating facilities of smaller size; and secondly, yielding
savings in routing costs by locating facilities of higher size, which drives a routes redesign
that reduces the total traveled distance. We also have demonstrated that these savings are
always incurred regardless of the demand variability level.
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Chapter 8

General Conclusions and Future
Research Lines

8.1 General Conclusions

This thesis has presented a series of applications of different solution methods to multiple
strategic, tactical, and operational transportation and logistics (T&L) problems. Most pro-
posed methods are approximate, i.e., they do not guarantee that an optimal solution can
be found, but they have been proved to be fast and obtain high-quality results. Compar-
isons between the results attained by the presented methods and those obtained by exact
models –i.e., some optimal solutions are calculated by mixed-integer linear programming
(MILP) models proposed in this thesis–, or those reported in the literature, demonstrate the
cost- and time-efficiency of our algorithms. Applications considering deterministic, stochas-
tic, or fuzzy parameters have been studied. The proposed solution algorithms have been
adapted to each of these cases. Furthermore, we design a “fuzzy simheuristics” procedure,
which combines heuristics and metaheuristics with stochastic and fuzzy simulation. Fuzzy
simheuristics is a generic approach since it includes as particular cases pure determinis-
tic, pure stochastic, and pure fuzzy problems. A vehicle routing problem with stochastic
and fuzzy demands (VRP-S/F-D), a team orienteering problem with stochastic and fuzzy
travel times (TOP-S/F-TT), and a location routing problem with facility-sizing decisions
and stochastic and fuzzy demands (LRPFS-S/F-D) have been employed to test the fuzzy
simheuristics approach. Results obtained in the three applications show that considering
fuzzy simheuristic algorithms is a solid approach to solve T&L combinatorial optimization
problems (COP) with a high degree of uncertainty.

Fuzzy simheuristics are composed of different layers that make them a cost-efficient ap-
proach. Each of these layers have been tested independently in other T&L problems, whose
results can be seen along this document. Biased-randomized (BR) heuristics represent the
“most basic” layer. Two real-world rich applications (Chapter 3) demonstrate the efficiency
and flexibility of this type of algorithms. A large quantity of real constraints and condi-
tions has been considered when solving these challenges. The applicability of BR algorithms
has been demonstrated in both the transportation of protective elements in the COVID-19
lockdown period in Barcelona and a feed distribution project in the agri-food sector in Cat-
alonia. A metaheuristic layer is then introduced to enrich the BR algorithms (Chapter 4).
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Dynamic conditions, optional backhauls, and facility-sizing decisions are addressed in a
dynamic ride-sharing problem (DRSP), a VRPOB, and a location routing problem (LRPFS),
respectively. Results in the DRSP show that cost savings are obtained when considering a
dynamic approach –in this case, a discrete-event driven metaheuristic– instead of a static ap-
proach when external conditions, such as traffic or weather, change over time. Results in the
VRPOB show that including penalty costs for not serving backhaul customers leads to cost
savings. Finally, results in the LRPFS demonstrate that including the facility capacity as an
additional variable to model decreases the costs of the T&L activities. This is showed as well
in Chapters 6 and 7, since this thesis takes the LRPFS as a core problem to demonstrate the
advantages of employing metaheuristic, simheuristic, and fuzzy simheuristic approaches
when deterministic, stochastic, and fuzzy/stochastic parameters, respectively, are consid-
ered. Furthermore, since the LRP includes the VRP and the FLP as particular cases, the
solution approaches proposed in this thesis can also be applied to these problems.

Chapters 3 and 4 consider all inputs as deterministic. Hence, Chapter 5 serves as an
introduction to consider stochastic parameters and, therefore, to the inclusion of hybrid
simulation-optimization approaches to deal with this type of problems. Particularly, Monte
Carlo simulation (MCS) and a MILP model are hybridized to solve an FLP with stochastic
demands. This chapter also introduces the reliability as an additional indicator to assess
solutions that include stochasticity. Hence, the simultaneous consideration of costs and re-
liability has been proved to be a good approach when studying T&L problems including
stochastic inputs. Moreover, this chapter shows the effect of considering different proba-
bility distributions when modeling these parameters. Later, Chapter 6 applies simheuristic
algorithms to solve an open VRP and a TOP with stochastic service and travel times, and
an LRPFS with stochastic demands. The COVID-19 case instances considered in Chapter 3
are adapted to assess the proposed simheuristics in the OVRPSSTT and the TOPSSTT. In
general, Chapter 6’s results show that both cost savings and good reliability levels are ob-
tained when employing simheuristics to solve T&L COPs, in comparison to the case where
deterministic inputs are considered in a stochastic environment. Finally, Chapter 7 pro-
poses the use of fuzzy simheuristics to deal with problems including fuzzy and stochastic
parameters, as mentioned above. This type of algorithms represents the final layer of the ap-
proximate solution methods proposed in this thesis and, therefore, it includes BR heuristics,
metaheuristics, and simheuristics in a fuzzy environment.

8.2 Future Research Lines

The results obtained after developing and testing the multiple solution methods proposed in
this thesis, and their application to different T&L problems, allow to identify the following
research lines, which can be explored as future work:

• Customer demands and service and travel times have been the only parameters con-
sidered as fuzzy or stochastic in the proposed methods. Additional operational pa-
rameters that can be uncertain in real-world T&L problems are facility capacities, sell-
ing prices, supply quantities, among others. Furthermore, disruption risks can also be
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considered as an uncertainty source. They refer to low-frequency high-impact events,
such as earthquakes, floods, pandemics, or terrorist attacks, which can affect the struc-
ture of the supply chain. For instance, a group of facilities can be suddenly destroyed,
or some roads cannot be longer used for transportation activities. Considering these
events is a great opportunity to test the performance of both simheuristics and fuzzy
simheuristics in different contexts. Humanitarian logistics is a real-world activity that
can benefit from these approaches.

• Considering resilience –which is the ability of a supply chain to recover successfully
after being disturbed– in designing and managing T&L activities is a successful ap-
proach to face uncertainty, operational and disruption risks. This concept implies
considering key performance indicators additional to the traditional costs and profits.
Multi-objective simheuristics and fuzzy simheuristics can be a successful approach to
deal with these cases. Furthermore, once a multi-objective approach has been consid-
ered, sustainability issues can be easily included as well, given the concerns about the
environmental and social impacts of human activities, additional to the economic goal.

• Multi-period problems can be considered to increase the quality of the obtained re-
sults. This is useful in any of the problems addressed in this thesis, but especially
in those ones that consider a reward or a penalization for serving or not serving, re-
spectively, a set of customers. The VRPOB and the TOP are examples of problems
with these characteristics. For instance, if a customer in the VRPOB is not visited in a
given day, the penalization for not serving it the next day should be higher. Inventory
decisions can be included as well in multi-period problems.

• Section 3.2 introduced a reactive (automatic) fine-tuning process for the main param-
eter of the BR method, i.e., a manual time-consuming fine-tuning process is not nec-
essary. This parameter-less procedure can be included in metaheuristic, simheuristic,
and fuzzy simheuristic approaches to test its performance in terms of cost- and time-
efficiency when more complex algorithms are employed.

• Further heuristic and metaheuristic approaches can be tested when solving the prob-
lems addressed in this thesis. For instance, BR versions of the iterated local search (ILS)
algorithm can be employed to solve those problems where only multi-start approaches
have been tested, such as the RVRP or the RTOP. Furthermore, the combination of ILS
with MCS, which has been proved to be successful when solving the LRPFSSD, can be
used to solve stochastic and fuzzy versions of the VRP and the TOP.

8.3 Research Outcomes

All results presented in this thesis have been published or have been accepted for publi-
cation in scientific articles or conference papers in peer-reviewed JCR- or Scopus-indexed
journals. The complete list of articles is enumerated below. The covers of all articles are
shown in Appendix B.2.
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A.1 Complementary Information

A.1.1 MILP Model of the Vehicle Routing Problem with Optional Backhauls

This appendix shows a mathematical model for the problem described in Section 4.2.1. Re-
lated sets, parameters, and variables are displayed in Table 1.

Table 1: Sets, parameters, and variables for our VRPOB model.

Sets
V = Set of nodes
L = Set of LH customers
B = Set of BH customers
A = Set of edges, A ⊆ V ×V = {(i, j) : i, j ∈ V, i < j}
K = Set of vehicles
Parameters
di = Demand of customer i ∈ V
cij = Cost of travel from node i ∈ V to node j ∈ V
hi = Unitary penalty cost (e.g., unitary inventory cost) per RTI not collected from customer i ∈ B
q = Capacity of each vehicle
Variables
xijk = Binary variable equal to 1 if edge (i, j) : i ∈ L ∪ {0}, j ∈ L is

in the LH route traveled by vehicle k ∈ K, 0 otherwise
yijk = Binary variable equal to 1 if edge (i, j) : i ∈ L ∪ B, j ∈ B ∪ {0} is

in the BH route traveled by vehicle k ∈ K, 0 otherwise
zik = Binary variable equal to 1 if customer i ∈ V \ {0} is

visited by vehicle k ∈ K, 0 otherwise
fijk = Variable to eliminate subtours in the LH route visited by vehicle k ∈ K

and for each edge (i, j) : i ∈ L ∪ {0}, j ∈ L
gijk = Variable to eliminate subtours in the BH route visited by vehicle k ∈ K

and for each edge (i, j) : i ∈ L ∪ B, j ∈ B ∪ {0}

Minimize ∑
i∈B

hidi

(
1− ∑

k∈K
zik

)
+ ∑

k∈K
∑

i∈L∪{0}
∑

j∈L,i 6=j
cijxijk + ∑

k∈K
∑

i∈L∪B
∑

j∈B∪{0},i 6=j
cijyijk (1)

s.t.

∑
k∈K

zik = 1, ∀i ∈ L (2)

∑
k∈K

zik ≤ 1, ∀i ∈ B (3)

∑
j∈L

x0jk = 1, ∀k ∈ K (4)

∑
i∈V

yi0k = 1, ∀k ∈ K (5)

∑
i∈L∪{0},i 6=h

xihk + ∑
j∈L,j 6=h

xhjk + ∑
j∈B∪{0},j 6=h

yhjk = 2zhk, ∀h ∈ L, ∀k ∈ K (6)
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∑
i∈L∪B,i 6=h

yihk + ∑
j∈B∪{0},j 6=h

yhjk = 2zhk, ∀h ∈ B, ∀k ∈ K (7)

∑
i∈L∪{0},i 6=h

xihk = ∑
j∈L,j 6=h

xhjk + ∑
j∈B∪{0},j 6=h

yhjk ∀h ∈ L, ∀k ∈ K (8)

∑
i∈L∪B,i 6=h

yihk = ∑
j∈B∪{0},j 6=h

yhjk, ∀h ∈ B, ∀k ∈ K (9)

∑
j∈L,j 6=h

xhjk + ∑
j∈B∪{0},j 6=h

yhjk ≤ 1, ∀h ∈ L, ∀k ∈ K (10)

∑
i∈B∪{0},i 6=h

yihk ≤ 1, ∀h ∈ B, ∀k ∈ K (11)

∑
i∈L

dizik ≤ q, ∀k ∈ K (12)

∑
i∈B

dizik ≤ q, ∀k ∈ K (13)

fijk ≤ nxijk, ∀i ∈ L ∪ {0}, ∀j ∈ L, i 6= j, ∀k ∈ K (14)

∑
i∈L∪{0},i 6=j

fijk − ∑
h∈L,h 6=j

f jhk = zjk, ∀j ∈ L, ∀k ∈ K (15)

∑
j∈L

f0jk = ∑
j∈L

zjk, ∀k ∈ K (16)

gijk ≤ myijk, ∀i ∈ L ∪ B, ∀j ∈ B ∪ {0}, i 6= j, ∀k ∈ K (17)

∑
h∈B∪{0},h 6=j

gjhk − ∑
i∈L∪B,i 6=j

gijk = zjk, ∀j ∈ B, ∀k ∈ K (18)

∑
j∈B

gj0k = ∑
j∈B

zjk, ∀k ∈ K (19)

xijk, yijk, zik ∈ {0, 1}, ∀i, j ∈ V, k ∈ K (20)

fijk, gijk ∈ Z+, ∀i, j ∈ V, k ∈ K (21)

In this model, Equation (1) minimizes the total routing plus penalty cost. Constraints (2)
ensure that every LH customer is visited by only one vehicle. Constraints (3) make certain
that at most only one vehicle visits a BH customer. Constraints (4) and (5) warrant that each
vehicle leaves and returns to the depot. Constraints (6) and (7) certify that two edges (one
entering and one leaving) are assigned to a customer only if this is serviced. Constraints
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(8) and (9) establish that if one vehicle enters a customer node, it must departure from it as
well. Constraints (10) assure that after departing from each LH customer, a vehicle must
either serve another LH customer or make an empty trip either to the depot or to a BH
customer. Constraints (11) make sure that before a vehicle visits a BH customer, it must have
serviced either another BH customer or a LH customer. Constraints (12) and (13) ensure that
the total quantity of product to deliver or pickup does not exceed a single vehicle capacity,
both in LH and BH groups, respectively. Based on the formulation proposed by Gavish and
Graves (1978), constraints (14), (15), and (16) eliminate subtours for LH customers. Likewise,
constraints (17), (18), and (19) do the same regarding subtours for BH customers. Other
formulations for subtour elimination can be found in Öncan et al. (2009). Finally, constraints
(20) and (21) indicate the variables that are binary and integer, respectively.

A.1.2 Alternative MILP Models for the LRP with Facility Sizing Decisions

Section 4.3.1 shows a model that yields optimal solutions relatively quickly for our small
newly-created instances. Nevertheless, alternative formulations can be made for our ad-
dressed problem. This appendix shows a comparison between three MIP models. The first
model is the one shown in Section 4.3.1 (called the 3-index model henceforth). The second
model is a modification of the first one, in which available sizes are not considered as an in-
dependent set (2-index model). Instead, we consider multiple copies of each facility, and each
copy has a different capacity. Finally, the third model is an adaptation of a set-partitioning
model (Baldacci et al., 2011), where a set of alternative sizes is included (SP model). Tables
2 and 3 show the sets, parameters, and variables of the 2-index model and the SP model,
respectively. The 3-index and 2-index models are very similar, however, the 2-index model
(Equations (22)-(25)) requires a set of dummy depots. For example, if an instance has 3 po-
tential depot locations and there are 5 alternative sizes for each open depot, the set J has 15
dummy depots.

Minimize ∑
j∈J

( f j + oj)yj + ∑
a∈A

∑
k∈K

cawak + ∑
a∈δ+(J)

∑
k∈K

vwak (22)

s.t.

Constraints (4.6)− (4.12)

∑
i∈I

dixij ≤ sjyj, ∀j ∈ J (23)

∑
j∈Jp

yj ≤ 1, ∀p ∈ P (24)

∀ yj, xij, wak ∈ {0, 1} (25)
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Table 2: Sets, parameters, and variables of a 2-index model for the LRP with
facility sizing decisions.

Sets
V = Set of nodes
K = Set of vehicles
I = Set of customers, I ⊂ V
J = Set of dummy depots, J ⊂ V
P = Set of potential depot locations, P ⊂ V
Jp = Set of dummy depots in each location p ∈ P, Jp ⊂ J
A = Set of arcs, A = V ×V = {(m, n) : m ∈ V, n ∈ V ∧m 6= n}
δ+(S) = Set of arcs leaving S, S ⊂ V, δ+(S) ⊂ A
δ−(S) = Set of arcs entering S, S ⊂ V, δ−(S) ⊂ A
Parameters
sj = Available size of depot j ∈ J
di = Demand of customer i ∈ I
f j = Fixed opening cost of depot j ∈ J
oj = Variable opening cost of depot j ∈ J
ca = Cost of traversing arc a ∈ A
v = Fixed cost for using a vehicle
q = Capacity of each vehicle
M = A very large number when compared to the magnitude of the rest of the parameters
Variables
yj = Binary variable equal to 1 if depot j ∈ J is open, 0 otherwise
xij = Binary variable equal to 1 if customer i ∈ I is assigned to depot j ∈ J, 0 otherwise
wak = Binary variable equal to 1 if arc a ∈ A is used in the route performed by vehicle k ∈ K, 0 otherwise
uik = Accumulated deliveries by vehicle k ∈ K until customer i ∈ I

The objective function (22) minimizes the total cost, formed by the depot fixed and vari-
able opening costs, the routing costs, and the vehicles fixed costs. Constraints (23) guaran-
tee that the total demand of the customers assigned to an open depot does not exceed its
capacity. Constraints (24) ensure that at most one depot is open in each location. Finally,
Constraints (25) indicate the variables that are binary.

The SP model (Equations (26)-(30)) requires as an input a set of all feasible routes in the
problem, i.e., these routes must be constructed before each instance is run in the optimiza-
tion software. Additionally, each route has both a cost (or distance) and a demand, formed
by the addition of all customers’ demands in that route. These routes must be feasible, i.e.,
the vehicle capacity is used to construct them. After this procedure finishes, the vehicle
capacity is not used further.

Minimize ∑
j∈J

∑
l∈L

(
f j + ojl

)
yjl + ∑

j∈J
∑

r∈Rj

(
crj + v

)
xrj (26)

s.t.

∑
j∈J

∑
r∈Rij

xrj = 1, ∀i ∈ I (27)

∑
r∈Rj

drxrj ≤ ∑
l∈L

sjlyjl , ∀j ∈ J (28)

∑
l∈L

yjl ≤ 1, ∀j ∈ J (29)
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Table 3: Sets, parameters, and variables of a set-partitioning model for the
LRP with facility sizing decisions.

Sets
V = Set of nodes
R = Set of feasible routes
L = Set of available sizes
I = Set of customers, I ⊂ V
J = Set of depots, J ⊂ V
Rj = Set of feasible routes passing through the depot j ∈ J, Rj ⊂ R
Rij = Set of feasible routes of depot j ∈ J passing through the customer i ∈ I, Rij ⊂ R
Parameters
sjl = Available size of type l ∈ L for the depot j ∈ J
dr = Demand of route r ∈ R
f j = Fixed opening cost of depot j ∈ J
ojl = Variable opening cost of depot j ∈ J with size of type l ∈ L
crj = Cost of route r ∈ Rj of depot j ∈ J
v = Fixed cost for using a vehicle
Variables
yjl = Binary variable equal to 1 if depot j ∈ J is open with size of type l ∈ L, 0 otherwise
xrj = Binary variable equal to 1 if route r ∈ R of depot j ∈ J is included in the solution, 0 otherwise

∀ yjl , xrj ∈ {0, 1} (30)

The objective function (26) minimizes the total cost, formed by the depot fixed and vari-
able opening costs, the distance-based costs of the routes, and the vehicles fixed costs. Con-
straints (27) guarantee that each customer is served by only one route. Constraints (28)
ensure that the total demand of the routes assigned to each open depot does not exceed its
assigned capacity. Constraints (29) guarantee that at most one depot is open in each poten-
tial location. Finally, Constraints (30) indicate that all variables are binary. All experiments
in this appendix were run in a PC with an Intel Core i7 processor with 16 GB RAM, and
using Windows 10 as operating system.

Table 4 displays the obtained results for our newly-created instances introduced in Sec-
tion 4.3.3.1. Regardless of the MIP model, the optimal solution has always been found.
Nevertheless, both the total necessary time to find these solutions and the number of single
variables and equations are noticeably different for the three models. The 2-index model
shows a higher number of variables and equations than the 3-index model. Despite the 2-
index has one index less than the 3-index model, in the former the number of elements of the
set J is multiplied by 5, which affects the size of the entire model. Additionally, the SP model
shows both a significantly smaller number of variables and a greater number of equations
than the other two models. The total time is formed by 3 terms:

1. Instance generation time (IGT): it is the time required to generate a file readable by the
optimization software (e.g., GAMS). Since the SP model requires a list of all feasible
routes (sets R, Rj and Rij) as an input, as well as the parameters dr and crj, the number
of single input parameters can be really large. Hence, an application in Python was
programmed to generate this instance file. Conversely, the 3-index and 2-index models
do not require an automatic instance generation procedure, since the number of single
input parameters is significantly smaller than the inputs for the SP model.
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2. Model generation time (MGT): it is the time employed by GAMS to read and check the
syntax of the input code, as well as the time spent to generate the model before it can
be solved.

3. Solving time (ST): it is the time employed by GAMS to find the optimal solution after
the model has been generated.

Table 4: Comparison of our MIP models using newly-created instances.

Instance
Optimal
solution

Single
equations

Single
variables

Discrete
variables

IGT
(s)

MGT
(s)

ST
(s)

Total
time (s)

3-index model
tor08x2a 751.23 273 315 290 - 0.20 0.68 0.88
tor08x2b 747.05 273 315 290 - 0.13 1.41 1.54
tor08x2c 664.56 273 315 290 - 0.15 13.52 13.67
tor08x2d 606.30 273 315 290 - 0.12 2.84 2.96
tor08x2e 815.57 273 315 290 - 0.12 3.58 3.70
tor10x3a 878.93 432 526 495 - 0.15 83.45 83.60
tor10x3b 652.50 432 526 495 - 0.14 188.02 188.16
tor10x3c 948.99 432 526 495 - 0.18 1027.90 1028.08
tor10x3d 742.36 432 526 495 - 0.16 19.54 19.70
tor10x3e 788.30 432 526 495 - 0.14 31.11 31.25
Average 353 421 393 - 0.15 137.21 137.35

2-index model
tor08x2a 751.23 497 763 738 - 0.13 4.51 4.64
tor08x2b 747.05 497 763 738 - 0.16 21.05 21.21
tor08x2c 664.56 497 763 738 - 0.14 43.73 43.87
tor08x2d 606.30 497 763 738 - 0.14 21.90 22.04
tor08x2e 815.57 497 763 738 - 0.15 11.42 11.57
tor10x3a 878.93 840 1366 1335 - 0.14 373.01 373.15
tor10x3b 652.50 840 1366 1335 - 0.17 2663.10 2663.27
tor10x3c 948.99 840 1366 1335 - 0.18 4246.76 4246.94
tor10x3d 742.36 840 1366 1335 - 0.17 75.89 76.06
tor10x3e 788.30 840 1366 1335 - 0.17 355.92 356.09
Average 669 1065 1037 - 0.15 781.73 781.88

SP model
tor08x2a 751.23 13 2939 2938 0.11 0.22 0.13 0.46
tor08x2b 747.05 13 26097 26096 0.66 1.97 0.12 2.75
tor08x2c 664.56 13 5171 5170 0.16 0.23 0.09 0.48
tor08x2d 606.30 13 2219 2218 0.12 0.15 0.07 0.34
tor08x2e 815.57 13 4259 4258 0.16 0.24 0.09 0.49
tor10x3a 878.93 17 265843 265842 16.65 218.28 0.83 235.76
tor10x3b 652.50 17 441673 441672 26.80 790.59 1.35 818.74
tor10x3c 948.99 17 86941 86940 3.39 18.73 0.29 22.41
tor10x3d 742.36 17 152089 152088 4.91 45.37 0.48 50.76
tor10x3e 788.30 17 134626 134625 4.48 38.46 0.42 43.36
Average 15 112186 112185 5.74 111.42 0.39 117.56

The 2-index model’s average total time is about 6 times longer than the 3-index model’s
time, which shows how inefficient the 2-index model is. Additionally, the SP model’s aver-
age total time is slightly smaller than the 3-index model’s, despite the addition of the IGT.
Given the large size of the input file for the SP model, the average MGT is significantly
greater than the average ST. Contrarily, the average MGT is significantly smaller than the
average ST for the 3-index and 2-index models. That is, the latter models are really easy to
read and hard to solve, and the SP model shows an opposite performance.

Table 5 displays our obtained results for 9 small benchmark instances. Concretely, we use
the Barreto’s and Prodhon’s instances whose number of customers is smaller than 30. The
second column in these tables shows the Best found solution (BFS). An asterisk indicates that
the BFS is the optimal solution. Since instances have been modified to include the alternative
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sizes, there is no reference in the literature where the optimal solution is provided. Hence,
the 3-index and 2-index models found efficiently the optimal solution for the instance Perl-
12x2, and the SP model found it for the instances Coord20-5-1 and Coord20-5-2. The rest of
the BFSs are obtained employing our metaheuristic approach (Tables 4.10 and 4.11). The
solving time limit was set on 10, 000 seconds. Three new indicators are added to Table 5: (i)
the MIP solution, which is the best integer solution found by CPLEX when reaching the time
limit, (ii) the optimality gap tolerance obtained by CPLEX when reaching the time limit, and
(iii) the gap between the MIP solution and the BFS. The smaller these gaps, the better the
results. Hence, the average gaps show again a higher efficiency of the 3-index model.

Table 5: Comparison of the 3-index and 2-index models using small bench-
mark instances.

Instance BFS
Single

equations
Single

variables
Discrete
variables

MIP
solution

CPLEX
gap

BFS
gap

MGT
(s)

ST
(s)

Total
time (s)

3-index model
Perl-12x2 203.98* 545 611 574 203.98 0.00% 0.00% 0.17 21.81 21.98
Coord20-5-1 51165.49* 2586 3126 3025 58661.08 43.48% 14.65% 0.33 10000.00 10000.33
Coord20-5-2 43426.36* 2586 3126 3025 45322.41 32.25% 4.37% 0.32 10000.00 10000.32
Coord20-5-1b 34998.10 1572 1926 1865 34499.32 23.58% -1.43% 0.31 10000.00 10000.31
Coord20-5-2b 33403.25 1572 1926 1865 33912.96 20.39% 1.53% 0.34 10000.00 10000.34
Gaskell-21x5 418.65 2265 2735 2650 458.26 24.35% 9.46% 0.39 10000.00 10000.39
Gaskell-22x5 578.86 1858 2248 2181 580.45 4.98% 0.27% 0.58 10000.00 10000.58
Min-27x5 2960.02 3549 4157 4048 3475.48 37.59% 17.41% 0.43 10000.00 10000.43
Gaskell-29x5 493.35 4041 4695 4578 501.83 26.88% 1.72% 0.35 10000.00 10000.35
Average 18627.52 2286 2728 2646 19735.09 23.72% 5.33% 0.36

2-index model
Perl-12x2 203.98* 865 1283 1246 203.98 0.00% 0.00% 0.15 38.69 38.84
Coord20-5-1 51165.49* 4706 7526 7425 65550.80 50.27% 28.12% 0.36 10000.00 10000.36
Coord20-5-2 43426.36* 4706 7526 7425 53105.74 42.08% 22.29% 0.44 10000.00 10000.44
Coord20-5-1b 34998.10 2852 4726 4665 37535.61 31.52% 7.25% 0.40 10000.00 10000.40
Coord20-5-2b 33403.25 2852 4726 4665 33789.50 20.68% 1.16% 0.50 10000.00 10000.50
Gaskell-21x5 418.65 4045 6515 6430 483.71 29.15% 15.54% 0.37 10000.00 10000.37
Gaskell-22x5 578.86 3258 5328 5261 593.65 11.58% 2.56% 0.36 10000.00 10000.36
Min-27x5 2960.02 5809 9017 8908 4185.74 49.40% 41.41% 0.41 10000.00 10000.41
Gaskell-29x5 493.35 6461 9915 9798 804.77 55.48% 63.12% 0.67 10000.00 10000.67
Average 18627.52 3950 6285 6203 21805.94 32.24% 20.16% 0.41

Table 6 shows the results obtained by the SP model for the same benchmark instances
of Table 5. In this case, the problem size increases dramatically. In order to illustrate this
statement, an upper bound (UB) for the number of feasible set partitions of customers – i.e.,
depots are not included, is calculated as follows:

1. Sort the customers’ demands in ascending order.

2. Determine the maximum number of customers (N) that can be served in a single route.
To attain this, add iteratively the demands of the first h elements until the vehicle
capacity is reached, such that ∑N

h=1 dh ≤ q and ∑N+1
h=1 dh > q.

3. Calculate the number p of h-permutations of |I|, where |I| is the instance’s total num-
ber of customers, according to Equation (31). Notice that this expression still does not
include the set partitions with one single customer.

p =
N

∑
h=2

P (|I|, h) (31)
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4. Calculate UB according to Equation (32). Two terms are included: firstly, the set par-
titions with one single customer, and secondly, the division of p by 2, which is useful
to decrease UB. Since all arcs in the network are assumed to be symmetric, a route tra-
versed in one direction has the same distance-based cost and demand than the same
route traversed in the opposite direction.

UB = |I|+ p
2

(32)

Table 6: Results of the SP model using small benchmark instances.

Instance
Optimal
solution

UB Number of
feasible set partitions

Single
equations

Single
variables

Discrete
variables

IGT
(s)

MGT
(s)

ST
(s)

Total
time (s)

Perl-12x2 203.98 2.38 x 106 17 4757295 4757294 4219.16 168769.50 19.19 173007.86
Coord20-5-1 51165.49 9.92 x 105 31 495551 495550 31.67 816.26 11.55 859.48
Coord20-5-2 43426.36 9.92 x 105 31 779411 779410 44.70 1867.81 5.25 1917.76
Coord20-5-1b - 3.72 x 1012

Out of memory to generate the instance file

Coord20-5-2b - 3.72 x 1012

Gaskell-21x5 - 6.98 x 1011

Gaskell-22x5 - 1.23 x 1020

Min-27x5 - 4.44 x 1015

Gaskell-29x5 - 1.00 x 1027

Average 1.11 x 1026 26 2010752 2010751 1431.84 57151.19 12.00 58595.03

Calculated UBs show the reason why a computer with the aforementioned characteris-
tics is not even able to generate the instance file. For example, the IGT for the instance Perl-
12x2 is greater than one hour, with a UB equal to 2.38 x 106. In turn, the instance Gaskell-21x5
has a UB about 300, 000 times greater than the Perl-12x2’s, which shows the large size of that
instance, as well as the size of the rest of instances whose optimal solution is not known.
The MGT in Table 6 also shows how large the instance files are. For instance, GAMS took
more than 46 hours only to generate the Perl-12x2 model. Conversely, solving times are quite
short in comparison.

Multiple conclusions can be drawn from the study shown in this appendix. Firstly, the
3-index model shows a better performance than the 2-index model under all considered
indicators. Secondly, when considering our newly-created small instances, the SP model is
14% more time-efficient than the 3-index model in finding the optimal solution. However,
the SP model efficiency is lost when increasing slightly the instance size, given the sharp
rise in the size of the feasible routes set. Finally, after a solving time of 10, 000 seconds, the
3-index model did not reach the best found solution for most benchmark instances. Our
metaheuristic approach obtained these BFSs in less than 15 seconds (Tables 4.10 and 4.11),
which shows its high time- and cost-efficiency.
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A R T I C L E  I N F O   
Keywords: Resilient supply chain networks design Simulation-optimization methods Uncertainty scenarios Metaheuristics 

A B S T R A C T   
The design of supply chain networks (SCNs) aims at determining the number, location, and ca-pacity of production facilities, as well as the allocation of markets (customers) and suppliers to one or more of these facilities. This paper reviews the existing literature on the use of simulation- optimization methods in the design of resilient SCNs. From this review, we classify some of the many works in the topic according to factors such as their methodology, the approach they use to deal with uncertainty and risk, etc. The paper also identifies several research opportunities, such as the inclusion of multiple criteria (e.g., monetary, environmental, and social dimensions) during the design-optimization process and the convenience of considering hybrid approaches combining metaheuristic algorithms, simulation, and machine learning methods to account for uncertainty and dynamic conditions, respectively.  

1. Introduction 
A supply chain network (SCN) is a typical example of a complex and large-scale system [11] define it as a network of suppliers, manufacturing plants, warehouses, and distribution channels organized to acquire raw materials, convert these raw materials into finished products, and distribute these products among customers. Many decisions must be made in such a complex system in order to guarantee a good performance. However, the more complex a system is, the more imprecise or inexact is the information available to characterize it and, therefore, the greater the uncertainty level [15]. Supply chain network design (SCND) is a concept broadly studied during the last decades, both from a qualitative and a quan-titative perspective. Authors have referred to it by using the terms supply chain design and supply chain network design [23] state that a SCND problem “comprises the decisions regarding the number and location of production facilities, the amount of capacity at each facility, the assignment of each market region to one or more locations, and supplier selection for sub-assemblies, components and materials”. These decisions are related to a strategic level, and must be optimized considering a long-term (usually several years) efficient operation of the supply chain as a whole [6]. One of the more challenging responsibilities in SCND is addressing uncertainty. 
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Abstract: In the context of logistics and transportation, this paper discusses how simheuristics can be
extended by adding a fuzzy layer that allows us to deal with complex optimization problems with
both stochastic and fuzzy uncertainty. This hybrid approach combines simulation, metaheuristics,
and fuzzy logic to generate near-optimal solutions to large scale NP-hard problems that typically arise
in many transportation activities, including the vehicle routing problem, the arc routing problem,
or the team orienteering problem. The methodology allows us to model different components–
such as travel times, service times, or customers’ demands–as deterministic, stochastic, or fuzzy. A
series of computational experiments contribute to validate our hybrid approach, which can also be
extended to other optimization problems in areas such as manufacturing and production, smart
cities, telecommunication networks, etc.

Keywords: transportation; vehicle routing problems; metaheuristics; simulation-optimization;
fuzzy techniques

1. Introduction

Managers tend to rely on analytical methods that allow them to make informed de-
cisions. This explains why optimization models play a key role in many industries and
business, including the logistics and transportation sector. Whenever accurate informa-
tion on the inputs and constraints of the optimization problem is available, the resulting
deterministic models can be solved by using well-known methods, either of exact or
approximate nature.

Many optimization problems in real-life transportation involve taking into account a
large number of variables and rich constraints, which often makes them to be NP-hard [1].
When this is the case, the computational complexity makes it difficult to obtain optimal
solutions in a short computational time. At this point, heuristic approaches can provide
near-optimal solutions that, in turn, cover all the requirements of the problem [2]. When
dealing with challenging optimization problems, there is a tendency to divide them into sub-
problems, which simplifies the difficulty but might also lead to sub-optimal solutions [3,4].
Given the increase in computational power experienced during the last decade, and also
the development of advanced metaheuristic algorithms, it is possible nowadays to solve
rich and large-scale problems that were intractable in the past [5].

In the scientific literature on combinatorial optimization problems, it is often assumed
that the input values are constant and known. However, in a real-world scenario this is
rarely the case, since uncertainty is often present and affects these inputs. In the context

Appl. Sci. 2021, 11, 7950. https://doi.org/10.3390/app11177950 https://www.mdpi.com/journal/applsci
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Abstract

The location routing problem (LRP) integrates operational decisions on vehicle routing operations with
strategic decisions on the location of the facilities or depots from which the distribution will take place.
In other words, it combines the well-known vehicle routing problem (VRP) with the facility location problem
(FLP). Hence, the LRP is an NP-hard combinatorial optimization problem, which justifies the use of meta-
heuristic approaches whenever large-scale instances need to be solved. In this paper, we explore a realistic
version of the LRP in which facilities of different capacities are considered, i.e., the manager has to consider
not only the location but also the size of the facilities to open. In order to tackle this optimization problem,
three mixed-integer linear formulations are proposed and compared. As expected, they have been proved to
be cost- and time- inefficient. Hence, a biased-randomized iterated local search algorithm is proposed. Clas-
sical instances for the LRP with homogeneous facilities are naturally extended to test the performance of
our approach.

Keywords: location routing problem; heterogeneous facilities; biased randomization; metaheuristics

1. Introduction

The location routing problem (LRP) is a traditional strategic-tactical-operational problem that
considers a set of potential facilities and a set of customers with a known demand, whose main de-
cisions are: (i) the number and location of facilities to open, (ii) the allocation of customers to open
facilities, and (iii) the design of routes to serve customers from each facility using a fleet of vehicles.
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© 2022 The Authors.
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of Operational Research Societies
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which
permits use and distribution in any medium, provided the original work is properly cited, the use is non-commercial and no
modifications or adaptations are made.
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Abstract
The vehicle routing problem with backhauls integrates decisions on product deliv-
ery with decisions on the collection of returnable items. In this paper, we analyze a 
scenario in which collection of items is optional—but subject to a penalty cost. Both 
transportation costs and penalties associated with non-collecting decisions are con-
sidered. A mixed-integer linear model is proposed and solved for small instances. 
Also, a metaheuristic algorithm combining biased randomization techniques with 
iterated local search is introduced for larger instances. Our approach yields cost sav-
ings and is competitive when compared to other state-of-the-art approaches.

Keywords Vehicle routing problem with optional backhauls · Returnable transport 
items · Biased randomization · Iterated local search
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Abstract: The increasing use of electric vehicles in road and air transportation, especially in last-
mile delivery and city mobility, raises new operational challenges due to the limited capacity of
electric batteries. These limitations impose additional driving range constraints when optimizing the
distribution and mobility plans. During the last years, several researchers from the Computer Science,
Artificial Intelligence, and Operations Research communities have been developing optimization,
simulation, and machine learning approaches that aim at generating efficient and sustainable routing
plans for hybrid fleets, including both electric and internal combustion engine vehicles. After
contextualizing the relevance of electric vehicles in promoting sustainable transportation practices,
this paper reviews the existing work in the field of electric vehicle routing problems. In particular,
we focus on articles related to the well-known vehicle routing, arc routing, and team orienteering
problems. The review is followed by numerical examples that illustrate the gains that can be
obtained by employing optimization methods in the aforementioned field. Finally, several research
opportunities are highlighted.

Keywords: electric batteries; vehicle routing problem; arc routing problem; team orienteering problem

1. Introduction

With the goal of promoting sustainability, many cities in the world are observing an
increasing use of electric vehicles (EVs), both for citizens’ mobility [1] and for last-mile
logistics [2]. The use of zero-emission technologies is supported by governmental plans in
regions such as Europe [3], North America [4], and Asia [5]. According to Kapustin and
Grushevenko [6], EVs will account for a noticeable share (between 11% and 28%) of the
road transportation fleet by 2040. Still, many authors point out batteries’ driving range
anxiety, high recharging times, scarcity of recharging stations, and lack of effective financial
incentives that compensate for the higher cost of most EV models as some of the main
barriers for the generalization of EVs in our cities [7–9].

In urban, peri-urban, and metropolitan areas, many activities related to freight trans-
portation and citizens’ mobility are carried out by fleets of vehicles [10]. The efficient
coordination of these fleets becomes necessary in order to reduce monetary costs, operation
times, energy consumption, and environmental/social impacts on the city. However, this
coordination constitutes a relevant challenge that is typically modeled as a mathematical
optimization problem. Depending on the specific characteristics of the transportation
activity, different families of problems can be found in the scientific literature. Among the
most popular ones, we can include vehicle routing problems (VRPs) [11–13], arc routing
problems (ARPs) [14,15], and team orienteering problems (TOPs) [16,17]. These problems,
which can model scenarios involving both road and aerial EVs, are NP-hard even in their

Energies 2021, 14, 5131. https://doi.org/10.3390/en14165131 https://www.mdpi.com/journal/energies
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Abstract: This work is part of the IoFEED project, which aims at monitoring approxi-
mately 325 farm bins and investigates business processes carried out between farmers and
animal feed producers. We propose a computer-aided system to control and optimize the
supply chain to deliver animal feed to livestock farms. Orders can be of multiple types of
feed and shipped from multiple depots by using a fleet of heterogeneous vehicles with
multiple compartments. Additionally, this case considers some business-specific con-
straints, such as product compatibility, facility accessibility restrictions, prioritized loca-
tions, or biosecurity constraints. A digital twin–based approach is implemented at the farm
level by installing sensors to remotely measure the inventories. Our approach combines
biased-randomization techniques with a simheuristic framework to make use of data pro-
vided by the sensors. The analysis of results is based on these two real pilots and show-
cases the insights obtained during the IoFEED project. The results of this work show how
the internet of things and simulation-based optimization methods combine successfully to
optimize the feeding operations of livestock farms.

Funding: This work was partially supported by the EU-IoF2020 project [Grant 731884], the SpanishMin-
istry of Economy and Competitiveness [Grant DI-15-08176], and the Catalan Agency for Manage-
ment of University and Research Grants [Grant 2016-DI-038].

Keywords: vehicle routing problem • internet of things • animal farming • feeding • heuristics

Livestock production in the European Union repre-
sents 40% of the overall agriculture output. The Euro-
pean feed sector is of utmost importance to the
livestock industry. Farm animals in the European
Union consume an estimated 478 million metric tons
of feed a year, of which 163 million metric tons are
produced by compound feed manufacturers (FEFAC
2018). The European feed industry is a growing indus-
try, with an estimated turnover of e50 billion, that di-
rectly employs approximately 110,000 people, most of
them in rural areas where employment offers are usu-
ally scarce. Even though most of the compound feed
plants are small and medium enterprises (SMEs), they
have an average production volume of 40,000 tons (t)
of compound feed per plant (FEFAC 2019). The qual-
ity of this compound feed is really important to farm-
ers because it directly correlates with milk or meat
quality. A better knowledge of the farms’ nutritional
needs gives the feed manufacturers the best position
to plan raw material procurement and gives them a
reliable supply chain with short lead times that will al-
low them to replenish their silos before they run out
of feed. Final delivery is often done by trucks. Hence,
an efficient distribution relies on how routes are
planned. The same truck will cover a wider product
variety for the same trip, depending on the number of

compartments. Moreover, this transport fleet can be
totally or partially owned by the feed manufacturer.
Outsourcing is commonly used to increase service ca-
pacity during peak periods. At the feed mill, raw ma-
terials are processed into grain or pellets. The feed
mill produces a certain number of products—accord-
ing to the demand, which varies throughout the
week—and keeps them in stock. The more orders per
day that a feed manufacturer receives, the more com-
plicated it is to achieve optimal production and distri-
bution. For make-to-order processes, it is of utmost
importance to have demand forecasts, precisely for
adopting make-to-stock processes that will smooth
peaks in production. As a result, being able to serve
large orders and unexpected demands will depend on
these decisions.

In this paper, we describe the implementation of a
computer-based solution to address the problem of
delivering animal feed to farms. Additionally, we dis-
cuss the benefits of integrating digital twins (DTs)
with system simulation and the internet of things
(IoT). This paper aims to identify and quantify
yield savings generated by suppressing stock run-
outs (up to £28,000/year), better inventory manage-
ment at farms (£30,000/year), and automatic order
scheduling. This work is part of the IoFEED project
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Abstract: With the emergence of fog and edge computing, new possibilities arise regarding the
data-driven management of citizens’ mobility in smart cities. Internet of Things (IoT) analytics
refers to the use of these technologies, data, and analytical models to describe the current status of
the city traffic, to predict its evolution over the coming hours, and to make decisions that increase
the efficiency of the transportation system. It involves many challenges such as how to deal and
manage real and huge amounts of data, and improving security, privacy, scalability, reliability, and
quality of services in the cloud and vehicular network. In this paper, we review the state of the art
of IoT in intelligent transportation systems (ITS), identify challenges posed by cloud, fog, and edge
computing in ITS, and develop a methodology based on agile optimization algorithms for solving
a dynamic ride-sharing problem (DRSP) in the context of edge/fog computing. These algorithms
allow us to process, in real time, the data gathered from IoT systems in order to optimize automatic
decisions in the city transportation system, including: optimizing the vehicle routing, recommending
customized transportation modes to the citizens, generating efficient ride-sharing and car-sharing
strategies, create optimal charging station for electric vehicles and different services within urban
and interurban areas. A numerical example considering a DRSP is provided, in which the potential
of employing edge/fog computing, open data, and agile algorithms is illustrated.

Keywords: fog; edge computing; Internet of Things; intelligent transportation systems; smart cities;
machine learning; agile optimization

1. Introduction

In today’s modern society, urban centers are facing the so-called booming of infor-
mation. Due to the population growth in many countries around the globe, and recent
innovations in information and telecommunication technologies, several activities and
related challenges have jointly arisen. People are increasingly consuming more information
through their mobile devices, vehicles are equipped with different intelligent systems, de-
vices are distributed around the cities for gathering and generating information, and urban
areas are continuously taking advantage of these information technologies and big data.
Consequently, so-called smart cities have emerged, whose scope combines sustainable
development with the intelligent management of gathered data in order to enhance the
operation of different services within urban areas, such as waste collection management [1],
car-sharing/ride-sharing activities [2], the optimal location of recharging stations for elec-
tric vehicles (EVs), among others. In this matter, during the past few years, the Internet of
things (IoT) has become a popular term that plays a significant role to expand and produce
a lot of data through sensors and allows citizens and things to be connected in any situation

Energies 2021, 14, 6309. https://doi.org/10.3390/en14196309 https://www.mdpi.com/journal/energies
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Chapter 18
Agile Computational Intelligence for
Supporting Hospital Logistics During
the COVID-19 Crisis

Rafael D. Tordecilla, Leandro do C. Martins, Miguel Saiz,
Pedro J. Copado-Mendez, Javier Panadero, and Angel A. Juan

Abstract This chapter describes a case study regarding the use of ‘agile’ com-
putational intelligence for supporting logistics in Barcelona’s hospitals during the
COVID-19 crisis in 2020. Due to the lack of sanitary protection equipment, hundreds
of volunteers, the so-called “Coronavirus Makers” community, used their home 3D
printers to produce sanitary components, such as face covers and masks, which pro-
tect doctors, nurses, patients, and other civil servants from the virus. However, an
important challenge arose: how to organize the daily collection of these items from
individual homes, so they could be transported to the assembling centers and, later,
distributed to the different hospitals in the area. For over onemonth,we have designed
daily routing plans to pick up the maximum number of items in a limited time—thus
reducing the drivers’ exposure to the virus. Since the problem characteristics were
different each day, a series of computational intelligence algorithms was employed.
Most of them included flexible heuristic-based approaches and biased-randomized
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Abstract: The location routing problem integrates both a facility location and a vehicle routing
problem. Each of these problems are NP-hard in nature, which justifies the use of heuristic-based
algorithms when dealing with large-scale instances that need to be solved in reasonable computing
times. This paper discusses a realistic variant of the problem that considers facilities of different sizes
and two types of uncertainty conditions. In particular, we assume that some customers’ demands are
stochastic, while others follow a fuzzy pattern. An iterated local search metaheuristic is integrated
with simulation and fuzzy logic to solve the aforementioned problem, and a series of computational
experiments are run to illustrate the potential of the proposed algorithm.

Keywords: location routing problem; uncertainty; heuristics; simulation; fuzzy logic

1. Introduction

When designing and managing supply chains, one of the most relevant problems is
the simultaneous location of distribution facilities and the routing of vehicles to deliver
products to a set of geographically dispersed customers. The former is considered a
strategic decision, while the latter is operational. This problem is known in the scientific
literature as the location routing problem (LRP). The LRP addresses these two types of
decisions in an integrated manner. From the formal view of the operational research
community, the LRP is known to be NP-hard, since it can be reduced to either the facility
location problem (FLP), the vehicle routing problem (VRP) or the multidepot VRP, which
are all known to be NP-hard. This computational complexity means that optimal solutions
are really difficult to obtain in a reasonable computational time. Thus, heuristic approaches
are required to solve medium- and large-sized instances. Due to its complexity, some of
the first studies tackled the problem by splitting it into the corresponding subproblems
[1,2]. Nevertheless, this approach might lead to suboptimal solutions.

Due to the increase in computational power and the development of fast heuristic
approaches, the LRP has been studied in an integrated way, which clearly has improved the
obtained results [3]. One of the most studied versions of the LRP is the capacitated LRP, in
which both depot and vehicle capacity constraints must be satisfied (the acronym LRP will
henceforth refer to this version). However, all previous works consider the depot capacity
as a fixed value for each location. This could not be a suitable approach when dealing with
realistic problems, since it is usual that decision-makers can select the size of a facility from
a discrete set of known available sizes, or even freely. For real-world problems, this set is
usually associated with investment activities, such as building facilities [4], purchasing
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ABSTRACT

Location routing is a well known problem in which decisions about facility location and vehicle routing
must be made. Traditionally, a fixed size or capacity is assigned to an open facility as the input parameter
to the problem. However, real-world cases show that decision-makers usually have a set of size options. If
this size is selected accurately according to the demand of allocated customers, then location decisions and
routing activities would raise smaller cost. Nevertheless, choosing this size implies additional variables that
make an already NP-hard problem even more challenging. In addition, considering stochastic demands
contributes to making the optimization problem more difficult to solve. Hence, a simheuristic algorithm
is proposed in this work. It combines the efficiency of metaheuristics and the capabilities of simulation to
deal with uncertainty. A series of computational experiments show that our approach can efficiently deal
with medium-large instances.

1 INTRODUCTION

The Location Routing Problem (LRP) is one of the most complete problems in logistics optimization,
since it includes all decision levels, i.e., strategic, tactical, and operational. From an Operational Research
perspective, it can be seen as the combination of the Facility Location Problem (FLP) and the Vehicle
Routing Problem (VRP), which are both NP-hard problems. Hence, the LRP is also NP-Hard, and heuristic
approaches are required for solving medium- and large-sized instances. Due to its complexity, the first
reported studies on the LRP tackled it by separating the corresponding sub-problems (Salhi and Rand 1989;
Nagy and Salhi 2007). As expected, this approach led to sub-optimal solutions. More recently, given
the increase in computational power and the development of non-exact approaches, such as heuristic and
metaheuristic algorithms, the LRP has been studied in an integrated way, which has clearly improved the
obtained results (Prodhon and Prins 2014). The LRP has been used to support decision-making processes
related to supply chain network design (Lashine et al. 2006), humanitarian logistics (Ukkusuri and Yushimito
2008), horizontal cooperation (Quintero-Araujo et al. 2019), and city logistics (Nataraj et al. 2019), among
others. One of the most studied versions of the LRP is the Capacitated LRP, in which both depot and vehicle
capacity constraints must be satisfied (the acronym LRP will henceforth refer to this problem). However,
all previous works consider the depot capacity as a fixed value. This could not be a suitable approach
when dealing with realistic problems, since it is usual that decision-makers can select the size of a facility
from a discrete set of known available sizes, or even freely. For real-world problems, this set is usually
associated with investment activities, such as building facilities (Zhou et al. 2019), purchasing equipment
(Tordecilla-Madera et al. 2017), or qualifying workforce (Correia and Melo 2016). From an academic
point of view, the consideration of flexible sizes in the facilities has been rarely addressed in the literature.
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Abstract 

Operational problems in agri-food supply chains usually show characteristics that are scarcely addressed by traditional academic 
approaches. These characteristics make an already NP-hard problem even more challenging; hence, this problem requires the use 
of tailor-made algorithms in order to solve it efficiently. This work addresses a rich vehicle routing problem in a real-world agri-
food supply chain. Different types of animal food products are distributed to raising-pig farms. These products are incompatible, 
i.e., multi-compartment heterogeneous vehicles must be employed to perform the distribution activities. The problem considers 
constraints regarding visit priorities among farms, and not-allowed access of large vehicles to a subset of farms. Finally, a set of 
flat tariffs are employed to formulate the cost function. This problem is solved employing a reactive savings-based biased-
randomized heuristic, which does not require any time-costly parameter fine-tuning process. Our results show savings in both cost 
and traveled distance when compared with the real supply chain performance.  
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1. Introduction 

Feeding pigs in the pork production industry is a highly relevant activity to successfully achieve the supply chain 
goals (Rodríguez, 2014). Such activity requires a precise logistics from the production plant to the farms where the 
pigs are raised. Hence, our work consists in designing a set of vehicle routes that meet the feed demand of a set of pig 
farms, considering the real case of a pork production company in Spain. From an academic point of view, the analyzed 
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ABSTRACT

The unexpected crisis posed by the COVID-19 pandemic since March 2020 caused that items such as
face shields, ear savers, and door openers were in high demand. In the area of Barcelona, thousands of
volunteers employed their home 3D printers to produce these elements. Due to the lockdown, they had to
be collected at each individual house by a reduced group of volunteer drivers, who transported them to
several consolidation centers. These activities required a daily agile design of efficient routes, especially
considering that drivers’ exposure should be minimized – i.e., routes should not exceed a maximum time
threshold. These constraints limit the number of individual houses that could be visited every day in order
to collect newly produced items. Moreover, being a real-life environment, travel and service times are
better modeled as random variables, which increases the problem complexity. This logistics challenge can
be modeled as a stochastic team orienteering problem, with the objective of maximizing the total collected
reward while satisfying the constraints on the fleet size and the maximum travel time per route. In order
to solve this stochastic optimization problem, a simheuristic algorithm is proposed. Our approach, which
also makes use of biased-randomization techniques, is able of generating high-quality solutions in short
computing times.

1 INTRODUCTION

The COVID-19 pandemic crisis is one of the more recent greatest global challenges. The exponential
increase in cases requiring medical care led to a sudden shortage of protective materials, putting medical
and support staff at high risk of becoming infected as well. This not only jeopardized necessary attention
in hospitals, but also accelerated the spread of COVID-19. Since March 2020, the pandemic has also had
a strong impact in countries such as Germany and Spain. As in other regions, a community of volunteers
called “Coronavirus Makers” was created in the Barcelona region to provide protective materials to staff
in hospitals, nursing homes, and emergency medical care. The main tool was domestic 3D printers, which
allowed a very quick design and elaboration of elements such as face shields, ear savers, or door openers.
The bottleneck in this context was mainly a logistics one, as the lockdown meant that each 3D printer
was in a single home, and collecting the items required optimizing the routing plans to maximize the
added value of the items gathered while keeping drivers’ safety. This paper describes the experience of
bringing together different professional and personal profiles such as academics, volunteers, makers, and
entrepreneurs, who typically employ different approaches when dealing with the pandemic. In this case,
there was a need to find a quick way to apply knowledge accumulated over years of research to an urgent
need, where every day counts. The goal was to support the Makers community in their volunteer initiative
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ABSTRACT

In the current pandemic situation, a large quantity of medical items are being consumed by citizens all
over the world. If not properly collected and processed, these items can be pollutant or even dangerous
for many people. Inspired by a real case study in the city of Barcelona, and assuming that data from
container sensors are available in the city open repository, this work addresses a medical waste collection
problem both with and without uncertainty. The waste collection process is modeled as a rich version of
the open vehicle routing problem, where the capacity constraints are not in the loading dimension but in
the maximum time each vehicle can circulate without having to perform a mandatory stop, with the goal
of minimizing the total time required to complete the waste collection process. To provide high - quality
solutions to this complex problem, a biased - randomized heuristic is initially proposed. This heuristic is
then combined with simulation to provide effective collection plans in scenarios where travel times and
pick - up times are modeled as random variables.

1 INTRODUCTION

The outbreak of the COVID - 19 pandemic not only has caused a significant global social and economic
crisis but also has dramatic effects on the environment. To fight the spread of COVID - 19, governments and
health officials around the globe have introduced mandatory policies including lock - downs, quarantines,
and border closures. While these measures have positive impacts on the environment due to the reductions
in air pollution, they are most likely temporary as pollution levels may rise again when the world recovers
from the pandemic. However, consumption of personal protective equipment (PPE), such as masks and
gloves, during the pandemic has already generated more than billions of contaminated waste. To date,
COVID - 19 continues to be a challenge to global public health. Saberian et al. (2021) estimate that 6.88
billion – approximately 206,470 tons – face masks are generated around the world each day. In many cities,
the daily face mask usage (in terms of pieces quantity) can be roughly estimated by simply multiplying
the city population size by the acceptance rate of masks (Nzediegwu and Chang 2020).

For instance, the population in Barcelona, Spain, is equal to 1,664,182 people (Statistical Institute of
Catalonia 2020). Despite wearing a face mask in public is mandatory in Barcelona, the acceptance rate
is estimated to be about 80 %. Hence, we estimate the daily face mask usage in Barcelona to be about
1,331,345 pieces. Many of these masks are made of petroleum - based non - renewable polymers that
are non - biodegradable (Dharmaraj et al. 2021), which means that they take hundreds or even thousands
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Abstract: Soft constraints are quite common in real-life applications. For example, in freight
transportation, the fleet size can be enlarged by outsourcing part of the distribution service and
some deliveries to customers can be postponed as well; in inventory management, it is possible
to consider stock-outs generated by unexpected demands; and in manufacturing processes and
project management, it is frequent that some deadlines cannot be met due to delays in critical steps
of the supply chain. However, capacity-, size-, and time-related limitations are included in many
optimization problems as hard constraints, while it would be usually more realistic to consider
them as soft ones, i.e., they can be violated to some extent by incurring a penalty cost. Most of
the times, this penalty cost will be nonlinear and even noncontinuous, which might transform the
objective function into a non-smooth one. Despite its many practical applications, non-smooth
optimization problems are quite challenging, especially when the underlying optimization problem
is NP-hard in nature. In this paper, we propose the use of biased-randomized algorithms as an
effective methodology to cope with NP-hard and non-smooth optimization problems in many
practical applications. Biased-randomized algorithms extend constructive heuristics by introducing
a nonuniform randomization pattern into them. Hence, they can be used to explore promising
areas of the solution space without the limitations of gradient-based approaches, which assume
the existence of smooth objective functions. Moreover, biased-randomized algorithms can be easily
parallelized, thus employing short computing times while exploring a large number of promising
regions. This paper discusses these concepts in detail, reviews existing work in different application
areas, and highlights current trends and open research lines.

Keywords: non-smooth optimization; biased-randomized algorithms; heuristics; soft constraints

1. Introduction

Optimization models are used in many practical situations to represent decision-making
challenges in areas such as computational finance, transportation and logistics, telecommunication
networks, smart cities, etc. [1]. Many of these challenges can be transformed into optimization
problems (OPs) that can be then solved using a plethora of methods of both exact and approximate

Algorithms 2020, 13, 8; doi:10.3390/a13010008 www.mdpi.com/journal/algorithms
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ABSTRACT

Experts propose using an automated parcel locker (APL) for improving urban logistics operations. However,
deciding the location of these APLs is not a trivial task, especially when considering a multi-period horizon
under uncertainty. Based on a case study developed in Dortmund, Germany, we propose a simulation-
optimization approach that integrates a system dynamics simulation model with a multi-period capacitated
facility location problem (CFLP). First, we built the causal-loop and stock-flow diagrams to show the
APL system’s main components and interdependencies. Then, we formulated a multi-period CFLP model
to provide the optimal number of APLs to be installed in each period. Finally, Monte Carlo simulation
was used to estimate the cost and reliability level for different scenarios with random demands. In our
experiments, only one solution reaches a 100% reliability level, with a total cost of 2.7 million euros.
Nevertheless, if the budget is lower, our approach offers other good alternatives.

1 INTRODUCTION

Researchers have used simulation-optimization (SO) techniques for solving complex transportation and
logistics problems for many years (Figueira and Almada-Lobo 2014). Exploring the behavior of logistics
systems, and estimating their response to various changes in their environment, is the primary purpose
behind the use of simulation (Crainic et al. 2018). In logistics systems, SO enables to represent and estimate
different scenarios for policy changes and environmental regulations, enabling better accommodation of
logistics schemes. In this context, we focus on SO models in urban logistics (UL) systems. Urban logistics
has been a subject of interest for researchers during the last decades. UL is defined by Gonzalez-Feliu et al.
(2014) as “The multi-disciplinary field that aims to understand, study and analyze the different organizations,
logistics schemes, stakeholders and planning actions related to the improvement of the different goods
transport systems in an urban zone and link them in a synergic way to decrease the main nuisances related
to it”. Hence, UL includes different stakeholders who are seen in urban logistics, as well as a wide variety
of aims, which imposes challenges to decision makers.

This paper focuses on the usage of automated parcel locker (APL) systems, such as pack-stations or
locker boxes, as one of the most promising initiatives to improve the UL activities. The APL has electronic
lockers with variable opening codes, so that it can be used by different consumers whenever it is convenient
for them. APLs are located in apartment blocks, workplaces, railway stations, or near to consumers’ homes,
to which parcels are delivered. The costs of APL deliveries are lower than those of home deliveries, and
the risk of missed deliveries is avoided. Some studies confirm that online shoppers will use APLs more
frequently in the future (Moroz and Polkowski 2016). Despite there are limitations to the concept, many
third-party logistics providers, such as DHL, InPost, Norway Post, PostDanmark, UPS, or Amazon continue
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Abstract: The introduction of automated parcel locker (APL) systems is one possible approach to
improve urban logistics (UL) activities. Based on the city of Dortmund as case study, we propose a
simulation-optimization approach integrating a system dynamics simulation model (SDSM) with
a multi-period capacitated facility location problem (CFLP). We propose this integrated model as
a decision support tool for future APL implementations as a last-mile distribution scheme. First,
we built a causal-loop and stock-flow diagram to show main components and interdependencies
of the APL systems. Then, we formulated a multi-period CFLP model to determine the optimal
number of APLs for each period. Finally, we used a Monte Carlo simulation to estimate the costs
and reliability level with random demands. We evaluate three e-shopper rate scenarios with the
SDSM, and then analyze ten detailed demand configurations based on the results for the middle-size
scenario with our CFLP model. After 36 months, the number of APLs increases from 99 to 165
with the growing demand, and stabilizes in all configurations from month 24. A middle-demand
configuration, which has total costs of about 750, 000e, already locates a suitable number of APLs.
If the budget is lower, our approach offers alternatives for decision-makers.

Keywords: hybrid modeling; system dynamics; facility location problems; Monte Carlo simulation;
automated parcel lockers; last-mile delivery

1. Introduction

Last-mile logistics (LML) is known as the least efficient and most complex part of the
supply chain. LML activities have negative impacts on pollution and traffic congestion
in urban areas [1]. The growth of e-commerce activities has increased the number of
individual home deliveries, thus driving up LML flows. Improving the efficiency of LML
in urban areas through research is an important driver for the success of e-commerce and
helps to reduce the negative externalities associated with urban logistics (UL).

An automated parcel locker (APL) is a potential solution to LML challenges. In our
current work, we analyze the use of APLs such as packstations or locker boxes as a promising
alternative to improve UL activities [2]. An APL is a group of electronic lockers with variable
opening codes. APLs can be used by different consumers whenever it is convenient for
them. APLs are located near consumers’ homes, workplaces, and train stations, where online
shoppers deliver or ship packages. The costs of home delivery and the related risk of missed
delivery are likely to be higher compared APL systems. Online shoppers are likely to use
APLs more often in the future [3]. Third-party logistics providers such as DHL, InPost, Nor-
way Post, UPS, or Amazon continue to invest in APLs to gain a competitive advantage [3].
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