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Abstract

Ensuring well-defined software requirements yields better results in terms of the software project success and
ease of maintenance. Any software requirement specification is said to be well-defined if it uniquely describes a
functionality or part of a functionality of the software product, it is consistent with the definitions and descriptions
of the other functionalities in the product and it is not redundant. Furthermore, in the real world, most software
products do not exist in isolation: they belong to a family of related products sharing common features among
them. Such families are called software product lines.

Engineering a software product line is a complex process. Gathering high quality software requirements and doc-
umenting them meticulously is a cumbersome task. It may involve multiple sessions and discussions with various
stakeholders of the product and the project development teams. Moreover, consolidating all the outcomes from
these meeting minutes and structuring them into identifiable, distinct and measurable software product require-
ments is also a complex process. Several types of human errors can be introduced and they might even escape
repeated peer review exercises. Such errors are proven to cost heavily on the software project success.

Natural language is one of the main challenges in this process. During the project initiation phase, the business
analysts and the technology specialists work towards defining clear targets for the software product and possible
implementation approaches guided by the organizations process documents and technology stack. The informa-
tion collected during this time will primarily be in the form of large volumes of textual information spread across
multiple mostly unstructured documents. Then, a requirements/business analyst goes through all this content
and translates them into software requirements specifications set to the requirements templates used by the or-
ganization. The most critical issue is making sense out of such large text corpus. To begin with, there is little
guidance for ensuring the correct interpretation of the text-based on the context of the discussions during the
meetings. Moreover, there is also no way to check the correspondence between the final requirements and the
source documents. This leads to a variety of new problems like misunderstood requirements, mixed up term defi-
nitions, incomplete glossary, missed requirements, orphaned requirements, . . .

This thesis focuses on techniques and tools for the management of textual documentation in the engineering of a
software product line. The contributions of this thesis are threefold. First, we have proposed a method for extract-
ing a Feature Model (a formal graphical description of a software product line) from a set of textual documents.
This method has been implemented in a tool called FeatureX, taking advantage of the Natural Language Toolkit
(NLTK), a popular natural language processing library. Second, we present a method for analyzing and visualizing
the correspondence between a Feature Model and a set of textual documents. This approach can help us identify
which parts of a Feature Model are supported by the existing documents, which elements from the documenta-
tion are missing from Feature Model and the degree of confidence of each element in the Feature Model. Finally,
we have studied the use of formal methods for the analysis of the extracted FMs. To this end, we have compared
different approaches for encoding FMs using the Alloy language, a popular formal notation that offers powerful
analysis. Overall, this thesis aims to support the exploitation of natural language documents in the context of
software product lines, providing mechanisms to extract Feature Models and check their quality.
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Chapter 1

Introduction

Today in the twenty-first century, almost every thing in our world uses software. A software is very different from
hardware in the sense that it is not a tangible object. Software is always associated with a computer which is a
device that can store and process data. A computer software is a collection of logical instructions encoded in a
format understood by the computer’s hardware. Such instructions are executed by the computer and an output or
result is generated. This output can be perceived either physically in the form of a light bulb turning on or it can be
just computational as in simulating artificial human brain neurons. Due to this ease of access to fast and accurate
computing abilities, software has evolved into a necessary area of study and an engineering discipline.

According to the Institute of Electrical and Electronics Engineers (IEEE) Systems and software engineering vocab-
ulary, the systematic application of scientific and technological knowledge, methods, and experience to the design,
implementation, testing, and documentation of software is called Software Engineering. It is an engineering dis-
cipline that is concerned with all aspects of software production from the early stages of system specification to
maintaining the software system after it has gone into use [175]. In software engineering, software requirements
are the description of product functionalities and services that a software system must provide under a set of con-
straints [175]. The process of establishing the set of requirements for a software system is called Requirements
Engineering (RE).

Requirements engineering is the first stage of envisioning the to-be created software system and thus it becomes
the cornerstone for the development, management and extension of the software system in the future. The re-
quirements engineering phase involves unearthing the complete collection of requirements from stakeholders
who are interested in the software system. Requirements can be defined as the purpose for which a software sys-
tem must come into existence: the expected behavior of the system and its interaction with the users in order to
solve a business problem [175]. The need for making the requirements engineering phase as complete and error
free as possible is an open problem in the RE domain [194] with no single solution which is better than the others.
Di Vito et. al. [194] have identified the need for formalizing requirements as early as in the 1990’s, mentioning the
below problems of not having formal requirements specification:

• Lack of structured requirements analysis methodology

• Inability to decision the completion criteria

– for evaluating the thoroughness and

– for coverage of the requirements

• Inability to reuse the assets generated from requirements analysis

• Lack of support for effective requirements change management
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There have been several research efforts since then, to explore the efficient use of formal methods in the field of
requirements analysis with promising results [17, 35, 59, 74, 77, 95, 151, 191, 211] that gave way to establishing
engineering disciplines like requirements engineering, computational linguistics and information science. As the
world of digital data started exploding, the need for faster data analysis became more prominent. Due to this, the
study of the application of formal methods in information analysis became diversified and segmented. Various
research publications like [48, 116, 148, 172, 207] have evaluated the trends in the application of existing and up-
coming machine learning techniques, including the use of blockchain technology on formalizing requirements
specifications. It is observed that the diversification of information analysis, propelled the creation of advanced
techniques which found its application in cross functional domains including software requirements specification
and analysis. Requirements engineering is a time consuming and manual effort. The tasks performed in this phase
could potentially benefit from having some level of re-usability. There were three strategies recognized from re-
search publications related to efficient and effective approaches for identifying requirements during the RE phase:
goal-based [149], scenario-based [215] and feature-based [63]. In goal-oriented requirements engineering, a goal
model graphically represents relationships between the required goals (functional requirements), tasks (realiza-
tions of goals), and optional goals (non-functional properties) involved in designing a system. It may however, be
impossible to find a design that fulfills all required goals and all optional goals. A scenario is a set of situations of
common characteristics that might reasonably occur in the use of a system. However, for a complicated software
system, there may be a great number of scenarios. Synthesizing a requirements definition from a set of scenarios
and managing the consistency and the completeness of such scenarios can be very difficult. Finally, Feature Mod-
els take the best from both the above approaches and make the problem space more specific. A Feature Model (FM)
recognizes the most important functionality/goals of the software, combining it with the most common scenario
in which it is used. This approach thereby comes with an inherent indication of functionality prioritization, de-
fines the specific constraints for its usability and decomposes the requirements engineering problem into multiple
smaller problems each limited to a feature. Figure 1.1 shows some information regarding the number of research
papers published for each of the above strategies over the past three decades. Even though the data collected is not
meant to be exhaustive, it can be used to observe research trends over the years. To gather this data we have sys-
tematically analyzed the research publications published in the IEEE RE Conference, an important scientific venue
in the RE research community. The search criteria used to assign each paper to the mentioned categories were:
Publication Title, Keywords and Abstract. As can be seen from the trends in the plot, Feature-based RE started rel-
atively smaller than the other two methods, but had been doubling ever since. Since goal-based RE also partially
relates to Feature Models, a growing trend has been observed for it too.

Figure 1.1: Analysis of research trends in Software Requirements engineering.
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After surveying the existing state-of-the-art research on FM-based RE, Feature Oriented Design and Analysis
(FODA) [101] was found to be the most promising approach to be investigated and explored further for efficient
requirements engineering.

For making the RE phase more efficient, it was evident that we needed to explore avenues for automating at least
some parts of the RE process. From the existing open research questions in the field of RE, we chose to work in
depth on the capabilities of automating the process of establishing a complete and correct set of software product
features and constraints using Feature-based requirements engineering. Therefore, this thesis provides a detailed
account of the research work that went towards building an integrated solution for automation in RE that consid-
ers:

• The automated extraction of a Feature Model from the original informal requirements (specified in Natural
Language).

• The semi-automated validation of the extracted Feature Model against the text specifications in order to
assess its quality and detect potential defects as well as to guide the extraction process to improve the quality
of the generated FM.

• Using existing FM analysis techniques for formal verification of the model that can be supported by the
previous validation results.

The contributions of this thesis is built upon existing work in Feature Model Extraction, Feature Model Validation
and Feature Model Analysis, and describe a novel and innovative method for the automation of the same. The
methods and tools developed as part of this work was then evaluated against various case studies for validating its
effectiveness. The progressive research outcome has been published in the following 3 international conferences
where top research in this area are discussed:

1. 7th International Workshop on Formal Methods and Analysis in Software Product Line Engineering (FMSPLE
at ETAPS 2016) [179]

2. 22nd International Systems and Software Product Line Conference (SPLC 2018) [177]

3. 15th International Working Conference on Variability Modelling of Software-Intensive Systems (VaMoS 2021)
[178]

1.1 Natural Language Processing

Natural language processing (NLP) refers to any kind of programmatic manipulation on language used by humans
to communicate in their daily lives [40]. NLP techniques range from simple mechanisms for counting the word
frequency in a given text to algorithms for automatically extracting the facts and concepts described in a com-
plex paragraph. The later would require intelligent contextual processing of textual data similar to how human
brain processes messy communication and is still able to make sense of the information thus communicated. This
is one of the main open problems in NLP research which has, in recent times, started finding reasonable solu-
tions with the application of deep learning [100, 111, 127]. In this thesis, we focus on the application of machine
learning techniques attempting to solve for classification problems in the natural language context. The major-
ity of the work revolves around the use of regression algorithms applied for supervised learning. Regression is a
machine learning technique used for predictive modeling where the algorithm is used to generate the predicted
outcome.

Although NLP emerged in the 1950s, it is still a very active research field and it is employed in a wide variety of
application domains, from spam filters to intelligent personal assistants. In the software engineering domain, NLP
has been used to gather information from requirements documents, specifications and stakeholder feedback in a
(semi)automatic way [11, 60, 136, 174, 205]. One particular area of interest has been the description of Software
Product Lines (SPL), i.e. families of related software products sharing a set of features.
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1.2 Software Product Line

Software requirements that can be reused in the design and implementation of several closely related software
systems are called Software Product Line (SPL) [19] specifications. The use of assembly lines in the automobile
industry for mass production of automobiles based on a single main design inspired its comparison to software
requirements reusability in facilitating diverse software product development [42, 109] from a single base product
template. Thus originated the concept of product line engineering where similar products from a software domain
can be engineered from one base model called the Feature Model.

In product line engineering, domain analysis consists of identifying commonalities and variabilities (differences)
among the members of a family of products [42]. Products in an SPL differ from each other in terms of the pres-
ence and absence of certain product features. For example, consider a product line of mobile phones where we are
specifically interested only in the products which have a high definition camera. Assuming that we have identified
2 such products, these will not be exactly the same products. It might happen that one also comes with additional
SD cards. This essentially means that a product is nothing but a configuration of the product line specifications.
One way to reason about these assets is to describe them in terms of features, which are domain abstractions
relevant to stakeholders and are typically increments in program functionality. These features are organised hier-
archically in Feature Models (FMs). Feature Models are a means to specify product commonalities and variabilities
in a compact way, and to provide automated support to the domain analysis process [1]. With this understand-
ing, we went ahead to create a reliable framework for requirements engineering with an automated tool support
which enables the domain expert to keep adding new requirements and editing the existing ones without worrying
about the consistency and correctness of the overall requirements specifications. In the coming sections we will
elaborate on the motivation behind this research and the research question that drove this effort.

1.3 Motivation

RE is a crucial phase in the software development process. Some studies [39] conclude that the success or failure
of a software project highly depends on the success of this activity. RE has to deal with several challenges related
to the format in which the requirements are documented. For example, if the requirements have been written
down in the form of English language text, dealing with potentially unclear or ambiguous sentences, ensuring the
completeness of the set of sentences or paragraphs, detecting inconsistencies etc. becomes very difficult to track
and maintain manually. This is why it is necessary to have tools and automated support for managing textual in-
formation in order to be able to reliably use the software requirements specifications for guiding the development
of the software.

The RE activity is divided into several phases: elicitation, analysis, specification and management. The elicitation
phase involves unearthing the requirements from the stakeholders. Typical approaches for requirements elicita-
tion includes discussions, interviews, focus groups, literature survey, and document analysis [175]. Usually the
proceeds of these activities are documented in natural language text. Such specifications tend to be ambiguous
and, at some point, formal notations needs to be introduced in order to eliminate ambiguity and allow the analysis
of the specification. When formalism increases, the specifications become discrete non-redundant definitions of
various product features that could exist in one or more products created from these definitions. These feature def-
initions that describe various software product features pertaining to a domain is called the Software Product Line
(SPL) [19] specification. Such specifications become easy to maintain as the process for managing them can now
be automated. We will now look at some of the approaches, proposed and discussed in literature for automating
this requirements engineering process.

Feature Oriented Domain Analysis (FODA) [101] aids in the creation and validation of SPL, which is based on the
notion of a "feature". A feature is an increment in software product functionality that can be used to specify and
distinguish products in product lines. Each feature communicates product functions in an easy-to-understand
way by capturing functionalities concisely, and helps distinguish the commonalities and variability of a domain
[27]. Features are organized hierarchically in diagrams called Feature Models (FM). Feature Model aim to represent
the constraints under which features occur together in a product configurations [63], e.g. a feature may require
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or depend on other features. A literature survey of variability modelling showed that FMs are by far the most
frequently reported notation in the software industry [33] for capturing software product feature requirements
and their relationships. However, without automatic support, the quality of the resulting FMs heavily depends
on the domain expert’s personal experience, knowledge and understanding [54], who is responsible for building
out the FM. This is not very reliable and will not be a concrete representation of the features and its relationships.
This becomes very obvious when we task a set of domain engineers to create an FM for a specific domain using the
same set of textual documentations. When we compared their created FM’s it was evident that no two FMs were the
same and hardly had anything in common. There has been several research works attempting to find a solution for
minimizing these differences and standardize the FM generation process [12, 13, 20, 21, 44, 63, 73, 82, 90, 105, 106,
120, 128, 130, 137, 145, 154, 177, 192, 200]. But its use and adaptation in the software industry was very minimal.
This was certainly attributed to the lack of automated tool support which can provide guidance to the domain
engineers for using some of these approaches. Providing automated tools support for guiding the Feature Model
creation and maintenance in a reliable and effective way irrespective of the input types (i.e. textual documents,
meeting minutes, discussion summary etc.) is a challenging problem. The problem itself is very interesting in the
sense that it has several sub-problems. The expected ideal situation would be to have a tool:

1. that could automatically identify the different features and its relationships which can then be reviewed and
corrected by the domain engineer.

2. that would automatically reorganize the FM when a new feature is introduced or an existing feature is mod-
ified, in order to ensure that the FM is still consistent and complete without introducing any conflicting or
dead features.

3. that would allow the domain engineer to detect potential issues with the requirements specifications and
provide guidance on the corrective actions.

4. that would generate an FM which is accepted by all domain engineers and can account for any existing
product configuration from that domain.

The opportunity for applying various kinds of techniques for devising a solution for this problem was the driving
factor that motivated us to pursue this research. The ability to standardize and have a mechanism for continu-
ally improving the quality of Feature Models is a rewarding capability which can potentially impact the software
industry at large and can drastically improve the speed at which we create software products and solutions today.
Ensuring unbiased automated identification of product features and their relationships will normalize the domain
engineering efforts and will make Feature Models (FMs) as the standard industrial format for a Software Product
Line (SPL). Given the complexity and cost of requirement engineering and the potential consequences of having
wrong/incomplete requirements [39], the results of this thesis are relevant to any organization developing complex
software belonging to diverse domains.

This thesis work includes an elaborate and detailed study of all existing work in the field of automated FM extrac-
tion and analysis. Based on the findings and shortcomings identified during the literature survey, the thesis aims
to bridge the gaps in the practical use of FMs in RE. As part of that, an integrated framework for FM extraction and
validation is presented with results of its evaluation conducted on various software product domains.

1.4 Research Methodology

The primary objective of this research work is to improve the performance of software requirements engineering
process in industrial practice. For this, it was essential to follow a methodology that can systematically explore each
contributing research objective and have the ability to evaluate it for its practical application. This has led to the
creation of a novel and innovative FODA-based RE approach as this research outcome. This approach is supported
with a fully implemented and tested design model that was evaluated and proven to show evident improvement
in the practice of software requirements engineering process. Therefore this research work has used the Design
Science Research [195] paradigm for finding the solutions to the identified research questions. Design Science
Research (DSR) is a problem-solving paradigm that seeks to enhance human knowledge via the creation of artifacts
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[195] by following a process that simultaneously generates knowledge about the method used for designing the
artefact and the artefact itself. It seeks to enhance technology and science knowledge bases via the creation of
innovative artifacts that solve problems and improve the environment in which they are instantiated [195].

For this research work, rather than working on a well known open research question, we performed exploratory
studies to piece in the concrete definitions of the problem statement relevant to the research subject. The idea
behind guided RE process is to identify and eliminate fundamental specification defects early on which could
cost heavily at a later stage in the software development life-cycle. But the main problem here is that all the arti-
facts available during the early phases of a software business case analysis, are mostly unstructured textual data.
Processing this data requires it to be converted into a structured format on which data processing and analysis
algorithms can be applied. We took this as the starting point of this research work and selected Alloy [93] as the re-
quirements specification language. The very reason for selecting Alloy over other popular specification languages
like Z notation, and Object Constraint Language (OCL) is that, Alloy uses first-order logic and can be analysed
automatically. From that point on, a new sub-problem is defined and solved every time, as part of which various
techniques were used such as prototyping, case study evaluation and refining the research scope. This led to incre-
mental development of this research where the problem definition and its best possible solution, obtained within
the constraints of the techniques applied, were constantly evaluated and validated at every stage of the research
progress.

During the course of this work we have consistently revised the problem definition and its scope based on the
feedback obtained from the implementation and practical assessment of the various parts of our proposed so-
lution. This has heavily contributed towards the quality of the overall solution design. It not only helped with
guiding the research direction but also unearthed new opportunities for the application of this research outcome.
We have used the following activities of the DSR process [195] in an iterative loop to build the knowledge base and
document the experiments and evaluation results:

1. problem identification and motivation which has led to a problem-centered solution initiation

2. define objectives of a candidate solution

3. design and development of the candidate solution

4. evaluation and feedback communication

In the next section we will describe the research questions in detail and relate them back to the problem definition
and scope.

1.5 Research Questions

This thesis explores the automation potential of the requirements engineering process in the software develop-
ment life-cycle. The vision is to be able to improve the efficiency of RE in practice. The major hurdle in this vision
is attributed to the very nature of the RE phase which is manual, procedural documentation of the requirements
behind a software that varies from company-to-company and RE practitioners. This lack of consistency and the
non-existence of standard methods, leads to unclear, ambiguous and incomplete feature requirements of the soft-
ware product. Industrial survey on software engineering projects have shown that 80-90% of software projects fail
due to software defects that went undetected during the RE phase [39, 194]. Ensuring concise and concrete product
requirements specifications with well-defined constraints and dependencies can curtail the large financial losses
that software projects can cause to the sponsoring companies [39]. Innovations and improvements in the RE phase
for enhancing its efficiency will also contribute to faster software development iterations with stable quality and
low defects. Therefore the key research questions (RQ) we aim to answer with this work are as follows:

RQ 1 : What tools are available for automatic analysis of feature models generated from requirements specifications
and how can it be used for encoding and analysing various specification data?

RQ 2 : What Natural language processing (NLP)-based heuristics can be used for extracting features and relation-
ships from textual specifications?
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RQ 3 : How can the reliability of the automated FM extraction results be validated, analyzed and quantified?

RQ 4 : What are the evaluation results from the application of automated FM extraction, validation and analysis
on various case studies?

To achieve the research objective and for finding the answers to the research questions, we have systematically
broken down the problem statement into 4 main goals which are: implementing automated FM extraction using
NLP, validating FM against the source text specification using NLP and machine learning algorithms, performing
FM analysis using Alloy to identify various defects in the specifications and finally, applying and validating the
effectiveness of this solution on various case studies.

Most of the initial literature survey resulted in the identification of the gaps that existed in the current solutions.
This helped us to evaluate our research motivation against these findings and thus formulate the methodology that
we would apply for this research work. The thesis covers details about the various investigations on Feature-based
RE, since it was our chosen method for finding a feasible solution.

This research work aims to target all the RE practitioners in the software engineering field who actively contribute
towards the development of business case and analysis of requirements specifications for supporting the project
prioritization and resourcing efforts. In today’s times where agile processes and extreme programming rule the
software development arena, it is ever so important to have an engineering process that supports changing re-
quirements, business priorities and re-platforming needs. The thesis explains the overall approach behind the
automated RE framework and thoroughly investigates its impact on real industrial grade RE effort, by collecting
feedback from practitioners on its ease of use and benefits.

1.6 Summary

The thesis attempts to investigate the larger problem of finding solutions for the inefficiencies detected in the
requirements engineering phase of software engineering. The systematic approach towards conducting this re-
search helped in the evaluation of the identified problem statement and validating its relevance, in not just the
research community but mainly for the industry practitioners. It was found that feature oriented design and anal-
ysis (FODA) is the best fit approach for modeling the solution for automated RE framework. Based on FODA, Fea-
ture Models (FM) are the most used visual notations for product line specifications in the field of software product
line engineering. Generating an FM is an arduous task in itself and having a capability to automate it and thus
provide tool support for the domain engineers will help improve the efficiency of the various processes involved
in the requirements engineering phase. Thus a combination of automated Feature Model extraction and semi-
automated Feature Model validation and analysis leads to a framework that propels the requirements engineering
phase by guiding the Business analyst or practitioners with a constructive feedback. Such feedback is capable of
directing the analyst to update the baseline requirements in order to accommodate either a missing product fea-
ture or include constraints that will make these requirements consistent and correct. This is a semi-automatic
feedback loop, wherein the feedback will directly translate into a semiautomatic update to the Feature Model and
the baseline requirements from which the features are being extracted. This way it is possible to ensure a signifi-
cantly minimal role for an Analyst’s intuition to be responsible for determining the correctness and completeness
of the gathered requirements. Thus establishing an automatic guidance in place during the requirements engi-
neering process. We have evaluated this framework against real world product requirement specifications in order
to check its efficiency and reliability over the conventional requirements engineering practice. This solution would
thus become the first of its kind which demonstrates a single framework for automatically analyzing the require-
ments at an early stage of RE phase in order to help mitigate errors, as the errors made at this stage could cost
exponentially [39] if discovered at later stages of the software development life cycle.

After the literature survey, we understood that there are issues that stem from the problem of not having an au-
tomated, robust and reliable approach for requirements engineering. Though there were several research works
focusing on finding a common framework that could work for software development across multiple product do-
mains, there wasn’t a concrete implementation for any one of them. Also there were no studies that compared
these research findings and evaluated them against each other. Thus in this thesis we survey all major works in
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Figure 1.2: Guided requirements engineering.

the field of requirements engineering and Feature Models, identify specific research contributions which can be
extended further and thereafter create a concrete implementation of an RE process utilizing FMs.

The main contributions of this thesis can be defined in terms of the following research goals:

Goal 1 : An elaborate and detailed literature review of all works related to the application of product line engineer-
ing tools and techniques on requirements engineering.

Goal 2 : An automated procedure for the extraction of a FM from a collection of unstructured informal text speci-
fications.

Goal 3 : A semi-automatic approach for the validation of the extracted FM against the text specification using
statistical machine learning techniques.

Goal 4 : A semi-automatic formal analysis of FM capable of identifying defects in the FM and provide feedback
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information that can guide Goal 2 to produce a better FM. This goal will take advantage of existing tools and
solvers such as Alloy for evaluating the validation results obtained from Goal 3 on various case studies.

Figure 1.2 demonstrates the outcome of this research contribution. This thesis introduces a framework for guid-
ing the requirements engineering process in the context of Software Product Lines. This framework includes an
automated technique for extraction, validation and analysis of FMs so that it can be run in an iterative manner
and reevaluated after every single change made to the specifications in order to check for the overall consistency
of the feature requirements for the SPL. To this end, an automatic technique for feature extraction from informal
requirements is implemented, so that the extracted FMs can be formally specified and automatically analyzed
against the quality criteria such as inconsistencies, incompleteness etc. This together with the validation of FM
with respect to the information present in the source documents can provide constructive feedback to the fea-
ture extraction mechanism [63]. This guided requirements engineering technique is focused towards gradually
improving the quality of the extracted Feature Models and thus improve the quality of the software requirements
specifications. The major challenge in this automated feedback mechanism was the non-trivial nature of refining
software requirements based on the results of FM analysis and validation which involved the contributions of a
domain expert.

This thesis is structured into five main chapters. We begin with a detailed account of all the literature surveyed
as part of this research work in Chapter 2. In Chapters 3,4 and 5 we provide an explanation on the 3 processes
involved in the new guided RE framework (refer Figure 1.2), which includes the discussions around existing re-
search works, its limitations, identified solution approaches, comparison studies of these approaches and finally
the implementation of the winning approach. We provide a summary of the main conclusions of the thesis and its
impact in Chapter 6 and conclude by providing a list of future research directions in Chapter 7.
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Chapter 2

State Of The Art

In the research findings [89] on deriving formal specification from informal requirements, it has been stated that,
for ensuring reliability of software, which is an attribute of dependability of the software [204], the use of formal
methods is inevitable. Formal methods are techniques based on mathematics and formal logic, used to model
software systems as mathematical entities [94, 142]. From the survey results on the use of Formal methods in
Requirements Engineering, by [204] it is seen that: “Formal methods are used in specifying software, thereby de-
veloping a precise statement of what the software is to do, while avoiding constraints on how it is to be achieved. A
complex specification may be decomposed into sub-specifications, each describing a sub-component of the software
system”. We have reviewed the current state-of-the-art on the use of formal methods in Feature Model based RE.
Since the research goal is targeted towards creating an automated support for requirements engineering, it was
essential to understand all the existing work related to the following components that supports this cause:

1. formalization in software requirements specifications

2. existing algorithms for translating requirements specifications to verifiable models

3. availability of tool support for model generation

4. validating requirements specification models

5. methods for analysis of specification models

Section 2.1 covers an introduction to the key concepts and vocabulary used in this thesis with an overview of the
current research trends in the area of automated FM-based RE and the key developments and contributions which
assisted this research effort. Section 2.2 elaborates on why feature-based models in product line engineering are
effective for automated RE by providing references to existing work which have demonstrated promising results.
Sections 2.2.1,2.2.2 and 2.2.3 covers all the findings from a systematic literature review and is categorized based on
the extraction, validation and analysis of FMs, which are the identified components for supporting our vision of au-
tomated requirements engineering. Section 2.3 consolidates all the limitations identified for the different research
results. And finally a summary of the major inferences from the literature review is provided in Section 2.4.

2.1 Literature review

According to a recent research publication which consolidates all the findings from a survey on the formalisation
of system requirements and their validation [143] on real industrial projects, it is observed that the application of
formal methods or notations for requirements specifications is still challenging. This is mainly because of the lack
of technology readiness level of the tools that help support it. A similar study analyzing the application of SPL in
industry in the last 20 years around the world [18], have found that the most reported problem area is in the adop-
tion of SPL in practice. This means that, the current popular process of documenting requirements in the form of
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natural language text is still considered to be the most convenient for a large majority of the industry practitioners
of RE. Therefore it is even more important to explore existing algorithms and tools that can support conversion
of textual specifications to formal mathematical notations and models for ensuring unique, unambiguous and
consistent requirements specifications. Among all the various research on formalization in RE, the application
of feature oriented design and technique for generating verifiable models of the software product in terms of the
product features had several contributions with promising results. This was a direct demonstration of converting
structured or unstructured textual information about product features into Feature Models that can be analysed
and verified. It was observed that such Feature Models were prominent in the field of product line engineering
with software product lines at the core of this research topic.

The growing popularity of Software product lines (SPL) in the industrial space calls for more adaptable and conve-
nient tools which could aid in the practice of product line engineering. One of the main reasons for the success of
SPL, is re-usability. There are various research results which have explained the details of re-engineering software
products from code. There are also a few other research works which have profound significance in reverse engi-
neering of software products belonging to a product domain. But only a handful of research works have looked
into extracting product features from the product descriptions of domain specific software. The core of SPL re-
volves around generating reference Feature Models (FM) which will assist in engineering newer products in future
for any domain specific product line. Therefore, SPL corresponds to feature oriented software development where
Feature Model extraction, Feature Model validation and Feature Model analysis would together guide the process
of setting the references for newer products in the product line. This in turn assists the requirements engineering
phase for new products coming from the same product line. The feature extraction, validation and analysis phases
help in creating sound and complete FM.

Manually extracting implicit variability information is tedious and error-prone. Hence, several works [5, 20, 130,
137, 145, 154, 192, 200, 209] have proposed automatic or semi-automatic extraction considering different types
of information sources, e.g., design diagrams, source code, informal product descriptions, etc. In this thesis we
are only focusing on work that relates to extracting FMs from documents written in natural language. Several
approaches have been proposed to address this problem [10, 43, 44, 54, 73, 97, 105, 106, 128]. Bakar et al. [21] have
systematically studied the various research works on Feature Model extraction approaches from natural language
requirements. Arrabito et al. [15] have compared three NLP analysis tools used both in industry and research
to compare their relative performance in detecting ambiguity and under-specification in software requirements
documents. They have also performed a similar comparison study of NLP tools in the RE domain [14] which
can extract product variation points. The effectiveness of each approach can be measured in terms of its ability to
detect a high rate of meaningful features and relationships, while maintaining a low rate of false positives. However,
it is hard to assess the relative merits of each approach for two reasons:

• There are only few papers that have provided a publicly available working implementation or prototype of
the proposed method, or even sufficient details to reproduce it accurately.

• There is a lack of benchmarks that can be used to compare the quality of the outputs. As a result, papers are
evaluated using different sources, and the inputs and/or the outputs are not publicly available.

Extracting variability data from product line specifications requires the use of text processing algorithms. Several
open source Natural Language Processing (NLP) packages provide state-of-the-art methods for text analysis, but
they are general-purpose tools that are not tailored to the requirements engineering domain. The problem of iso-
lating key product features from requirements specifications and identifying their relationships is still a challenge
in the FM-based requirements engineering (RE) research.

To start exploring automated model generation techniques from natural language text, a systematic review of the
most relevant research work on the extraction of (a) only features, (b) only relationships and (c) both feature and
feature relationships (the complete FM) from requirements documents was carried out. Before getting into the
details of all the key findings, it is essential to understand about features and relationships. In a software system,
a feature is a “user-visible aspect or characteristic of the domain” [101]. When considering a family of related
software products, features may differ or be shared among the different products. A Feature Model (FM) is a visual
hierarchical representation of these commonalities and variabilities.
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Formally, a product line offers a set of features F = { f1, . . . , fm}. Products can be described as subsets of this set
of features, although not all subsets are considered valid products. The set of valid products of a product line is
described by its Feature Model. A Feature Model FM is a directed graph FM = (V , A) where the set of vertices is
V ∈ F, the set of features. Each arc (x, y) ∈ A denotes a dependency between features x and y . Table 2.1 (left) lists
the different types of one-to-one dependencies : mandatory, optional, requires or includes.

Moreover, sets of arcs starting from the same vertex, the parent feature, may describe more complex relation-
ships with a set of children features. Table 2.1 (right) describes the potential one-to-many dependencies : con-
junction, disjunction and alternative. These relationships define a tree with a root feature: the feature with no
parents.

A subset P ⊆ F is a valid product according to a Feature Model FM if it includes the root feature and satisfies all
dependencies among features in the F M :

One-to-one One-to-many

[M] MANDATORY [A] AND
[O] OPTIONAL [R] OR
[E] EXCLUDES [X] ALTERNATIVE/XOR
[I] REQUIRE/IMPLIES

Table 2.1: Types of relationships among features.

1. mandatory(x, y): x ∈ P implies that y ∈ P .

2. optional(x, y): x ∈ P implies that either y ∈ P or y ̸∈ P .

3. requires(x, y): x ∈ P implies that y ∈ P and x != parent(y).

4. excludes(x, y): x ∈ P implies that y ̸∈ P .

5. and(x, Y ): x ∈ P implies that ∀yi ∈ Y : yi ∈ P .

6. or(x, Y ): x ∈ P implies that ∃yi ∈ Y : yi ∈ P .

7. xor(x, Y ): x ∈ P implies that (|Y ∩P | = 1).

Apart from these relationships, there are more complex feature relationships called cross-tree constraints. These
indicate dependencies with multiple features described as a logical expression like propositional logic formula
which are nothing but a notation with one or more conjunction, disjunction or negations. There are more recent
research works [107] which demonstrate that any such cross-tree constraint in FM can be refactored to simple
constraints that is covered by the named relationship types demonstrated in Table 2.1.

Keeping this knowledge about features and relationships in mind, we will proceed to go over the key findings
consolidated from the literature review for feature extraction, feature relationships mining and automated FM
model generation as described below.

Feature
extraction

Arora et al. [12] have developed an automated approach for extracting candidate glossary

terms from requirements specifications documents. Even though glossary terms may include
other concepts, they would also capture feature names. Similarly, Arora et al. [13] have eval-
uated the state-of-the-art in domain model extraction-based on ontological rules that have
been proposed by various other research works. Two findings of their work indicate that: 90%
of the extracted feature terms were either correct or partially correct; and from the set of iden-
tified relationships, only 36% were found relevant enough to appear in the Feature Model.
Dumitru et al. [66] and Hamza et al. [82] have presented recommender systems that models
and recommends product features for a given domain.
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Relationship
extraction

Some works focus only on extracting feature relationships, considering the list of features as

an input to their method. For instance, Yi et al. [209] proposed an approach for detecting
binary constraints among features, which identifies only requires or excludes relationships
among pairs of features. [161] is used for identifying cross-tree constraints among the ex-
tracted features. According to the authors, the tools are no longer maintained.

Feature Model
extraction

Itzik et al. [90] have considered two perspectives for the visualization of variability. These

are structural or objects-related view and functional or actions-related view. This makes it
clear that there can be different Feature Models created for a given SPL depending on what
perspective a domain engineer is interested to see in order to make critical design decisions
for the development of new products. They have studied the uses of Feature Models in soft-
ware industry and depending on the various phases in the software development life cycle,
the need for a different perspective of an FM is justified. Their method SOVA (Semantic and
Ontological Variability Analysis) is supported with a tool [91] which is not publicly accessi-
ble. Hence, it was not possible to reproduce their results. For the evaluation of the framework
created as a result of this thesis work, the FM studied in by Itzik et al. [90] has been used
to compare our research results. Dumitru et al. [66] have used text mining and clustering
algorithms for generating probabilistic Feature Models with feature relationships and cross
tree constraints. Whereas Hamza et al. [82] have used text preprocessing and an NLP-based
approach for identifying feature terms and constructing the FM. Weston et al. [201] have in-
troduced a complete tool suite that can be used for extracting candidate FM from natural
language text specifications. The tools ArborCraft (an Eclipse plugin) [5] is used for extract-
ing Feature Models from text specifications and EA-Miner. Davril et al. [63] have proposed
a clustering algorithm based approach for constructing FMs from publicly available product
descriptions found in online product repositories and marketing websites. They have demon-
strated the use of graph-based algorithms that can be applied on a directed weighted graphs
of candidate feature terms which can then distinguish the feature relationship types based on
extracted feature association rules. This approach also lacks publicly available tool support
because of which the results in this paper could not be reproduced.

2.2 Feature-based requirements engineering

The concept of features and Feature Models (FMs) came along with the introduction of Feature Oriented Domain
Analysis (FODA) [101]. According to Kang et al. [101] an application is a software system which provides a set
of general services for solving some type of user problem. Using the FODA technique for a domain, the com-
monalities and variabilities (differences) of the problems that are addressed by the applications in the domain are
analyzed in the domain-modeling phase and a number of models representing different aspects of the problem
are produced.

From a requirements engineering perspective, a feature-based RE is an approach where FODA principles are used
for the various RE processes. As we have mentioned previously, RE comprises mainly of the elicitation, analysis,
specification and management processes. When applying feature-based RE the processes map into features and
feature relationships extraction, FM analysis and FM validation which takes care of managing the specifications.
Since FODA has proven to have produced promising research results when applied to software product line engi-
neering, we have attempted to continue our research in the same direction. In the following subsections we will
briefly describe the most relevant research results in the field of FM extraction, analysis and validation. The review
findings are evaluated based on the following two criteria:

1. Known limitations and

2. Available tool support
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2.2.1 Feature Model Extraction

The process of identifying features of a SPL from natural language specifications is called feature extraction [21,
120]. This computation requires considering the syntax (sentence structure) and/or the semantics (meaning) of
the text. In other words, the process of generating a FM, is called FM extraction and can be divided into two
activities: (1) feature identification/mining, i.e. identifying the list of relevant features; and (2) feature construc-
tion/modeling [1], i.e. providing a hierarchical classification of the features as a Feature Model where the depen-
dencies and constraints among features are described in the form of a non-binary (multifurcating) tree. Such
abstraction where informal requirements specifications documents needs to be read and processed into a concise
diagrammatic representation can be done manually by a domain engineer who is well versed with multiple prod-
ucts belonging to a particular domain. But it is also well known that assimilating large volumes of text manually by
a human could be error prone, ambiguous and inconsistent. This is one of the primary reasons why an automatic
or a semiautomatic process could prove invaluable for continued developments in this area.

In order to find all relevant papers related to feature extraction from requirement specification documents using
NLP techniques, the most widely used databases have been consider: IEEE Explore, SpringerLink, Association for
Computing Machinery (ACM) Digital Library, Elsevier, Google Scholar and Digital Bibliography & Library Project
(DBLP).

The initial search on all the databases was done based on the following search criteria:

Search terms: (Product Features OR Feature Extraction)
AND (Software Requirement OR
Text Corpus OR NLP OR Natural Language)

Searched in: Abstract OR Keyword OR Title

This resulted in thousands of papers from each database as shown in Table 2.2, including papers in different lan-
guages and from different research fields. A cause for the large number of matches was due to the term “feature”,
which is also used in the machine learning context with a different meaning.

Database ACM DBLP Elsevier Google Scholar IEEE SpringerLink
# of papers 4.787 4.052 5.362 12.700 5.689 10.660

Table 2.2: Search results

We further filtered the results based on the year of publication from the year 1990 until 2021 and excluded all the
papers which were related to:

1. Machine learning and artificial intelligence

2. Natural language processing of languages other than English

3. Technical details of NLP algorithms

4. Application of NLP outside software engineering, e.g. in the medical field

We included only those papers which had contributed towards extracting features or Feature Models or feature
relationships from software requirements specifications in the context of SPL which were documented in the En-
glish language. At the end of this selection process, there were a total of 27 papers, which were considered in this
survey. A summary of this comparative evaluation is provided in Table 2.3. The table 2.3 illustrates the overall
survey observations based on the following differentiating factors which are shown under each column:

1. Information source: Extraction of Feature Models can be done either from informal requirements, or busi-
ness process models or even product line variability matrices. For this reason we have categorized and orga-
nized the different literature against their respective information source i.e. the source of software require-
ments specifications. In a few other literature we also saw that the Feature Extraction process starts from

15



the feature tree representations of requirements. Mostly they are abstracted from domain specific feature
collections which are in line with SPL variabilities. These kind of diverse information sources that includes
even use case diagrams or architectural diagrams have been classified under the Others category.

2. Extraction strategy: Based on the information source, the way by which the various features are extracted
will also differ. In some cases the informal requirements are collected and represented in terms of graphs
and constraints, from which the extraction of various features becomes more or less very intuitive. Whereas
in other cases, a semi-formal algorithm is generated to extract the feature described by the requirements
specifications. Frequency profiling is an Information Retrieval (IR)-based extraction technique based on the
frequency of occurrence of words in the specification text. Finally, Variability modeling is an extraction tech-
nique where the features are identified and modeled as a variability of an existing Domain specific feature,
thereby highlighting the measure of extensibility of the SPL features.

3. Extraction results: The result of the extraction is always a Feature Model. But the representation of these
Feature Models varies among different proposals. Most commonly used visual notation of a Feature Model
is called a Feature Diagram. This includes the Hierarchical Feature Models. Other representations include
Feature Algebra and notations based on various types of grammars and propositional formulas [197]. For
this reason we have classified the results under two categories: (1) Feature diagrams and (2) Feature Algebra
which includes notations based on formal semantics.

4. Tool support: This is a classification based on the available tool support for the automatic or semi-automatic
Feature Model extraction. Some tools are available in public domain and some are non-public, with a few
that exists only as a prototype. For the rest either there are no mention of any automatic tool support or the
reference explicitly mentions that there is no automatic support for it.

Before we get into the details of the literature review, it is essential to familiarize with the various terms and key-
words used in the natural language processing context.

NLP Glossary

NLP considers a variety of problems regarding the understanding and manipulation of natural language text. Some
of the goals of NLP research are the following:

• parsing, using parser programs to detect the structure and components of a sentence such as subject and
object connecting a verb, [45],

• keyword generation, detecting high frequency words which could be candidates to describe the main topic
discussed in the text [165]

• keyword neighborhood, detecting related keywords before and after the identified keyword [96]

• named-entity recognition, identifying structured information such as a date, a place or location [75],

• co-reference resolution, a process of detecting expressions referencing the same entity in a text [113],

• dependency analysis, identifying relationships between multiple contextual data in such a way that the se-
quence of information is significant in making the text meaningful,

• information extraction, a generalization of named-entity recognition [176],

• sentiment analysis, used to automatically understand the tone of the text to classify it as a positive sentiment
or negative sentiment [99],

• machine translation, translating text from one language into another without changing its meaning [52], and

• question answering, replying to queries posed by humans using natural language.

Each of these goals are extremely complex due to the inherent characteristics of natural language, i.e. large vo-
cabulary, flexible sentence structure, ambiguity, meaning depending on context, and others. For this reason, NLP
methods are typically decomposed into a set of simpler tasks or resources that are required in order to solve the
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complete problem. Table 2.5 provides a glossary of NLP terms, considering only those that are used in the context
of the analysis of software product line specifications. This glossary will be used when comparing the different ap-
proaches. There are several NLP packages and tools providing the implementation of typical analysis tasks. Some
examples are Apache OpenNLP1, Cyc [131], Natural Language Toolkit (NLTK)2 [40], The Stanford Natural Language
Processing tools 3 and WordNet 4. Many research works have been build upon these tools rather than developing
their own infrastructure from scratch.

Most of the selected research papers have used various NLP techniques on different kinds of input data in order
to extract useful information that contributes towards the respective RE goal. We will now present the details of
the review by discussing the techniques being employed, the results, the shortcomings or limitations. In order to
better understand the research trends, we have classified the findings based on five aspects of NLP in RE related
research which are:

1. Domain Agnostic? Can the approach be applied to any SPL domain?

2. Input: What is the required format for the input? (e.g. structured text, tagged text, etc.)

3. Methods: Which standard NLP techniques have been used in the proposed method?

4. Tool support: Is there an automated tool implementing the method? Is it publicly available?

5. Output: What is the final output of the extraction process?

With reference to Table 2.6 the research works have been divided into five categories based on their input and
output format. The first category of papers (T1) discusses the extraction of Feature Models from requirements
documents. Category (T2) discusses extraction of list of abstractions from requirements specifications. Category
(T3) is a collection of research works which are focused on extracting keywords, feature names, list of commonalities
and list of variability from natural language requirements documents. The final categories (T4) and (T5) contains
papers which discuss how to extract of abstracted features and business rules from glossary terms and other input
file formats such as XML documents using NLP techniques.

FM extraction research has explored many different techniques from a diversity of fields: Natural Language Pro-
cessing (NLP); Information Retrieval (IR) and Machine Learning (ML). The goal of previous works on feature ex-
traction has been the derivation of a business vocabulary, domain model or FM from the textual requirements [12,
13, 20, 44, 63, 73, 82, 90, 105, 106, 128, 130, 137, 145, 154, 177, 192, 200].

To some extent, language lexical analyzers help a domain engineer make decisions and extract individual features
and construct a FM [44]. Palmer and Liang [125] have presented an approach for automatic requirements analysis,
which can be reused for feature extraction. The first part of this approach is based on indexing requirements. For
this, they used the frequency method from the field of Information Retrieval (IR). This method was applied on the
thesaurus of verbs, which could be used as classification criteria for requirements.

Regarding the application of ML for the detection of Feature Models, the use of supervised learning based on pat-
terns of POS tags is significant. This strategy is related to [121] proposed by Yang et al. , where POS patterns are one
of the attributes considered by supervised learning algorithms. However, this can be used with different supervised
learning method (logistic regression) and could require less information from domain experts to build the dataset
for training. There are also techniques driven by the computation of confidence scores to obtain efficiency when
working with rather large textual specifications. For this reason, more computationally expensive techniques such
as named entity recognition [40], noun phrase chunking [40] or methods such as word embeddings [98] or the use
of domain vocabularies or ontologies have been considered.

The feature mining technique proposed by Davril et al. [63] includes several steps: mining raw feature descriptors,
pre-processing, feature formation and finally naming the feature. This approach showcases a promising extrac-

1https://opennlp.apache.org/
2http://www.nltk.org/
3http://nlp.stanford.edu/software/
4https://wordnet.princeton.edu/
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Id Technique Description of the technique or the terms
G1 Anaphora resolu-

tion
Pronoun resolution, which resolves references to earlier or later items in the dis-
course.

G2 Canonization, tok-
enization and sen-
tence splitting

Tokens (which can be word or sentence), used to split the text into simpler man-
ageable units. Breaking down sentences into lexically simplest paraphrase is also
known as canonization.

G3 Corpora A body of text like medical journals, speech, or such similar information that
makes meaningful content in English language.

G4 Clustering Clustering algorithms group a set of documents into subsets or clusters. The al-
gorithms’ goal is to create clusters that are coherent internally, but clearly differ-
ent from each other. In other words, documents within a cluster should be as
similar as possible; and documents in one cluster should be as dissimilar as pos-
sible from documents in other clusters.

G5 Duplicate removal Removing duplicate text regions using a technique known as shingling. It detects
the presence of duplicates by using a set of term frequency factor and checks if
two sentences or documents are near duplicates of one another.

G6 Extract lexicon
from glossary

A lexicon is a collection of information about the words of a language and the
lexical categories to which they belong. Such information can be extracted from
glossary terms where the words and phrases from the document are organized
based on the domain.

G7 Inter-chunk rela-
tion recognition

Discovering the dependency graph between chunks found in the sentences.

G8 Inverse document
frequency

Numerical statistic that is intended to reflect how important a word is to a docu-
ment in a collection or corpus.

G9 Lemmatization Stronger version of stemming using of a vocabulary and morphological analysis
of words, normally aiming to remove inflectional endings only and to return the
base or dictionary form of a word, which is known as the lemma.

G10 Lexicon A dictionary containing words and their meanings.
G11 Named Entity

Recognition
Also known as entity identification, entity chunking and entity extraction. Pro-
cess of identifying structured information within the text.

G12 Part of speech
(POS)

Differentiating various components in every sentence and marking them as iden-
tifiable parts of English language text such as verbs, nouns, adjectives etc.

G13 Recognition of Se-
mantic Relations
between Named
Entities

Method for detecting a semantic relation between a given pair of named entities,
which may be located in different sentences.

G14 Semantic analysis
and frequency pro-
filing

Method used to discover keywords in the corpora which differentiate one corpus
from another.

G15 Semantic tagging Process of identifying meaningful terms in the text-based on the context and de-
tecting these terms in the various regions of the corpus.

G16 Slicing Process of extracting chunks of text-based on different criteria.
G17 Stemming Technique to remove meaningless differences between words.
G18 Stop word removal Removing extremely common words which do not contribute to the analysis.
G19 Term frequency

and inverted term
frequency

An area in the text that mentions a term more often has more to do with that
term and therefore should receive a higher score or weight based on this term
frequency. Inverted term frequency simply assigns a weight 0 when the searched
term is not found in the corpus.

G20 Word-sense dis-
ambiguation

Method for identifying which of the several meanings of a word is used in a par-
ticular sentence.

Table 2.5: NLP Glossary

19



Tab
le

2.6:Su
m

m
ary

o
fth

e
literatu

re
review

.

To
o

ls
C

at-
ego

ry
In

p
u

t
O

u
tp

u
t

N
L

P
tech

n
iq

u
es

u
sed

D
o

m
ain

ag-
n

o
stic?

C
itatio

n
To

o
ls

T
1

R
eq

u
irem

en
t

d
o

cu
m

en
ts

an
d

textu
alassets

Featu
re

M
o

d
el

d
u

p
licate

rem
oval

(G
5),

in
verse

d
o

cu
m

en
t

freq
u

en
cy

(G
8),

p
arts

o
f

sp
eech

taggin
g

(G
12),

sem
an

tic
taggin

g
(G

15),
stem

m
in

g
(G

17),term
freq

u
en

cy
(G

19)

Y
E

S

[63]
[91]
[202]
[82]

SO
V

A
(Sem

an
tic

an
d

O
n

to
lo

gicalV
ariab

ility
A

n
alysis)

–A
R

B
O

R
C

R
A

F
T

[202]an
d

E
A

-M
in

er
to

o
ls

F
F

R
E

,a
p

ro
to

typ
e

reco
m

m
en

d
atio

n
to

o
l

T
2

R
eq

u
irem

en
t

d
o

cu
m

en
ts

an
d

textu
alassets

List
o

f
ab

-
stractio

n
s

to
ken

izatio
n

(G
2),

C
u

sto
m

algo
rith

m
,

sta-
tistical

an
alysis,

u
se

o
f

W
M

AT
R

IX
,

p
arts

o
f

sp
eech

taggin
g

(G
12),

sem
an

tic
relatio

n
s

(G
13),freq

u
en

cy
p

ro
fi

lin
g

(G
14)

Y
E

S
[112]
[166]
[6]

2
p

ro
gram

s
(fi

n
d

er
an

d
strain

er)
T

h
e

R
E

V
E

R
E

to
o

lset
C

IR
C

E

T
3

N
atu

rallan
gu

age
textd

o
cu

m
en

ts
K

eyw
o

rd
s

o
r

Featu
re

n
am

es
o

r
list

o
f

co
m

m
o

n
-

ality
an

d
variab

ility

to
ken

izatio
n

(G
2),

clu
sterin

g
(G

4),
d

u
p

li-
cate

rem
oval

(G
5),

in
verse

d
o

cu
m

en
t

fre-
q

u
en

cy
(G

8),
lem

m
atizatio

n
(G

9),
n

am
ed

en
tity

reco
gn

itio
n

(G
11),

p
arts

o
f

sp
eech

taggin
g

(G
12),

freq
u

en
cy

p
ro

fi
lin

g
(G

14),
sem

an
tic

taggin
g

(G
15),

stem
m

in
g

(G
17),

sto
p

w
o

rd
rem

oval
(G

18),
term

freq
u

en
cy

(G
19)

Y
E

S

[97]
[54]
[9]

[43]
[44]
[73]
[105]
[106]
[128]

[130]
[20]
[200]

B
ack

p
ro

p
agatio

n
algo

rith
m

–P
ro

to
typ

e
so

ftw
are

to
o

l[TextR
eq

]
–To

o
l-b

ased
req

u
irem

en
ts

m
an

agem
en

t
P

ro
to

typ
e

to
o

lu
sed

fo
r

evalu
atio

n
o

fth
e

ap
p

ro
ach

P
ro

to
typ

e
au

to
m

ated
to

o
l

F
D

D
etecto

r
(Featu

re
d

u
p

licatio
n

d
etecto

r)
N

A
P

LE
S

is
an

ap
p

ro
ach

w
ith

to
o

lsu
p

p
o

rt

U
n

-n
lse

(n
atu

rallan
gu

age
b

ased
to

o
l)

A
p

p
ro

ach
th

atu
ses

a
co

m
b

in
atio

n
o

fexistin
g

to
o

ls
B

ackp
ro

p
agatio

n
algo

rith
m

T
4

M
o

rp
h

o
-

syn
tactically

an
n

o
tated

co
r-

p
u

s
co

m
in

g
fro

m
Po

liq
arp

an
d

o
th

er
d

o
cu

m
en

ts
in

X
M

L
fo

rm
at

called
C

C
L

w
h

ich
is

su
p

p
o

rted
b

y
C

o
rp

u
s2

A
b

stracted
featu

res
an

ap
h

o
ra

reso
lu

tio
n

(G
1),

to
ken

izatio
n

(G
2),

syn
tactic

relatio
n

s
reco

gn
itio

n
(G

7),
sem

an
tic

relatio
n

s
(G

13),
slicin

g
(G

16),
w

o
rd

sen
se

d
isam

b
igu

atio
n

(G
20)

Y
E

S
[47]

Featu
re

extractio
n

fram
ew

o
rk

Fexto
r

T
5

G
lo

ssary
an

d
R

e-
q

u
irem

en
ts

d
o

c-
u

m
en

ts
(SR

S)

Sem
an

tics
o

f
B

u
si-

n
ess

Vo
-

cab
u

lary
an

d
B

u
si-

n
ess

R
u

les
(SB

V
R

)
in

stan
ce

m
o

d
el

to
ken

izatio
n

(G
2),

lexico
n

extractio
n

(G
6),

syn
tactic

relatio
n

s
reco

gn
itio

n
(G

7),
se-

m
an

tic
relatio

n
s

(G
13),stem

m
in

g
(G

17)

N
O

(P
R

O
M

ISE
req

u
irem

en
ts

co
rp

u
s)

[170]
P

ro
to

typ
e

to
o

l

20



tion model that does not yet come with any automatic tool support for undertaking any of its processing stages.
Moreover the mining is only done on publicly visible and known informal requirement statements available for a
specific domain and not on a domain with a more constrained set of product descriptions. Most of the industrial
custom software solutions deal with managing complex constrained requirements which are difficult to be vali-
dated against the complete quality requirements. For such situations, the feature extraction model identified by
the feature mining method will not be useful: the requirements elicitation process is dynamic and changing with
time, and because of this there is no consistent data available for applying the extraction algorithm on the mined
features.

Boutkova et al. [44] have introduced a lexical analyzer for decomposing text documents into single words, which
will be further processed until valid potential feature candidates will be identified. This approach is a semi-
automatic one where the user selects the specification text from which the feature needs to be identified and
an algorithm generates all the list of features from it automatically. They have described a method for easing the
transition from product descriptions expressed in a tabular format to FMs that accurately represents them. This
process is parameterized through a dedicated language and high-level directives (e.g., products/features scop-
ing).

Haslinger et al. [84] have presented an algorithm to automatically extract a FM from a set of valid feature com-
binations. An approach proposed by Chen et al. [54] constructs FMs by requirements clustering. This approach
has been successful to a very great extent in partially automating feature identification, feature organization and
variability modeling of features based on the functional requirements specification of any software application.
This is mainly because of its ability to construct multiple application feature trees, based on the various features
explored for different sample applications and then creating a domain feature tree that will be a good representa-
tion of all the features pertaining to the studied application domain. The basis of this approach is the requirements
relationship graph, from which the clustering is studied and features are identified. One of the limitations of this
approach is that it is also being applied to data dominant domains and still expects functional requirements to be
set in place before attempting to execute the clustering and extraction algorithms.

The papers [63, 90, 201] start from a requirements document specified in natural language text and produce a
Feature Model as output. They have attempted to use basic POS tagging and semantic tagging applied together
with term frequency technique to filter out probable feature names which thereafter aid in constructing the Feature
Model. The tool ArborCraft claims to be capable of automatically extracting possible feature names, provided the
complete text specifications is fed as the input to the tool.

The papers [6, 112, 166] have detailed about specific algorithms which internally use various NLP techniques such
as canonization, tokenization, POS and semantic analysis for collecting different abstraction terms together with
the detailed meanings of these terms. The research findings in these papers also present a sample of toolsets and
programs that can be used to run the proposed algorithms on sample text input which would generate the lists of
abstractions.

Arellano et al. [9] have published a work-in-progress paper that describes a new approach for the interpretation,
organization and management of textual requirements through the use of application-specific ontologies and NLP.
They have supported their findings with a prototype evaluation on a simplified model of an aircraft specification.
Broda et al. [47] have discussed a complete feature extraction framework known as Fextor which uses very spe-
cialized form of text input and generates abstracted features. The specialized input is an annotated form of textual
documents and other XML formatted content which is partially processed and refined by NLP tools.

Selway et at. [170] propose a deep natural language understanding approach to create complete and precise for-
mal models from glossary terms and SRS (Software requirements specifications) documents. In their approach a
feedback is provided to the user, which can be used to allow manual refinement of specifications into a precise and
unambiguous form. The paper describes how natural language requirements are processed into models ingrained
with semantic business rules and uses business vocabulary. The paper [6] describes a web-based environment
which is used for aiding the requirements elicitation process. It is used for extracting abstract information from
the specification text which is then used to create various models.
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The papers [82, 104, 159] discuss feature extraction in a theoretical perspective and did not produce any automated
or semi-automated tools with this purpose. For this reason we have classified them under research contributions
targeting development of frameworks for feature extraction using NLP techniques.

The paper by Kevin et al. [159] is the oldest work among the collected papers. This work explicitly talks about the
stages in RE where realistically NLP techniques can be used. The paper indicates that the technical specifications of
the core product requirements can be formally structured which can be validated with the use of automated formal
analysis on the processed output that results after applying NLP techniques. The paper has also emphasized on
the importance of questions like why, what-if and why-not to be used for validating such formal requirements
specifications extracted from the natural language text.

Kastrati et al. [104] demonstrate the use of structured queries to extract information from random text documents.
They demonstrate the use of the NLP techniques keyword neighborhood, named-entity recognition and dependency
analysis to query for specific kind of information. They had projected a future research direction where the query
can be optimized and using multiple NLP techniques to arrive at a more precise information extraction. Hamza et
al. [82] have demonstrated a prototype recommendation tool which will aid in recommending features and their
relationships from the textual requirements specifications based on natural language processing techniques and
heuristics.

Approaches such as the feature recommender system proposed by Dumitru et al. [66] require the input docu-
ments to follow a very constrained format, e.g. a list of bulleted product specifications, which makes it hard to be
extended to arbitrary documents. Such recommender systems can become an integral part of feedback mecha-
nism in FM extractor and visualization tools for the domain engineer who might be adjusting the generated FM
to fit a particular perspective. The major limitation with this approach is its incapability to support larger require-
ments specifications document rather than just bullet points of product specifications. Even research works with
tool support like Weston et al. [201] and Davril et al. [63] failed to provide sufficient details for future researchers
to explore and extend their framework.

The method used by Itzik et al. [90] leads to creating larger Feature Models which would contain information
similar to use case diagrams and class diagrams which are very granular in definition and would explode the FM
solution space for larger software systems. Moreover in the engineering process of an SPL, a domain engineer
would depend on other reusable software implementation artifacts like class diagrams and software architecture
document to make critical decisions on the domain implementation details.

Apart from the above papers we also found the following papers valuable in terms of their contribution towards
classifying the major research directions and approaches towards processing natural language text for generat-
ing meaningful software abstractions which can then be further analyzed. Acher et al. [1] takes software product
descriptions as the input and converts them into Feature Models with a readable tree hierarchy that includes vari-
ability information. Their approach does not include the use of any NLP techniques. Stoiber et al. [180] discusses
about transforming graphical software requirement models into Feature Models for a product line. ADORA (Anal-
ysis and Description of Requirements and Architecture) has its own language and tool that is used for this type of
Feature Model generation and has been evaluated on specific graphical requirements models. Collobert et al. [58]
have proposed a unified neural network architecture and learning algorithm that can be applied to various natural
language processing tasks. This work claims to use very effective tagging algorithms for text corpora, such that it
utilizes minimum computational resources. It also enables identification of valid feature keywords required for the
purpose of feature extraction. Bogdanova demonstrates an algorithm which will automatically extract such fea-
tures on any given textual content using various NLP techniques.Greenwood et al. [80] introduce a tool suite that
is able to manage elements of variability among requirements specifications by automatic extraction of elements
of variability (like features of an FM), enriching variability model, model adaption, configuration verification &
validation and model synchronization to maintain consistency of the FM when changes are introduced.

One of the main steps involved in automated feature extraction is the identification of named-entities in any un-
structured text. This is then processed using parsing and semantic analysis for more accurate feature extraction.
Natural language toolkit (NLTK) is an open source library in Python, which is used both in industries and scientific
research for the analysis and processing of text data. The papers [20, 43, 44, 54, 73, 97, 105, 106, 128, 130, 200] have
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resulted in several automated and semi-automated tools and approaches which will aid in the feature extraction
goal. The list of existing tools offering feature extraction from natural language text is shown in Table 2.6. None of
these tools offer a fully automated solution for feature extraction. All the tools have used different NLP techniques
in various combinations significant to each of their extraction approaches. This survey has identified that there
are commercially licensed software available for feature extraction like the one distributed by Agilent Technologies.
The presence of such tools in the market highlights the use of complex tools in practice.

Evaluation Criteria Citations

M
E

T
H

O
D Pattern matching [12, 73, 82, 90, 105, 137, 154, 192]

Machine learning [12, 43, 54, 63, 97, 105, 200, 209]
NLP† [5, 12, 13, 20, 44, 63, 73, 82, 90, 105, 106, 128, 130, 137, 145, 154, 192, 200, 201]
Information retrieval [5, 154]

G
O

A
L Only features† [12, 20, 43, 44, 73, 97, 130, 145, 154, 192, 200]

Only relationships [209]
Features and relationships [5, 13, 54, 63, 82, 90, 105, 106, 128, 137, 201]

IN
P

U
T Text document† [12, 13, 43, 44, 82, 90, 105, 106, 130, 137, 192, 200, 201, 209]

Words list [13, 97]
Document collection [5, 54, 63, 73, 128, 145, 154]

R
E

SU
LT

Automated [12, 63, 73, 90, 105, 106, 128, 137, 145, 192, 201, 209]
Semi-automated [20, 44, 54, 130, 154]
Prototype/Approach/Framework† [5, 13, 20, 43, 63, 73, 82, 90, 97, 130, 154, 192, 200, 209]
Tool support [12, 73, 105, 106, 128, 145, 201]

LI
M

IT
AT

IO
N Tool not available for evaluation† [5, 13, 20, 43, 44, 54, 63, 73, 82, 90, 97, 105, 106, 128, 130, 137, 154, 192, 200, 201, 209]

Restricted inputs [13, 20, 63, 97]
Automated feature naming [5, 44, 63, 90, 106, 137, 145, 192]
Results not reproducible† [5, 13, 20, 43, 44, 54, 63, 73, 82, 90, 97, 105, 106, 128, 130, 137, 154, 192, 200, 201, 209]
Interaction with domain engineer [82, 145, 201]

† The most prominent criteria in each category is highlighted in grey.

Table 2.7: Literature review summary.

Our literature review involved 27 different research works, which have been compared against each other and the
summary is provided in Table 2.7. The review information is classified under 5 different categories, each having a
set of evaluation criteria:

1. Technique used for FM extraction (METHOD) - Techniques like pattern recognition (including ontology-
based), using machine learning algorithms, natural language processing techniques, information retrieval
techniques, etc. Machine learning algorithms include clustering algorithms like spherical k-means, classi-
fiers like binary classifiers, etc.

2. Goal of the proposed approach (GOAL) - Feature extraction, relationship mining or FM extraction.

3. Inputs to the approach or tool (INPUT) - Text documents, words list, unstructured collection of documents,
etc.

4. Result or output of the research (RESULT) - Automated or semi-automated feature or FM extraction, avail-
ability of tool support, prototype of the proposed framework or approach, etc.

5. Presence of several limitations (LIMITATIONS) - Threats to validity, lack of real industrial case studies, un-
availability of tool support, missing details of stated implementation approach etc.

2.2.2 Feature Model Validation

In this section, we briefly review the literature related to the key concepts and techniques used for the valida-
tion of FMs and the use of various visualization techniques. Once the FM has been extracted from the textual
requirements, is it necessary to assess the level of concordance between this FM and the source documents. In
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this context, we are not considering the intrinsic quality of the FM, e.g., measuring suitable metrics about its com-
plexity or reusability [36]. Instead, we want to establish whether the FM is correct and complete with respect to
the original requirements.

In the literature, this evaluation is typically performed manually, with the help of a domain expert who labels the
extracted features as correct or incorrect and identifies missing features. Nevertheless, the evaluation efforts are
considered insufficient or inadequate in most cases. According to a recent survey [120], out of 25 surveyed research
works on FM extraction only 3 provided a reproducible evaluation using a sound methodology, with 13 providing
a weak or non-existent evaluation. Moreover, in [21] a potential bias is identified which is that: in most works,
the domain experts performing the evaluation are researchers or research students. Finally, due to non-available
software tools and other reproducibility issues, there are no works attempting to compare different approaches in
terms of relative accuracy and validity.

We aim to fill this gap by providing a visualization that can highlight the level of confidence offered by each element
in the FM. Heatmaps are a popular visualization in the software domain [158]. Among other applications, they
can be used to highlight coverage in software testing [72]; to measure code usage, performance or resource usage
during code profiling; or to illustrate the impact of a software change [32]. In product line engineering, different
types of visualizations have been used, e.g., for the analysis and configuration of product lines [16, 152]. However,
to the best of our knowledge, the proposed heatmap visualization is innovative both in its goal (validating FMs
with respect to textual documents) and its use of the heatmap metaphor in the SPL context.

2.2.3 Feature Model Analysis

The automated analysis of FMs aims to extract consistency, correctness and completeness information from FMs
using automated mechanisms [27]. In order to have automated mechanisms for FM analysis a semantics must be
defined for FMs. These semantics are nothing but the use of mathematical logic to capture the Feature Model. This
way the semantics is captured using Formal methods where the semantics is recorded in terms of propositional
formulas. There are various criteria on which the FM analysis can be carried out and one of them is automatic
consistency checking. Consistency is one aspect of the overall quality of a FM, which can be measured by (1) how
adequately it captures a given domain and by (2) the integrity of the model itself with respect to the used modeling
elements. While the adequate capture of the domain can only be analyzed and reviewed by domain experts, the
integrity of the model can be determined by the occurrence of redundancies, anomalies and inconsistencies [135,
206, 213]. An adequate tool support is needed to manage features, their relationships and dependencies in order
to guarantee the development of consistent models. Therefore the detection of redundancies and inconsistencies
is a very important requirement on Feature Modeling tools. Benavides et al. [27] have surveyed the state-of-the-art
on FM analysis and have consolidated the described set of analysis operations as shown in Table 2.8.

Void feature mode Valid product
Valid partial configuration All products
Number of products Filter
Anomalies detection and Explanations Corrective explanations
Feature Model relations Optimization
Core features Variant features
Atomic sets Dependency analysis
Multi-step configuration Other operations

Table 2.8: Analysis operations proposed by Benavides et al. [27].

Table 2.8 is an exhaustive list of all the analysis operations that have been covered for FM analysis by the various
research works [27, 29, 30, 61, 64, 139, 146, 169, 188, 190, 213]. In the remainder of this section, we will discuss
the automated support available for carrying out these analysis operations. Research work related to FM analysis
is further classified based on the mathematical logic or language used for modeling and specifying the FM. The
following classification has been extracted from the work of Benavides et al. [27].
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i. Description logic based analysis
Wang et al. [198] proposed to use description logic reasoners for FM analysis. This proposal is based on the
translation of FMs into an OWL DL (Domain Language) ontology. OWL DL is an expressive yet decidable sub
language of OWL (Ontology Web Language) [26]. In that connection, it is possible to use automated tools
such as RACER (Renamed ABox and Concept Expression Reasoner) for the automated analysis of FMs.

ii. Constraint programming based analysis
A Constraint Satisfaction Problem (CSP) is defined as a set of variables, each ranging on a finite domain, and
a set of constraints restricting all the values that variables can take simultaneously. A solution to a CSP is
an assignment of a value from its domain to every variable, in such a way that all constraints are satisfied
simultaneously. The language used in CSP is more succinct than the one used in SAT or other propositional
solvers because CSP solvers allow the use of numerical finite variables such as integers or sets, while for the
use of those variables for representing the problem in SAT or BDD approaches, a translation is necessary
[31]. Basic and extended FMs can be translated to CSPs [27].

iii. Propositional logic and satisfiability (SAT) solvers
Propositional-based Feature analysis [61] is the most widely used analysis method [22, 23, 24, 185]. It uses
different solvers to represent and analyze the FMs. There are several research works [24, 27, 61, 64, 78, 79,
139, 190, 203] that propose the translation of basic FMs into propositional formulas. Batory [22] proposes the
use of SAT solvers. Zhang et al. [214] propose the use of SVM system. The SVM [122] system is a system “for
checking finite systems against specification in temporal logic”, however the proposal does not use temporal
logic but propositional logic. Sun et al. [182] propose the use of Alloy Analyzer [64] that internally uses a SAT
solver to check model satisfiability [61].

The summarized presentation of all the various research results on Feature Model Analysis has been illustrated
in Table 2.4. The survey results in the Table 2.4 on Feature Model Analysis have been categorized based on the
following criteria:

1. Analysis properties: Checking for consistency and measuring the variability is the most common analysis
operations performed by a majority of the research. There were a few specific literature that explicitly talked
about validity of feature configurations and optimization. They have been included under the Others cate-
gory.

2. Type of input Feature Model: We have used the same category as from the Feature extraction survey table.
Here the Feature diagrams also include state transition diagrams and other software design diagrams which
demonstrate the dependencies and relationships between various features of the product. The Feature al-
gebra includes Annotative feature representations [197] and the general formal propositional formulas and
other semantic notations.

3. Analysis results: The analysis results are mostly used for evaluating one of the correctness or completeness
properties of the Feature Models. A very few number of research works deal with providing an automatic
feedback mechanism to improve the Feature Model so as to validate for good consistency and correctness
measures. This has been recorded under Feedback loop for refining requirements. Most of the literature
deals with measuring the performance of the analysis methodology, and do a comparison of analysis tools
based on this performance results. These type of analysis results have been recorded under the category
Others. A few other literature talks about analyzing the Feature Models and providing counter examples that
invalidate the analysis operation. They do not give further explanations as to how the Feature Model can be
correctly validated against the chosen analysis operation without generating a counter example. This has
been recorded under Generation of counter example scenarios.

4. Tool support: This too is similar to the Feature extraction survey (see Table 2.3) table except that this also
includes an additional information regarding the type of tool that has been used for analysis.
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2.3 Limitations

The good news is that there has been several progressive effort towards studying and evaluating the feasibility
of introducing automated mechanisms for the various RE processes. The bad news is that even after a decade
of research on this field there are only a handful of results which are close to being adapted by the industrial
practitioners. These are mainly attributed to the limitations identified in the research results. Below we summarize
the key limitations and justify our motivation towards pursuing this research and taking a step further towards
addressing at least some of them.

2.3.1 Lack of scalability

Since most of the research work explored the different possibilities for applying various information extraction
methods on natural language text specifications, it was imperative to have used both simple and complex NLP
techniques that are difficult to scale and perform well on larger text corpus. The enterprise software systems re-
quirements from an industrial setup involved such large structured and unstructured data. It becomes important
to have the research results applied to at least a sample of such larger requirements specifications and provide
evaluation reports to inspire practitioners to take benefits of the available resources.

From among the research works that had attempted to do such industrial case studies the performance of the NLP
technique used seemed to be deteriorating as the size of the text data grows. Part of this impact on the perfor-
mance of the NLP techniques is attributed towards the complex parsing and computations that constitute these
language processing methods. Further researching on these areas for improving the computational efficiency of
natural language processing algorithms have become a significant contributor towards increasing the practicality
of automated RE.

2.3.2 Missing implementation details

Most research publications include only a brief summary of the actual implementation approach and a detailed
discussion of the research results. We recognized that this was due to space restrictions on many of these publi-
cations. In order to extend such research works it is essential to have at least a boiler plate implementation to get
started and build further. This was a major missing factor due to which it was hard to reproduce the results. We did
reach out to several of the authors connected to such works and were disappointed to hear that the source code or
an implementation was not available for almost all of them.

2.3.3 Lack of standard validation approaches

Validating the research results are a major factor that contributes in building trust towards the approach or the
method that was proposed for automated RE. In almost all of the cases, we found that the validation of such re-
search results are not conducted using scientific and measurable parameters. This means that every work resulted
in conclusion derived from manual evaluations done by either a domain engineer or the researchers themselves.
There were no guidelines or a reference template which could be used for assigning a quality indicator for the
results obtained from the case studies performed in these works. This makes it even more difficult to study and
understand the relative benefits of a research work in comparison to the others.

2.3.4 Missing industrial case studies

In order to take the results from research to practice it is important to showcase the application and benefits of
the approach or framework on real industrial projects. Most of the research works did not include any case studies
involving large enterprise specification due to either of the following reasons:

• Business use case and specification documentations from most software companies are confidential docu-
mentations and will not be available for public research purposes.
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• Researchers who were successful in securing such project documentations are unable to share the imple-
mentation details of their approach which could have helped us to build out a prototype demonstrating the
method used by their paper.

• Community initiatives like http://www.splot-research.org/ are not current with the latest in software prod-
uct line engineering thus lacking maintenance.

• Less partnerships between industry and research in this field of study.

Due to these practical limitations, we had challenges and difficulty in identifying the results that could be reused
for bridging some of the gaps that prevents the use of automated RE in practice. Though our pursuit was to find
works that can benefit from being extended further, we ended up identifying several good research works that can
be combined in a smart way to get to a state where we can build out a limited version of a publicly available auto-
mated FM-based RE framework that is capable of being reused and improved. We believe that the work presented
in this thesis will not only benefit the RE process followed in the SPL domain, but could potentially drive the larger
software development ecosystem to adapt to a feature oriented design and development paradigm.

2.4 Summary

In this chapter we introduced the main subjects of this research effort which are Feature-based requirements en-
gineering, Feature Models of software product line, Feature Model extraction, validation and analysis. We have
categorized the findings of this systematic literature review in terms of the limitations and tool support availability
that can enable the development of a unified automated FM-based RE framework for SPL. The review illustrated di-
verse directions of research like the use of natural language processing libraries, information retrieval techniques,
machine learning approaches, model validators for consistency checking etc., which have been used to approach
the problem of automating the processes in RE. Almost all the research work suffered from limitations related to
reproducability and validation of the results.

In this thesis work we have attempted to reuse and extend some of the best techniques and heuristics which have
been proposed and demonstrated in the surveyed research works. For example, the analysis of the Part-Of-Speech
(POS) tag; the use of term frequency to estimate relevance within a set of documents; the use of synonyms to
cluster related terms referring to the same features; or the distance within the document as a proxy of the degree
of relation between two concepts etc. We had spent a good amount of time searching for such great research
publications, understanding those contributions, its impact and limitations, and calibrating the future prospects
of extending it to build adaptations of it etc. We realized that most of our literature review effort could be reused
for evaluating any new developments in the field of engineering automated approaches for RE in practice. We now
conclude this section with a discussion about a reference model which can be used for assisting future systematic
literature reviews in this area of research.

2.4.1 Literature review evaluation template: A Checklist

As the research in this domain will keep progressing, it is important to have an extensible template that can be
used for evaluating upcoming research contributions and place them in the appropriate category. This will aid in
detecting significant contributions in the future which can be integrated into existing tools and frameworks. We
now present a template based on a checklist for evaluating new research contributions dedicated to feature-based
requirements engineering approaches, frameworks and tools:

□ It support one or more input formats (like text, list of words, diagrams, etc.).

□ Support for automated mode of input? (or manual, upload to tool, presence of converters, . . . ).

□ NLP techniques are used.

□ Is it introducing a new NLP technique?

□ Can the feature extraction algorithm scale for large requirements specifications?
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□ Is it capable of measuring the quality of extracted feature names ?

□ What are the heuristics for selecting feature names and can they be quantitatively defined (like in terms
of confidence weights, term ranking, term significance, frequency of occurrence or correlation with other
significant terms, . . . )?

□ Can it discover relationships between candidate feature terms?

□ Are the relationships marked with attributes (like mandatory, optional, or, alternative)?

□ Are the results of the FM extraction displayed as a diagram or text? For example in the form of a Feature
diagram, Tree view using text indentation, etc.

□ Are the feature extraction algorithm configurable?

□ Can the user update the extraction rules in order to extract more accurate features and relationships (like a
feedback mechanism which can assist the algorithm to learn and adapt based on manual refinements)?

□ Can the output be translated into formal notations (like Alloy [92])?

□ Is there a publicly available tool support? For evaluation of work related to tool, we have formulated a check-
list based on the following definitions of a fully automated tool.

□ Be able to take one or more file formats as input for the text specifications (like PDF, TXT, DOC, DOCX,
. . . )

□ Be able to extract the complete text excluding the graphical/diagrammatic information with a mea-
sured level of accuracy and data loss expectations.

□ Be able to process the text data to generate a list of words or phrases which are potential feature names
tallied against the percentage of confidence depending on the rule set used to extract this information.

□ Be able to derive the relationships between the features.

□ Be able to present the extracted features and relationships in the form of some visualization. Such
a visualization could accept user edits to update the model and/or the extraction rule for allowing a
feedback loop.

□ Be capable of transforming the generated model to a format that can be consumed by a Feature Model
analysis tools which can perform automated analysis operations and provide valuable feedback for
validating the model and thereby improving the requirements.

□ Has it been tested for real world software requirements specifications?
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Chapter 3

Automated Feature Model extraction

Organizations dealing with software assets often have to manage different variants, configurations or releases of
applications or services. This family of interrelated software products, with some common traits and variation
points, is called a software product line (SPL). Formalizing a software product line can help managing the soft-
ware portfolio of an organization, e.g., identifying all the potential products in the SPL or semi-automating the
development of new products.

In order to manage a software product line, different sources of information can be considered. For example,
the relationships between products can be defined in design models [126] or be implicit in the source code of
the different products [65], i.e., in the sharing of libraries or code fragments. This information can also be made
explicit in the form of textual documents [121, 208] that either detail the characteristics of specific products (a set
of product specifications [25, 50, 145]); or in requirements documents that describe two or more products.

A more formal description of a software product line is a type of graphical diagram called Feature Model (FM) [101].
A Feature Model identifies a collection of salient characteristics of the products which are called features. Then, it
describes the relationships among those features, e.g., whether the use of a feature in a given product requires (or
excludes) the use of another feature. This information is depicted graphically as a rooted tree, where features are
vertices and relationships1 are parent-child arcs.

Feature Models (FM) are formal notations capable of describing the features of the products in a SPL. This field of
research gained much popularity since the inception of the Feature Oriented Domain Analysis (FODA) paradigm
[68, 123]. An FM consists of a finite catalog of features and the relationships among them, e.g. “every product with
feature A must also include feature B”. However, the requirements specifications of a SPL and even the specific
product specifications are all commonly captured in the form of natural language text. Therefore, generating a FM
from the original specification is a very complex task. To this end, it is essential to use automated extraction tools
based on NLP for identifying both the candidate product feature names and their inter-dependencies.

Natural language processing (NLP) refers to all types programmatic manipulation on any language used by hu-
mans to communicate in their daily lives [40]. NLP techniques range from simple mechanisms for counting the
word frequency in a given text to algorithms for automatically extracting the facts and concepts described in a
complex paragraph. Although NLP emerged in the 1950s, it is still a very active research field and it is employed
in a wide variety of application domains, from spam filters to intelligent personal assistants. In the software engi-
neering domain, NLP has been used to gather information from requirements documents, product specifications
and stakeholder feedback in a (semi)automatic way [11, 60, 136, 174, 205]. One particular area of interest has
been the description of Software Product Lines (SPL), i.e. families of related software products sharing a set of
features.

1There may also be more complex dependencies, called cross-tree constraints, that must be described textually.
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3.1 Introduction

As was explained in section 2.2.1, there were several research contributions related to automated FM extraction,
most of which had limited information on how to systematically use the approach or the tool. There were several
interesting aspects about the different NLP techniques and machine learning algorithms used for detecting the
presence of potential candidate features in very large text corpus. It was important to notice that a Feature Model
is generated during the domain analysis process of domain engineering phase. This corresponds to the require-
ment analysis phase of the application engineering process [8]. During the domain analysis phase the domain
expert together with the software product stakeholders identify the key features of the product. These product
features can have one or more dependencies. It is important to be able to detect the impact of the changing fea-
ture requirements on these feature dependencies as the domain analysis phase evolves. Feature Models play a
significant role in recognizing such dependencies in a graphical way and communicate about such impact effec-
tively. Hence FM becomes a convenient mechanism for the domain engineer to better understand and manage
the product variability configuration which are nothing but the features and their dependencies. Thus the auto-
matic or semi-automatic extraction of FM is an important step towards automating the variability modeling of a
software product line. For the purpose of this thesis we consider automated FM extraction as the combination of
the results obtained from automated feature extraction and automated relationship extraction. The majority of
the reviewed literature work attempted the automated feature extraction process. It was evident from the lesser
number of research works on automated relationship extraction that it was a more complex process and required
detailed study of the language semantics rather than its syntax.

To recap, the major limitations identified in the related work are:

1. Tool availability: Lack of publicly available tool support for FM extraction. When it is available, then the
tools are either unsupported or not compatible with current software versions.

2. Restricted inputs: Input documents must follow a specific format [66], which makes it hard to be extended to
arbitrary documents. Such restriction implies having strict document formatting in terms of the document
and sentences structure, e.g. a list of bulleted product specifications. This kind of an input expects bulleted
sentences with appropriate keywords that can be easily extracted by locating those phrases.

3. Automatic feature naming: No support for assigning names for the discovered features, limited support
with manual intervention required or poor conventions for automated naming [5].

4. Reproducibility: Lack of sufficient details to reproduce the experiments. Input documents and/or outputs
not available.

5. Interaction with the domain engineer: Only some proposals [66, 82, 145] consider an iterative process al-
lowing an interface for the domain engineer to provide feedback in order to refine the results of the extraction
process.

Apart from these limitations, some methods have specific shortcomings. For instance, the method used by Itzik
et al. [90] aims to capture the domain model and variability information in the same formalism. As a result,
the amount of information would explode for complex families of software products, making their method less
practical from a variability modeling perspective.

Considering these limitations as challenges in the practical application of automated FM extraction, this thesis
provides an NLP based working solution which addresses most of the identified deficiencies. The goal is to auto-
matically extract potential candidate features and relationships from the natural language text. Given the complex-
ity of this task and the large amount of information in product line specifications, this computation will provide a
list of candidate features and relationships, which should be then reviewed by a domain engineer to discard false
positives. To ease this task, the list of candidate features should be as complete and succinct as possible. This the-
sis describes a novel domain independent automated Feature Model extraction framework that has been applied
on various case studies and generated promising results. The coming sections cover detailed discussions around
the heuristics and architecture of this framework.
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The remainder of this chapter is structured as follows. Section 3.2 describes the FeatureX framework for FM ex-
traction, and Section 3.3 provides details on the implementation of this framework. Section 3.4 presents the results
of the framework evaluation in comparison with previous works and provides a list of key indicators that illustrate
the major advantages of the proposed framework.

3.2 The FeatureX framework overview

There were several research contributions [5, 82] in the Feature Model extraction research. Though most of these
contributions lacked implementation details, we were still able to derive the needful inspiration and apply it to
fit our requirements. This effort involved unifying the various strategies applied by different researchers and pro-
gressing towards a centralized framework for enabling easy practice of Software Product Line Engineering. Iden-
tifying extraction rules for detecting meaningful relationships in the context of Feature Models that can connect
two or more features using the relationship types Mandatory, Optional, Alternative, And, Or, Exclude and Re-
quire is one of the main thesis contributions. To demonstrate the advantages of the proposed framework over
existing rules in research contributions, a comparison of the results obtained by the framework is done against the
results of other research works and corresponding benchmark FMs created by domain engineers. In addition to
this, the quality of term/concept extraction rules to identify the features is measured in terms of the Precision and
Recall, the details of which is explained in Section 3.4. This will help in identifying the confidence level at which
the extracted features can be placed.

With this goal in mind, the next section 3.2.1 provides an architectural overview of the proposed framework. The
feature relationships and constraints are identified based on heuristics that are explained in the section 3.2.2.
These heuristics distinguish two types of relationship categories: one-to-one relationships and one-to-many rela-
tionships as was described in Table 2.1. Section 3.3 provides all the details of how the framework is implemented
and section 3.4 discusses the case study setup and results. This chapter concludes with a detailed account of all
the known threats to the validity of this framework in section 3.5 and a chapter summary in section 3.6.

3.2.1 Architecture

FeatureX, is an integrated approach and a framework for automated FM extraction from textual requirements
specification documents. To achieve this goal, FeatureX needs to perform three subtasks. First, it needs to iden-
tify candidate features within the text. Second, it needs to identify candidate relationships among those features
and assign them a suitable type. And finally, it needs to decide the direction of those relationships, distinguishing
between parent and child features and highlighting the root node of the Feature Model.

The architecture of FeatureX aims to solve these three challenges sequentially. The main components of FeatureX
are presented in Figure 3.1:

1. Lexical analysis module which includes text preprocessing, entity extraction and connected noun phrases
extraction,

2. Machine learning module used for classifying a candidate feature term as a root feature and then deter-
mining the term frequency of that candidate in text for assigning weights that is used for final root feature
identification, and

3. Feature relationships mining module which entails the implementation of the heuristics for identifying and
categorizing feature relationship types. The relationship text files shown as output in Figure 3.1 contains the
results of the FeatureX relationships mining heuristics.

The lexical analysis phase resulted in a large exhaustive set of potential candidate feature terms that can be fur-
ther clustered and reduced to detect well formed product features. This processing phase was also responsible for
identifying the list of candidate root feature for the software product line to which the input requirement specifica-
tions belonged. Once the potential features were identified it was necessary to label them with appropriate names
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Figure 3.1: FeatureX overview for processing a single product specification document.

that evidently reflected the intentions of the feature thereby being meaningful for the domain engineer who would
review it.

The relationship mining phase required a deep dive into the semantic analysis and correlations that could exist
between the candidate feature terms. This was the most complex contribution of this thesis as it involved explo-
ration of various techniques that could assist in mining correlation between concepts identified from the text in-
formation. Understanding the various parts of speech for the English language and being able to comprehend the
different possibilities of representing an information with the same meaning, was essential for devising a strategy
that could work for both structured and unstructured text.

We have used NLTK (Natural Language ToolKit) for all of the lexical analysis and have applied machine learning
technique (Naive-Bayes algorithm) for identifying and weighing the candidate feature terms. NLTK [40] is an open
source library in Python, which is used both in industry and scientific research for the analysis and processing of
text data. The most significant part of our work is the contribution towards feature relationships mining which will
be discussed to a very great detail in the next subsection 3.2.2. We have used Pattern library [173] (pat ter n.text )
for text parsing in order to filter irrelevant terms by explicitly creating a catalog of nonsense terms that do not make
sense for a given domain and then apply the text parsers from this library. We have used pat ter n.g r aph from the
same library for visualizing connected candidate feature terms. The synonym detection provided by WordNet [141]
for clustering similar candidate features helped with identifying related feature terms. Open source PDF parsers
like PDFMiner2 was used for generating the raw text corpus from inputs that were provided as PDF requirements
specifications files to FeatureX.

To clearly understand the process of solutioning the Feature Model extraction problem from text, it is important
to run through a couple of examples manually and recognize the patterns that could exist and could be taken
advantage of while coming up with the heuristics.

Example 1

2https://github.com/euske/pdfminer
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Figure 3.2: Manually created Feature Model in FeatureIDE [103] - Online Examination Coordinator.

Let us consider an excerpt of a real requirements specification for an online examination coordinator system prod-
uct.

“The central evaluation system collects all the evaluation results from the various evaluator terminals using the
consolidator module and enters them into the results database where the scores for various courses are segregated
or grouped based on candidates. These results will be used by the publishing module which is responsible for
sending emails or mobile text messages to the candidates with their complete score cards. The publishing module
can be configured using a custom reports module for generating customized views of the reports which can be
used for understanding the overall performance of the class and provide informational analysis results on the
exam to the teachers and other administrators.”

Figure 3.2 depicts a potential Feature Model for this SPL, manually created by a domain engineer. It captures the
features (bold phrases) and relationships among those features (underlined words) described in the above excerpt
which are relevant according to that engineer’s perspective.

To start the explanation of the framework, we will first provide a glimpse of the comparison study carried out
between feature extraction techniques defined in the literature. For this we have selected and implemented the
rules identified from [12, 13] using NLTK and generated the candidate features and their relationships. Since we
cannot provide all the details of our findings we have illustrated the comparison of feature terms extracted from a
single requirements statement using the rules from each of the papers in the below example:

Example 2

We highlight the features extracted using [13] in bold, [12] in square brackets ’[]’ and the actual expected features
as suggested by a domain engineer in underline. We are using a sentence from the specification excerpt presented
in Example 1.

“These [results] will be used by the [publishing module] which is responsible for sending [emails] or mobile
[text messages] to the [candidates] with their complete [score cards].”

The relationships or associations are defined by the noun phrases connected using any one of the phrases shown
in Table 3.1, which have been extracted using the association rules taken from the respective approaches.

As can be seen from Table 3.1 and Example 2, there are 2 association phrases found in the sample text which are ’be
used’ and ’is’. This establishes a relationship between publishing module and emails. But when we look back at
Figure 3.2, there exists a relationship between the feature terms publishing module, sending emails and mobile
text messages. The existing association rules fail to identify the Or relationship, while the extracted feature terms
are mostly correct.

Similarly, let us consider sample texts from semi-structured and unstructured text specifications. A semi-structured
data in our context is defined as that which contains relevant pieces of information that are obtained by sources like
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Association phrases

is based
be used for segregated
be used customized
be configured collects
grouped based on

Table 3.1: Relationship phrases detected by the association rules from [12, 13].

voice converted into text or consolidated points from a discussion etc. which does not follow a consistent template
or language style [193] . Whereas an unstructured text is one that is obtained from sources like product specifica-
tions from online forums, e-commerce websites and web marketplaces etc. which includes data from random
sources with very diverse language usage and styles [117]. Below is an example of a semi-structured text.

“Antivirus Scanner:Protection Cloud Technology:PUA Shield:Award-winning protection from malware (viruses,
Trojans, worms, etc.) Scans unknown files in real time for malware and exploits. Identifies potentially unwanted
applications, hidden programs bundled with other software. They display ads, slow down your PC and redirect
you to other websites.hidden within legitimate software.”

An example of an unstructured text would be a set of product reviews for a specific product, written by customers
in social media. For example the below text shows the reviews written for a camera on Amazon website.

“Already obsolete as Nikon readies to launch its mirrorless Z-mount marvel. High shutter speeds require a grip.
Top LCD stopped working within days. Some low ISOs actually seem *noisier* at 1:1 than the d800, including
ISO 400. The top LCD and view-finder content disappeared. Touch screen is nice. Video still 8-bit and thus has
very limited utility in the end.”

For the above examples, extracting meaningful feature terms is rather very challenging as the context of the text in
most of these cases cannot be distinctly identified. Under such circumstances the simplest approach is to extract
noun phrases that repeat itself and mark them as candidate feature terms. Whereas to detect relationships we
must attempt to apply more human intuitive ways of processing text like meaning analysis, topic analysis etc. that
are capable of highlighting the key connections between topics in such descriptions of the product. Therefore,
irrespective of the format in which the textual data is presented, our goal is to demonstrate the feasibility of an
automated process that is capable of mining meaningful feature descriptions and indicate their dependencies.
This thesis work is the first step towards tailoring the various existing approaches to derive a complete solution
with an accepted range of false positive errors.

There can be extraction rules that can identify all or most of the possible relevant feature terms, but the relation-
ships are dependent on the perspective of the domain engineer who is evaluating the FM and the style of the
language used in the text. This means that we cannot have a single set of feature relationships that works for any
domain engineer as the interpretations are very subjective. Keeping this in mind, we have identified a set of natural
language processing (NLP) techniques that can bring out meaningful features. Mining relevant relationships was
challenging when targeting to consider all kinds of text (structured, semi-structured or unstructured) inputs. The
NLP techniques that have been used in the FeatureX framework for extracting candidate feature terms are defined
as follows:

• Stop words removal [40]: remove commonly used words such as ‘a’, ‘an’,‘the’, etc.;

• Tokenization [40]: breaking down sentences into words and punctuations (a.k.a. tokens);

• Part of Speech (POS) tagging [40]: labeling words with known lexical categories;

• Subject-Object phrases (entity) extraction using consecutive Noun phrase chunking [40]: select subset of
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tokens corresponding to individual noun phrases; and

• Term Frequency and Inverse Document Frequency (TF-IDF) [150] for identifying the root feature: assign-
ing weights for defining the importance of the words in a collection of documents. This was also used for
selecting the best fit feature name among the group of candidate terms.

In addition to the above, we have maintained a list of words identified as nonsense words, that did not make sense
to be considered when parsing sentences for domain specific terms. Such words included terms like day, alone,
same, part, feeling, hence, etc.

In the next section we study in detail, the heuristics used in FeatureX for relationships mining together with its
formal definitions.

3.2.2 Heuristics

As the candidate feature terms extraction is independent of the context and style of the text, direct application of
NLP techniques are utilized for that purpose. On the other hand feature relationships detection relies on the mean-
ing and style of the language that is used in the text. Such relationships can be classified into two categories based
on the number of features they connect. These are one-to-one relationship, where one feature term connects to
exactly one other feature term and one-to-many relationship, where a feature can have two or more features con-
nected to it. In order to identify these relationship types, it is essential to have a generic approach for detecting
the baseline parent-child hierarchy between features which works for any kind of text input. For this, rather than
treating sentences or parts of sentences as distinct pieces of information, we consider it as a linked chain of cor-
related information which would make sense if read in the order in which they appear in the text. This is the way
a human brain processes text. The brain understands the context by reading the text line-by-line and then based
on the understanding of the read lines the brain proceeds to the next line in the text and connects the context.
We have used this analogy to identify hierarchy and relationships between the subjects and objects in the parsed
sentences with that of the subjects and objects in the succeeding sentences.

The subject/object noun phrases become the candidate feature terms which will be set as a parent or a child
feature based on the position of its first occurrence in the text. For any two related candidate feature terms f1, f2

if f1 occurs first in the text then f1 = par ent ( f2) and f2 becomes the child feature of f1. This way we extract the
parent-child relationships between these candidate feature terms which forms the baseline set of relationships.
This hierarchy will be refined or modified only when the specific type of the relationship is identified. More on this
will be explained in the next sections where each of the two relationships categories and their characteristics in
terms of natural language patterns used for extracting them are explained. This is similar to what has been studied
by several other researchers in related works [37, 90, 212].

CC Coordinating conjunction RB Adverb
CD Cardinal number NNS Noun, plural
DT Determiner PDT Predeterminer
IN Preposition or conjunction NNP Proper noun, singular
JJ Adjective VB Verb, base form

MD Modal verb VBG Verb, gerund, participle
NN Noun, singular or mass VBN Verb, past participle

Table 3.2: Natural language POS Tag abbreviations.

One-to-one mapping relationships

Mandatory and Optional features. These features can be identified by the presence of modal verbs in a given sen-
tence. Model verbs can express necessity or possibility, such as ‘can’, ‘could’, ‘may’, ‘might’, ‘must’, ‘shall’, ‘should’,
‘will’ or ‘would’.
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Example 3

Let us look at an example taken from the excerpt presented in Example 1.1:

“The publishing module can be configured using a custom reports module”

Here the modal verb ‘can’ is connecting the feature terms publishing module and custom reports module. Based
on our application of this rule on the various case studies we have performed it was observed that this type of a
connection is valid for most of such cases occurring in all types of the textual data. With this we suggest a rule
that there exists a one-to-one mapping relationship between the two feature terms and the mapping type could be
Optional as the modal verb does not express obligation like ‘must’ or ‘should’.

Nevertheless, the above rule is still unable to identify that the features publishing module and custom reports
module are not directly related. Thus, the presence of modal verb alone cannot ensure the validity of the relation-
ship. In order to improve the quality of our proposed feature relationships, we consider two additional elements:
the presence of adverbs of time and the use of past/present participles.

Adverbs of time are special adverbs giving an indication as to when in time an action occurred, for what dura-
tion and how often. Some examples of such adverbs are ‘often’, ‘never’, ‘always’, ‘frequently’, ‘normally’, ‘usually’,
‘generally’, ‘regularly’, ‘occasionally’, ‘sometimes’, ‘hardly’ or ‘rarely’. The main advantage of considering adverbs of
time is that they always have a very consistent position in a sentence, bound by the semantic rules of the English
language. In this way, it is easy to propose a generic rule that works for any kind of sentences. We label this set of
words as adv for any further reference in this thesis.

This rule, in conjunction with the detection of contiguous sequences of past and present participle, can help iden-
tify the presence or absence of direct relationship. Such participle combinations are identified by checking for a
verb ending with -ing which is immediately preceded by a verb ending with -ed. Example; ‘..configured using..,’.
This indicates that the features are related and neither one is a sub-feature of the other.

Excludes and Require/Implies features. Now we can extend the one-to-one mapping rules by adding new rules
based on determiners /predeterminers and conditional verbs. Determiners and predeterminers like ‘all’, ‘every’,
‘each’, ‘any’ and ‘some’ can provide information on whether the relationship is mandatory or optional and give an
indication on the cardinality of the mapping function similar to the presence of conditional verbs in a sentence. We
label this set of words as det for further reference. This facilitates the identification of dependencies between dis-
connected features such as require/implies relationships. These cross-tree relationships between 2 feature terms
that will belong to 2 different sub-trees of the Feature diagram representation, are known as Cross-tree constraints
(CTC). For a very simplistic rule related to implies, a conditional sentence with the ’if-then-else’ construct can be
used to identify conditional dependencies amongst the features. Such a rule is also included in the rules set.

Example 4

Since we do not have an excludes and require relationship in the excerpt from Example 1.1, we use a different
example for demonstrating the semantic significance of determiners and predeterminers in mining these cross-
tree constraints (CTC):

“Headphones could be generally provided for all devices with FM radio capability”

Here, the adverb ’generally’, the modal verb ’could’ indicates the optional nature of the relationship and the pre-
determiner ’all’ signifies an implication. This establishes a requires CTC between headphones and FM radio. If it
happens that based on the other feature terms extracted from the remaining part of the specification, Headphones
is the direct parent feature of the FM radio then the relationship might be labeled as Optional.

A well-defined set of rules can be defined which can be applied on a list of wordsℑ for any given tokenized sentence
from a specification document. F is a set of candidate feature terms for which a baseline set of pairwise hierarchy
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is defined as H. Then, for any given pair of feature terms f1, f2 ∈ F such that ( f1, f2) ∈H∪ ( f2, f1) ∈H, the following
rule is satisfied if the corresponding pattern applies:

R1 : Loc( f1) < Loc(MD) < Loc( f2)

R2 : Loc( f1) < Loc(ad v) < Loc( f2)orLoc( f1) < Loc(det ) < Loc( f2)

R3 : Loc( f1) < Loc(V B N −V BG) < Loc( f2)

R4 : Loc("i f ") < Loc( f1) < Loc("then") < Loc( f2)

where, MD,V B N ,V BG are parts-of-speech (POS) tags as defined in Table 3.2 which occur exactly one time, and
for any word x, Loc(x) is a word location/position function defined as:

Loc(x) = f (ℑ) = x ′
∣∣∣∣{ x ′ =ℑ.i ndex(x)

0 É x ′ <ℑ.l eng th

}

We now consider the above 4 rules as categorical variables for classifying a detected relationship. This means that
the 4 classifiers can be used to make a decision on the classification of the relationship. The any-of classification
χr for ℜ different classifiers applied on any feature terms pair (t1, t2) will return either 1 or 0, and can be defined
as:

χr (t1, t2) ∈ {1,0} f or any r ∈ {R1,R2,R3,R4}

Once the classifier identifies the categories, a decision matrix as shown in Table 3.3 is used to decide the final
relationship type of the selected pair of features. This can be defined as:

χ(t1, t2) =
|ℜ|∑

r=1
χr =

{
max(|M|, |O|, |I|, |E|)

;
}

wher e ℜ= {R1,R2,R3,R4}

1 0

R1 M , O M , O, I , E
R2 M , O, I , E O
R3 ; M , O
R4 I , E O

Table 3.3: Decision matrix.

One-to-many mapping relationships

Or, And and Alternative features. These are feature relationship mappings that extend from one feature to multiple
features. Such feature relationships may or may not be mined from a single product specification. A more accurate
assessment can happen when there are several product specifications involved.

Example 5

Consider the following examples from two different products (SelfKey3 and AuthenticID4) of blockchain-based
user identity software applications:

SelfKey
3https://selfkey.org/wp-content/uploads/2017/11/selfkey-whitepaper-en.pdf
4https://tokens.authenticid.co/images/2017/08/AuthenticID-Smart-Identity-Token-Sale_Whitepaper_2.0_

13-Sept-2017_FINAL.pdf
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“We believe that proof of individuality (POI) can be better solved with biometrics than what is currently being
proposed in the Ethereum community – a series of video calls.”

AuthenticID

“Use biometrics and device-related factors to determine if the person whose picture is on the ID document is
actually present. Facial recognition, liveness detection and other methods are key components.”

Here we detect the presence of coordinating conjunctions CC (see Table 3.2) like and and or and prepositions and
conjunctions IN (see Table 3.2) like if. This will detect whether two features:

• must coexist when a parent feature is present (AND relation) or

• they may or may not coexist when a parent feature is present (OR relation)

• they coexist in a mutually exclusive way when a parent feature is present (XOR relation)

The one-to-many relationships can be visualized as a set of feature pairs which have same or semantically similar
parent features. In the mentioned example it can be seen that both products have attempted to use biometrics for
validating the proof of existence of a person in their respective systems. In addition to that, there is another alter-
native suggested in one of the product specifications as series of video calls which can be considered either as an
OR relation or XOR relation, but never an AND relation. Finally the features liveness detection, facial recognition
and other methods have an AND relationship with the feature biometrics. A part of the identity software FM is
shown with the mentioned features and relationships in Figure 3.3. Note that by default an optional or mandatory
relationship with a set of features is an AND connection in FeatureIDE tool [103].

The example illustrates the role of conjunctions and propositions in the sentence for identifying such feature pairs.
To automate this process in FeatureX, there are 2 kinds of extraction rules applied. One that pertains only to a
single product specification and the other that pertains to a situation where there are more than one product
specifications. Given a specification S and any 2 feature pairs ( f1, f2), ( f3, f4) from S, if f1 = s ynonym( f3) then
there exists a relationship R where

R ∈ {AN D,OR, XOR}

( f1/ f3)
R−→ f2

( f1/ f3)
R−→ f4

The specific relationship is identified based on the presence of conjunctions and prepositions as explained in the
example. Similarly, for more than one product specifications S1,S2 and feature pair ( f1, f2) from S1 and ( f ′

1, f ′
2)

from S2 if f ′
1 = s ynonym( f ′

1) then the feature pairs have one-to-many relationship similar to the previous defi-
nition. For this, the evaluation of similarity between feature terms in done using the synonym function from the
WordNet [141] library and choosing an appropriate feature term among the candidate parent features follow the
same rules for feature name selection (Section 3.2.1).

To summarize, the feature relationships extraction heuristics in FeatureX comprises of the steps shown in Algo-
rithm 1.

It can be very optimistic to assume that applying such simple rigid rules can indeed work for any kind of text
specifications irrespective of the inherent ambiguity and grammatical styles possible in English language. For this
reason we would like to emphasize that the rules presented in this work must be considered as an extensible set
which can be improved as and when newer specifications are being tested with FeatureX. The feedback from the
domain engineer will be used as the driver for updating these rule sets in future.
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Figure 3.3: Partial view of Identity software FM (manually created in FeatureIDE [103]).

Input : A set of candidate feature terms F T , selected root feature Fr oot and the raw text content T
Output: Set of 4 text files with heuristics results
Function RelationshipMiner(T,F T,Fr oot):

foreach (f,g) ∈ F T do
▷ Detect one-to-one relations
pair ← SetDirection(f,g,T) ▷ e.g. f → g
foreach rule ∈ [R1,R2,R3,R4] do

▷ apply pattern matching rule
▷ append to R1.txt/R2.txt/R3.txt/R4.txt depending on the current r ul e
results ← ClassifyFeaturePair(T, pair, rule, Fr oot );

end
end
WriteToResultFile(results);
return ▷ R1.txt,R2.txt,R3.txt,R4.txt

Algorithm 1: FeatureX relationships extraction algorithm.

3.3 Implementation

The FeatureX framework has been implemented in Python and its source code is available in GitHub as the Fea-
tureX library5. The implementation relies on the Natural Language Toolkit (NLTK) [40] for using natural language
processing techniques like Part Of Speech (POS) tagging, lemmatization, named entity recognition, stemming,
term frequency and inverse document frequency, etc. The implementation is complete with the programming of
the feature relationships mining heuristics as described in Section 3.2.2. Algorithm 3 describes the logical flow of
the steps used by FeatureX for processing the text document into a candidate FM. This implementation incorpo-
rates the best from the results shared by various previous works.

Algorithm 1 shows the implementation of relationships extraction heuristics for mining one-to-one relationships.
Algorithm 3 processes the raw varied format text data, to a DOT file (DOT is a graph description language, also
referred to in this thesis as dot file) with structured feature terms and their relationships. This output becomes
a candidate Feature Model for one product specification document. Therefore, if we have n different product
specifications, the algorithm will result in n sets of output dot files. The next step is to correlate these dot files and
merge to a single list of CTC, Mandatory, Optional, Alternative, And and Or features. This is demonstrated in the
Algorithms 2 and 4. These are saved in separate text files with content similar to that shown in Figure 3.4. These
files can then be processed further for analysis, validation and finally visualization of the complete Feature Model.
This step of generating the graphical model from the FeatureX’s output is described in Chapter 4.

For devising a feasible implementation plan for the Feature Model extraction problem, we have broken down the

5https://github.com/5Quintessential/FeatureX
6https://vergecurrency.com/assets/Verge-Anonymity-Centric-CryptoCurrency.pdf, http://zerocash-project.org/media/pdf/zerocash-

extended-20140518.pdf, https://cryptonote.org/whitepaper.pdf
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Input : An array of processed DOT file Ddot and root feature Fr oot (Oar r = [Ddot ,Fr oot ])
Output: 6 lists with relationships results
Function RefineOneToOneRelations(Oar r):

foreach (Ddot ,Fr oot ) ∈ Oar r do
▷ Refine one-to-one relations
foreach (r ecor d) ∈ Ddot do

if Rel ati onshi p(r ecor d) == ′M ′ then
▷ appending to list of mandatory relations
Lmand ator y .append(r ecor d) ;

else if Rel ati onshi p(r ecor d) == ′O′ then
▷ appending to list of optional relations
Lopti onal .append(r ecor d) ;

else
▷ appending to list of cross-tree constraints relations
LC T C .append(r ecor d) ;

end
end
▷ consolidate all relations across multiple specifications documents
▷ Optimize the lists
Lmand ator y ← RemoveDuplicates(Lmand ator y ,Fr oot );
Lopti onal ← RemoveDuplicates(Lopti onal ,Fr oot );
LC T C ← RemoveDuplicates(LC T C ,Fr oot );

end
WriteResultsToList(Lmand ator y ,Lopti onal ,LC T C );
return ▷ Lmand ator y ,Lopti onal ,LC T C

Function MatchPatternsForOneToMany(Oar r):
foreach (Ddot ,Fr oot ) ∈ Oar r do

▷ Refine one-to-one relations
foreach (r ecor d) ∈ Ddot do

▷ Detect if there exist a one-to-many relationship and identify the
relationship type name

r ecor d r el ← ComputeRelationship(r ecor d ,Oar r ) ▷ apply pattern matching rule
across all the DOT files

if Rel ati onshi p(r ecor d) == ′A′ then
L And .append(r ecor d) ▷ appending to list of AND relations

else if Rel ati onshi p(r ecor d) == ′R ′ then
LOr .append(r ecor d) ▷ appending to list of OR relations

else
▷ it should be an XOR relation
Lal ter nati ve .append(r ecor d) ▷ appending to list of XOR relations

end
end
▷ consolidate all relations across multiple specifications documents
▷ Optimize the lists
L And ← RemoveDuplicates(L And ,Fr oot );
LOr ← RemoveDuplicates(LOr ,Fr oot );
Lal ter nati ve ← RemoveDuplicates(Lal ter nati ve ,Fr oot );

end
WriteResultsToList(L And ,LOr ,Lal ter nati ve );
return ▷ L And ,LOr ,Lal ter nati ve

Algorithm 2: FeatureX advanced relationships algorithm.
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Input : A product specification document D
Output: A dot file with all feature terms pairs

▷ extract plain text from the document (e.g. PDF)
T ← ExtractText(D, PDFMinerLibrary);
▷ apply NLP techniques for lexical/syntactical analysis, e.g. POS tagging
P ← PreprocessText(T);
P ← CleanWords(P, NonsenseWordsList);
P ← OptimizeForSynonyms(P, WordNetLibrary);
▷ find features by collecting Subject-Object phrases and apply chunking rules for

multi-term features
FT ← IdentifyCandidateFeatureTerms(P);
▷ use frequency distribution to find the most relevant features
Fr oot ← IdentifyCandidateRootFeatures(P,FT);
▷ visualize the connected candidate features
VisualizeFeatureTermsCluster(FT, PatterLibrary);
▷ Calling the relationships heuristics algorithm
REL ← RelationshipMiner(P,FT, Fr oot );
▷ compute final classification using decision matrix
DR ← ApplyDecisionMatrix(REL);
▷ Constructing dot file representing the FM
result ← (FT, Fr oot , DR);
WriteToResultFile(result);
▷ FM.dot file, RootFeature.txt

Algorithm 3: FeatureX algorithm.

Input : A list of dot files (DF ) corresponding to different product specifications document
Output: Set of 6 text files with feature relationships results
Function DotFileComparer(DF):

▷ DOT is a graph description language
foreach (file) ∈ DF do

▷ Identify one-to-one relations
Relationships1 ← RefineOneToOneRelations(file) ;
▷ Append processing results to file
results ← UpdateProcessingResults(Relationships1);
▷ Detect one-to-many relations
Relationships2 ← MatchPatternsForOneToMany(file) ;
▷ Append processing results to file
results ← UpdateProcessingResults(Relationships2);

end
▷ All feature term relationships except complex cross tree constraints

(represented in the form of propositional formulas with more than 3
propositional variables) are outputted to TXT files corresponding to each
feature relationship name

WriteToResultFile(results);
return ▷ Mandatory.txt,Optional.txt,

And.txt,Or.txt,Alternative.txt, CTC.txt

Algorithm 4: FeatureX Dot file comparer algorithm.
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transaction_ledge->mint_transaction
transaction_ledge->backing_escrow_pool
transaction_output->first_coin_commitment

transaction->routing

Figure 3.4: Automatically generated feature terms and relationships - Case study : Cryptocurrency6.

FM extraction process to logical sub-processes. The results from each sub-process will feed into the next process in
the form of process inputs. To help understand the chronological order of the sub-processes in play the flowchart
in figure 3.5 illustrates the flow on how to read the algorithms associated with the FeatureX tool. The approach
that is used to guide this implementation for automatic feature extraction uses the understanding gained from the
way human brain make sense of the content being read. An overly simplified interpretation of this process can be
explained as follows:

• Line by line interpretation of the meaning

• Associating the new understanding with that of the previously read line or lines

• Creating a set of key concepts being explained in the text

• Highlighting the main subject of the text

We propose a novel approach which makes use of techniques available in natural language processing, statistical
analysis of words and phrases frequencies, measuring text similarity and relations and with the use of clustering
and classification algorithms.

3.4 Extraction results

In order to evaluate the FeatureX framework, we compare the FM extracted using our tool with (a) the FM proposed
by domain engineers and (b) the FM proposed by other methods for FM extraction from textual specifications.
The contributions of domain engineers has been key for evaluation of the results, as the benchmark FM is always
a model manually generated by a domain engineer. The results for six different case studies are presented in these
results. These case studies are categorized into two groups:

CS (1) Product lines not studied in other previous works:

(a) Blockchain based identity software: 2 specification documents (whitepapers for SelfKey and Authenti-
cID), part of which are depicted in Figure 3.3.

(b) Cryptocurrency: 3 specification documents (whitepapers for zerocash, verge & cryptonote) part of the
result was demonstrated in Figure 3.4.

CS (2) Product lines studied in previous works:

(a) Car crash management system: 1 specification document [51] and reference FM used from [160].

(b) Anti-virus software: 1 specification document with multiple product descriptions [63].

(c) E-shop software: 1 specification document [82, 90].

(d) Smart home software: 1 specification document [201].

The evaluation results show several improvements in the quality and presentation of results which includes: ap-
propriate feature names; clarity in the relationship hierarchy; elimination of irrelevant feature terms; and produces
a manageable set of features and relationships even from very large specification documents. This makes the vali-
dation of the output FM easier for a domain engineer.
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T ← Text Pre-
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For Each Document
d in T Loop
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Algorithm 3

Fcandi d ate−ter ms .
append (Fd−ter ms )

D ← Relation-
ship Miner

(Fcandi d ate−ter ms )
Algorithm 1 Algorithm 4

For Each ddot f i l e

in D Loop

Match
Patterns For
OneToMany
(ddot f i l e , T)

RefineOneToOne
Relations

(ddot f i l e , T)

DotFile
Comparer(DotF i l es)

UpdateOutputFiles()
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feature terms

Dot files
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selected featured and their relationships (including type)

Text file & Dot file

Figure 3.5: FM extraction : Sub-processes flowchart

In order to compare the results obtained by FeatureX to those from existing works [63, 82, 90, 201], we have used
the expertise of the two senior engineers who have manually created the FMs for CS(1a), CS(1b) and CS(2a).
The same engineers were presented with actual text specifications used by FeatureX, and were asked to gener-
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ate the benchmark FMs for CS(2b), CS(2c) & CS(2d). Thus, manually generated benchmark FMs for all the case
studies were available to be used for a collaborative analysis and comparison of models. This can help evalu-
ating the improvements in the FeatureX generated models when compared to the models from the literature.
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Figure 3.6: FeatureX evaluation with trend lines.

To this end, the domain engineers were provided with
the FMs used the literature [63, 82, 90, 201] and the cor-
responding FeatureX generated FMs. Then, they were
asked to analyze each FM using an evaluation tem-
plate. This template assesses the suitability of each re-
lationship in the FM, seen as a pair of related features
( f1, f2), according to four qualitative criteria:

1. Feature naming appropriateness: Are the name
of the features f1 and f2 suitable? If it is not suit-
able, propose the correct name.

2. Correctness of relationship: Should the relation
among features ( f1, f2) exist in the FM?

3. Feature hierarchy appropriateness: Is the direc-
tion of the relation ( f1, f2) correct ( f1 is the par-
ent) or should it be the reverse ( f2 is the parent)?

4. Confidence in the relationship classification:
Which is the type of relationship (e.g. manda-
tory (M), optional (O) or alternative (A))? Which
is the degree of confidence regarding this type of
relationship?

A sample output of the above analysis study7 is shown
in Table 3.4. This information is consolidated into a
list of valid relevant features and relationships for all the case studies, which plays an important role in evaluating
the quality of the FMs generated from FeatureX and comparing it with previous methods. The following sections
describe this comparison in detail.

Candidate feature pair Corrected name (if needed) Relationship exists? Correct direction? Type* and confidence

(anti_virus, scans) (anti_virus, scans) ✓ ✓ M 100%
(anti_virus, email_spam) (anti_virus, scans) ✓ ✓ M 100%
(scans, malware) (scans, malware) ✓ ✓ A 60%
(spyware_protection, anti_spyware) (scan, spyware_protection) × × A 60%
(anti_virus, product_management) (anti_virus, product_management) ✓ ✓ M 100%
(anti_spyware, remove trojan) (spyware_protection, remove_trojan) ✓ ✓ O 60%
...

...
...

...
...

*As defined in Table 2.1.

Table 3.4: Domain engineer analysis of FMs for Anti-virus product line (CS(2b)).

3.4.1 Evaluation metrics

Two significant metrics are used in the comparison: precision (measuring how many of the extracted features
are relevant) and recall (measuring how many of the relevant features were successfully identified). Ideally, an
effective extraction framework should exhibit both high precision, with few false positives among the candidate
features and high recall, with few missing features among the candidates. In the context of feature terms extraction,

7The complete details of this evaluation can be found here: https://github.com/5Quintessential/FeatureX/blob/master/results/EvaluationReport.pdf
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precision and recall are defined as follows:

Pr eci si on = |{relevant features}∩ {extracted features}|
|{extracted features}|

Recal l = |{relevant features}∩ {extracted features}|
|{relevant features}|

Apart from precision and recall, the following metrics are also presented for each example:

1. Number of words in the specification used, i.e. the size of the documents used for processing and deriving
the FM.

2. Number of candidate features extracted before i.e. the total number of keywords or feature terms or feature
clusters derived during the extraction process.

3. Percentage of correct feature names identified.

4. Percentage of valid cross tree constraints mined.

For all metrics, the values compare the output produced by FeatureX with the results produced by the manual
study performed by the domain engineers as described previously.

3.4.2 Observations

The papers [63, 82, 90, 201] presented the FM generated for 3 different case studies (CS(2b), CS(2c) and CS(2d))
using their respective approaches and tools. Overall, the FMs generated by FeatureX for the same case studies
were comparable with the results presented in the mentioned papers: there was a 90% match between features
and 45% match between relationships. In the following, we compare the outputs in more detail to assess the
benefits of using FeatureX with respect to state-of-the-art methods.

A comparison of the visualized FMs generated by FeatureX in relation to the resulting FMs from the respective
research works are presented in Table 3.5. Figure 3.6 is a scatter plot of the precision and recall values obtained for
all the 6 case studies against the number of words used to derive each of those results. We compare the outputs
of FeatureX with the tools used for each case study in Tables 3.6 and 3.7. The observations made on the results
are:

• The correctness of feature relationships is improving when the size of the processed text data is increas-
ing. This could mean that there is more information in larger text which is useful to narrow down feature
relationships to a more succinct set of values, thus increasing the precision.

• The automated names assigned for the features were accurate between 41%-60% of the features in all the
case studies. For the rest, the domain experts selected a name which does not appear in the text.

• The FeatureX processing time for each of the case studies was similar (around 3 minutes) irrespective of the
size of the input text used.

A threat to validity of this evaluation is the limited number of domain engineers who were involved in creating
the manual FMs used as the benchmark and the limited number of case studies used for evaluation. The cor-
rectness and validity of the benchmark FM could be argued, but the similarity (≈90%) between the FeatureX FMs
with the results obtained by other research supports the validity of the extraction methods used in the framework.
Using simple POS-based rules for extracting valid feature terms might seem trivial, but these rules have proved
to be capable of detecting a significant number of potential features and relationships. These can be extended to
include more rules to allow significant improvement in the completeness and correctness of features and relation-
ships.
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FeatureX FM FM in Literature

Table 3.5: FM comparison with FM in Literature (SmartHome[201], Eshop [90] & Anti-virus [63])

Case study # words # extracted features % correct feature names % valid cross-tree constraints

CS(1a) 11258 72 44% 60%
CS(1b) 29528 237 52% 75%
CS(2a) 4479 68 41% 88%
CS(2b) 864 220 60% 50%
CS(2c) 459 40 60% 68%
CS(2d) 552 63 48% 80%

Table 3.6: FeatureX performance.

3.5 Threats to Validity

Though the best efforts have been kept for ensuring maximum coverage of relevant papers to be included in the
literature survey, it is important to mention the possible weaknesses of this work in terms of coverage and review
method.

We have searched through the significant databases and have selected the most relevant and significant papers

46



FeatureX Other tools

Case
Features Relationships Features Relationships

study Rel Extr Precision Recall Rel Extr Precision Recall Rel Extr Precision Recall Rel Extr Precision Recall

CS(1a) 15 32 0.44 0.82 14 31 0.45 0.75 - - - - - - - -
CS(1b) 20 27 0.73 0.77 23 26 0.87 0.76 - - - - - - - -
CS(2a) 13 32 0.41 0.88 12 31 0.41 0.58 - - - - - - - -
CS(2b) 15 26 0.59 0.65 16 25 0.65 0.68 7 13 0.53 0.55 6 12 0.50 0.37
CS(2c) 6 16 0.40 0.57 8 15 0.54 0.48 13 24 0.54 0.45 12 23 0.57 0.43
CS(2d) 13 29 0.46 0.93 17 28 0.63 0.52 16 27 0.59 0.57 15 26 0.66 0.55

Rel: Number of extracted features considered relevant by a domain engineer. Extr: Total number of extracted features (both

relevant and irrelevant).

Table 3.7: Comparing feature and relationship extraction between FeatureX and state-of-the-art approaches.

for this survey subject using a very generic set of keywords. Though the search resulted in thousands of results,
the detailed filtering of papers was done manually. It could be possible that some research work could have been
missed due to human error. We have not searched in a few other databases such as Scopus and ScienceDirect. But
we believe that this will not pose a serious threat as we have started our work by reviewing a recent survey work by
Bakar et al. [20], who have included these missing databases in their survey.

Regarding the evaluation of tool support, we have attempted to contact the authors and get access to the tools
used in that paper. When such contacting efforts failed, we have excluded the practical evaluation of the research
results for those papers and have cited the unavailability of tool support as a limitation.

3.6 Summary

In this chapter we discussed about the main limitations in the tools and techniques available for extracting product
features and product feature relationships from Software Product Line specifications. Keeping these limitations in
mind we explained the details about a novel approach proposed by this thesis for FM extraction from SPL specifi-
cations. This was followed by a discussion around the way we devised the mentioned approach together with an
elaborate study on evaluating the approach against existing research works.

The contributions of this chapter are: (1) the description of a novel FM extraction framework from natural language
specifications (in English), which we call FeatureX ; (2) an implementation of the proposed framework as an open
source tool using the state-of-the-art NLP package NLTK [40]; (3) an evaluation of its effectiveness with respect to
the feedback from domain engineers; and (4) a comparison with other approaches from the literature.
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Chapter 4

FM Validation

While FMs are very useful to describe and manage an SPL, producing them is a complex task as they require pro-
found domain knowledge. Thus, even though they can be produced by human experts, there has been a significant
amount of research in automating the generation of a FM from textual documentation [21, 120]. As a result, FMs
can be generated using a variety of techniques, either manual or (semi-)automatic, and produce different FMs
depending on the approach used.

Nevertheless, a key weakness of current research is the lack of a mechanism to correlate the information of the FM
with the source documents. In particular, we would be interested in assessing the correctness and the complete-
ness of the different elements of a FM, that is, measuring if the source documents justify the choice of a certain
feature or relationship and if there are any missing elements. Typically, current works, including the FeatureX
framework, measure this accuracy by producing another FM manually with the help of a domain expert, and com-
paring it with the original FM. Nevertheless, this comparison has several shortcomings. First, it is “expensive” in
the sense that it requires the involvement of a human expert. Second, it may be ambiguous, as different experts
may produce different reference FMs, leading to different results in the comparison. And third, it does not take
advantage of the information available in the source documents, which may include data that has been neglected
by the expert.

In this chapter, we propose a method to assess the quality of a FM with respect to one or more textual specification
documents which was used as the source documents for generating the FM. Quality is defined as having both
correct and complete sets of features and relationships, that is, all elements should be supported by the information
in the text and there should not be missing elements. The specific contributions of our work on FM validation are
the following:

1. A method that assigns a confidence score in the [0..1] range to each feature and relationship in the FM. This
score measures the likelihood/probability that the textual documents identify this element as a relevant
feature or relationship in the product line.

2. A visual representation of the confidence scores in the form of a heatmap of the FM, that is both intuitive
and informative for product designers.

3. Heuristics to highlight potentially relevant missing features or relationships to designers.

This information has a wide variety of applications: validating the method used to generate the FM; identifying
potential fixes or improvements to the FM; comparing and choosing between alternative FMs produced from dif-
ferent sources; improving the understanding of the FM and the SPL; or detecting errors or omissions in the source
documents.

The remainder of this chapter is structured as follows. Section 4.1 provides an overview of the proposed FM val-
idation approach. Section 4.2 describes how the correctness and completeness of features and relationships is
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measured by means of Machine Learning techniques. Section 4.3 describes the visualization of this correctness
and completeness using a heatmap. In Section 4.4, we apply our evaluation method to several case studies and
discuss our findings. And finally in Section 4.5, we summarize the chapter, highlighting the threats to validity and
conclusion.

4.1 Overview

The idea behind validation of Feature Models originates from the fact that there is no single FM that can be identi-
fied as the only correct representation of all the features and relationships of a given software product line specifi-
cation. This is mainly attributed to the inherent nature of textual information which can be interpreted differently
by different domain engineers. This leads to the generation of multiple FMs from the same specification sources.
To demonstrate this, we have selected the below excerpt from the specifications of an e-commerce product line
and apply parts of speech (POS) tagging of the highlighted sentences.

“The system supports paying with credit cards. If a customer pays with a credit card, the system approves first the
payment by contacting the credit card company. When the system completes recording an order, the supplier can
ship the ordered products to the customer. The system sends the shipping documents via email. When the system
finalizes a software order details, the supplier ships the ordered product via email. The system sends the shipping
documents. The system supports different shipping options. However, if a customer buys a very small product, the
system supports only air mail shipping. The system displays the available products. When a registered customer
buys a product, the system updates the inventory. The system supports paying with gift cards. If a customer pays
with a gift card, the system supports only land shipping. A customer can track the purchase status. The system
provides details on the product delivery status. The system supports paying with PayPal. If a customer pays
with PayPal, the System verifies the PayPal payment information.”

POS tagged sentences:

[(’The’, ’DT’), (’system’, ’NN’), (’supports’, ’VBZ’), (’paying’, ’VBG’), (’with’, ’IN’), (’credit’, ’NN’), (’cards’, ’NNS’), (’.’,
’.’)] [(’The’, ’DT’), (’system’, ’NN’), (’supports’, ’VBZ’), (’paying’, ’VBG’), (’with’, ’IN’), (’gift’, ’NN’), (’cards’, ’NNS’),
(’.’, ’.’)] [(’If’, ’IN’), (’a’, ’DT’), (’customer’, ’NN’), (’pays’, ’VBZ’), (’with’, ’IN’), (’PayPal’, ’NNP’), (’,’, ’,’), (’the’, ’DT’),
(’System’, ’NNP’), (’verifies’, ’VBZ’), (’the’, ’DT’), (’PayPal’, ’NNP’), (’payment’, ’NN’), (’information’, ’NN’), (’.’, ’.’)]

Manually, looking at the sentence, it can be inferred that the following could be the probable features of the product
and are the alternative payment methods supported by the system:

• ’the system supports paying’ is the root of this sub-tree of the FM.

• ’credit cards’ is one of the features of ’the system supports paying’.

• ’gift cards’ is one of the features of ’the system supports paying’.

• ’PayPal’ is yet another feature of ’the system supports paying’.

In order to automate this kind of information detection from any such specification text, it is important to get
some level of understanding of the language used in the text in terms of the grammatical structure, tense used
and the writing style. While parsing the tokens (words) from left to right and picking up the relevant tokens to be
considered as a feature, it is possible to determine the criteria that decides when to pick the token and when to
stop picking it, as it is an n-gram selection. With that in mind, we target to identify the sequence of the various
distinct POS tag sequences in the text and manually check the significance of these tag sequences in contributing
towards labeling a phrase as a feature. Therefore the n-gram selection can reduce into a POS tag sequence selection
problem. For the current example under review we will label the features as F1, F2, F3 and F4.

• F1 = ’the system supports paying’ = DT NN VBZ VBG

• F2 = ’credit cards’ = NN NNS
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• F3 = ’gift cards’ = NN NNS

• F4 = ’paypal’ = NNP

For each token, starting from the first token, we can compute the distinct transitions to other tags in the text as is
shown in Table 4.1.

Tag sequence count probability in text
DT → NN 14 0.0006
NN → VBZ 105 0.0003
VBZ → VBG 6 0.0000345
VBG → IN 3 0.00001
IN → NN 7 0.00004
NN → NNS 13 0.00007
IN → DT 14 0.00008
VBZ → IN 4 0.00002
IN → NNP 2 0.00001
NNP → DT 1 0.000005
DT → NNP 2 0.00001
NNP → VBZ 1 0.000005
VBZ → DT 38 0.0002
NNP → NN 1 0.000005
NN → NN 24 0.0769

Table 4.1: POS tag sequence probabilities

Such tag sequence probability information from the text, highlights the language style used and the characteristics
of the English grammar used in the text. Based on several manual evaluation of product specification documents it
is observed that the feature terms would mostly contain one or more type of nouns and verbs. This understanding
can be used to formulate a strategy for identifying the POS tag sequences that can be applied on the text corpus and
potential candidate feature terms could be identified. Therefore the probable feature terms that could be identified
from the text are: F ′

1 = the system supports, F ′
2 = with credit cards. F ′

3 = with gift cards. F ′
4 = with paypal.

We consider this to be a valid identification of feature terms based on the characteristics of the given corpus,
independent of any domain knowledge. The FM for this is illustrated in Figure 4.1. The FM demonstrates a product
variation that is extracted from the reviewed textual specification. If this information can be combined with a
heuristics for detecting feature relationships, we could potentially generate a probabilistic Feature Model, which,
for this example, is manually generated using FeatureIDE [103]. Figure 4.1 displays the 3 payment alternatives of
the system.

Figure 4.1: Part of the FM for E-Shop generated using FeatureIDE [103].

The figure 4.2 shows the features and relationships identified from literature and the FM created by a domain
engineer for the same specification. By comparing the two FMs it is evident that the text has been interpreted
differently as is shown in Table 4.2. It is obvious that such differences are always going to be present if different
domain experts generate the FM. Given such a situation, it is most ideal to be able to validate FM against the
information from the source text that was used for the FM generation, rather than gauging it against the model
generated by one or more domain engineers. This way there is an opportunity to compare the reasoning behind
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Figure 4.2: FM from literature (left) vs manually created FM in FeatureIDE [103] (right)

the specific FM configuration with that of the text information present in the source documents. This type of
validation can also help identify inconsistent information in the text document and assist the RE practitioner to
correct them based on the FM validation results. Moreover, the current inability to evaluate FM in a deterministic
way further threatens the validity of the FM extraction approaches identified by various research works. Therefore,
this way of cross checking the information demonstrated by the FM against the information in the source text can
alleviate the FM verification and validation problem to some extend due to its generic nature which is not biased
by any preconceived knowledge of the domain.

Features Literature FM Manual FM

- Gift Card
- Credit card
- PayPal

Optional payment methods
without mutual exclusion

Mutually exclusive alterna-
tives

Shipping options Or relationship Mutually exclusive alterna-
tives

Cross-tree
constraints

No constraint for the re-
lationship between land
shipping and gift card pay-
ment option

Includes the constraint be-
tween land shipping and
gift card payment

Missing features - Recording Order
- Display Products
- Track Purchase Status
- Update Inventory

- Recording Order
- Product delivery status
- Track Purchase Status
- Update Inventory

Table 4.2: FM comparison

With this intend in mind, we now explain the inputs and the output of the proposed FM verification and validation
method. The inputs to this method are the two descriptions of a software product line:

1. A text document or a set of documents describing the SPL in natural language. These documents can be user
manuals, product specifications, product comparisons or requirements documents for the complete SPL.

2. A Feature Model that captures the features and relationships in the SPL. It can either be produced manually
by a domain expert or generated by a (semi-)automatic extraction method.

Our goal is to quantify the level of concordance between these two descriptions using Machine Learning and
Natural-Language Processing. There are two directions in which this concordance should be checked:

1. Correctness: The features in the FM should refer to concepts that are mentioned in the source documents (ei-
ther literally, using synonyms or related terms) and that are relevant within the text. Moreover, relationships
in the FM should connect features that are linked within the text.
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2. Completeness: All relevant concepts in the textual documents should appear as features in the FM.

Given a textual description of a product line and/or the products it includes, there may be several alternative
formalizations of the SPL that can be considered correct. For instance, there could be different understandings of
what concepts should be considered a feature, how to group them and choose the name for a particular feature
or what are the relations between features. Thus, in general it will not be possible to establish correctness and
completeness with a ”yes or no” answer. Instead, we will compute a [0..1] confidence score for each concept and
relationship in the textual requirements. A higher confidence score means that the concept is more relevant within
the text, i.e., it is used more often or has been indirectly referred to several times. Then, we will match these scores
with the features and relationships in the FM to identify which elements are supported by the information in the
text and which relevant elements are potentially missing.

Finally, we will produce a graphical visualization of this concordance, to make this information more usable and
informative to designers and domain experts. This visualization will use the heatmap metaphor, where elements
are painted with a color according to their confidence: colder colors (blue) for low confidence and hotter colors
(red) for higher confidence.

4.1.1 Case Studies

In order to evaluate and illustrate our approach, we will use four different case studies of product lines described
both as a textual specification and a Feature Model. Most of these case studies have already been introduced
in section 3.4 except for the SUV product line. We have also not considered to use the previous case studies of
home automation tool and anti-virus specifications for FM validation. While working with the mentioned 2 spec-
ifications as part of the FM extraction, we detected a large number of inconsistencies and incompleteness in the
specifications itself which were misleading the FM extraction results. Therefore these 2 case studies have not been
considered here. For the rest, as we will be using parts of the case studies as examples to explain different com-
ponents of our method, we briefly reintroduce them before describing the approach in detail. The case study
specifications have been carefully selected from 4 different product lines or domains with varying size or length of
the product descriptions. This ranges from a small toy example with 44 sentences that describe the product feature
specifications to a very large specification with 55000 sentences that is spread across 6 different documents. This
way we aim to compare the performance of the FM validation approach and identify areas of improvement which
will be scoped for future work in this research subject.

Textual requirements FM

ID Product line Product Sentences Source

S1 SUV Audi 8.328 FeatureX [177]
Mazda 7.055
Toyota 4.819
Infinity 9.366
Honda 8.162
Mercedes 8.871

S2 Cryptocurrency Verge 246 Feature X [177] +
ZeroCash 1.461 Domain expert [177]
CryptoNote 411

S3 bCMS Complete SPL 338 Feature X [177] +
Domain expert [160]

S4 E-shop Complete SPL 44 Extracted in [82, 90, 177]

Table 4.3: Summary of the case studies.

The case studies have been used for gen-
erating two or more Feature Models using
FeatureX framework, methods proposed
in other research literature and manually
by domain experts. At that point the
2 inputs required for this FM validation
method is ready, which are, an FM and
the text data that was used for generating
the FM. The FM validation approach pro-
cesses this information and generates con-
fidence scores against each feature and its
relationship. This means that for an input
text T if there are 2 Feature Models FM1,
FM2, then for each feature and its relation-
ships f , fr ∈ FM1 ∪FM2, confidence scores
Cf ,Cfr is computed for every feature and
its relationships.

These computed confidence scores are
initially saved into text files similar to the
one shown in figure 4.3 for the E-Shop FM
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produced by literature. It is then converted into the dot file format by the heatmap generator module that aids in
graphically visualizing this result. The FM input provided to the validation method is in the form of a text file that
will list out the features and relationships in the order in which it appears in the tree structure using the breadth
first or level-order traversal. The features are listed out with their corresponding incremental ID number and the
relationships are documented in the form of 2 feature id numbers and the abbreviated relationship type table 2.1.
Therefore the first 2 columns from the left hand side of the table and the first 3 columns in the right hand side of
the table in figure 4.3 is provided as input to the validation logic. The FM validation logic then fills-in the confi-
dence score values for the features and the relationships together with the expected relationship type based on the
information in the textual specification.

Left hand side - Features in chronological order in which it appears in the FM and Confidence score.
Right hand side - feature #1, feature #2, Found relationship type in FM, Score, Expected relationship type (refer table 2.1).

Figure 4.3: FM validation results for E-Shop FM generated from literature.

Here are the specifics of the textual data that feeds into the FM validation method for the different case studies that
have been used in this evaluation.

• Case study S1 describes the product line of mid-size SUVs (sport utility vehicles) from six different car manu-
facturers. The textual specification is the owner manual (a PDF document) for each brand, with around 8.000
to 9.000 sentences per document. The FM to be evaluated is produced by the FM extractor FeatureX [177].

• Case study S2 specifies a product line of cryptocurrencies, studying the specification documents of three
different currencies. In addition to automatically extracted FMs for this product line, there is a FM defined
by a domain expert.

• Case study S3 is a specification of a product line for a crash management system (bCMS) [51] specified in
a single document. It has been previously used by several researchers as a case study for feature extraction
[57, 87, 177]. Moreover, a reference FM [160] proposed by a domain expert is also available.

• Case study S4 describes the order processing module of electronic commerce applications (E-shop). This
product line has also been used as a benchmark by previous works on feature extraction [82, 90, 177], so
several FM descriptions are available.

Table 4.3 summarizes the details of the four case studies, including the length of the specification (number of sen-
tences) and the source of the Feature Model (either defined by a domain experted or extracted using an automatic
tool). All the inputs (source documents and FMs) and outputs of the validation are available in a public repository
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in GitHub1.

Features

Id Name Score

1 mid_size_suv 0.69
2 driving_assist_system 0.95
3 driving_safety_system 0.97
4 emission_control_system 0.92
5 climate_control_system 0.95

Relationships

Parent Child Type Score

1 2 Mandatory 0.67
1 3 Mandatory 0.59
1 4 Mandatory 0.99
1 5 Mandatory 0.42

Table 4.4: Sample evaluation of a FM in the SUV case study.

4.2 Feature Model evaluation

In this section, we describe the process that we use to identify features and relationships in a set of textual doc-
uments and assign them a confidence score. Table 4.4 shows an example of the expected output of this process,
which indicates a high level of confidence in the proposed features but a low level of confidence in some of the
relationships. We aim to provide this confidence score (a) for each feature and relationship in a FM and (b) for
salient features detected in the analysis of the textual documents.

First, we present the strategy for predicting features in subsection 4.2.1. Then, subsection 4.2.2 explains the predic-
tion of relationships. A simplified version of the complete procedure, combining feature prediction, relationship
prediction and additional heuristics, is listed in Algorithm 5. Later, Section 4.3 will discuss how these confidence
scores can be shown to designers in an intuitive and informative way.

4.2.1 Validating features

Overall strategy

Feature extraction is a process where a word or a phrase (sequence of words) is identified as a representation of a
distinct ability, a user visible characteristic or a supporting prominent and distinctive functionality of the software
product [101].

In order to increase the applicability of our method to as many product lines as possible, we have made two im-
portant design decisions. First, textual requirement specifications can be very long documents, for instance, thou-
sands of sentences in our case studies. As some NLP tasks can be computationally very expensive, we have opted
for techniques that are efficient, discarding methods that may yield a better accuracy but incur in a significant
overhead (such as methods based on semantics). And, second, we will not require a domain vocabulary or ontol-
ogy as an additional input, as it may be unavailable for some SPLs.

Following these decisions, we have used several IR/NLP techniques for the identification of features:

• Part-of-speech(POS) tagging [40]: This analysis assigns categories (such as noun, verb or adjective) to a term,
considering its definition and contextual information, e.g., its position in the sentence and adjacent words.

• Term frequency-Inverse document frequency (TF-IDF) [132]: This metric measures the frequency and the
relative frequency of a term in a document or corpus.

• Detection of synonyms: A concept can be described using different terms in different parts of a document.
We use the WordNet lexical database [40] together with the Python Enchant2 library to detect such synonyms
and take them into account in the TF-IDF computation.

1https://github.com/5Quintessential/FMEvaluator-ML
2https://www.abisource.com/projects/enchant/
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Phrase Response NNP VB NN VBN . . . VBP
Id Variable (Y ) (x1) (x2) (x3) (x4) (xm)

1 Feature 2 0 0 . . . 0
2 Not-Feature 0 1 1 . . . 0
3 Not-Feature 1 0 0 . . . 1
...

...
...

...
...

...
...

POS tags used in this dataset

Noun: NN = singular noun, NNP = singular proper noun
Verb: VB = base, VBN = past participle, VBP = present tense

Table 4.5: Sample labeled dataset used for training.

• Pronoun resolution: Pronouns can refer to some feature that is mentioned previously, either in the same or
sentence or in previous ones. Similarly to the case of synonyms, we track the use of pronouns to improve the
accuracy of our TDF-IDF metric.

• Removal of stop words and meaningless words: Text typically includes common words that do not affect the
meaning of the text (e.g., the, this, . . . ). Furthermore, if the requirement documents use the PDF format,
there may be errors in the extraction of text, such as embedded symbols or graphics in the text, problems
with hyphened words, . . . All these words should be removed from the text prior to our analysis.

These techniques will be complemented with supervised learning to detect patterns in the text that indicate po-
tential references to a feature. These patterns will be defined as sequences of POS tags, where we only consider
the count of each type of POS tag in the sequence (but not its position). In order to search for these patterns, the
specification will be split into groups of n consecutive words (n-grams) where n will be given by the length of the
longest positive (feature) sequence we have identified.

The rationale for this analysis is that features in a given domain may follow or use certain common structures, so
studying sample features can help us identify additional ones. As we are using supervised learning, we will require
a labeled dataset for training with both positive and negative examples, that is, sequences of POS tags that refer
to a correct feature and sequences that do not. Positive examples can be obtained, for instance, from the Feature
Model (allowing a domain expert to screen representative feature names) or from the textual requirements (the
table of contents or glossary). For instance, Table 4.5 shows a potential dataset that could be used for training. After
training, the classifier can inspect the remaining n-grams in the document to identify feature candidates.

Classification using Machine Learning

In ML, a response or dependent variable is the output of the model that is being studied. Explanatory or indepen-
dent variables3 are measured or set by the researcher and become the input to the model. These variables are
called explanatory because they explain how the response variable is affected by their changes.

The explanatory variables selected to model this ML problem are the counts for the POS tags in a given n-gram,
while the response variable Y has two potential values: 0 (the n-gram is not a feature) or 1 (it is a feature). As
the response variable can have only two values, this problem definition fits the framework of binomial logistic
regression [129, 153]. We chose to use logistic regression [156] only because we are interested in the probability of
the response variable being a feature. We chose this supervised machine learning algorithm because (i) it provides
a measure of probability, rather than simply answering “yes” or “no”; and (ii) it can take advantage of domain expert
knowledge for selecting explanatory variables and generating the input dataset for the ML algorithm.

3In supervised learning, a more popular term to refer to explanatory variables is feature. To avoid ambiguity with the features of a SPL, we
use the term “explanatory variable”, which is more typically used in statistics but describes the same concept.
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Id Product line Significant POS tag set

S1 Mid-size SUV NN, NNP, NNPS, NNS
VBD, VBZ, VBP, VBG

S2 Cryptocurrency NN, NNP, NNPS
VB, VBZ, VBP, VBG

S3 bCMS NN, NNP
VB

S4 E-shop NN, NNP
VB

Table 4.6: Relevant POS tag sets in the four case studies.

Our case studies include on an average 32 distinct POS tags. Considering the problem of overfitting, we used Lasso
regression [138] for selecting the most significant explanatory variables. This process is also known as dimen-
sionality reduction which is used as a shrinkage method and for variable selection. Table 4.6 shows the relevant
explanatory variables identified for the four case studies. It shows that the classifier will mostly consider noun
phrases (POS tags beginning with N) and verb phrases (POS tags beginning with V).

The linear model used by the definition of the logistic regression paradigm is a linear expression as shown be-
low:

β1 · x1 +β2 · x2 +β3 · x3 + . . .+βm · xm

where x1, x2, .., xm are the discrete variables that holds the count of each different POS tags and the β values are the
coefficients computed for the respective POS tag.

We will not detail how the values of the β coefficients are established during the training phase, as this is out of
the scope of this paper (see [156]). Nevertheless, we will show how they can be used to classify a new n-gram after
training.

For instance consider an example from our case study S1, mid-size SUVs. One of the features of an SUV, traffic
sign recognition is tagged as (traffic, NNP), (sign, NN), (recognition, NN), where the tags correspond to two singular
nouns (NN) and a singular proper noun (NNP).β1 andβ2 are the coefficients for the tags NN and NNP, respectively.
The corresponding x values are the count of each of type of tags in our n-gram. Thus, in this example, x1 = 2 and
x2 = 1. Hence the probability of this phrase traffic sign recognition being a feature is computed as P (Y = 1) = p. By
definition of logistic regression:

log

(
p

1−p

)
=β1 · x1 +β2 · x2

where the LHS function (the logistic function, that gives its name to this type of regression) is defined as the loga-
rithm of odds. The respective β values from this case study are β1 = 1.378 and β2 = 1.224. Then,

log

(
p

1−p

)
= (1.378∗2+1.224∗1)

p = e(1.378∗2+1.224∗1)

1+e(1.378∗2+1.224∗1)

Hence p = 0.982, which is very close to 1. This means that this phrase has a very high probability of being a
feature.

With regards to the implementation, we have used R [69] to generate a summary of the logistic regression model
fitted to the training dataset. We used the R library glmnet for applying the Lasso regression shrinkage method and
saved the resulting reduced set of explanatory variables and the corresponding coefficients. These explanatory
variables (POS tags) are then used by the feature classifier/predictor implemented in Python, which uses NLTK
(Natural Language Toolkit) to perform NLP tasks such as computing POS tags and synonyms lookup.
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Summary

We define a labeled dataset with positive and negative examples of features, describing the sequence of POS tags
in each of them. This dataset will be used to train a classifier using supervised learning. This classifier will analyze
the input text and identify a set of candidate features. In order to optimize the total number of candidate features
and to ensure an efficient code execution time even for larger text corpus, a combination of TF-IDF metric and
synonym term replacement has been used.

4.2.2 Validating relationships

Overall strategy.

The features prediction phase of our analysis was able to detect significant candidate feature terms, which we
also refer to as concepts. To complete the validation of the FM, we need to establish two traits. First, we need to
check if the features that are related in the FM also exhibit that connection in the text. And second, if the type
of connection between them is consistent. For the sake of conciseness, we will focus our discussion on the first
dimension (quantifying the degree of relation between two concepts) and provide a couple of useful heuristics for
validating the type of relationship.

Similar to that of feature prediction, some other approaches to establish the distance between concepts (such
as word embeddings) may be computationally complex. Instead, we will trade off potential gains in accuracy to
ensure an efficient computation. In this case, we will define a distance metric based on the relative position of the
two concepts within the source documents.

Estimating the closeness between two features.

Intuitively, if two concepts are related, this relation will manifest in their position in the source documents. That
is, related concepts tend to be introduced at the same point of the discussion or, at least, to be presented close
to each other. Therefore, we define a distance metric da,b between two features a and b that measures the least
number of sentences that separate their mentions within the document. For instance, features introduced in the
same sentence would be at a distance 0. Whereas the distance will be 1 if they were mentioned in consecutive
sentences, and so on. In this computation, it is very important to consider synonyms in order to properly identify
the various occurrences of each feature.

We have modified the distance calculation approach for computational efficiency based on a heuristic. The dis-
tance between 2 features is same as the difference between the distances between each feature and the root feature.
This means that instead of computing distances between each pair of features, we compute the distance of each
feature to the root feature of the FM (the most relevant concept in the document, e.g., determined using the TF-
IDF metric). Then, the distance between two concepts is established as the difference between their distances to
the root feature.

da,b = ∣∣da,r oot −db,r oot
∣∣

When a specification consists of several documents (each can have very different lengths), it is necessary to nor-
malize these distances in order to allow them to be comparable. We use the min-max standardization to convert
an arbitrary distance into a value in the [0..1] interval:.

d ′
a,b = da,b −mi n(d)

max(d)−mi n(d)

Using this normalized distance, the computation of a confidence score for relationships is straightforward:

confidencex,y = 1−d ′
x,y

The closer the distance, higher the confidence.
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Figure 4.4: Examples of the heatmap visualization in two case studies: (top) Fragment of bCMS (S3); (bottom) E-
Shop (S4).

Evaluating the relationship type.

The identification of the relationship type may require a more complex analysis, considering its semantics, the use
of determiners (all/some), conjunctions (and/or) or the use of modal verbs (may/might/must), e.g. [177].

Given that our visualization focuses on describing the strength of the relationship between two features, we have
not aimed to explore new techniques for evaluating the relationship type. Instead we use a heuristic for identifying
mandatory versus optional features. The text documents of a product line consists of a set of product specifications.
A feature is mandatory if the feature (or a synonym) is referenced in all documents. If not, then we assume it is
optional.

4.3 Heatmap visualization

In order to graphically visualize and evaluate the validity of the information about the correctness of any given
FM, we will paint the FM as a heatmap. Each feature and relationship in the FM will be given a color according to
the probability score computed by our predictor models, from blue (low, i.e., less probable) to red (high, i.e., more
probable). In this way, designers can quickly assess which parts of the FM are backed by the information in the
textual specification and which are not.
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Input : A set of product specification documents D
Output: A Feature predictor model (M) and a Relations predictor table (RT )

Function FeaturesPredictor(D):
foreach d ∈ D do

▷ Extract text from file
T ← ExtractText(d)
▷ remove symbols and special characters
▷ remove unnecessary spaces
▷ apply sentence tokenize
S[] ← PreProcessText(T)
cor pus ← cor pus.append(GenerateLabeledText(S))

end
▷ Preparing training data
F[] ← ReadManualFeatures()
▷ logistic regression training data
LR ← GenerateTrainingData(cor pus)
▷ compute coefficients
Coeff ← ComputeLogisticRegressionCoefficients(LR)
▷ Prepare test data
TD ← GenerateTestData(S)
▷ Repeat train and test until an acceptable misclassification rate
FeaturePredictorModel ← Model(FinalLogisticRegression)
M← FeaturePredictorModel

Function RelationsPredictor(cor pus):
▷ Compute tf-idf scores for all distinct words
St f i d f ← GetTfidfAndSort(cor pus, ’desc’)
▷ Select Root feature word
Fr oot ← GetRootFeatureWord(St f i d f )
▷ Get all the noun and verb based phrases with an arbitrary n-gram sequences
C andi d ateFeatur es ← GenerateNounVerbPhrases(cor pus)
foreach cf ∈ C andi d ateFeatur es do

▷ Count the number of phrases separating the phrase and the nearest phrase
with the root feature word

di stc f ← ComputeDistance(cf, Fr oot )
▷ Store all distance values for all phrases
al l_di st .append(di stc f )

end
▷ Normalize all distance values and generate the scores table
RT ← GenerateDistanceScoresTable(al l_di st , C andi d ateFeatur es)

Algorithm 5: FMEvaluator model generator.
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To create this heatmap of the FM, our approach uses the Graphviz graph visualization package4. To this end,
our approach generates a description of the FM in the dot textual notation used by Graphviz. The features and
relationships become vertices and edges in the graph, and the probability score from our analysis of the textual
specification is translated into a color in the blue-red scale. Then, Graphviz prepares the layout of the features and
creates the colored heatmap that is presented to designers.

Figure 4.4(top) shows an example of this heatmap visualization. It depicts a fragment of the FM defined by the
domain expert for the bCMS case study (S3), a crisis management system. We notice that most leaf features from
the FM have a high confidence, such as victim, route_plan or soap. Meanwhile, most internal features have a
low confidence and possibly arise from the expert’s knowledge of the domain, rather than the contents of the
document. Nevertheless, internal features such as protocol, users or crisis management play a relevant role in the
textual specification.

In addition to visualizing the correctness of the FM, it is also possible to visualize its completeness in a similar
manner. The main idea is to show, along with the features in the FM, those concepts that play a relevant role
in the textual specification but are not included in the FM. These “candidate” features are shown in the position
where they best fit in the current FM, as a suggestion about potentially missing features. Visual clues identify
these as “candidates” in contrast with real features. This information can be shown in the heatmap alongside the
correctness information. An example of this visualization is shown in Figure 4.4(bottom) for the FM extracted in
the E-Shop case study by the tool FeatureX [177]. This heatmap includes the suggested missing concepts, depicted
as dashed rectangles with a white background. Notice that some of the identified features (shopping cart, e-mail
and catalog) are reasonable suggestions in an e-commerce domain.

We consider that this heatmap visualization is very informative to designers and can provide useful feedback about
the alignment of the FM and the textual specification it is based on. Another advantage of this type of depictions
is that it is not tied to a specific method for computing a confidence score: if we use a different approach for
measuring confidence, we can show its results using this visualization. A known shortcoming of this visualization
is the limitation with respect to depicting confidence for relationships. Remember that there are two dimensions
of confidence regarding relationships: (a) whether two features should be connected in the FM and (b) whether
the type of relationship (e.g., mandatory or optional) in the FM is correct. Given that we are only using color to
classify relationships (to keep the visualization easy to understand and avoid information overload), it can only
show one dimension of confidence, or a weighted combination of both dimensions.

Finally, the designer might want to understand the reasons that motivate the confidence level of a particular fea-
ture. For instance, she may be interested in knowing why a concept has been proposed as a relevant missing feature
in the FM or why two features of the FM have a different level of confidence. In order to explain these decisions, we
propose to augment the heatmap visualization with links to the relevant parts of the textual requirements. Thus,
the rectangle for a feature F would include a link to a separate document containing a list of sentences of the tex-
tual specification that refer to F, either using the same terms literally or using synonyms. This specific functionality
is not implemented in the current version of the tool but is considered as a future extension.

4.4 Results and discussion

In this section we start by validating the accuracy of our evaluation method (Subsection 4.4.1). Then, we describe
the application of our method to the four case studies (Subsection 4.4.2). Finally, we identify the major threats to
validity (Subsection 4.4.3).

4.4.1 Validating the evaluation approach

In order to determine whether our FM evaluation method accurately classifies concepts as relevant features and
relationships, we need to validate the confidence scores it computes.

4https://graphviz.org
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Total number of Predicted Predicted
observations: n Feature Non-Feature

True Feature True Positive (tp) False Negative (fn)
True Non-Feature False Positive (fp) True Negative (tn)

n = tp+ fp+ tn+ fn

Table 4.7: Confusion matrix.

One way to control the classification process is by setting a suitable value for the cut-off probability, the threshold
value beyond which we consider the phrase to be classified as a feature. By decreasing or increasing this value, we
can control the number of candidates, and thus, the rate of misclassified phrases.

To study the performance of our binomial classification model we have used a confusion matrix. A confusion
matrix is a simple table that shows the total number of True Positive (tp), True Negative (tn), False Positive (fp) and
False Negative (fn) as shown in Table 4.7. Using the confusion matrix, we have generated the classification report
with the standard precision, recall and F1-score measures defined as usual:

precision = tp

tp + fp
, recall = tp

tp + fn
, F1 = 2 · precision · recall

precision+ recall

We consolidated the findings on the changes of the misclassification rate based on the changing cut-off probability
values and plotted the empirical receiver operating characteristics (ROC) curve [46] which displays the true positive
rates against the false positive rates for all tested cut-off probabilities. The higher the area-under-the-curve (AUC),
the better test accuracy which in turn indicates better model performance.

When comparing the plots for the different case studies we observed that the smaller datasets had a better model
performance. The models for studies S1 and S2 have delivered a performance in the range of poor-fair, whereas
the smaller studies S3 and S4 have fair-good performance range. We have set the performance ranges based on the
regular ranges used by other similar studies, which assign a rating of “poor” for any auc < 0.7, “fair” for 0.7 < auc <
0.8 and “good” for auc > 0.8. The confusion matrix and the plot for the case study S3 is shown in Figure 4.5.

For the larger datasets, the generation of the predictor model required a lot of time and resulted in a variety of
data related issues. When looking into the characteristics of these documents that differentiates them during the
classification, it was observed that:

• Text with embedded picture representation of symbols and images is not processed correctly and gets clas-
sified as features. An example of such problems is shown in Figure 4.6.

• A multi-column specification text with more than 2 columns is resulting in a large number of features due to
improper text extraction from the PDF files.

Table 4.8 shows the structural differences in the content. We have observed that documents which had repeated
words and phrases over multiple consecutive sentences, showed natural coherence between these sentences and
guided the predictor for narrowing down on the right set of feature terms based on this simple POS tag related
probability scores.

In our initial attempts, it was also observed that the feature predictor performance for larger specifications based
on POS tags is contributing only for a 30% of features prediction. There were a large number of phrases under
false negative for all the different cut-off values. This indicated that the model needed to be improved by adding
additional dependent variables that could enhance the predictability. The text characteristics that were not being
accounted for are:
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Figure 4.5: Confusion matrix and ROC curve for the case study S3 (bCMS).

Spec Structure

Honda 3 column page, with sec, subsec & bullet points
Toyota Full page, with sec, paragraphs & bullet points

Mercedes 3 column page, with paragraphs & bullet points
Audi 2 column page, with sec, paragraphs & bullet points

Infinity 3 column page, with sec, subsec & bullet points
Mazda Full page, with sec & paragraphs

Table 4.8: Comparing sections on ’Child safety’ for the case study S1.

Figure 4.6: Sample image and symbols embedded in the textual documents from case study S1 (mid-size SUV).

1. Subject and object in a sentence

2. Cross references to a previously mentioned subject/object using pronouns

3. Modal verbs POS tags

Thus, we included the above characteristics by extending the POS tags to include pronouns and modal verbs and
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Tachometer Braking system

TPMS Indicator Tachometer Mitigation Braking System
Indicator Tachometer Speedometer Collision Mitigation Braking
Tachometer Speedometer U.S. Braking Brake System
speedometer tachometer odometer Steering Wheel Braking
Interface Show Tachometer Apply engine braking

Table 4.9: Feature terms representing the same product feature.

improved the TF-IDF score by introducing a subject object reference counter that keeps track of the total number
of times the same subject and object have been talked about in the documents at multiple locations using pro-
nouns. We regenerated the predictor model of the very large case study S1 which has more than 5.000 sentences in
each specification document. After that, the predictor performance increased by 20% with auc > 0.7. This clearly
indicates that the adjustments in the ML encoding made in accordance to the style of the language used in the text
have a positive impact on the predictive power of the ML model.

At this stage we have both the feature and relations predictors. Since the feature terms will not be identical in all the
documents due to differences in the language and the vernacular specific to each product, we group them together
and mark them with labels F<i d>, representing a feature term and i d referring to a unique identifier, thus creating
a dictionary of distinct feature terms. This way it is easy to detect similar feature terms with same meaning present
in the different product specification documents and get the appropriate POS tags information to compute the
feature probability and its relations probability with another feature term.

FM1 generated by FeatureX [177] FM2 generated manually/from literature

Case
Features Relationships Features Relationships

study Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

S1 0.62 0.55 0.58 0.47 0.55 0.51 0.72 0.58 0.64 0.81 0.37 0.51
S2 0.88 0.75 0.81 0.58 0.45 0.51 0.54 0.45 0.49 0.57 0.43 0.49
S3 0.91 0.62 0.74 0.67 0.89 0.76 0.76 0.74 0.75 0.64 0.53 0.58
S4 0.82 0.77 0.79 0.71 0.48 0.57 0.75 0.68 0.71 0.94 0.55 0.69

The best F1-score for features and relations in each case study is highlighted in bold.

Table 4.10: Comparison of two FMS using the feature and relationship predictors.

4.4.2 Results of the case studies

In order to evaluate the FMs against its reference specification texts, we have listed its features and relationships,
together with the confidence scores produced by our method. Table 4.4 shows an example of this information.
Then, a Java program transforms this tables into a text file in dot format depicting the heatmap which is used by
the Graphviz tool to produce the output image5.

Case study S1, being the largest of the four, had relatively poor FM validation results overall when compared to the
other smaller studies S3, S4. For instance, it identified close to 1.000 distinct candidate features. Among those, only
50% were being used in one or more FMs that were being evaluated. This is mainly attributed to the low accuracy
of the predictor models, which suffers from low performance due to several missing considerations during the ML
model building as explained in subsection 4.2.1.

One of the applications of our method is the comparison among several candidate FMs for the same textual re-
quirements. In Table 4.10, we have used our validation approach to perform this comparison in our four case

5The Java source file, the output tables and the heatmaps are available in the src and results folders of the Github repository (see Sec-
tion 4.1.1).
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studies. On one hand, we have used the FMs generated by FeatureX [177], and on the other, FMs extracted using
other approaches (see Table 4.3).

This comparison is not intended to show whether FeatureX is better than other methods: as FeatureX includes
similar heuristics to the ones used in this paper, this evaluation would be biased in its favor. Nevertheless, we
think that this comparison can still reveal useful insights. For instance, in some case studies (such as S1) both
FMs exhibit a comparable accuracy. However, in several examples FeatureX achieves a lower precision but slightly
better recall in predicting relationships. This probably hints that other methods are more conservative when pre-
dicting relationships, preferring less false positives at the expense of potentially more false negatives. Knowing this
information, designers can select the most suitable FM extraction method according to their priorities, either min-
imizing false positives (proposed features/relationships are more likely to be correct) or minimizing false negatives
(it is less likely to miss a relevant feature/relationship).

4.4.3 Threats to validity

Internal validity.

The proposed approach for computing the confidence score for features and relationships uses mainly syntactic
information (POS tags) and information about the frequency of terms. Even though some semantic information
is considered (synonyms), the accuracy of the approach could be improved by combining this information with
more sophisticated approaches (word embeddings, domain ontologies). Obviously, the potential gains in accuracy
will require devoting more computational resources.

Another threat for this study is related to the limited training data available for the supervised learning used in the
prediction of features. This, in turn, affects the accuracy of the prediction model. To alleviate this problem, we
used Lasso [138] in order to accommodate the smaller set of data points available for training in comparison to the
number of available predictor variables. Nevertheless, the impact of limited data on the predictive power of the
model is not negligible. In fact, it could possibly lead to a number of omissions of significant feature terms. This
can be minimised by including an unsupervised learning approach like k-means clustering and comparing the
generated clusters with that of the identified features and feature groups. This approach is one of the considered
approaches for future work.

External validity.

Our approach supports the analysis of textual information. Nevertheless, it cannot handle other types of informa-
tion that may appear in requirements documents such as tables, graphs or images and may have problems with
formatted text (e.g., bullets or tabulated text). This was evidently experienced with the case study S1. Also for
instance, it cannot take advantage of product comparison matrices [163], if available.

Regarding its output, the proposed method can evaluate the correctness and completeness of features and val-
idate the correctness of the proposed relationships. Nevertheless, it has several shortcomings when it comes to
evaluating relationships.

• It does not attempt to establish the level of confidence on the type or relationship, only on the strength of
the connection between two features. We have only described heuristics for the identification of mandatory
and optional relationships between features. Hence, this analysis will not validate other relationship types
in more complex FMs, such as exclusive-or (xor) or cross-tree constraints. Other research works (e.g., [119])
have also faced challenges in the accurate detection of these types of constraints. Even though mandatory
and optional are the fundamental types of relationships to build a simple FM, we aim to extend our work for
the detection of other relationships in the future.

• So far our approach does not propose candidate missing relationships like it does for relevant missing fea-
tures. Given that our analysis receives a FM as input (which is already shaped as a tree), these missing rela-
tionships would have to be cross-tree constraints, e.g., requires or excludes.
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4.5 Summary

In this chapter we introduced the necessity of having a generic FM validation and verification capability in order
to be able to evaluate the relative benefits of an FM over another FM, produced for the same textual specification.
In the course of explaining this motivation, we identified that such an unbiased process can be even used for
providing feedback to the RE practitioner regarding the correctness and completeness of the specified product line
requirements. We then go on to explain what are the inputs to this validation method and the expected outputs.
The subsections of this chapter were divided in terms of the 2 different elements that constitutes an FM which are
the features and the feature relationships. In each of the sections 4.2.1, 4.2.2 we provided a detailed account of
the heuristics involved in the formulation of the validation approach for the 2 constituting elements of an FM and
the algorithms used for the same. A discussion on the heatmap visualization and the guidelines for interpreting
the results was elaborated in section 4.3. We then concluded the chapter with a detailed analysis of the evaluation
results and the threats to its validity in section 4.4.
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Chapter 5

Automated FM Analysis

Feature Models (FMs) are a mechanism to model variability among a family of closely related software products,
i.e. a software product line (SPL). Analysis of FMs using formal methods can reveal defects in the specification
such as inconsistencies that cause the product line to have no valid products.

A popular framework used in research for FM analysis is Alloy, a light-weight formal modeling notation equipped
with an efficient model finder. Several works in the literature have proposed different strategies to encode and
analyze FMs using Alloy. However, there is little discussion on the relative merits of each proposal, making it
difficult to select the most suitable encoding for a specific analysis need. In this paper, we describe and compare
those strategies according to various criteria such as the expressivity of the FM notation or the efficiency of the
analysis. This survey is the first comparative study of research targeted towards using Alloy for FM analysis.

This review aims to identify all the best practices on the use of Alloy, as a part of a framework for the automated
extraction and analysis of rich FMs from natural language requirement specifications.

5.1 Introduction

Many software systems are not one-of-a-kind, but a family of related products in a given application domain called
software product line (SPL). Products in a SPL can be differentiated by their features, defined as “increments in
program functionality” [24] or “user-visible aspects or characteristics of the domain” [101]. Hence, modeling a
SPL requires describing the features and the relationships among them such as dependencies or incompatibilities.
That is, unlike traditional models of information systems (considering a single product), models of SPLs capture
the variability among a family of products.

Feature Models (FMs) [27] are a popular family of notations, capable of describing complex SPLs. FMs can be
constructed for a given application domain, using a methodology known as Feature-Oriented Domain Analysis
(FODA) [101]. The output of this process is a FM, a diagram describing a complete SPL as a set of features and re-
lationships. The diagram looks like a connected graph with the boxes/nodes in the diagram representing Features,
edges representing relationships, and cross-tree constraints expressed as Propositional logic formulas. A product
becomes a configuration of this diagram, i.e. a subset of features that satisfies all the relationships and constraints.
Throughout this paper we will use product configuration, product and configuration with interchangeable mean-
ings.

Given an FM, it is important to detect potential defects, e.g. no valid product, dead features (that cannot appear in
any product), false optional features (that are required in every product), etc. For instance, the FM illustrated in
Fig. 5.1 is the model of a vending machine product line. A cross–tree constraint makes HotWater a required feature
when the features Tea or Soups are selected in the FM. This makes Soups unselectable in any configuration as the
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Dispenser can either have Beverages or Soups but never both. Meanwhile, optional feature HotWater is required by
mandatory feature Tea (making it mandatory).

Figure 5.1: The vending machine FM created in FeatureIDE [103].

There are several techniques and tools that have been considered for this purpose, as surveyed in [27]. Among
these tools, a popular choice is Alloy [92], a light-weight formal modeling language with an efficient model finder.
The generic semantics and versatility of the relational logic used in Alloy together with a fully automated analysis
[187] makes Alloy an ideal choice for building complex automated tools based on it. Other options include De-
scription Logic based and Constraint programming based approaches as illustrated in the survey by Benavides et
al. [27].

The differences among the existing research works using Alloy lie in the formalization of the FM. Different for-
malizations provide unique benefits, e.g. readability or efficiency of the analysis. However, there is a lack of in-
formation regarding the relative merits of each proposal, making it difficult to select the most suitable one for a
specific type of analysis. In this paper, we review the state of the art in the analysis of FMs using Alloy. Our goal is
to characterize the strengths and weaknesses of various Alloy encoding approaches from several perspectives such
as expressivity of the FM, efficiency of the analysis, existence of tool support, etc.

We present our findings over the following sections. Section 5.2 briefly discusses the related surveys and technical
details about the Alloy analyzer and the FM analysis operations. Section 5.3 presents the selection criteria used to
locate the relevant works and the assessment criteria used to evaluate them. Then, Sections 5.4 and 5.5 discuss
the results of the evaluation. Section 5.6 describes the major challenges identified in our survey with an indication
of future research directions and Section 5.7 summarizes the conclusions of this survey.

5.2 Background

In this section we briefly discuss the existing surveys on this research subject. Then, we present a short summary
of the required technical know–how about Alloy and FM in general with an introduction to the benchmark FM.
The section concludes with a short overview of the specific FM analysis operations that are considered by various
research papers.

5.2.1 Related surveys

There are 3 surveys [27, 115, 184] which have systematically studied the state-of-the-art on FM analysis. Most of the
high level findings related to tools support and capability of executing analysis operations have been documented
in those surveys, but with no specific focus towards using Alloy as the analysis tool. Benavides et al. [27] have
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consolidated a complete list of analysis operations which are fundamentally required for a fully operational end-
to-end FM analysis automated tool. We have used this list as our reference to evaluate the support levels extended
by the different papers that are reviewed during this survey.

5.2.2 Benchmark Feature Model

For comparing the selected research works, a suitable FM has to be set as the benchmark. We have used the
bCMS software product line [51, 160] (see Fig. 5.2) for this purpose. The bCMS-SPL is a case study defined for the
Workshop on Comparing Modeling Approaches (CMA’2011). It describes a family of car crash emergency systems
in a FM with 28 features and 30 relationships among features. Two of these relationships are simple (at most 2
features involved) cross–tree constraints.

5.2.3 Alloy semantics

In Alloy, a model is described as a collection of signatures (sig), which identify the potential types for objects.
Signatures can have fields with values like references to other objects, sets of objects or mappings among objects.
Facts (fact) are constraints that capture the well-formedness rules of the model. Then, it is possible to check two
types of properties: assertions (assert), i.e. searching an instance that violates a condition, or predicates (pred),
i.e. searching an instance that fulfills it. When defining complex facts, predicates or assertions, it is possible to use
functions (fun) to reuse and encapsulate large subexpressions.

Properties can be expressed using a relational logic that combines features from first-order logic (quantifiers and
Boolean operators), set operations (navigations through references and mappings) and the operators of relational
calculus (e.g. computing the differences among two relations).

5.2.4 Analysis operations

In order to evaluate each encoding and the analysis operations supported by them, we have listed all the operations
as described by Benavides et al. [27] across 2 tables: Table 5.1 (which lists out only those operations which are
included in one or more research works considered in the survey) and Table 5.2 in Appendix 7.5 (which enlists all
the remaining analysis operations which are significant as mentioned by Benavides et al. [27], but not covered
by any research work, both among the ones considered in our review and in the larger space of research works

Figure 5.2: The bCMS FM [160] created using FeatureIDE [103].
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related to FM analysis using Alloy as the model finder). More explanations on the importance and relevance of
each analysis operation can be found in [27].

Id Operation Analysis operation description Supported by
A1 Void FM A Feature Model is void if it represents no products [88, 144, 157, 200]
A2 Valid product A product is valid if it belongs to the set of products defined by the FM [2, 53, 76, 78, 88,

144, 157, 183, 200]
A3 All products All valid products possible from the FM [78]
A4 Filter For a given partial product configuration this analysis will result in a list of valid products

that can be generated from this partial configuration
[2]

A5 Dead features A feature is dead if it cannot appear in any of the products of the SPL [76, 78]
A6 Wrong cardi-

nalities
These appear in cardinality-based Feature Models where cross-tree constraints are in-
volved. A group cardinality is wrong if it cannot be instantiated

[2]

A7 Refactoring An FM is a refactoring of another one if both represent the same set of products while
having a different structure

[200]

A8 Commonality This operation takes an FM and a configuration as input and returns the percentage of
products represented by the model including the input configuration

[2]

A9 Variability fac-
tor

This operation takes an FM as input and returns the ratio between the number of prod-
ucts and 2n where n is the number of features considered.

[101]

A10 Degree of or-
thogonality

This operation takes an FM and a subtree (represented by its root feature) as input and
returns the ratio of the total number of products of the FM and the number of products
of the subtree

[2]

Table 5.1: FM analysis operations commonly found across multiple research works.

Table 5.2 shows the remaining analysis operations that are important to be performed on FMs as indicated by
Benavides et al. [27]. Table 5.3 shows the sources of the search results of all the papers that were found during the
start of this survey on which we had further applied the inclusion and exclusion criteria to filter out the reviewed 9
papers.

5.3 Review method

The review begins by considering existing surveys (e.g. [27, 115, 184]) and searching the following terms using a log-
ical and operator for the combination, in the abstract and keyword lists of the following scientific databases:

Search terms: Feature Model, Alloy, analysis, software product line, verification
Data sources: IEEE Xplore, ACM Digital Library, ISI Web of Knowledge

The search process is iterated on the list of bibliographic references in each of the identified papers, in order
to identify any potentially missing references. Overall, this initial search produced 47 research papers. Fig. 5.3
presents a timeline of these references while Table 5.3 in Appendix 7.5 identifies their venue of publication.

In order to refine this collection of references, Table 5.4 describes the inclusion and exclusion criteria used to select
only the specific works related to our survey interest. On one hand, we focus on works dealing with the analysis of
FMs following the Feature-Oriented Domain Analysis (FODA) conventions [101]. On the other hand, methods that
include information beyond Feature Models, e.g. behavioral models [64] or use-case models [4], are omitted. As it
is shown in Table 5.4, we only consider papers using Alloy as the verification engine. Thus, we omit any paper that
uses alternative formalisms (e.g. constraint programming or description logic) or any other propositional logic
provers [27, 115].

After applying the inclusion and exclusion criteria from Table 5.4, the final set of selected papers consists of 9
research papers which qualified to be included for our detailed review process. These papers from 2005 until 2015
include: 6 papers from conference proceedings [53, 88, 144, 157, 183, 200], 2 from journal publications [2, 76] and
1 technical report [78].
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Id Operation Analysis operation description
A11 Valid partial

configuration
An incomplete product configuration which in this partial state does not introduce any contradictions and
can be still extended into a complete product

A12 Count The number of valid products possible from the FM
A13 Conditionally

dead features
A feature is conditionally dead if it becomes dead under certain circumstances (e.g. when selecting another
feature)

A14 False optional
features

A feature is false optional if it is included in all the products of the product line despite not being modeled
as mandatory

A15 Redundancies An FM contains redundancies when some semantic information is modeled in multiple ways
A16 Explanations This operation takes an FM and an analysis operation as input and returns information about the reasons

of why or why not the corresponding response of the operation?
A17 Corrective ex-

planations
A corrective explanation provides suggestions to solve a problem, usually once this has been detected and
explained

A18 Generalization An FM, F, is a generalization of another one, G, if the set of products of F maintains and extends the set of
products of G

A19 Specialization An FM, F, is a specialization of another one, G, if the set of products of F is a subset of the set of products of
G

A20 Arbitrary edit There is no explicit relationship between two FMs
A21 Optimization This operation is chiefly useful when dealing with extended FMs where attributes are added to features. In

this context, optimization operations may be used to select a set of features maximizing or minimizing the
value of a given feature attribute

A22 Core features This operation takes an FM as input and returns the set of features that are part of all the products in the
SPL

A23 Variants Variant features are those that do not appear in all the products of the software product line
A24 Atomic sets An atomic set is a group of features (at least one) that can be treated as a unit when performing certain

analyses. The intuitive idea behind atomic sets is that mandatory features and their parent features always
appear together in products and therefore can be grouped without altering the result of certain operations

A25 Dependency
analysis

This operation takes an FM and a partial configuration as input and returns a new configuration with the
features that should be selected and/or removed as a result of the propagation of constraints in the model

A26 Multi–step
configuration

A multi–step configuration problem is the process of producing a series of intermediate configurations, i.e.
a configuration path, going from an FM configuration to another

A27 Homogeneity A more homogeneous FM would be one with few unique features in one product (i.e. a unique feature
appears only in one product) while a less homogeneous one would be one with a lot of unique features.

A28 ECR Extra Constraint Representativeness - This operation takes an FM as input and returns the degree of repre-
sentativeness of the cross-tree constraints in the tree

A29 LCA Lowest Common Ancestor - This operation takes a Feature Model and a set of features as input and returns
a feature that is the lowest common ancestor of the input features

A30 Root features This operation takes an FM and a set of features as input and returns a set of features that are the root
features in the model

Table 5.2: Analysis operations not discussed by any Alloy related research work till date.

5.3.1 Threats to validity

Before we go on further with the details of this literature survey, we would like to identify a set of potential weak-
nesses in our review process:

• We have not included all possible list of literature databases, e.g. DBLP or Google scholar. On the other hand,
the considered surveys [27, 115, 184] are very recent (2010, 2014, 2015), and so they offer a good coverage of
recent works.

• Other combinations of equivalent terms, such as "variability modeling", "automated FM analysis", etc. have
not been considered. As a result of our search, and to the best of our knowledge, these nine selected papers
are the most relevant for the topic addressed in this review.

• Marcilio et al. [139] and Liang et al. [124] have been successful in evaluating SAT-based FM analysis on very
large FMs such as the FM of Linux kernel (5814 features), and found that the results were promising in terms
of scalability of the FM and solver execution times. All such evaluations were done on FMs represented in
Conjunctive Normal Form (CNF) which can be fed as input to SAT solvers such as the SAT4j standalone SAT
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Source No: Details

Conferences 36

Abstract State Machines, Alloy, B, TLA, VDM, and Z (ABZ)
Asia-Pacific Software Engineering Conference (APSEC)
Int. Conf. on Advanced Information Systems Engineering (CAiSE)
Int. Conf. on Coordination models and languages (COORDINATION)
European Conf. on Modelling Foundations and Applications (ECMFA)
15th Int. Conf. on Conceptual Structures (ICCS)
Int. Conf. on Engineering of Complex Computer Systems (ICECCS)
Int. Conf. on Formal Engineering Methods (ICFEM)
ACM Symposium on Applied Computing (SAC)
Brazilian Symposium on Software Engineering (SBES)
Int. Conf. on Software Product Lines (SPLC)

Journals 15

ACM Computing Surveys
ACM Transactions on Software Engineering and Methodology
Artificial Intelligence for Engineering Design, Analysis and Manufactur-
ing
Communications of the ACM
IET Software
Information and Software Technology
Journal of Computational Science
Journal of Information Systems
Journal of Knowledge Engineering and Soft Data Paradigms
Journal of Logical and Algebraic Methods in Programming
Journal of Software
Journal of Systems and Software
Journal of Universal Computer Science

Workshops 6

Annual IEEE Software Engineering Workshop
Int. Workshop on Analysis of Software Product Lines
Int. Workshop on Variability Modelling of Software-Intensive Systems
First Alloy Workshop

Others 15
PhD Thesis
Technical reports
Newsletters

Table 5.3: Source of the papers obtained in the initial search.

Inclusion criteria Exclusion criteria
1. Discusses FM properties that can be analyzed using
Alloy

1. Does not consider FODA-style FMs describing a SPL

2. Focuses on Alloy-based Feature Model analysis of
SPLs

2. Does not consider the analysis of the FM

3. Introduces a new FM encoding or improve/extend
existing encoding to include a new analysis

3. Does not use Alloy as the underlying verification en-
gine

Table 5.4: Selection criteria used in this literature review.
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Figure 5.3: Collected papers statistics.

solver. In this paper we could not use such very large FMs in CNF format mainly because we lacked the
tool support for converting such CNF notations into Alloy specifications. Moreover it would be difficult to
validate the results of analysis of various FM analysis operations on such large FMs. Therefore the scalability
of Alloy encoding for larger FM specifications and its performance with respect to analysis execution time
for such large FMs has not been covered in this paper.

• We did not quantify the encoding performance in terms of the time taken to manually convert any FM to
Alloy specification (ease of use).

• As there is only one case study the respective merits of each encoding may vary on different FMs.

5.4 Evaluation

Our review was intended towards answering the following research questions for each selected work:

1. What is the goal of FM analysis, i.e. is there a motivating scenario?

2. What degree of expressivity is supported in the FM, i.e. what kind of relationships are allowed?

3. What kind of analysis can be performed on the FM? What is the efficiency of those analysis?

4. What kind of tool support is available for generating the Alloy specification automatically?

5.4.1 Formalization strategies

This subsection provides an overview of the general formalization of FMs in the Alloy notation, in order to facil-
itate the comparison among the different formalization strategies. All selected works use common conventions
in their Alloy encodings. For instance, all works share common concepts among the signatures they declare:
Feature, Relationship and Configuration. A Feature represents a major functionality of a software prod-
uct. Relationships are connections between features. Most connections are between a complex feature (parent)
and its set of sub-features (children), defining a tree-like structure. However, it is possible to define cross-tree re-
lationships connecting arbitrary features, for example, stating that a feature requires another feature. Finally, a
Configuration (also called Concept in [200]) is a set of features that define a product of an SPL.

5.4.2 Goal of analysis

The goal of FM analysis in general should be to identify all sorts of problems (like dead features, presence of false
optional features etc.) in the FM and suggest corrective measures to make the FM valid. For example, if we consider
the Vending machine FM shown in Fig. 5.1 it has both dead features and false optional features. Both these problems
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can be resolved if a ’Refactoring’ (A7) FM analysis operation is applied and the structure of the FM is changed
to Fig. 5.4. This FM is found to be completely valid with 162 possible product configurations (as calculated by
FeatureIDE [103]). In our survey, every selected research work was targeting to emphasize on some or the other
analysis operation on the Feature Model. The most common analysis operations are: check if an FM is void (A1)
[88, 144, 157, 200], finding invalid/valid configurations (A2) [2, 53, 76, 78, 88, 144, 157, 183, 200] and finding dead
features (A5) [76, 78]. The support extended for each analysis operation by the different selected papers in our
review, has been marked under the Supported by column of Table 5.1.

Figure 5.4: The corrected vending machine FM created in FeatureIDE [103].

5.4.3 Degree of expressiveness

Expressivity has been evaluated in terms of the ability to encode all possible relationships and constraints between
features in the Alloy notation. We have consolidated all such relationships and constraints and tabulated them
under the Relationships sub–table of Table 5.5. This table shows that some papers lack support for some types
of relationships in the FM. This was purely a choice of the respective authors, considering only the properties of
interest and a trade-off between expressivity and efficiency.

5.4.4 Efficiency of the analysis

To measure the efficiency, we have compared the execution time for various analysis operations using version 4.2
of the Alloy Analyzer (using the default SAT4j solver [34]). We have used the Alloy encoding proposed by each paper
to model the bCMS FM and then performed different analysis operations. Also note that we have not included any
evaluation of the analysis performance compared to other verification engines beyond the Alloy Analyzer.

The details of the execution time in milliseconds can be found in Table 5.5.

5.4.5 Available tool support

Regarding the source of the FMs, there is no standard textual format to represent FODA style Feature Models.
Hence, all works start from a manually created FM. In some cases [2, 53, 76, 78, 88, 183], the FM is a formal specifi-
cation created specifically for analysis purposes. In others [144, 157, 200], the FM is the manual translation of the
requirements document of a SPL.

Regarding the generation of the Alloy specification from the FM, the inference was again that there was a lack
of tool support: only Nakajima et al. [144] have a prototype tool called FD-Checker that can generate the Alloy
specification from a propositional logic formula. All the other papers do not have any kind of tool support, so the
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Alloy formalization needs to be generated manually. In our opinion, this is a significant finding in this literature
survey. This has also made it very difficult for us to evaluate the research results of the bCMS case study, as it
involved manual translation of FM specifications to the respective Alloy encoding.

For each reference (1st row) in Table 5.5 the set of supported relationships in the FM, i.e. their expressivity (2nd

row), the availability of tool support for automatically generating the formal Alloy specification (3rd row) and the
set of analysis operations offered by each method and its efficiency (4th row) in terms of the execution time for
each analysis, has been summarized.

5.5 Discussion

In the following subsections we discuss the details of each encoding approach followed by the different research
papers considered in this review in chronological order. Each research paper corresponds to one approach, also
referred to as one strategy.

5.5.1 Alloy encoding and analysis of bCMS FM

In this subsection we include all major findings related to each selected paper and would provide the information
based on the following criteria:

• Overview of the encoding strategy used - Specialty of the encoding and identifying the distinguishing aspect
of the strategy.

• Strengths and limitations of the encoding - Comparison with the encoding described by other research pa-
pers.

• Ease of reproducing the research results - Discusses the effort to encode the bCMS FM and perform the
analysis operations.

• Major technical roadblocks - Discusses the technical limitations and roadblocks that were encountered
while reproducing the analysis results on the encoded bCMS FM.

Wang et al. [200]: The encoding is thoroughly described in the paper. This is the only encoding which is able
to perform a check for semantic equivalence between an FM and its refactored model. Unlike other papers this
approach did not discuss about finding dead features, finding all possible product configurations or provide ex-
planations for analysis results. The encoding was easy to reuse for the bCMS FM and the results stated in the paper
were completely reproduced without any technical issues.

Gheyi et al. [78]: Gheyi proposed two theories for Feature Model analysis, the R-Theory and the G-Theory. The
R-Theory defined a FM as a set of features. The G-Theory was a concise approach towards creating reusable con-
structs that are generically implemented in order to allow easy FM specification in Alloy. The encoding was more
mature than the specifications of Wang et al. [200] in terms of expressivity as it was the only encoding among the
surveyed papers that supported finding all valid products from any FM. It was easy to generate Alloy specifications
for bCMS FM. FM analysis such as checking for valid/invalid product configurations, identifying dead features and
collecting all valid product configurations was performed on bCMS FM and the results are presented in Table 5.5.
A major roadblock in the implementation of these theories in Alloy for the bCMS FM was the use of logical con-
structs (recursion) that are unsupported by the current version of the Alloy notation. This was resolved when we
directly contacted the authors and got a solution from them.

Tanizaki et al. [183]: The encoding described in this paper is the most difficult to understand as the semantics
used is very different from what we have seen in all the other approaches. Here the concept of a Feature-Model-
Connection has been introduced in order to support traceability of configuration changes in a software system.
The time taken to specify the bCMS FM was thrice the time what we took for the other encodings. The main
roadblock was in understanding the encoding in terms of FM analysis as they were mainly targeted towards back-
tracking FM changes to identify any new invalid FM state. This is more or less a combination of analysis properties
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A12 & A13. But we were unable to reproduce the research results. This was mainly because of a lack of clarity in the
encoding (too many signatures with no reusable functions or predicates which can aid in specifying bCMS FM in
Alloy) encoding and incomplete encoding information in the paper (finding a product instance using the address
book example from the paper was not directly reproduced because of the missing encodings which the authors
have explicitly mentioned of having excluded it from the paper).

Nakajima et al. [144]: The most remarkable aspect of this encoding is that the features and its relationships are
all encoded in terms of propositional logic formulas (using many sig and fact), rather than using the fun or
pred constructs of Alloy. This makes the encoding effort for very large FMs a time consuming and error-prone
process. The major strength of this encoding lies in its direct and simple to understand encoding semantics. But
unfortunately this approach has a very long running time for the A2 analysis operation (see Table 5.5) even for
such a small sized FM. Unlike Gheyi et al. [78], this encoding is not very compact while it is more flexible and
potentially easier to be generated automatically for any given FM. For this reason they had introduced a tool
called FD-Checker which could have been useful to convert propositional logic formulas to Alloy specifications of
the FM. Nevertheless, the tool is currently not available in the public domain and we did not contact the authors
as we were working on a smaller FM which we managed to encode manually.

Finkel et al. [76]: The goal of this paper was to detect all possible configurations and find if the model has any
optional-feature flaw and missing-feature flaw. If a feature is marked as optional but exists in all valid products
from the FM, then the FM is said to have an optional-feature flaw. Whereas, in the same way if a mandatory feature
is absent in all products then the FM has a missing-feature flaw. For specifying the bCMS FM we had to manually
encode the features as different signatures and specify relationships as propositional logic formulas in Alloy, simi-
larly to Nakajima et al. [144]. Therefore the encoding was simple and easy to reproduce but it was time consuming
and error-prone. This calls for automated tools to support the translation of FM to Alloy specifications.

Ripon et al. [157]: The main objective of this paper was to present an approach for formalizing and verifying SPL
FMs with support for automatically generating customized products based on user requirements. They have used
the same Alloy encoding as described by Gheyi et al. [78] in their G-Theory and Wang et al. [200], and hence have
similar findings. This can be seen from the results of analysis in Table 5.5.

Huang et at. [88]: The encoding is very similar to Nakajima et al. [144] as they have extended the same encoding
to include signatures (sig) that will enable analysis operations to check for valid/invalid sub–FMs in an FM. This
approach is very verbose and error-prone due to relying completely on propositional logic formulas. Two analysis
operations A1 & A2 are successfully performed using this encoding on bCMS. Though the authors have even men-
tioned about detecting valid/invalid sub–models that aid in refining the overall FM using Refactoring (A7), this was
not explicitly demonstrated in the paper and hence it is not included in the bCMS analysis.

Jaime et al. [53]: The objective of this paper was to detect conflicts in the product configuration process which
occur when intended features cannot be selected because of other choices of features included into the product.
For this they have identified and included one more type of relationship which is ’Non-selectable’ in addition to the
relationship encodings provided by Gheyi [78]. An FM is considered as invalid if full mandatory features that must
be included in all the configurations are also non-selectable. The encoding was easy to understand and apply for
specifying the bCMS FM. The analysis operation A2 took slightly more time compared to other approaches though
the encoding was better encapsulated with appropriate predicates and functions for easy FM specification. There
were no technical roadblocks.

Ajoudanian et al. [2]: Constraint-based FMs with cardinalities are known as extended Feature Models. Hence
they are Feature Models with attributes. This paper describes a promotion technique in Alloy which claims to
significantly improve the efficiency of analysis operations performed on such extended Feature Models. We were
unable to reproduce the results of the paper using the example and Alloy specifications provided in it. When the
Alloy encoding details were directly used, it showed several syntax errors in the Alloy editor such as missing ‘{’, ‘.’
between univ and ‘(’, undefined variables, invalid Alloy symbols for less than or equal and greater than or equal.
Therefore it was difficult to reuse the encoding and reproduce their results with bCMS FM.
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Reference Wang Gheyi Tanizaki Nakajima Finkel Ripon Huang Jaime Ajoudanian
[200] [78] [183] [144] [76] [157] [88] [53] [2]

Expressivity R1-7 R1-3, R5 R1-3, R5-7 R1-7 R1-3, R5 R1-5 R1-3 R1-3, R5-7 R1-3, R5
Tool support None None None FD-Checker None None None None None
Analysis*
(Identifier +
Execution time)

A1 5 ms
A2 7 ms
A7 1 ms

A5 25 ms
A2 20 ms
A3 30 ms

A2 10 ms
A1 8 ms
A2 610 ms

A2 7ms
A5 4 ms

A1 10 ms
A2 8 ms

A1 5 ms
A2 5 ms

A2 22 ms A2 5 ms

* Execution time of each analysis reported on the bCMS case study of Fig. 5.2
Settings: PC with 16Gb RAM and a 3.4GHz processor. Alloy Analyzer version 4.2 (SAT4j SAT solver).
The Alloy source files for the bCMS product line, encoded using each approach are available at :
https://github.com/5Quintessential/FMAlloyAnalysis

Relationships
Id Definition
R1 Mandatory(x):

Feature x must appear if parent(x) is included
R2 Optional(x) or Optional Or(x):

Feature x may or may not appear if parent(x) is included
R3 Alternative(X ) or XOR(X ):

Exactly one feature xi ∈ X must appear if parent(X ) is selected
R4 Optional Alternative(X ):

At most one feature xi ∈ X must appear if parent(X ) is selected
R5 Or(X ):

At least one feature xi ∈ X must appear if parent(X ) is selected
R6 Requires(x, y):

Feature x must appear when feature y is included
R7 Excludes(x, y):

Feature x and y cannot appear both

Table 5.5: Review summary on the analysis of FM using Alloy.

5.6 Challenges

The major challenge lies in having future research works targeting to address the missing analysis operations (Ta-
ble 5.2) using Alloy analyzer. The analysis operations such as Valid partial configuration, Dependency analysis,
Redundancies and Commonality analysis have great significance when it comes to the industrial application of FM
analysis during real product development. With the available research results we cannot implement a fully opera-
tional FM analysis automated tool based on Alloy without these missing operations that are crucial for generating
Feature Models with lesser defects. Furthermore, it would be challenging to study in detail, all the formal proposals
for semantics of Feature Models and how Alloy could be used to support each one of those semantics. As a starting
point we would refer to the works of Schobbens et al. [168] and Amador et al. [67]. From the summary of review
it can be inferred that some of the existing research results can be reused for specific analysis operations. Future
research must focus to resolve all the limitations identified in our review.

5.7 Summary

The evaluation summary is illustrated in Table 5.5. After analyzing and comparing the execution time for different
operations, we have identified the list of various encodings that can be used for the respective analysis operations
based on the encoding efficiency and execution time. This is summarized in Table 5.6.

We have identified two types of shortcomings in this literature survey that dealt with papers dealing with the anal-
ysis of FMs using Alloy: theoretical limitations and practical limitations.
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Analysis operation Encoding strategy
A1 (Void FM) Wang et al. [200]
A2 (Valid product) Wang et al. [200]
A3 (All products) Gheyi et al. [78]
A4 (Filter) Supported in [2]*
A5 (Dead features) Gheyi et al. [78]

Analysis operation Encoding strategy
A6 (Cardinalities) Supported in [2]*
A7 (Refactoring) Wang et al. [200]
A8 (Commonality) Supported in [2]*
A9 (Variability) Supported in [2]*
A10 (Orthogonality) Supported in [2]*

* These are discussed by Ajoudanian et al. [2] but we were unable to reproduce the results due to various reasons as explained in Sec. 5.5

Table 5.6: Analysis operation and best encoding strategy based on lowest execution time and highest expressive-
ness.

Theoretical limitations. Most encodings only support parent-child relationships and trivial requires/excludes
cross-tree constraints. Furthermore, only one of the papers demonstrated the encoding to compute the entire set
of products in the product line by extending support for checks such as counting the number of valid configu-
rations. There is a wide scope for improving the encodings to allow more expressivity so that the other missing
analysis operations (among the list of 30 as shown in Table 5.2) can also be automated.

Practical limitations. There were several challenges in our attempts to replicate each approach in the bCMS case
study.

Firstly, only Nakajima et al. [144] describe a tool to generate the Alloy specification automatically. Even though,
the tool is still available, it is not available for download and use. Therefore, almost at all times during the review
process, the Alloy encodings had to be generated manually.

Furthermore, the encoding proposed by Ripon et al. [157] is not fully described. This means that some significant
encoding is not provided in the paper and is neither available online. Attempts to fill the missing gaps yielded re-
sults which did not conform to the expected output obtained for the same analysis in the rest of encodings.

Finally, none of the works provided a large-scale FM for experimentation. Even though some approaches [2]
claimed being validated on FMs with hundreds of features, the examples are not available and authors did not
respond to inquiries.
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Chapter 6

Conclusions

The contributions of this thesis are threefold. First, we have proposed an open source Feature Model extraction
framework called FeatureX. Second, we introduce a Feature Model validation approach which checks the corre-
spondence between an FM and the set of input textual documents, and provides an intuitive visualization. Third,
we review and compare different encoding strategies for analyzing Feature Models using Alloy.

6.1 Summary of contributions

The proposed framework (FeatureX) for extracting FMs from natural language specifications of software product
lines (see Chapter 3) aims to address the limitations of previous works in this area of research. Experimental results
show improvements in terms of recall (lack of false positives) with respect to previously published methods, while
keeping a comparable degree of precision (detecting most relevant features). FeatureX is developed in Python and
the source is available publicly for future researchers to evaluate and extend it further.

The FM validation approach (see Chapter 4) provides a method for the validation of FMs with respect to the textual
specifications from which they have been generated. Given a FM and a set of textual documents, we assess if the
FM is consistent and complete with respect to the source documents. This information is useful for a variety of
tasks, like improving the FM or detecting omissions in the source documents. The method starts by analyzing the
source documents using NLP techniques. First, the designer selects a few representative features from the FM.
Using supervised learning, the program recognises the syntactic structure and identify the remaining feature-like
concepts in the text. This information is then used to compute a confidence score for each element (features and
relationships) in the FM. Finally, this confidence score is represented using a heatmap visualization of the input
FM. As an advantage, this visualization is decoupled from the previous steps, thereby allowing it to be used in con-
junction with any alternative method that can compute confidence scores for validating features and relationships
in a FM.

Moreover, this thesis also highlights the importance of future research in the direction of supporting automated
FM analysis using Alloy, by identifying the limitations in the current state-of-the-art approaches (see Chapter 5).
We have reviewed prior contributions related to automated analysis of FM using Alloy. The major shortcoming
identified was linked to the lack of tool support for converting informal FM specifications to the respective Alloy
encodings. There are also several other practical issues that hinder the industrial application of these research
results such as: out-of-date tools and Alloy formats, several syntactic errors in the Alloy specifications provided in
the papers, lack of complete descriptions for the Alloy theories, lack of large-scale examples and a large number of
analysis operations which are still not supported using Alloy. Several previous works have proposed the analysis
of FODA-style FMs through Alloy. All formalizations but [78] are unable to reason about more than one product
configuration.
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6.2 Discussion

The research results have demonstrated evidence of sustainable solution that can be developed for realizing a fully
automated FM based requirements engineering tool that can be easily adapted within the industrial setting with
minimal or no learning curve. One of the key areas for future improvements is the performance of natural language
processing algorithms for complex meaning analysis and semantic attribution of parts in the text. The application
of more involved machine learning algorithms must be studied in detail to facilitate scalable FM extraction, anal-
ysis and validation solutions.

Moreover, the results from this thesis highlight the significance of NLP driven approaches for requirements engi-
neering in the context of software product lines. It not only proves effective in terms of the time and effort spent
on understanding and meaningfully linking the software product requirements, but also showcases the impact of
such automation capabilities in determining the quality of the specifications. As a result, it has been observed that
over the past decade the contributions in this area of research has been extensive with a consistent increase in the
number of research publications.

Another strength of the contributions of this thesis is the availability of the implementation source code for the
FM extraction, analysis, validation and visualization modules and the textual extracts of all the case studies used
in this research work. These artefacts can be used to reproduce the results and customize it further to suite new
research requirements. There needs to be more detailed study on the applications of deep learning algorithms
for identifying and classifying features of the software product/ product line specifications. It can even be possible
that such complex machine learning algorithms can contribute towards identifying semantic connections between
phrases and sentences thereby supporting identification and extraction of feature relationships.

One of the first challenges was converting unstructured textual data into labelled datasets with appropriate attribu-
tions that can assist the application of machine learning tools. This was accomplished during the development of
FeatureX and it delivered results with reasonable accuracy. Nevertheless, it is necessary to fine-tune the strategies
and heuristics used for such data transformations in order to identify grounded semantic rules that can function
for any textual corpus in English language irrespective of the domain. To this end, future research should include
specification documentations from a wider variety of domains. Exploring more recent NLP libraries can also prove
beneficial in terms of the performance of the NLP techniques.

Regarding FM analysis, one of the main challenges is the state explosion problem: adding features and relations to
a FM greatly increases the number of the states that need to be explored. Thus, it is necessary to ensure that this
analysis is scalable and applicable in practice.

6.3 Revisiting the original research questions

After presenting the conclusions of the thesis, it is interesting to reflect back on the contributions of this work
towards finding answers to the research questions we started off with. We will now summarize the answers to each
research question in terms of the conclusive inferences obtained from this research work.

RQ 1 : What tools are available for automatic analysis of feature models generated from requirements specifications
and how can it be used for encoding and analysing various specification data?

This research work used Alloy analyzer tool for automatic analysis of FM. Alloy was selected mainly because
it was the only open source tool that used first-order logic and has been already used in a wide range of
software modeling applications. There were also other tools like Z notation, Object Constraint Language
in UML (OCL), Vienna Development Method (VDM) etc. which mainly supported higher order logic thus
curtailing the automated analysis capability beyond a certain point. The largest product line case study
investigated using Alloy was the product specifications of the car crash management system as discussed in
the section 5.5.

RQ 2 : What Natural language processing (NLP) based heuristics can be used for extracting features and relation-
ships from textual specifications?
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NLP techniques are at the core of automatic FM extraction. Most of the time, the input data source will
constitute textual specifications, NLP must be used for automatically refining, enhancing and processing
information into data points on which complex computation can be performed. The experiments con-
ducted in this research has shown that the computations cannot be effective if the data points resulting
from NLP techniques lack quality in terms of correctness of language interpretation. For this reason there
is a huge potential for exploring the affects of applying various NLP techniques (see Table 2.5) on framing
better heuristics that can lead to improved accuracy in FM extraction.

RQ 3 : How can the reliability of the automated FM extraction results be validated, analyzed and quantified?

The research results presented in section 4.2 are able to demonstrate the feasibility of having a fully au-
tomated FM validation approach that is independent of the domain knowledge. This approach was only
relying on the language properties of the textual data that was used for creating the FM irrespective of the
way it was used to create the FM. The key findings have highlighted the significance of the application of
machine learning techniques on performing such unbiased FM validation. This not only has improved the
reliability of such validation results but can also evolve into reference standard for validating FM’s. This in
itself is one of the main contributions of this work which, the progressive future research can reuse and build
on.

RQ 4 : What are the evaluation results from the application of automated FM extraction, validation and analysis
on various case studies?

This thesis work, as shown in Figure 1.2, has successfully been able to prototype a framework for automated
FM extraction, validation and analysis, wherein the interventions of a domain expert for considering domain
knowledge has been drastically minimized. The results have demonstrated that high quality FM generation
can be achieved in a domain-independent way. The automation of this process has facilitated the extraction
of FMs, without impacting the performance across any size of input documents. This capability of enabling
guided requirements engineering process is a unique and novel contribution of this work.
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Chapter 7

Future Work

This chapter provides the details pertaining to the continued research in the field of automated tools for software
requirements engineering using Feature Models. Several opportunities for applying the key research findings from
this work is presented in the coming sections. In addition to that, the sections in this chapter are organised based
on the improvements that can be applied to the methods used in this thesis, extending the evaluation of the thesis
results based on latest related research results, and thus proposing research direction for addressing the known
limitations in the effectiveness of this thesis work towards the software requirements engineering processes. The
chapter concludes with a summary of this discussion with an overview of the most recent relevant research publi-
cations and its contribution towards the future extensions of this thesis work.

7.1 Introduction

The previous chapters explain the progression of transforming a textual documentation of system needs, func-
tionalities and constraints (software product line requirements specification) into a configurable software product
line model known as the Feature Model. Such Feature Models are used for both validating the correctness of the
specified requirements and its completeness based on the available product line domain knowledge. Due to the
intrinsic ambiguous characteristics of the English language, developing heuristics that can be used for automatic
extraction and evaluation of FM is already an open and challenging research problem. Being a complex prob-
lem, this was broken down into simple sub problems for which independent solutions were developed as part of
this thesis. The results thus obtained from evaluating the thesis outcomes have proven that an integrated soft-
ware requirements engineering tool is feasible and can allow better predictability of software project success. An
important inference from the thesis results is regarding the level of abstraction that can be accommodated by a
Feature Model. A product feature could potentially be a combined effect of several product sub-features. Ability to
determine and apply such level of abstraction could help control the complexity of the FM. These are some of the
potential avenues to explore as part of the continued research in this field. In order to explore such new dimen-
sions of this thesis research problems, it is important to address some of the necessary fine-tuning of the methods
used and extend the case studies to include much complex software products. With this in mind, we will now pro-
ceed to explain the details of such improvements in section 7.2, with identifying opportunities for researching on
complex software product requirements in section 7.3 and hence defining a path to achieve an integrated solution
for enabling the practice of guided requirements engineering for software products in section 7.4. The chapter
concludes with a summary in section 7.5 which includes the quick highlights of the future endeavors and provides
a brief account of the latest research publications that can facilitate the proposed extended research work.
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7.2 Improvements

The focus of this research was to prove the feasibility of having a semi-automated guided software requirements
engineering process for large scale industrial software development. As with any similar feasibility study and eval-
uation of methods, this research used heuristics and omitted one of the complex components of the research
subject, which is the cross tree constraints in Feature Models. The coming sections explain how to systematically
address such shortcomings related to limitations imposed by both the methods used and out-of-scope compo-
nents of the research objectives.

7.2.1 FM cross-tree constraints

Cross-tree constraints in Feature Models range from the one-to-one relationship of requires and excludes to com-
plex constraints represented as a propositional logic formula. Such propositional expressions can involve more
that two propositional variables, which in this case are the product features. This makes it a complex constraint
that needs to be met in order to fulfil the requirements of a valid product configuration of the software product
line under study. The presence of such constraints is crucial and significant in FM research [108] and cannot be
avoided when developing a solution for industrial applications.

In the literature, cross-tree constraints (CTC) have been studied in 2 different ways. One is the exploration of
whether such constraints are replaceable with simple one-to-one or one-to-many feature relationships. And the
other is to explore more structured representations for these constraints so that their analysis and validation can
be accomplished with ease.

This thesis does not propose any mechanisms to extract CTC information from text specifications and thus does
not include any approaches for validating them. Extracting such constraints is one of the directions of future work
after this thesis.

7.2.2 Machine learning algorithms

The results generated by the methods proposed in this thesis does not ensure complete accuracy. The approach
and heuristics used in this thesis take advantage of syntactic structures within the text and only partially exploit se-
mantic information. Accuracy can be improved by using other machine learning algorithms that are better suited
for the analysis of semantic properties in English text.

Some of the other machine learning algorithms which had been used during this research work includes, Hidden
Markov models, word embedding and artificial neural networks, all of which had yielded promising results but
were computationally intensive and required larger datasets. As the availability of data was a major limitation for
this research, these algorithms did not prove very effective.

An important line of future research will be improving the data repository of natural language specifications for
enabling continued research in this field. Without this in place, application of complex machine learning algo-
rithms like recursive or recurrent neural networks is not possible. The results of this thesis have confirmed that
the use of unsupervised machine learning technique like clustering may result in a large number of false positives.
It was also observed that the general accuracy of the supervised machine learning algorithms like regression and
classification resulted in better predictions. Thus, it would be necessary to devote effort to creating, maintaining
and extending useful datasets which are either directly obtained from industrial software projects or are at least
close to such real world specifications.

7.2.3 Domain-specific vocabularies

Since text documents come with inherent ambiguity, it is also essential to evolve domain specific vocabulary in
order to improve predictability of the feature and relationship extraction algorithms. This thesis has attempted to
create FM extraction and validation methods irrespective of any domain knowledge. From the results produced,
it was observed that certain heuristics worked for some text data with great accuracy whereas it did not work that
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well for the others. It can thus be inferred that though the heuristics are looking only at the syntactic attributes
of the language used, the vernacular and vocabulary used within the specific domain plays an important and
significant role in the precision of the decision making process of the predictor algorithms. This calls for extending
this research to study each application domain independently and understand such dependencies on vocabulary
for achieving better accuracy.

7.3 Evaluations

Similar to several other research works in this area, this thesis also suffers from the lack of availability of large
datasets which can help assess the quality of the FM extraction and validation results. For the most part, these
evaluations had been heavily dependent on the expertise of an RE practitioner or a domain engineer. The con-
tributions of this thesis has taken a step forward by introducing partially automated FM validation approaches
that rely only on the information present in the source documents. This is very significant as it has been now
demonstrated that the presence or absence of any feature and its relationships can be argued purely based on the
evidence that can be found from the source text it used to extract that information. This removes the dependency
on a domain engineer or an RE practitioner to help validate an FM. But the heuristics used for such automated
validation approaches needs much refinement in order to account for the actual meaning of the text in the context
of the specific product line. This can be achieved only by introducing better AI based machine learning algorithms,
which in turn depends heavily on the availability of large datasets. Therefore, as the next steps towards refining
the heuristics it is necessary to expand the case study repository to include data from various diverse product lines
and create new avenues for stronger collaborations with the software industry to be able to generate datasets that
replicate realistic software product line scenarios.

7.3.1 Advanced case studies

The evaluations performed in this thesis were obtained from publicly available sources. The specific case study
related to the sports utility vehicles (SUV), utilized the various SUV owners manual as the product specification
documents. This was the largest dataset studied in this thesis work. Though this was an attempt towards evaluating
the thesis approach on a very large product line specification, the text in these documents did not replicate a
realistic software product requirements specification. The owners manual is written and organized in a way that
it can be easily understood by the user of the vehicle and uses a writing style where the features of the SUV has
already been clearly identified and will not involve any inconsistencies as the product itself has evolved over several
years and is now producing a much stable version with well-defined product configurations. As part of future
research we would like to identify product line requirements specifications for domains like microprocessor chips,
search engines, email web clients, operating systems, banking software, flight reservation software etc. which
could demonstrate different language usage styles and vocabulary. Datasets generated from such diverse domains
will be used for more thorough training and testing of the ML algorithms involved in the methods introduced in
this thesis. It is essential to encourage involvement of industrial practitioners into the development of automated
tools for SPL. For this reason it is important to target some effort in this direction.

7.3.2 Industrial collaboration

As part of extensive training of ML models, we would like to collaborate with interested industrial partners for gain-
ing access to appropriate set of specification documentations which are used for software product development in
the respective domains. Based on the results of the continued refinement of the methods, we would like to access
the benefits of such automated tools and techniques on the quality and success of the products delivered. This
should be an ongoing, continuous improvement cycle where the artefacts from industry propels improvements in
the method which in turn provides feedback to the practitioners for modifying and correcting the identified de-
fects in the used SPL specifications. This would eventually lead to more seamless integration of academic research
results into industrial practice at a steady and consistent pace.
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7.4 Guided RE tool

An integrated automated solution for requirements engineering would be the future goal of this research. We
believe that this would lead us to find the path towards such an integrated, assisted, recommending-system based
guided requirements engineering process for software product lines. This system should be able to transform RE
from an intuition and domain-expertise based process to a template based guided approach where a new product
will simply be an amended configuration of an existing similar product or product line specification. It will allow
the product stakeholders to visualize the finished product with all the prime features and dependencies much
ahead of its actual development.

Any changes to the product configuration would automatically highlight the impact on the other product features
and their dependencies. It would also suggest possible ways of fixing the breaking changes. Such feedback is
undoubtedly the most useful guidelines for RE practitioners who handle requirements change management. Pro-
cessing large volumes of text and automatically providing a visual representation in terms of the Feature Model
which gets updated as and when the changes are made to the text, would be the work for the future that would
make use of the methods proposed in this thesis. Such a user interface powered by the natural language process-
ing and machine learning based computing engine in the back-end, would disrupt the way software companies
handle requirements engineering today.

7.5 Summary

This chapter elaborated the future directions for continued research in the field of automated tools for require-
ments engineering based on Feature Models. The immediate focus is given to exploring various natural language
processing techniques together with the application of complex machine learning algorithms in Feature Model
extraction and validation approaches. This is mainly attributed to improve the language interpretation capabil-
ities of the automated techniques used in this research from being syntactic to becoming more semantic. More
precision, in the way the language communicates the intentions of a product or its features, means less ambiguity
in the creation of a Feature Model. This will not only lead to more consistent use of language for documenting
requirements, but would also lead to ease in its computational abilities like validation and defect detection and
correction.

Though this thesis has included most of the feature relationships, it has not accounted for complex propositional
logic expression based cross-tree constraints. The need for such constraints when modeling a software system
needs to be studied in depth in order to propose effective ways of extracting this information from textual descrip-
tions. This is one of the priority tasks lined up for the future work as the FM is deemed incomplete without all
documented constraints and dependencies.

The goal of continued research in this field is to introduce an automated integrated solution for requirements
engineering process in industrial practice with effective user interface that promotes its adoption in real world
requirements engineering processes. This can become a reality only through extensive collaboration between the
greater research community and the software industries. As part of future work, we dedicate a significant part of
the overall effort towards this direction and intend to have a positive impact on the pace at which this research
progresses.

There are several new contributions in the areas of evaluating significance of Feature Modeling in software product
lines [171], reverse engineering SPL using FM [167], techniques for resolving conflicting system goals using FM
[164], classification and systematic review of FM defects [38], support for industrial practitioners to migrate from
traditional single product development lifecycle to software product line development lifecycle [110], developing
textual language for Feature Modeling [3], Feature Model evolution [71] and tools for extracting variability from
natural language text [70], etc. details of which can be used or inspire the integrated solution. There is still a very
long way to go, but the path is more clear as we keep taking a step forward.
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Appendix A

Comparison between FM - FeatureX vs
manual

bCMS

Figure A.1: bCMS - benchmark FM (manually created in FeatureIDE).

Figure A.2: bCMS - FeatureX FM (manually created in FeatureIDE).
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Cryptocurrency

Figure A.3: Cryptocurrency - benchmark FM (manually created in FeatureIDE).

Figure A.4: Cryptocurrency - FeatureX FM (manually created in FeatureIDE).
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Identity

Figure A.5: Identity - benchmark FM (manually created in FeatureIDE).

Figure A.6: Identity - FeatureX FM (manually created in FeatureIDE).
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Antivirus

Figure A.7: Antivirus - benchmark FM (manually created in FeatureIDE).

Figure A.8: Antivirus - FeatureX FM (manually created in FeatureIDE).
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E-shop

Figure A.9: E-shop - benchmark FM (manually created in FeatureIDE).

Figure A.10: E-shop - FeatureX FM (manually created in FeatureIDE).
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Smart Home

Figure A.11: Smart Home - benchmark FM (manually created in FeatureIDE).

Figure A.12: Smart Home - FeatureX FM (manually created in FeatureIDE).
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A.1 FMs from literature

A.1.1 E-shop

Figure A.13: E-shop - FM from literature (manually created in FeatureIDE).

A.1.2 Smart home

Figure A.14: Smart Home - FM from literature.
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A.1.3 Anti-virus

Figure A.15: Anti-virus - FM from literature.
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A.2 Manual evaluation of FeatureX models with benchmark models by do-
main engineers

A.2.1 Legend used for relationship type

One-to-one mapping One-to-many mapping

[M] MANDATORY [A] AND
[O] OPTIONAL [R] OR
[E] EXCLUDES [X] ALTERNATIVE/XOR
[I] REQUIRE/IMPLIES

Table A.1: Types of relationships among features.

A.2.2 Crash management product line

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(bcrash, vehicle_management) (bcrash, vehicle_management) ✓ ✓ 100% M
(bcrash, fire_station_coordinator) (bcrash, fire_station_coordinator) ✓ ✓ 100% M
(bcrash, police_station_coordinator) (bcrash, police_station_coordinator) ✓ ✓ 100% M
(bcrash, crisis_multiplicity) (bcrash, crisis_multiplicity) ✓ ✓ 100% O
(bcrash, messaging_infrastructure) (bcrash, messaging_infrastructure) ✓ ✓ 100% M
(vehicle_management, vehi-
cle_communication_protocol)

(vehicle_management, communication_protocol) ✓ ✓ 60% O

(vehicle_management, coordinated_route_plan) (vehicle_management, coordinated_route_plan) ✓ ✓ 60% O
(police_station_coordinator, lead_coordinator) - × × -
(fire_station_coordinator, wired_connection) - × × -
(fire_station_coordinator, citizen_vehicle) (fire_station_coordinator, citizen_vehicle) ✓ ✓ 60% O
(crisis_multiplicity, manage_traffice) (vehicle_management, manage_traffice) ✓ × 80% O
(messaging_infrastructure, send_and_receive_messages) (messaging_infrastructure, send_and_receive_messages) × ✓ 90% M
(messaging_infrastructure, security_mechanisms) (messaging_infrastructure, security_mechanisms) ✓ × 90% M
(security_mechanisms, confidentiality) (security_mechanisms, confidentiality) ✓ ✓ 90% R
(security_mechanisms, encrypted) (security_mechanisms, encrypted) ✓ ✓ 90% R
(security_mechanisms, non_encrypted_communications) (security_mechanisms, non_encrypted) ✓ ✓ 90% R
(security_mechanisms, user_authentication) (security_mechanisms, user_authentication) ✓ ✓ 90% R

Table A.2: FeatureX - bCMS

A.2.3 Cryptocurrency product line

Candidate feature pair Corrected name (if needed)
Relationship

exists?
Correct

direction?
Confidence

and type
(coin, bitcoin) (coin, bitcoin) ✓ ✓ 90% X
(coin, zerocoin) (coin, zerocoin) ✓ ✓ 90% X
(bitcoin, proofofwork_pricing_function) (bitcoin, proofofwork_pricing_function) ✓ ✓ 90% M
(bitcoin, onetime_destination_key) (bitcoin, onetime_destination_key) ✓ ✓ 90% M
(bitcoin, pulic_key_derived) - × × -
(bitcoin, nonce_value) (bitcoin, nonce_value) ✓ ✓ 80% M
(zerocoin, arithmetic_circuit_ability) (zerocoin, arithmetic_circuit_ability) ✓ ✓ 80% M
(zerocoin, non_malleability) (zerocoin, non_malleability) ✓ ✓ 80% M
(zerocoin, poison_pill_block) (zerocoin, poison_pill_block) ✓ ✓ 70% M
(onetime_destination_key, united_transaction) - × × -
(united_transaction, transaction_output) - × × -
(united_transaction, first_coin_commitment) - × × -
(transaction_output, already_spent_coin) - × × -
(public_key_derived, routing) (public_key, routing) × ✓ 70% M
(routing, transaction_sharing) (routing, transaction_sharing) ✓ ✓ 90% O
(routing, transaction_time) - × × -
(routing, private_key) (routing, private_key) × ✓ 80% M
(private_key, signature) (private_key, signature) × ✓ 90% M
(arithmetic_circuit_ability, non_deterministic_decision_circuit)(arithmetic_circuit_ability, non_deterministic_decision_circuit)✓ ✓ 100% O
(non_malleability, coinbase_transaction) (transaction, non_malleability) ✓ × 100% M
(coinbase_transaction, everlasting_anonymity) (coinbase_transaction, anonymity) × ✓ 90% M
(coinbase_transaction, transaction_ledger) (coinbase_transaction, transaction_ledger) ✓ ✓ 80% O
(coinbase_transaction, transaction_fee) (coinbase_transaction, transaction_fee) × ✓ 100% M
(transaction_ledger, backing_escrow_pool) - × × -
(transaction_ledger, mint_transaction) - × × -

Table A.3: FeatureX - Cryptocurrency
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A.2.4 Identity software product line

Candidate feature pair Corrected name (if needed)
Relationship

exists?
Correct

direction?
Confidence

and type
(identity, blockchain) (identity, blockchain) ✓ ✓ 100% M
(identity, authentication) (identity, authentication) ✓ ✓ 100% M
(identity, service_provider) - × × -
(identity, trusted_system) (identity, trusted_system) ✓ ✓ 100% M
(identity, crypto_only_service) - × × -
(identity, blockchain_transaction) (identity, blockchain_transaction) ✓ ✓ 80% O
(identity, mobile_device) (identity, mobile_device) ✓ ✓ 100% O
(identity, proof_of_individuality) (identity, proof_of_individuality) ✓ ✓ 100% M
(blockchain_token, blockchain_governance) (blockchain_token, blockchain_governance) ✓ ✓ 70% X
(blockchain_token, service_token) (blockchain_token, service_token) ✓ ✓ 70% X
(authentication, identity_authenticate) (authentication, identity_authenticate) × ✓ 100% M
(service_provider, financial_service) (service_provider, financial_service) ✓ ✓ 50% X
(service_provider, exchange) (service_provider, exchange) ✓ ✓ 70% X
(blockchain_transaction, irrefutable_transaction_log) (blockchain_transaction, irrefutable_transaction_log) ✓ ✓ 100% M
(mobile_device, core_technology) - × × -
(proof_of_individuality, biometrics) (proof_of_individuality, biometrics) ✓ ✓ 100% R
(proof_of_individuality, series_of_video_calls) (proof_of_individuality, series_of_video_calls) ✓ ✓ 50% R
(biometrics, facial_recognition) (biometrics, facial_recognition) ✓ ✓ 100% O
(biometrics, liveness_detection) (biometrics, liveness_detection) ✓ ✓ 100% O
(biometrics, other_methods) - × × -
(identity_authenticate, complex_brain_password) (identity_authenticate, complex_brain_password) ✓ ✓ 80% R
(identity_authenticate, com-
plex_machine_learning_software)

(identity_authenticate, machine_learning_software) ✓ ✓ 60% R

(financial_service, regulatory_body) - × × -
(exchange, open_source_identity_wallet) (exchange, open_source_identity_wallet) ✓ ✓ 80% R
(exchange, digital_identity_wallet) (exchange, digital_identity_wallet) ✓ ✓ 90% R
(digital_identity_wallet, public_key) (digital_identity_wallet, public_key) × ✓ 90% M
(public_key, key_recovery_mechanism) (public_key, key_recovery_mechanism) ✓ ✓ 100% O
(regulatory_body, regulation) - × × -
(regulation, identity_intelligence) (regulation, identity_intelligence) × ✓ 80% O
(regulation, regulatory_compliance_requirement) - × × -
(regulatory_compliance_requirement, protec-
tion_compliance_solution)

- × × -

Table A.4: FeatureX - Identity SPL

A.2.5 Anti-virus product line

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(anti_virus, scans) (anti_virus, scans) ✓ ✓ 100% M
(anti_virus, anti_theft_protection) (anti_virus, anti_theft_protection) × ✓ 100% M
(anti_virus, product_management) (anti_virus, product_management) ✓ ✓ 100% O
(anti_virus, real_time_protection_network) (anti_virus, real_time_protection_network) ✓ ✓ 100% O
(anti_virus, program_user_interface) (anti_virus, program_user_interface) ✓ ✓ 80% O
(scans, malware) (scans, malware) × ✓ 60% R
(scans, viruses) (scans, viruses) × ✓ 60% R
(scans, worms) (scans, worms) × ✓ 60% R
(program_user_interface, preferred_skin) (program_user_interface, preferred_skin) ✓ ✓ 70% O
(product_management, subscription) (product_management, subscription) ✓ ✓ 100% O
(product_management, renewal) (product_management, renewal) ✓ ✓ 100% O
(product_management, update) (product_management, update) ✓ ✓ 100% O

Table A.5: FeatureX - Anti-virus
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A.2.6 E-shop product line

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(eshop, system) - × × -
(eshop, registered_customer) (eshop, customer) ✓ ✓ 100% M
(system, inventory) (eshop, inventory) ✓ ✓ 100% M
(registered_customer, product_review) (registered_customer, product_review) × ✓ 90% O
(registered_customer, purchase) (customer, purchase) ✓ ✓ 90% M
(inventory, supplier) (inventory, supplier) × ✓ 70% M
(inventory, product) (inventory, product) × ✓ 70% M
(inventory, maintain) (inventory, maintain) ✓ ✓ 70% M
(product_review, damaged_product) - × × -
(damaged_product, negative_review) - × × -
(purchase, payment) (purchase, payment) ✓ ✓ 90% M
(payment, gift_card) (payment, gift_card) ✓ ✓ 100% A
(payment, credit_card_company) (payment, credit_card_company) ✓ ✓ 100% A
(payment, paypal) (payment, paypal) ✓ ✓ 100% A

Table A.6: FeatureX - E-shop

A.2.7 Smart home product line

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(smart_home, house) - × × -
(smart_home, internet) - × × -
(smart_home, devices) (smart_home, devices) ✓ ✓ 100% M
(devices, alarm) (devices, alarm) × ✓ 90% A
(devices, sprinklers) (devices, sprinklers) × ✓ 90% A
(devices, adjustment) - × × -
(adjustment, intensity_value) (devices, adjust_intensity_value) ✓ ✓ 100% O
(intensity_value, heater) (devices, heater) × ✓ 60% R
(intensity_value, lights) (devices, lights) × ✓ 60% R
(heater, thermostats) - × × -
(thermostats, energy) - × × -
(lights, switch) - × × -
(switch, on_off) - × × -
(internet, website) - × × -
(house, inhabitant) - × × -
(house, regulate) (house, regulate) × ✓ 60% M
(inhabitant, door) - × × -
(inhabitant, window) - × × -
(window, blind) - × × -
(door, identification_card) (door, identification_card) ✓ ✓ 70% X
(door, card_reader) (door, card_reader) ✓ ✓ 80% X
(door, pin_introduced) (door, pin_introduced) ✓ ✓ 80% X
(door, keypad) (door, keypad) ✓ ✓ 80% X
(door, fingerprint_reader) (door, fingerprint_reader) ✓ ✓ 80% X
(regulate, temperature_elevation) (regulate, temperature_elevation) ✓ ✓ 100% O
(temperature_elevation, smoke) (temperature_elevation, smoke) ✓ ✓ 100% O
(smoke, fire_department) (smoke, fire_department) ✓ ✓ 100% O

Table A.7: FeatureX - Home automation
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A.3 Manual evaluation of FM generated by methods used in literature

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(E_shop, ShipmentDetails) (E_shop, ShipmentDetails) ✓ ✓ 90% M
(E_shop, ShippingDocuments) - × × -
(E_shop, List) - × × -
(E_shop, ConfirmPurchase) (E_shop, ConfirmPurchase) × ✓ 90% M
(E_shop, SelectPurchaseProduct) (E_shop, PurchaseProduct) × ✓ 90% M
(E_shop, CancelOrder) (E_shop, CancelOrder) ✓ ✓ 90% O
(E_shop, ProductReview) (E_shop, ProductReview) × ✓ 90% O
(E_shop, Payment) (E_shop, Payment) ✓ ✓ 80% M
(E_shop, Shipping) (E_shop, Shipping) ✓ ✓ 80% M
(E_shop, ProductDeliveryStatus) - × × -
(E_shop, ShoppingCart) (E_shop, ShoppingCart) × ✓ 60% R
(E_shop, TrackStatus) (E_shop, TrackStatus) × ✓ 60% R
(E_shop, ReturnProduct) (E_shop, ReturnProduct) × ✓ 60% R
(List, Catalog) - × × -
(List, Inventory) - × × -
(ProductReview, NegativeProductReview) - × × -
(Payment, PayWithCreditCard) (Payment, CreditCard) × ✓ 90% X
(Payment, PayWithGiftCard) (Payment, GiftCard) × ✓ 90% X
(Payment, PayWithPaypal) (Payment, Paypal) × ✓ 90% X
(Shipping, LandShipping) (Shipping, Land) ✓ ✓ 90% X
(Shipping, AirMailShipping) (Shipping, AirMail) ✓ ✓ 90% X
(TrackStatus, TrackOrderStatus) (TrackStatus, OrderStatus) × ✓ 90% O
(TrackStatus, TrackDeliveryStatus) (TrackStatus, DeliveryStatus) × ✓ 90% O
(ReturnProduct, ReturnDamagedProduct) (ReturnProduct, DamagedProduct) ✓ ✓ 90% O

Table A.8: E-shop

Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(Smart Home, Device Adjustment and Control)

(Smart Home,

Device Adjustment and Control) ✓ ✓ 100% M
(Smart Home, Room Access Control) (Smart Home, Room Access Control) × ✓ 100% O
(Device Adjustment and Control, Adjustment and Con-
trol)

- × × -

(Device Adjustment and Control, Devices) - × × -
(Device Adjustment and Control, Device Control) - × × -

(Device Adjustment and Control,

Notify Inhabitants (High Energy Consumption)) - × × -

(Adjustment and Control, Automatic Actions)

(Adjustment and Control,

Automatic Actions) × ✓ 60% O
(Adjustment and Control, Fire Control) (Adjustment and Control, Fire Control) × ✓ 60% O
(Adjustment and Control, Adjustment) - × × -
(Adjustment and Control, GUI) (Adjustment and Control, GUI) × ✓ 60% O
(Automatic Actions, Actions On Empty House ) (Automatic Actions, On Empty House ) × ✓ 80% O
(Automatic Actions, Automatic Light Adjustment2 ) (Automatic Actions, Light Adjustment ) × ✓ 80% O

(Automatic Actions, Temperature Regulation (Win-
dows))

(Automatic Actions,

Temperature Regulation) × ✓ 90% O

(Adjustment, Automatic Heater Adjustment) (Automatic Actions, Heater Adjustment) × ✓ 60% O

(Adjustment, Manual Light Intensity Adjustment)

(Device Adjustment and Control,

Manual Light Intensity Adjustment) ✓ ✓ 90% O

(Adjustment, Manual Heater Adjustment)

(Device Adjustment and Control,

Manual Heater Adjustment) × ✓ 90% O

(Fire Control, Fire Presence Identification)

(Fire Control,

Fire Presence Identification) ✓ ✓ 80% M
(Fire Control, Fire Occurrence Actions) (Fire Control, Fire Occurrence Actions) ✓ ✓ 80% M
(Actions On Empty House, Automatic

Heater Adjustment (Daily Schedule)) - × × -
(Actions On Empty House, Presence Simulation) (On Empty House, Presence Simulation) × ✓ 90% O
(Automatic Light Adjustment2,

Automatic Light Adjustment1) - × × -
(Automatic Light Adjustment2,

Automatic Light Adjustment(Room Entry) - × × -
(Automatic Light Adjustment1,

Automatic Light Adjustment0) - × × -
(Automatic Light Adjustment1,

Automatic Light Adjustment (Windows) - × × -

Table A.9: Smart home
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Candidate feature pair Corrected name (if needed) Relationship
exists?

Correct di-
rection?

Confidence
and type

(Antivirus, scan/detection/files) (Antivirus, scan/detection/files) × ✓ 80% M
(Antivirus, mail/spam) (Antivirus, mail/spam) ✓ ✓ 80% O
(scan/detection/files, behavior based detection ) - × × -
(scan/detection/files, files scanning) (scan, files) ✓ ✓ 80% R
(scan/detection/files, anti-spyware/protection ) (detection, spyware_protection ) ✓ ✓ 80% R
(anti-spyware/protection , removes keylogger ) (spyware_protection , removes keylogger ) ✓ ✓ 90% M
(anti-spyware/protection , removes trojan) (spyware_protection , removes trojan) × ✓ 90% O
(anti-spyware/protection , anti-rootkit) (spyware_protection , anti-rootkit) ✓ ✓ 90% O
(mail/spam, mail content scanning) (mail_spam, content scanning) ✓ ✓ 90% R
(mail/spam, mail attachement analysis ) (mail_spam, attachement analysis) ✓ ✓ 90% R
(mail content scanning, antispam) (content scanning, antispam) ✓ ✓ 90% O
(spyware/protection,anti-spyware) (spyware/protection,anti-spyware) × ✓ 90% M
(antispam, mail attachment analysis) (antispam, mail attachment analysis) ✓ ✓ 60% I
(mail attachment analysis, files scanning) (mail attachment analysis, files scanning) ✓ ✓ 60% I
(anti-spyware, file scanning) (anti-spyware, file scanning) ✓ ✓ 60% I
(removes trojan, behavior-based detection) (removes trojan, behavior-based detection) ✓ ✓ 60% I

Table A.10: Anti-virus
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