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I

RESUM DE LA TESI DOCTORAL

Localització d’ones flexurals en plaques elàstiques fines mitjançant
superficies dissenyades complexes

de

Marc Martí Sabaté
Doctor en Ciències per l’Escola de Doctorat en Ciències

Escola Superior de Tecnologia i Ciències Experimentals, ESTCE
Universitat Jaume I, Setembre 2023

L’objectiu d’aquest treball de tesi ha sigut el de dissenyar estructures geòmetriques de resonadors
sobre una placa elàstica fina amb la finalitat de localitzar les ones mecàniques que es propaguen a través
de la placa en un espai reduït. S’ha buscat aconseguir un gran nombre d’estats localitzats en un ampli
rang de freqüències, doncs pot resultat atractiu per desenvolupar dispositius basats en el control de les
ones mecàniques.

Els sistemes que es presenten al llarg d’aquest treball s’han analitzant utilitzant la teoria de la dispersió
múltiple. Com els resonadors han sigut aproximats com interaccions resonants puntuals, aquesta teoria
permet el seu anàlisi d’una manera adequada i fidel.

Primerament, s’ha estudiat un anàlog mecànic de les estructures coneguides com bicapes girades.
Sistemes formats per dues xarxes periòdiques superposades les quals han sigut rotades amb un angle
entre elles. Aquest tipus d’estructures ha despertat l’interès de la comunitat científica en els darrers
anys degut a les seues extraordinàries propietats com conductor/aïllant. En aquest treball s’examina la
possibilitat de descriure el comportament dels estats propis del sistema mitjançant la interacció de parells
de resonadors.

Les distribucions quasiperiòdiques unidimensionals ofereixen la capacitat de confinar les ones que
es propaguen pel medi i presenten una certa robustesa davant de problemes associats amb la fabricació,
degut a la seua protecció topològica. En aquest treball s’ha mostrat la possibilitat d’implementar aquests
principis en propagació bidimensional d’ones elàstiques mitjançant una estructura unidimensional, que
permet simplificar el sistema necessari per confinar les ones i mostrar resultats similars als d’aquesta
estructura aplicada en altres àmbits.

Finalment, s’ha estudiat i desenvolupat una solució per disseñar estats confinats en el continu (BICs)
mitjançant una disposició circular de resonadors. Aquestes solucions de l’equació d’ona permeten obtenir
modes amb un temps de vida infinit que no es propaguen per la resta del sistema, y que per tant presenten
un confinament perfecte. Aquesta solució s’ha trobat tant per a ones flexurales en plaques elàstiques fines,
com per a una guia d’ones bidimensional en acústica.
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RESUMEN DE LA TESIS DOCTORAL

Localización de ondas flexurales en placas elásticas finas mediante
superficies diseñadas complejas

de

Marc Martí Sabaté
Doctor en Ciencias por la Escuela de Doctorado en Ciencias

Escola Superior de Tecnologia i Ciències Experimentals, ESTCE
Universitat Jaume I, Septiembre 2023

El objetivo de este trabajo de tesis ha sido diseñar estructuras geométricas de resonadores sobre
una placa elástica fina con el fin de localizar las ondas que se propagan a través de la placa en un
espacio reducido. Se ha buscado producir un gran número de estados localizados en un rango amplio de
frecuencias, pues puede resultar atractivo de cara a desarrollar dispositivos basados en el control de las
ondas mecánicas.

Los sistemas que se presentan a lo largo del trabajo se han analizado utilizando la teoría de la dispersión
múltiple, ya que los resonadores han sido aproximados como interacciones resonantes puntuales, y en
ese caso, dicha teoría ha demostrado ser la más adecuada.

En primer lugar, se ha estudiado un análogo mecánico de las estructuras conocidas como bicapas
giradas; sistemas formados por dos redes periódicas superpuestas las cuales han sido rotadas con un
ángulo dado entre ellas. Este tipo de estructuras ha despertado el interés de la comunidad científica en
los últimos años gracias a sus extraordinarias propiedades como conductor/aislante. En este trabajo se
estudia la posibilidad de describir el comportamiento de los estados propios del sistema mediante la
interacción de pares de resonadores.

Las distribuciones cuasiperiódicas unidimensionales ofrecen la capacidad de confinar las ondas que
se propagan por el medio y presentan una cierta robustez ante problemas de fabricación debido a su
protección topológica. Este trabajo ha demostrado la posibilidad de implementar estos principios en
propagación bidimensional de ondas elásticas mediante una estructura unidimensional, simplificando el
sistema necesario para confinar ondas y mostrando resultados similares a los de esta misma estructura
aplicada en otros ámbitos.

Por último, se ha estudiado y desarrollado una solución para diseñar estados confinados en el continuo
(BICs) mediante una disposición circular de resonadores. Dichas soluciones de la ecuación de ondas
permiten obtener modos con un tiempo de vida infinito que no se propagan a través del resto del sistema,
y que por tanto presentan un confinamiento perfecto. Dicha solución se ha hallado tanto para ondas
flexurales en capas elásticas finas, como para una guía de ondas bidimensional en acústica.
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ABSTRACT OF THE DOCTORAL THESIS

Trapping flexural waves in thin elastic plates by complex engineered
surfaces

by

Marc Martí Sabaté
Doctor of Philosophy by the Science Doctoral School

Escola Superior de Tecnologia i Ciències Experimentals, ESTCE
Universitat Jaume I, September 2023

The main objective of this PhD thesis has been to design geometrical structures of resonators on top
of a thin elastic plate for trapping waves that propagate through the medium in a reduced space. High
density of modes in a wide frequency range is desired, as it can be appealing for developing mechanical
wave control devices.

Structures discussed throughout this work have been analysed using multiple scattering theory. This
mathematical tool has proved to be really adequate when treating with point-like interactions between
resonators and the continuum medium, as is the case in our systems.

In the first place, a mechanical analogue for the twisted bilayer structure has been studied. This system
is based on two periodic lattices superimposed with a relative rotation angle between them. It has recently
attracted the attention of the scientific community due to its exotic properties as conductor/isolator. In
this work, we will study a mechanism for describing the behavior of the eigenmodes of the structure
based on the dimerized interaction between resonators.

Quasi-periodic one-dimensional distribution of scatterers offers the possibility of confining waves
that propagate through the medium, and presents robustness against disorder based on its topological
protection. This work has proven the possibility of confining mechanical waves in a two-dimensional
space using one-dimensional quasi-periodic structures, simplifying the necessary system for confining
waves and showing similar results to the same kind of structures applied in other domains.

Lastly, solutions for having bound states in the continuum (BICs) within a circular arrangement
of scatterers have been studied and developed. These solutions to the wave equation allow to have
infinite lifetime modes that do not propagate through the rest of the system, and therefore present perfect
confinement. In this work, solutions have been found both for flexural waves in thin elastic plates, and
for two-dimensional acoustic waveguides.
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Chapter 1

Introduction

1.1 Motivation

The precise control of wave propagation and localisation plays a paramount role in contemporary appli-
cations reliant on the utilization of wave energy. Regardless of the specific field—acoustics, electronics
or optics— there is a need for achieving meticulous control over the propagation of waves. Thus, the
localisation of states emerges as a critical factor in the advancement of these applications. The capacity
for confining the energy of the wave in a certain area opens up several possibilities for achieving en-
hanced sensitivity in sensing applications, wave-matter interaction or even wave emission. In the latter
half of the 20th century, significant progress was made in developing a theory for wave localisation in
random media. Notwithstanding, subsequent research has demonstrated the potential for confinement in
deterministic systems as well [1], which can be seen advantageous in some aspects.

Throughout this document, we shall examine various mechanisms aimed at achieving the localisation
of mechanical waves. With the exception of a proof of concept presented in airborne acoustics (Chapter
6), conceived structures will be implemented in thin elastic plates (thereby employing Kirchhoff-Love
theory for flexural waves). These structures will consist of an arrangement of point-like resonators (mass-
spring systems) attached to the upper surface of the plate. Our main goal is to achieve a high density
of localized states within a frequency range, making them applicable to scenarios where trapped waves
are required, while ensuring that the overall complexity and affordability of the structure are preserved.
Simplicity is essential in applications characterized by high operational frequencies. In such cases, the
wavelength is significantly small, increasing manufacturing costs and limiting technological capabilities
for building complex systems.

Numerous contemporary applications require precise control over the energy carried by waves:
optomechanics, for instance, which is the use of laser light to control the motion of mechanical vibrations,
usually micrometre or nanometre scale resonators [2–6]. In the realm of quantum computing, the objective
of manipulating single phonons has garnered attention [6–9]. Furthermore, there are some imaging
applications, such as complex modulation of electromagnetic fields by means of phase changes due
to mechanical vibrations. This work seeks to shed light on the types of structures that might facilitate
advancements for these applications.
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2 1. Introduction

1.2 Background

Originally, the concept of localisation arose from the pursuit of understanding the metal-insulator tran-
sition, where "disorder" prevents the electrons in a semiconductor to move freely [10]. Building upon
this notion, Anderson proposed his model for localisation of waves in random media by the end of the
1950s [11]. This seminal work initiated a new way of thinking, influencing numerous fields beyond its
original domain (radiative transfer, seismology, atomic physics or high-energy physics). It has been at the
origin of mesoscopic physics, which bridges the gap between microscopic and macroscopic scales [12].

Anderson localisation was traditionally associated with disorder and random lattices. However, in
1982, Shechtman made a groundbreaking discovery by providing evidence of the absence translational
symmetry in a crystal [13]. This finding startled the solid state physics community and gave rise to
many questions concerning the physics of quasicrystals. These systems were not new (they are the result
of an extensive interdisciplinary effort that started with Greek philosophers and involved physicists,
crystallographers and mathematicians; for those who want to keep track of this wonderful journey, I
strongly recommend reading the introduction chapter in Senechal’s Quasicrystals and Geometry [14]),
but Shechtman’s measurements were the first evidence of these structures in nature. In the following
years, the ideas of localisation were tested for quasicrystals, expanding the theory of localisation to
deterministic structures [1, 15].

These concepts transcended the solid state community and found application in classical wave
systems. The milestone for the practical implementation of disordered systems and quasicrystals in optics
and acoustics was the advent of metamaterials. The foundation for this advancement was laid to Veselago,
who sought to solve the electromagnetic wave equation for a double negative material [16] (negative
permittivity and permeability), and Pendry found a way of implementing such a material in practical
settings [17, 18]. Metamaterials might be defined as ’an arrangement of artificial structural elements,
designed to achieve advantageous and unusual properties’ [19]. Although the conventional definition
emphasizes electromagnetic properties, I intentionally adop a broader interpretation that encompasses
all wave phenomena. Metamaterials are, therefore, the ideal framework for bridging concepts from solid
state physics and quantum physics to classical wave propagation. Over the past two decades, researchers
have actively pursued this apporach, demonstrating the existence of wave phenomena such as the quantum
hall effect, chirality, slow light, topological protection, etc. in the realms of acoustics, mechanics and
optics.

Besides, significant scientific advancements were made at the beginning of the 21st century, when
a group of researchers successfully isolated a thin monolayer of graphite (graphene), and conducted
comprehensive analyses on its properties [20]. The extraordinary characteristics of this two-dimensional
material induced many researchers to work in that field, studying this structure or seeking analogues
for mechanical and optical waves. In 2018, Jarillo’s group [21, 22] achieved to experimentally stack two
layers of graphene with a given relative angle that could be tuned. This new structure, called twisted
bilayer graphene, exhibited transitions between insulating and conducting behaviors, depending on the
precise angle of twist. The tunability of the system positions it as an ideal candidate for a wide range
of modern applications. In recent years, researchers have also ventured into exploring mechanical and
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optical counterparts of twisted bilayer structures, aiming to unveil extraordinary physical phenomena in
alternative wave domains.

Lastly, there is another kind of wave localisation that has been known since the 1920s. Bound states
in the continuum (BICs) were originally formulated by von Newmann and Wigner as solutions to the
Schrödinger’s equation in quantum mechanics [23]. These states represent solutions to the wave equation
whose field is confined in space with an infinite lifetime while their energy lies within the continuous spec-
trum. Throughout the 20th century, numerous studies have been published, invesigating these solutions
not only in the context of the Schrödinger equation but also for electromagnetic, acoustic or mechanical
waves. Recently, due to technological advancements enabling new manufacturing possibilities, this field
has regained attention, particularly in terms of the experimental measurement of these modes.

1.3 Objectives

As previously discussed, controlling the propagation of waves is of capital importance for the development
of modern applications. In this sense, this work is going to focus on wave energy localisation in space.
Specifically, some mechanical systems will be analysed using a thin plate as a continuous medium
(supporting flexural waves) and a collection of mass-spring resonators attached on the upper plane of the
plate. Different geometries will be conceived and analysed, seeking for a platform that allows us to have
a high density of localized states in a straightforward manner. To achieve this goal, three systems are
going to be compared: quasicrystals (modulated crystals), twisted bilayers and BICs. In order to compare
these structures, some key questions need to be addressed:

• Which is the underlying mechanism responsible for wave localisation in the examined systems?

• To what extent is the proposed system compatible with real-world manufacturing processes, and
does it exhibit robustness against potential defects?

• Can the system accommodate the required complexity for practical applications?

1.4 Outline

This thesis consists of the following chapters:

• Chapter 2: Multiple Scattering Theory (MST) for flexural waves in thin elastic plates. This chapter
sheds light on the physics underlying the deformation of solids under stress, specifically flexural
waves in thin elastic plates (Love-Kirchhoff theory). Then, MST—a framework for taking into
account interactions in many-body systems—is explained and applied to the described physical
equations. Further discussions on incident fields, eigenmodes and resonances are also present in
the chapter.
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• Chapter 3: Dimerized localisation of waves in twisted bilayer crystal plates. Here, we apply
the theory developed in the previous chapter to analyse the geometrical configurations known as
twisted bilayers. Some theoretical discussion on the periodicity of these structures is commented,
and numerical simulations are presented, focusing on those modes that can be explained by the
interaction of few resonators in the cluster.

• Chapter 4: Quasi-periodic linear arrays of scatterers. In this chapter, we propose a different
geometrical configuration for achieving localisation of flexural waves in thin plates. We have used
a modulated array of resonators for generating aperiodic structures that map their spectra into a
Hofstadter’s butterfly feature. Edge states appear under some circumstances, and they are claimed
to be topologically protected, making them robust enough for their practical implementation.

• Chapter 5: Bound states in the continuum in circular clusters of scatterers. We propose a third
structure, in which we look into the radiation continuum of the spectrum looking for a bounded
solution with infinite lifetime. This condition is found for circular arrays of resonators. Equations
are derived, showing the limitations of our approach, and numerical simulations are presented,
proving their suitability for experimental implementation.

• Chapter 6: Acoustic BIC in a circular cluster of resonators. This chapter retakes the main con-
figuration of the previous chapter, and applies the same concept in a slightly different theoretical
framework. Airborne acoustics and mode-matching theory are used in order to prove the existence
of a BIC in our system. Theory, simulations and experimental results are presented, stating that
our model is valid and it can be used for creating robust BICs which can be directly measured.

• Chapter 7 Conclusion. Finally, this thesis provides a concise summary and discussion of the main
findings, along with potential directions for future research.



Chapter 2

Multiple Scattering Theory for flexural
waves in thin elastic plates

2.1 Elastic waves

A solid body becomes deformed when subjected to external forces. The origin of the forces causing
the deformation is not necessarily mechanical; it can be of thermal, electrical or magnetical nature.
Nevertheless, thermoelastic effects are slower compared to the other types, and both electrostrictive
coupling and magnetostrictive coupling provide nonlinear stresses proportional to the square of the
electric and magnetic field, thus being insignificant for small fields. Therefore, when talking about
elastic wave generation, it is commonly adopted a linear behaviour of the material (piezoelectric or
piezomagnetic coupling).

The appropriate way to define the deformation of a solid is in terms of a displacement vector field:
𝒖 = 𝒖(𝒓, 𝑡). This vector relates the initial position of a point in the medium before the deformation, 𝒓,
with its position after the modification, 𝒓′ = 𝒓′(𝒓, 𝑡),

𝒖 = 𝒓′ − 𝒓. (2.1)

The displacement of two neighbouring points in the medium (at spatial positions 𝒙 and 𝒙 + 𝑑𝒙) is
described as

𝒖(𝒙) = 𝒖(𝒙), (2.2)

𝒖(𝒙 + 𝑑𝒙) = 𝒖(𝒙) +
3∑︁
𝑗=1

𝜕𝒖

𝜕𝑥 𝑗
𝑑𝑥 𝑗 = 𝒖(𝒙) + 𝑑𝒖. (2.3)

The medium is considered as deformed only if different material points are displaced relative to each
other; in other words, if the gradient of displacements 𝜕𝒖/𝜕𝑥 𝑗 is non-zero. Nonetheless, the gradient

5



6 2. Multiple Scattering Theory for flexural waves in thin elastic plates

of displacements is not a suitable magnitude for expressing deformation of a solid, considering that it
is non-zero in cases where no deformation occurs, for instance simple overall rotation of the solid. The
gradient tensor resulting in the case of overall rotation is antisymmetric. Thus, the antisymmetric part of
the gradient must be excluded from the definition of any magnitude representing deformation. The strain
tensor, characterizing deformation of the solid, is expressed as

Y𝑖 𝑗 =
1
2

(
𝜕𝑢𝑖

𝜕𝑥 𝑗
+
𝜕𝑢 𝑗

𝜕𝑥𝑖

)
. (2.4)

This term is included naturally after the exclusion of the antisymmetric part of the gradient tensor
(which we will call Ω𝑖 𝑗 = 1

2

(
𝜕𝑢𝑖
𝜕𝑥 𝑗

− 𝜕𝑢 𝑗

𝜕𝑥𝑖

)
) in the expression of the line element. Line elements |𝑑𝒓 | and

|𝑑𝒓′ | are the difference in position between the two points of the solid before and after the deformation.
They can be related to the displacement vector in the following way:

|𝑑𝒓′ |2 = |𝑑𝒓 + 𝑑𝒖 |2 =

3∑︁
𝑘=1

(𝑑𝑥𝑘𝑑𝑥𝑘 + 𝑑𝑢𝑘𝑑𝑢𝑘 + 2𝑑𝑢𝑘𝑑𝑥𝑘) . (2.5)

Since, by applying the chain rule

𝑑𝑢𝑘 =

3∑︁
𝑚=1

𝜕𝑢𝑘

𝜕𝑥𝑚
𝑑𝑥𝑚, (2.6)

the line element will be

|𝑑𝒓′ |2 = |𝑑𝒓 |2 +
3∑︁

𝑘,𝑙,𝑚=1

𝜕𝑢𝑘

𝜕𝑥𝑚

𝜕𝑢𝑘

𝜕𝑥𝑙
𝑑𝑥𝑙𝑑𝑥𝑚 + 2

3∑︁
𝑘,𝑚=1

𝜕𝑢𝑘

𝜕𝑥𝑚
𝑑𝑥𝑚𝑑𝑥𝑘 . (2.7)

In this equation, the term containing the partial derivatives 𝜕𝑙𝑢𝑘𝜕𝑚𝑢𝑘 can be neglected under the
assumption of a linear approximation. Both 𝑘 and 𝑚 are dummy indices, which allows us to finally
express the line element as

|𝑑𝒓′ |2 = |𝑑𝒓 |2 +
∑︁
𝑚,𝑘

(
𝜕𝑢𝑘

𝜕𝑥𝑚
+ 𝜕𝑢𝑚
𝜕𝑥𝑘

)
𝑑𝑥𝑚𝑑𝑥𝑘 = |𝑑𝒓 |2 + 2

∑︁
𝑚,𝑘

Y𝑘𝑚𝑑𝑥𝑚𝑑𝑥𝑘 . (2.8)

The strain tensor Y𝑚𝑘 relates the deformation of the line element of some elastic medium with the
displacement vector 𝒖. This strain or deformation appears in a solid as a consequence of some external
(or internal) force field 𝑭 defined through the Cauchy stress second order tensor 𝝈 by means of

𝐹𝑖 =

∫
𝑆

3∑︁
𝑘=1

𝝈𝑖𝑘𝑑𝑆𝑘 =

∫
𝑉

3∑︁
𝑘=1

𝜕𝝈𝑖𝑘
𝜕𝑥𝑘

𝑑𝑉, (2.9)

where the stress tensor and the movement of the solid are related each other through Newton’s second
law
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𝜌𝑎𝑖 =
∑︁
𝑘

𝜕𝝈𝑖𝑘
𝜕𝑥𝑘

, (2.10)

being 𝜌 the density of the medium and the acceleration vector 𝒂,

𝒂 =
𝑑𝒗

𝑑𝑡
=
𝜕𝒗

𝜕𝑡
+

3∑︁
𝑘=1

𝜕𝒗

𝜕𝑥𝑘
𝑣𝑘 . (2.11)

The convective term 𝑣𝑘𝜕𝑘𝒗 will be neglected here, as it is a non linear term and we are supposing
linear approximation, while the time derivative can be related with the displacement vector

𝜕𝒗

𝜕𝑡
=
𝜕

𝜕𝑡

𝜕𝒙

𝜕𝑡
=
𝜕2𝒖

𝜕𝑡2
. (2.12)

Thus, Newton’s second law is rewritten as

𝜌
𝜕2𝑢𝑖

𝜕𝑡2
=

3∑︁
𝑘=1

𝜕𝝈𝑖𝑘
𝜕𝑥𝑘

. (2.13)

The stress tensor will be assumed to be some function of the strain. This function should be expressed
in a Taylor series, being the zero order term null (there is no stress if there is no strain) and neglecting the
orders higher than one because of the linear assumption, then the more general form for this function is

𝜎𝑖𝑘 =
∑︁
𝑙𝑚

𝐶𝑖𝑘𝑙𝑚Y𝑙𝑚. (2.14)

In the case of the works that will be presented in the following chapters, a linear Hooke’s law in an
isotropic material has been adopted as the relationship between stress and strain tensors. Therefore, the
fourth order stiffness tensor 𝐶𝑖𝑘𝑙𝑚 is highly simplified to

(
𝑐𝑖 𝑗

)
=

©«

𝑐11 𝑐12 𝑐12 0 0 0
𝑐12 𝑐11 𝑐12 0 0 0
𝑐12 𝑐12 𝑐11 0 0 0
0 0 0 𝑐66 0 0
0 0 0 0 𝑐66 0
0 0 0 0 0 𝑐66

ª®®®®®®®®®¬
, (2.15)

with 𝑐66 = (𝑐11 − 𝑐12) /2. Here, matrix notation (Voigt notation) of elastic coefficients has been used,
instead of tensor notation. For more information about this notation, please refer to [24]. In terms of
Young’s elastic modulus and Poisson’s ratio (𝐸 = 𝑐11 − 2𝑐2

12/(𝑐11 + 𝑐12) and a = 𝑐12/(𝑐11 + 𝑐12)), the
stresses can be written as

𝜎𝑖 𝑗 =
𝐸a

(1 + a) (1 − 2a) 𝑆𝛿𝑖 𝑗 +
𝐸

(1 + a) 𝑆𝑖 𝑗 , (2.16)

where 𝑆 = 𝑆11 + 𝑆22 + 𝑆33 is the dilatation of the solid. Depending on the geometry of the domain of
study, these expressions will be simplified.
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2.2 Love-Kirchhoff plate theory

x

y
z

dy

h

dx

Figure 2.1: Thin elastic plate with differential element.

M12 M11

Q1

qdxdy

Q2

M22

M21

M21 +
∂M21

∂y dy

M22 +
∂M22

∂y dy

Q2 +
∂Q2

∂y dy

M12 +
∂M12

∂x dx

M11 +
∂M11

∂x dx

Q1 +
∂Q1

∂x dx

Figure 2.2: Differential element of a plate subjected to forces and moments.

In the following, we will focus on the solution of the elastic field for thin elastic films under bending
moments. Although various kinds of waves can propagate through a plate, bending (or flexural) waves are
well-known and have been largely studied due to their structure-fluid interaction. Bending waves produce
displacements in a direction transverse to the direction of propagation, interacting with the properties of
any adjacent fluid. The theory involving thin plates is the same as that of Bernoulli-Euler beams.

Consider a plate of thickness ℎ and of infinite extent having its undeflected surface in the 𝑥, 𝑦-plane,
such as in Fig. 2.1. Take a differential element ℎ 𝑑𝑥 𝑑𝑦 of the plate and consider the moments and forces
acting on the differential element as in Fig. 2.2. The bending moments per unit length 𝑀11, 𝑀22 arise
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from distributions of normal stresses 𝜎11, 𝜎22, while the twisting moments per unit length 𝑀12, 𝑀21 arise
from shearing stresses 𝜎12, 𝜎21. The shear forces per unit length 𝑄1, 𝑄2 arise from shearing stresses
𝜎13, 𝜎23. There are three force equations of motion to be applied, but only that in the 𝑧 direction is
non-trivial (the 𝑧 axis is the only direction with free boundary conditions, the plate is infinite in both 𝑥
and 𝑦 directions). The equations of motion give

−𝑄1𝑑𝑦 +
(
𝑄1 +

𝜕𝑄1
𝜕1

𝑑𝑥

)
𝑑𝑦 −𝑄2𝑑𝑥 +

(
𝑄2 +

𝜕𝑄2
𝜕𝑦

𝑑𝑦

)
𝑑𝑥 + 𝑞𝑑𝑥𝑑𝑦 = 𝜌ℎ𝑑𝑥𝑑𝑦 𝜕

2𝑤

𝜕𝑡2
, (2.17)

(
𝑀22 +

𝜕𝑀22
𝜕𝑦

𝑑𝑦

)
𝑑𝑥 − 𝑀22𝑑𝑥 + 𝑀12𝑑𝑦 −

(
𝑀12 +

𝜕𝑀12
𝜕𝑥

𝑑𝑥

)
𝑑𝑦 −𝑄2𝑑𝑥𝑑𝑦 = 0, (2.18)

(
𝑀11 +

𝜕𝑀11
𝜕𝑥

𝑑𝑥

)
𝑑𝑦 − 𝑀11𝑑𝑦 +

(
𝑀21 +

𝜕𝑀21
𝜕𝑦

𝑑𝑦

)
𝑑𝑥 − 𝑀21𝑑𝑥 −𝑄1𝑑𝑦𝑑𝑥 = 0, (2.19)

where 𝑞 is the external loading, and the displacement 𝑤 (𝑥, 𝑦, 𝑡) measures the deflection of the
middle plane of the plate. Rotary-inertia effects have been neglected in the moment equations. Higher-
order contributions to the moments from the loading 𝑞 have also been neglected in these equations. After
cancelling terms, these equations are reduced to

𝜕𝑄1
𝜕𝑥

+ 𝜕𝑄2
𝜕𝑦

+ 𝑞 = 𝜌ℎ
𝜕2𝑤

𝜕𝑡2
, (2.20)

𝜕𝑀22
𝜕𝑦

− 𝜕𝑀12
𝜕𝑥

−𝑄2 = 0, (2.21)

𝜕𝑀11
𝜕𝑥

+ 𝜕𝑀21
𝜕𝑦

−𝑄1 = 0. (2.22)

Solving the last two equations for 𝑄1, 𝑄2 and substituting them in the first equation gives a single
equation in terms of the various moments,

𝜕2𝑀11

𝜕𝑥2 + 𝜕
2𝑀21
𝜕𝑥𝜕𝑦

− 𝜕2𝑀21
𝜕𝑦𝜕𝑥

+ 𝜕
2𝑀22

𝜕𝑥2 + 𝑞 = 𝜌ℎ
𝜕2𝑤

𝜕𝑡2
. (2.23)

The relation between moments and deflection must be established. A typical lamina (abcd) of a
differential element of plate is shown in Fig. 2.3. The lamina is located at a distance 𝑧 below the mid
plane of the plate. When the element is subjected to pure bending, it is assumed to deform as shown in
Fig. 2.4. It is assumed that plane sections remain plane and perpendicular to the mid plane. A similar
behaviour also holds in the 𝑦, 𝑧-plane. It follows that the normal strains in the lamina are given by
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b

a c

d

h

dxdy

z

dz

Figure 2.3: Differential element of plate with a lamina 𝑎𝑏𝑐𝑑 shown shaded.

∂w/∂x

x

z

rx

u

a
b

Figure 2.4: Deformation of the differential element in the 𝑥𝑧 plane. The lamina 𝑎𝑏𝑐𝑑 appears shaded.

Y11 =
𝑧

𝑟𝑥
, (2.24)

Y22 =
𝑧

𝑟𝑦
, (2.25)

where 𝑟𝑥 , 𝑟𝑦 are the radii of curvature in the 𝑥, 𝑧- and 𝑦, 𝑧-planes. If small deflections and slopes are
assumed, the curvatures may be approximated by −𝜕2𝑤/𝜕𝑥2, −𝜕2𝑤/𝜕𝑦2,
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Y11 = −𝑧 𝜕
2𝑤

𝜕𝑥2 , (2.26)

Y22 = −𝑧 𝜕
2𝑤

𝜕𝑦2 . (2.27)

a
b

c

d
x

y

∂v
∂x

∂u
∂y

Figure 2.5: Shear deformation of the differential element in the 𝑥𝑦 plane. The lamina 𝑎𝑏𝑐𝑑 is shown
shaded.

The lamina is shown in Fig. 2.5 in a sheared configuration (extensional strains are not shown in this
representation). The rotations of the sides are given by 𝜕𝑢𝑥/𝜕𝑦 and 𝜕𝑢𝑦/𝜕𝑥. The shear strain in the
lamina is given by

Y𝑥𝑦 =
𝜕𝑢𝑥

𝜕𝑦
+
𝜕𝑢𝑦

𝜕𝑥
. (2.28)

Displacement component 𝑢𝑥 is given by 𝑢𝑥 = −𝑧𝜕𝑤/𝜕𝑥. Similarly, 𝑢𝑦 = −𝑧𝜕𝑤/𝜕𝑦, so that

Y12 = −2𝑧
𝜕2𝑤

𝜕𝑥𝜕𝑦
. (2.29)

Y12 =
1
2
( 𝜕𝑢𝑥
𝜕𝑦

+
𝜕𝑢𝑦

𝜕𝑥
) = −𝑧 𝜕

2𝑤

𝜕𝑥𝜕𝑦
. (2.30)

Recalling Hooke’s Law in equation (2.16), now the relationship between stress and strain can be
developed under the assumption of plane stress; the thin plate is infinite in both 𝑥 and 𝑦 directions, while
it has two free boundaries in the 𝑧 axis. Therefore, 𝜎31 = 𝜎13 = 𝜎32 = 𝜎23 = 𝜎33 = 0. Taking equation
(2.16) for 𝜎33 will give us 𝑆33 as a function of 𝑆11 and 𝑆22, and then, introducing this expression in
equation (2.16) for 𝜎11 and 𝜎22,
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𝜎11 =
𝐸

1 − a2 (𝑆11 + a𝑆22) = − 𝐸𝑧

1 − a2

(
𝜕2𝑤

𝜕𝑥2 + a 𝜕
2𝑤

𝜕𝑦2

)
. (2.31)

𝜎22 =
𝐸

1 − a2 (𝑆22 + a𝑆11) = − 𝐸𝑧

1 − a2

(
𝜕2𝑤

𝜕𝑦2 + a 𝜕
2𝑤

𝜕𝑥2

)
, (2.32)

𝜎12 = 𝐺Y12 = −2𝐺𝑧
𝜕2𝑤

𝜕𝑥𝜕𝑦
, (2.33)

where 𝐺 is the shear modulus, related to Young’s modulus 𝐸 by 𝐺 = 𝐸/2 (1 + a). Consider the face
of the element defined by ℎ 𝑑𝑦. The bending moment on that face due to 𝜎11 will be

𝑀11 =

∫ ℎ/2

−ℎ/2
𝑧𝜎11𝑑𝑧 = −𝐷

(
𝜕2𝑤

𝜕𝑥2 + a 𝜕
2𝑤

𝜕𝑦2

)
, (2.34)

where

𝐷 =
𝐸ℎ3

12
(
1 − a2) (2.35)

is the plate’s stiffness. Similarly,

𝑀22 = −𝐷
(
𝜕2𝑤

𝜕𝑦2 + a 𝜕
2𝑤

𝜕𝑥2

)
. (2.36)

For 𝑀12, the integral is

𝑀12 = −
∫ ℎ/2

−ℎ/2
𝑧𝜎12𝑑𝑧. (2.37)

Moreover, we have that 𝑀12 = −𝑀21. Substituting all these expressions in equation (2.23), we obtain

𝐷

(
𝜕4𝑤

𝜕𝑥4 + 2
𝜕4𝑤

𝜕𝑥2𝜕𝑦2 + 𝜕
4𝑤

𝜕𝑦4

)
− 𝑞 = −𝜌ℎ𝜕

2𝑤

𝜕𝑡2
. (2.38)

The expression in parenthesis may be written as

𝜕4𝑤

𝜕𝑥4 + 2
𝜕4𝑤

𝜕𝑥2𝜕𝑦2 + 𝜕
4𝑤

𝜕𝑦4 =

(
𝜕2

𝜕𝑥2 + 𝜕2

𝜕𝑦2

) (
𝜕2𝑤

𝜕𝑥2 + 𝜕
2𝑤

𝜕𝑦2

)
= ∇2∇2𝑤. (2.39)

The Laplacian of the Laplacian is designated as the biharmonic operator ∇4. The governing equation
is then

𝐷∇4𝑤(𝒓, 𝑡) + 𝜌ℎ𝜕
2𝑤(𝒓, 𝑡)
𝜕𝑡2

= 𝑞(𝒓, 𝑡). (2.40)
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Consider now that we are in an harmonic regime and the propagation occurs only in a direction
contained in the 𝑥,𝑦-plane, that is to say, 𝑤(𝒓, 𝑡) = 𝑤(𝒓)𝑒−𝑖 (𝜔𝑡−𝑘𝑥 𝑥−𝑘𝑦𝑦) . In the absence of external
forces (𝑞 = 0), (

∇4 − 𝑘4
𝑏

)
𝑤(𝒓) = 0, (2.41)

where 𝑘2
𝑏
= 𝑘2

𝑥 + 𝑘2
𝑦 , or 𝒌𝑏 = 𝒌𝑥 + 𝒌𝑦 and 𝑘𝑏 =

(
𝜔2𝜌ℎ/𝐷

)1/4 is the dispersion relation of the flexural
waves in the plate.

2.3 Multiple Scattering Theory

A general definition for multiple scattering could be "the interaction of fields with two or more obstacles"
[25]. Classical examples of these problems in classic physics are the scattering of sound waves by two
rigid spheres or the scattering of spherical electron waves by a cluster of atoms in condensed-matter
physics.

These kind of problems can be stated as a set of 𝑁 disjoint obstacles, 𝐵𝑖 , 𝑖 = 1, 2, ..., 𝑁 with
boundary 𝑆𝑖 where a given incident wave illuminates the cluster of objects and the problem is to calculate
the scattered waves. Everything about the obstacles is known (location, shape, orientation and boundary
condition) and if the objects are penetrable, the internal composition is also known. Mathematically,
the deterministic multiple-scattering problem is easily posed; it is an exterior boundary-value problem
where the boundary is not simply-connected and with a radiation condition at infinity. Despite this, the
problem is usually hard, as long as the geometry of the obstacles is not trivial.

When it comes to simple boundary objects, such as points, circles or spheres, MST proves to be a
very efficient method from the numerical point of view. It has been widely applied to electromagnetic
and mechanical waves, offering a complementary tool for numerical methods. Analytical methods are
still a reliable tool for science, allowing a better understanding of the physics underneath the system.

Let us assume that some incident field 𝜓0, e.g. a plane wave, arrives to a region of the space where
there is an object which scatters waves. The total field 𝜓𝑇 in space now will be

𝜓𝑇 = 𝜓0 + 𝜓𝑆𝐶 , (2.42)

where 𝜓𝑆𝐶 is the scattered field by the object. This scattered field depends on the incident field via
an operator (which we will call 𝑇 matrix). Thus, we can write

𝜓𝑆𝐶 = 𝑇𝜓0, (2.43)

and the total field is therefore given by

𝜓𝑇 = (1 + 𝑇) 𝜓0. (2.44)
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Now, let us assume that we have instead a cluster of 𝑁 objects located in positions 𝑹𝛼, for 𝛼 =

1, 2, ..., 𝑁 . Each object scatters a field 𝜓𝛼
𝑆𝐶

, thus

𝜓𝑇 = 𝜓0 +
𝑁∑︁
𝛼=1

𝜓𝛼𝑆𝐶 . (2.45)

We know the 𝑇 matrix of each scatterer, labelled 𝑇𝛼, however it relates the response of the scatterer
to its incident field, and now this incident field is not only 𝜓0, but the incident field 𝜓0 plus the scattered
field by all the other scatterers 𝛽 ≠ 𝛼. Then we can write

𝜓𝛼𝑆𝐶 = 𝑇𝛼𝜓0𝛼 = 𝑇𝛼

(
𝜓0 +

∑︁
𝛽≠𝛼

𝜓
𝛽

𝑆𝐶

)
, (2.46)

which is equivalent to

𝜓𝛼𝑆𝐶 − 𝑇𝛼
∑︁
𝛽≠𝛼

𝜓
𝛽

𝑆𝐶
= 𝑇𝛼𝜓0. (2.47)

The above equation, which is often called the Foldy-Lax self-consistent method, is actually a set of
𝑁 equations from which we can obtain the 𝑁 unknowns 𝜓𝛼

𝑆𝐶
.

In the case of this thesis, as previously developed in Section (2.2), the equation of motion describing
the movement of a plate was stated in equation 2.41. For a scattering problem, the incident field is
expressed as

𝑤0(𝒓) =
+∞∑︁
𝑞=−∞

[
𝐴𝐽𝑞𝐽𝑞 (𝑘𝑏𝑟) + 𝐴𝐼𝑞 𝐼𝑞 (𝑘𝑏𝑟)

]
𝑒𝑖𝑞\ , (2.48)

where 𝐽𝑞 (𝑘𝑏𝑟) is the 𝑞-order Bessel function of the first kind, and 𝐼𝑞 (𝑘𝑏𝑟) is the 𝑞-order modified Bessel
function of the first kind. The scattered field, however, is given by

𝑤𝑠𝑐 (𝒓) =
+∞∑︁
𝑞=−∞

[
𝐵𝐻𝑞 𝐻𝑞 (𝑘𝑏𝑟) + 𝐵𝐾𝑞 𝐾𝑞 (𝑘𝑏𝑟)

]
𝑒𝑖𝑞\ , (2.49)

where 𝐻𝑞 (𝑘𝑏𝑟) is the 𝑞-order Hankel function of the first kind (or Bessel function of the third kind). All
along this work, we will work with the first definition of the Hankel function:

𝐻
(1)
𝑞 (𝑘𝑏𝑟) = 𝐽𝑞 (𝑘𝑏𝑟) + 𝑖𝑌𝑞 (𝑘𝑏𝑟), (2.50)

where𝑌𝑞 (𝑘𝑏𝑟) is the 𝑞-order Bessel function of the second kind. Finally, 𝐾𝑞 (𝑘𝑏𝑟) is the 𝑞-order modified
Bessel function of the second kind. The choice of the wave functions is dictated by the conditions that
the scattered response is finite at 𝑟 = 0 and must be outgoing, or radiating, as 𝑟 → ∞ [26].
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2.4 Sources (Excitation fields)

Two main types of incident fields will be treated in the following chapters; the plane wave and the point
source. The response given by the systems under more complicated sources can be understood by means
of these two basic fields. In this work, we are interested in representing the field as an expansion in terms
of Bessel functions, so as to introduce later the MST that will help us compute the scattering field of a
collection of resonators under some incident wave.

2.4.1 The plane wave

A plane wave is a field distribution that propagates in a two-dimensional space with some direction given
by the wavenumber 𝒌 = 𝑘𝑥 �̂� + 𝑘𝑦 �̂� = 𝑘 (cos \0, sin \0) and a complex amplitude 𝐶0

𝑤0(𝒓) = 𝐶0𝑒
𝑖𝒌 ·𝒓 , (2.51)

where the subscript indicates that it is an incident field. The scalar product can be expressed as 𝒌 · 𝒓 =

𝑘𝑟 cos (\), where \ is the angle between the wavenumber and the position vector. Then, it is clear that
equation (2.51) is periodic, and can therefore be expanded as a Fourier series

𝑒𝑖𝒌 ·𝒓 =
∞∑︁

𝑞=−∞
𝑐𝑞 (𝑘𝑟)𝑒𝑖𝑛\ . (2.52)

The expression of the Fourier coefficients is

𝑐𝑞 (𝑘𝑟) =
1

2𝜋

∫ 2𝜋

0
𝑒𝑖𝑘𝑟 cos (\ )𝑒−𝑖𝑞\𝑑\, (2.53)

which is closely related to the integral definition of the Bessel function [27]. Thus, the incident field can
be expressed as

𝑤0(𝒓) = 𝐶0

∞∑︁
𝑞=−∞

𝑖𝑞𝑒−𝑖𝑞\0𝐽𝑞 (𝑘𝑟)𝑒𝑖𝑞\ =
∞∑︁

𝑞=−∞
𝐴𝐽𝑞𝐽𝑞 (𝑘𝑟)𝑒𝑖𝑞\ , (2.54)

where the incident coefficients are defined 𝐴𝐽𝑞 = 𝐶0𝑖
𝑞𝑒−𝑖𝑞\ . Comparing this result with the generic

expression of an incident field in equation (2.48), it can be seen that for an incident plane wave, 𝐴𝐼𝑞 = 0.

Before moving on the second kind of incident field, let us express this same field in another reference
frame 𝒓′, such that

𝒓′ = 𝒓 − 𝑹′. (2.55)

In order to transform the Bessel function summation from one reference frame to the other one, Graf’s
addition theorem [27] must be used. However, in the case of a simple plane wave, the transformation can
be done directly over equation 2.51.
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𝑤0(𝒓) = 𝐶0𝑒
𝑖𝒌 ·𝒓 = 𝐶0𝑒

𝑖𝒌 ·𝑹′
𝑒𝑖𝒌 ·𝒓 = 𝐶0𝑒

𝑖𝒌 ·𝑹′
∞∑︁

𝑞=−∞
𝑖𝑞𝑒−𝑖𝑞\0𝐽𝑞 (𝑘𝑟 ′)𝑒𝑖𝑞\

′
, (2.56)

then,

𝐴
′𝐽
𝑞 = 𝐶0𝑒

𝑖𝒌 ·𝑹′
𝑖𝑞𝑒−𝑖𝑞\0 = 𝑒𝑖𝒌 ·𝑹

′
𝐴𝐽𝑞 . (2.57)

2.4.2 The point source

The point source is the same as the Green function of the system. Henceforth, the following equation
must be solved:

Δ2𝐺 (𝒓) − 𝑘4
𝑏𝐺 (𝒓) = 𝛿(𝒓). (2.58)

The solution we are looking for represents outgoing waves as 𝑟 → ∞. First of all, applying a two-
dimensional Fourier transform,

𝐺 (𝒌) =
∫ ∫

𝐺 (𝒓)𝑒−𝒌 ·𝒓𝑑𝒓, (2.59)

where the integral is over the whole plate’s plane. Then,

Z (𝑘) = 𝑘4 − 𝑘4
𝑏, (2.60)

being 𝑘 = |𝒌 |. This Z function is the operator applied in the Fourier space. It has four zeros, 𝑘 = ±𝑘𝑏 and
𝑘 = ±𝑖𝑘𝑏; during integration, these zeros must be handled properly. In Fourier space, 𝐺 (𝒌) = 1/Z (𝑘);
therefore, we can now define the green function in the real space as the inverse Fourier transform,

𝐺 (𝒓) = 1
(2𝜋)2

∫ ∫
𝑒𝑖𝒌 ·𝒓

Z ( 𝑓 ) 𝑑𝒌 . (2.61)

By changing into polar coordinates, 𝒓 = 𝑟 (cos \, sin \) and 𝒌 = 𝑘 (cos 𝛽, sin 𝛽), the integration over
𝛽 can be easily solved by expanding

𝑒𝑖𝒌 ·𝒓 =
∞∑︁

𝑛=−∞
𝑖𝑛𝐽𝑛 (𝑘𝑟)𝑒𝑖𝑛(\−𝛽) , (2.62)

obtaining

𝐺 (𝒓) = 1
2𝜋

∫ ∞

0

𝐽0(𝑘𝑟)
𝑘4 − 𝑘4

𝑏

𝑘𝑑𝑘. (2.63)

From the four zeros we have defined before, the only ones involved in this integral is the one at
𝑘 = 𝑘𝑏. Thus, we must define a contour below the singularity so that the radiation condition is satisfied.
Following [28], the integral might be split into two, using
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2𝐽0(𝑘𝑟) = 𝐻 (1)
0 (𝑘𝑟) + 𝐻 (2)

0 (𝑘𝑟). (2.64)

The Green function is then split into

𝐺 (𝒓) = 1
4𝜋

(𝐺 (1) (𝒓) + 𝐺 (2) (𝒓)), (2.65)

with

𝐺 (𝑛) (𝒓) =
∫ ∞

0

𝐻
(𝑛)
0 (𝑘𝑟)
𝑘4 − 𝑘4

𝑏

𝑘𝑑𝑘, 𝑛 = 1, 2. (2.66)

Figure 2.6: Contour path for solving the two integrals in the complex frequency plane.

To evaluate the first integral (𝐺 (1) (𝒓)), the contour chosen is defined in Fig. 2.6 by the orange line; it is
formed by the positive real axis, a large quarter-circle in the first quadrant of the complex k-plane and the
positive imaginary line, with an indented part to the right of the pole at 𝑘 = 𝑖𝑘𝑏 (𝐶1). The quarter-circle
does not contribute to the integral, due to the vanishing behavior of 𝐻 (1)

0 for large-arguments. The pole
at 𝑘 = 𝑘𝑏 makes a residue contribution of

2𝜋𝑖
1

4𝑘2
𝑏

𝐻
(1)
0 (𝑘𝑟). (2.67)

Thus,

𝐺 (1) (𝑟) +
∫
𝐶1

𝐻
(1)
0 (𝑘𝑟)
𝑘4 − 𝑘4

𝑏

𝑘𝑑𝑘 =
𝜋𝑖

2𝑘2
𝑏

𝐻
(1)
0 (𝑘𝑟). (2.68)
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Concerning the integral term over 𝐶1, the contribution from the pole 𝑘 = 𝑖𝑘𝑏 is

−𝜋𝑖 𝑖𝑘𝑏

4(𝑖𝑘𝑏)3𝐻
(1)
0 (𝑖𝑘𝑟) = 1

2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟). (2.69)

The straight parts of 𝐶1 give a principal-value integral; if we put 𝑘 = 𝑖𝛼 on that piece of the contour,
we see that

∫
𝐶1

=
1

2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟) +
∫ 0

∞

𝐻
(1)
0 (𝑖𝛼𝑟)
𝛼4 − 𝑘4

𝑏

(𝑖𝑑𝛼) (2.70)

=
1

2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟) +
2
𝜋𝑖

∫ ∞

0

𝐾0(𝛼𝑟)
𝛼4 − 𝑘4

𝑏

𝛼𝑑𝛼, (2.71)

then,

𝐺 (1) (𝑟) = 𝜋𝑖

2𝑘2
𝑏

𝐻
(1)
0 (𝑘𝑟) − 1

2𝑘2
𝑏

𝐾0(𝑘𝑟) −
2
𝜋𝑖

∫ ∞

0

𝐾0(𝛼𝑟)
𝛼4 − 𝑘4

𝑏

𝛼𝑑𝛼. (2.72)

𝐺 (2) (𝑟) can be solved in a similar way. We define the contour of integration as the one depicted in
Fig. 2.6 by the green line; the positive real axis is the one that will give us the Green function. We close
the path by adding a large quarter-circle in the fourth quadrant of the k-plane and the negative imaginary
line, where we have indented again around the pole 𝑘 = −𝑖𝑘𝑏 (𝐶2). The large-argument behavior of 𝐻 (2)

0
ensures that the quarter-circle does not contribute to the integral, as happened in 𝐺 (1) (𝑟). In this second
situation, there are no poles inside the contour. Thus,

𝐺 (2) (𝑟) +
∫
𝐶2

𝐻
(2)
0 (𝑘𝑟)
𝑘4 − 𝑘4

𝑏

𝑘𝑑𝑘 = 0, (2.73)

The pole at 𝑘 = −𝑖𝑘𝑏 contributes

𝜋𝑖
−𝑖𝑘𝑏

4(−𝑖𝑘𝑏)3𝐻
(2)
0 (−𝑖𝑘𝑏𝑟) =

1
2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟). (2.74)

The straight parts of𝐶2 give a principal-value integral; if we put 𝑘 = −𝑖𝛼 on that piece of the contour,
we see that

∫
𝐶2

=
1

2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟) +
∫ 0

∞

𝐻
(2)
0 (−𝑖𝛼𝑟)
𝛼4 − 𝑘4

𝑏

(−𝑖𝛼) (−𝑖𝑑𝛼) (2.75)

=
1

2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟) −
2
𝜋𝑖

∫ ∞

0

𝐾0(𝑘𝑏𝑟)
𝛼4 − 𝑘4

𝑏

𝛼𝑑𝛼, (2.76)

which gives
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𝐺 (2) (𝑟) = − 1
2𝑘2
𝑏

𝐾0(𝑘𝑏𝑟) +
2
𝜋𝑖

∫ ∞

0

𝐾0(𝛼𝑟)
𝛼4 − 𝑘4

𝑏

𝛼𝑑𝛼. (2.77)

Adding 𝐺 (1) (𝑟) and 𝐺 (2) (𝑟), the principal-value integrals cancel, leaving

𝐺 (𝒓) = 𝑖

8𝑘2
𝑏

(
𝐻

(1)
0 (𝑘𝑏𝑟) +

2𝑖
𝜋
𝐾0(𝑘𝑏𝑟)

)
, (2.78)

which is equivalent to

𝐺 (𝒓) = 𝑖

8𝑘2
𝑏

(
𝐻

(1)
0 (𝑘𝑏𝑟) − 𝐻 (1)

0 (𝑖𝑘𝑏𝑟)
)
. (2.79)

2.5 Scattering by a cluster of mass-spring resonators

In this section, the equation of motion in equation (2.40) is considered, where the external loading
𝑞 is substituted by the distribution of point-like spring-mass resonators. This model has been chosen
throughout this PhD thesis because it can approximate adequately the behavior of nanopillars attached
to the plate, which is the immediate envisioned application for this work. As for inclusions from other
materials, they will not only exhibit monopolar behavior as the point-like approximation does, but more
multipoles must be also considered in the MST equations, as in [29]. Nevertheless, our approach has
been proven useful for pillars and spheres on a plate [30] or embedded bolts [31–33]. These resonators
are all equal and characterized with force constant 𝑘𝛼 and mass 𝑚𝛼. There are 𝑁 resonators located at
positions 𝑹𝛼. The governing equation of motion for the plate’s transverse displacement 𝑤 is now written
as

(
𝐷∇4 − 𝜔2𝜌ℎ

)
𝑤(𝒓) =

∑︁
𝑹𝛼

𝑓 (𝑹𝛼)𝛿(𝒓 − 𝑹𝛼), (2.80)

where 𝑓 (𝑹𝛼) is the force due to the presence of the spring-mass resonator [34]. This force is responsible
for the movement of the mass attached to the plate. Then, applying Newton’s second law in the resonator’s
position,

𝜔2𝑚𝛼𝑤2(𝑹𝛼) = 𝑓 (𝑹𝛼), (2.81)

where 𝑤2(𝑹𝛼) is the resonator’s mass displacement. Moreover, Hook’s law (in its one dimensional
simplest form, not as in section (2.1)) is

𝑓 (𝑹𝛼) = −𝑘𝛼 [𝑤(𝑹𝛼) − 𝑤2(𝑹𝛼)] . (2.82)

Using equations 2.81 and 2.82 into the motion equation 2.80, it becomes
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(
∇4 − 𝜔2 𝜌ℎ

𝐷

)
𝑤(𝒓) =

∑︁
𝑹𝛼

𝑡𝛼𝑤(𝑹𝛼)𝛿(𝒓 − 𝑹𝛼), (2.83)

where 𝑡𝛼 is the resonator’s strength, which has been defined as

𝑡𝛼 =
𝑚𝛼

𝐷

𝜔2
𝛼𝜔

2

𝜔2
𝛼 − 𝜔2

, (2.84)

and 𝜔𝛼 =
√︁
𝑘𝛼/𝑚𝛼 is the resonant frequency of the 𝛼 resonator.

The multiple scattering problem is solved by building a system of self-consistent equations, so that
the solution for the field 𝑤(𝒓) under some incident excitation 𝑤0(𝒓) is given by

𝑤(𝒓) = 𝑤0(𝒓) +
∑︁
𝛼

𝑇𝛼𝑤𝑒 (𝑹𝛼)𝐺0(𝒓 − 𝑹𝛼), (2.85)

where 𝑤𝑒 (𝑹𝛼) is the ’external’ field: the incident field on the scatterer 𝛼; thus

𝑤𝑒 (𝑹𝛼) = 𝑤0(𝑹𝛼) +
∑︁
𝛽≠𝛼

𝑇𝛽𝑤𝑒 (𝑹𝛽)𝐺0(𝑹𝛼 − 𝑹𝛽). (2.86)

The coefficients 𝑇𝛼 can be obtained from the response of a single scatterer, in which 𝑤𝑒 (𝑹𝛼) =

𝑤0(𝑹𝛼) and the field is

𝑤(𝒓) = 𝑤0(𝒓) + 𝑇𝛼𝑤0(𝑹𝛼)𝐺0(𝒓 − 𝑹𝛼). (2.87)

Inserting it into the left-hand side of the wave equation (2.83),(
∇4 − 𝑘4

)
[𝑤0(𝒓) + 𝑇𝛼𝑤0(𝑹𝛼)𝐺0(𝒓 − 𝑹𝛼)] = 𝑇𝛼𝑤0(𝑹𝛼)𝛿(𝒓 − 𝑹𝛼), (2.88)

and from the right-hand side,

𝑡𝛼𝑤(𝑹𝛼)𝛿(𝒓 − 𝑹𝛼) = 𝑡𝛼 [𝑤0(𝑹𝛼) + 𝑇𝛼𝑤0(𝑹𝛼)𝐺0(0)] 𝛿(𝒓 − 𝑹𝛼), (2.89)

which allows then solving 𝑇𝛼 as

𝑇𝛼 =
𝑡𝛼

1 − 𝑖𝑡𝛼/(8𝑘2)
, (2.90)

where 𝐺0(0) = 𝑖/(8𝑘2). It is worth mentioning that, unlike multiple scattering methods for point
scatterers for other kinds of waves, the Green’s function for flexural waves in thin elastic plates given in
equation (2.78) is not divergent at the origin; which means that no finite-size effect must be taken into
account and the field infinitely close to the scatterer is solvable and non-divergent.
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Finally, 𝑤𝑒 (𝑹𝛼) coefficients can be found by solving the system of equations

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽 − (1 − 𝛿𝛼𝛽)𝑇𝛽𝐺0(𝑹𝛼 − 𝑹𝛽)

]
𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼)

𝑁∑︁
𝛽=1

𝑀𝛼𝛽𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼). (2.91)

Thus, the scattered field can be completely computed by inserting the solutions of the system into
equation (2.86). The 𝑀 matrix can be defined as in the previous equation, or, if the resonator’s strength
(𝑡𝛼) is used instead of the 𝑇𝛼 coefficients. If equation (2.90) is applied to equation (2.91),

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽 − (1 − 𝛿𝛼𝛽)

𝑡𝛽

1 − 𝑖𝑡𝛽/(8𝑘2)
𝐺0(𝑹𝛼 − 𝑹𝛽)

]
𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼), (2.92)

rearranging some terms,

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽 (1 − 𝑖𝑡𝛽/(8𝑘2)) − (1 − 𝛿𝛼𝛽)𝑡𝛽𝐺0(𝑹𝛼 − 𝑹𝛽)

] 1
1 − 𝑖𝑡𝛽/(8𝑘2)

𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼). (2.93)

Then, as 𝐺0(0) = 𝑖/(8𝑘2),

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽 − 𝑡𝛽𝐺0(𝑹𝛼 − 𝑹𝛽)

] 1
1 − 𝑖𝑡𝛽/(8𝑘2)

𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼). (2.94)

Finally, applying again equation (2.90),

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽𝑡

−1
𝛼 − 𝐺0(𝑹𝛼 − 𝑹𝛽)

]
𝑇𝛽𝑤𝑒 (𝑹𝛽) = 𝑤0(𝑹𝛼). (2.95)

If we redefine the scattering coefficients as 𝐵𝛽 = 𝑇𝛽𝑤𝑒 (𝑹𝛽), we end up with the following system,

𝑁∑︁
𝛽=1

𝑀𝛼𝛽𝐵𝛽 (𝑹𝛽) = 𝑤0(𝑹𝛼) (2.96)

𝑀𝛼𝛽 = 𝑡−1
𝛼 𝛿𝛼𝛽 − 𝐺 (𝑅𝛼𝛽). (2.97)
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2.6 Eigenmodes and resonances of a finite cluster of resonators

In this section, a brief discussion on how to analyze the MST matrix and find the resonances of the system
is done. Considering that we have an infinite thin plate in which we have arranged a finite set of point-like
resonators, the motion equation that represents our system is equation (2.80), that can be rearranged as
in equation (2.91). The later equation relates the incident field 𝑤0(𝑹𝛼) and the scattering coefficients
𝑤𝑒 (𝑹𝛽). By definition, the eigenmodes of a system are the solution for this equation giving non-trivial
solutions for the scattering coefficients when there is no incident field. In other words, we look for

𝑁∑︁
𝛽=1

𝑀𝛼𝛽𝑤𝑒 (𝑹𝛽) = 0, 𝑤𝑒 (𝑹𝛽) ≠ 0. (2.98)

This condition implies the cancellation of the determinant of the MST matrix (|𝑀 | = 0). When dealing
with finite amounts of resonators, the eigenmodes lie in the radiation part of the spectrum. Depending
on the spatial and spectral properties of the eigenmodes, we will be able to distinguish between extended
states, leaky resonances or BICs. The first type shows no confinement in the structure and the wave field
propagates through the system. Leaky resonances are states whose energy is gathered at some reduced
area, but there is some leakage of energy to the rest of the system. They present a complex frequency
value. Finally, BICs are waves that remain localized even though they coexist with a continuous spectrum
of radiating waves that can carry energy away [35]. They are characterized by an infinite lifetime (i.e.,
the imaginary frequency term is zero).

Therefore, we are looking for the cancellation of the 𝑀 matrix in the complex frequency plane, which
can be a computationally consuming problem in the case of big clusters. Nevertheless, we know that

|𝑀 | = 0 →
𝑁∏
𝑖=1

_𝑖 = 0 → _𝑚𝑖𝑛 = 0. (2.99)

The smallest eigenvalue of the matrix is the responsible for the cancellation of the determinant. Thus,
evaluating the behavior of this parameter we can evaluate the behavior of the whole matrix. Moreover,
most of the eigenmodes will have complex frequencies; the real part of such a frequency corresponds to
the peak expected upon excitation of the cluster. The imaginary part is inversely related with the quality
factor of the resonance.

Finding the complex zeros of a determinant can be a difficult problem, as the determinant is usually
complex-valued. An approximate value only using the real part of the frequency can be obtained. If the
quality of the resonance is high, the imaginary frequency term will be close to zero, so that the complex
frequency will be close to be purely real. Therefore, we can assume that the real frequency will not suffer
from a big shift with respect to the real frequency obtained in the complex frequency plane.

The quality factor can also be estimated directly from the analysis in the real frequency line,

𝑄 =
𝑓0
Δ 𝑓

, (2.100)

with 𝑓0 being the resonant frequency and Δ 𝑓 the Full Width Half Maximum (FWHM).



Chapter 3

Dimerized localisation of waves in
twisted bilayer crystal plates

3.1 Introduction

Twisted materials have received special attention from the scientific community in recent years due to
their outstanding properties, specially twisted bilayer graphene. A twist between two layers of graphene
(honeycomb lattice) has proven unprecedented electronic properties (flat bands [36], moiré effect [37],
non-abelian gauge potentials [38] or superconductivity [21,22,39–44]), in such a way that a new research
field called "twistronics" [45] is completely devoted to these structures. Analogs to twisted bilayers have
been done for classical wave physics, finding new exotic behaviour in optics [46–53], phononics [54–58]
and acoustics [59–63]. From the point of view of classical waves, these structures have shown strong
localisation regimes with dependence on the rotation angle between the monolayers, making them suitable
for wave control applications.

Depending on the twisting angle between both monolayers, the resulting structure might be periodic
or aperiodic. Only for a set of discrete angles the bilayer will result in a periodic pattern, which we will
call a commensurable phase [64]. Patterns formed when the twisted angle is not in a commensurate
phase belong to the category of quasicrystals (they can be understood from the point of view of the
cut and project method in [65]). Theoretical work concerning these structures has been done within
the framework of periodic materials, by coupling the eigenmodes of the original lattices by means of
an interaction term [37, 66, 67]. Even though, for most of the twisting angles, the resulting cluster is
nonperiodic, and thus it cannot be analysed using Floquet-Bloch theory. In this sense, more work needs
to be done in order to understand the dispersion relation of this kind of structures.

In this chapter, a comprehensive study on the localisation of waves in twisted bilayer crystals is
done. Following a different approach to the one used in the analysis of quasicrystals [68], with resonant
features found in three-dimensional structures [69], we are going to focus on the finite size features of the
clusters. Multiple scattering between closer scatterers plays a major role in the localisation of eigenstates.
Section 3.2 pays special attention to the commensurable phases and the formation of periodic structures in

23
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twisted bilayer. Hence, a deeper analysis on the apparition of localized modes around these commensurate
phases is done in section 3.3, as well as the apparition of a high density of localized modes for small
rotation angles. Numerical examples using MST are given, using flexural waves for thin elastic plates
with point-like resonators as the physical system, even if the conclusions in this chapter are valid for any
kind of wave. Section 3.4 discusses on the role of the scatterers’ strength, while 3.5 treats the effect of the
anisotropy of the system. Finally, 3.6 focuses on analysing the quality factor of the dimerized resonances,
while section 3.7 evaluates the robustness of these modes.

3.2 Commensurate phases in twisted bilayers

Let us assume that we have a cluster of scatterers divided into two sets, 𝑎 and 𝑏, which positions are
𝑹𝑎 = 𝑛1𝒂1 + 𝑛2𝒂2 and 𝑹𝑏 = 𝑚1𝒃1 + 𝑚2𝒃2, with the vector lattice set 𝒃1, 𝒃2 being a rotated version
of the set 𝒂1, 𝒂2. The angle \0 is defined as the rotation between both sets. For certain rotation angles,
the two lattices are incommensurable, that is to say, 𝑹𝑎 ≠ 𝑹𝑏 for all the possible lattice points, i.e,
periodicity is broken. On the other side, some special values of \0 can be found such that 𝑹𝑎 = 𝑹𝑏 ≡ 𝑹𝑝
when 𝑹𝑝 ≠ 0, so that periodicity is recovered. These commensurable phases are found for a given set of
integers 𝑛1, 𝑛2, 𝑚1, 𝑚2.

Let us define the lattice vectors in the two-dimensional space as a complex vector, such that 𝑎ℓ =

𝑎ℓ𝑥 + 𝑖𝑎ℓ𝑦 , for ℓ = 1, 2, and similarly for 𝒃. Under this representation, the rotation of set 𝒃 is simply
expressed by 𝒃 = 𝑒𝑖 \0𝒂. The condition for commensurability of the resulting lattice is given by

\0 = 𝑖 ln
[
𝑛1𝑎1𝑥 + 𝑛2𝑎2𝑥 + 𝑖(𝑛1𝑎1𝑦 + 𝑛2𝑎2𝑦)
𝑚1𝑎1𝑥 + 𝑚2𝑎2𝑥 + 𝑖(𝑚1𝑎1𝑦 + 𝑚2𝑎2𝑦)

]
∈ R. (3.1)

This equation is valid without lost of generality for every periodic lattice. In the case of a square
lattice with 𝑎 as lattice parameter, it gets reduced to

\0 = 𝑖 ln
[
𝑛1 + 𝑖𝑛2
𝑚1 + 𝑖𝑚2

]
∈ R, (3.2)

this condition implies that the number inside the natural logarithm must be a pure imaginary number,

𝑛1𝑚1 + 𝑛2𝑚2 = 0. (3.3)

In the case of a triangular lattice,

\0 = 𝑖 ln

[
(𝑛1 − 𝑛2) + 𝑖

√
3(𝑛1 + 𝑛2)

𝑚1 − 𝑚2 + 𝑖
√

3(𝑚1 + 𝑚2)

]
, (3.4)

which can be simplified to

𝑛1
𝑛2

= −2𝑚2 + 𝑚1
2𝑚1 + 𝑚2

. (3.5)
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Honeycomb lattice shares its lattice vectors with triangular lattice; the latter has only one scatterer
per unit cell, whereas honeycomb lattice has two scatterers per unit cell. Despite this, the existence of
commensurability depends only on the relative rotation of the lattice vectors of each layer, and not on
the structure of the unit cells [70]. Therefore, the commensurability condition is also shared for both
lattices. It has been deeply analysed in [40], discussing Bravais lattice’s symmetries, and also in [70] by
finding the solutions for the diophantine equation. These studies show how the number of unknowns can
be reduced to only two integer numbers (co prime numbers1):

cos (\0) =
3𝑚2 + 3𝑚𝑟 + 𝑟2/2
3𝑚2 + 3𝑚𝑟 + 𝑟2 , (3.6)

where 𝑚 and 𝑟 are the coprime integers.

Figure 3.1: Commensurable phases for triangular lattice twisted bilayer. The upper panel shows the
periodicity 𝑅𝑝 and the rotation angle \0 at which the commensurability condition is fulfilled. Both
clusters on bottom represent the system for the red points in the upper diagram. The radius of the cluster
is 6.7𝑎, where 𝑎 is the lattice parameter.

Figure (3.1) shows the commensurate phases of a twisted bilayer formed by twisting two triangular
lattices. The upper panel is also valid for a twisted bilayer made of honeycomb lattices. Blue points
represent conditions for which the resulting superlattice is periodic; the 𝑥 axis is the twisting angle \0 and
the 𝑦 axis is the period of the superlattice 𝑅𝑝. For a finite size cluster, it is enough to draw a horizontal

1Co prime numbers are those numbers whose only common factor is 1.
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line (such as the one in orange at 𝑅𝑝 = 6.7𝑎) and take a look at which points appear below that line.
Basically, such a finite cluster can have all these commensurate phases by playing with the twisting angle.
The two clusters on below the graph represent two commensurable phases of a 𝑟 = 6.7𝑎 cluster, marked
in red in the upper graph. Red scatterers in the cluster indicate the position of the points where both
lattices coincide, that is to say, the period of the superlattice. As it can be seen, even if the structures are
different, they keep six-fold symmetry.

Relative rotation between clusters allows for the formation of a set of "dipoles".This parameter tunes
the distance between the scatterers forming the dipole. These resonators are closer to each other than they
are to the scatterers of the individual lattices, allowing stronger interaction between them. The centre of
the cluster is also the centre of the rotation; therefore, the relative distance between the dipoles depends
on the relative position of the scatterers in the cluster. A large number of dipoles is formed, and a large
number of different resonant modes appears.

3.3 Potential function and matrix analysis

The aforementioned dipoles are responsible for the strong localisation characteristics of these kind
of structures. It is certainly necessary to define a "cluster potential" function to find whether we are
geometrically close to a strong localisation area. The function U is defined as

U =
1
𝑁2
𝑐

∑︁
∀𝑎,𝑏

1
|𝑹𝑎 − 𝑹𝑏 |

, (3.7)

where 𝑁𝑐 is the number of scatterers in one of the original lattices, so that the total number of resonators
in the cluster is 𝑁 = 2𝑁𝑐. This potential function quantifies how close the scatterers from lattice 𝑎
are with respect to lattice 𝑏. The function will diverge when the commensurable condition is attained,
indicating that the resulting cluster is periodic. Furthermore, this function depends on the radius of the
cluster; therefore, only commensurate phases whose periodicity is smaller than the cluster’s radius will
be shown.

Once the mechanism describing the formation of localized modes has been understood, numerical
simulations can be done so as to check our model. These simulations have been performed using the
MST approach for flexural waves in thin elastic plates explained in Chapter 2. Taking the definition of
the 𝑀 in equation (2.97), we will assume that only the dipolar interaction in our cluster is relevant, so
we consider that the matrix can be factorized into a set of 2 × 2 matrices 𝑀𝑑 . Then, the modes of the
cluster are given by the different modes of each dipole. Dipolar modes are defined by the zeros of the
determinant of matrix 𝑀𝑑 ,

|𝑀𝑑 | =
[
𝑡−1
0 − 𝐺 (0)

]2 − 𝐺 (𝑹𝛼𝛽)2, (3.8)

where 𝑹𝛼𝛽 is the distance between both scatterers. Resonators have been considered identical, so that
𝑡𝛼 = 𝑡0, and their characteristic impedance does not have a resonance, avoiding the cancellation of the
determinant by the resonance of the scatterers themselves. When the clusters are rotated, the position
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of the particles in the dipole will change, and so the relative distance between them, having therefore a
different resonance.

The system under analysis is an open system with no bounded modes of an infinite lifetime. Thus,
condition |𝑀𝑑 | = 0 is only achieved for complex frequencies. Nevertheless, an approximated position for
the modes (leaky modes) can be inferred by checking the smallest eigenvalue of 𝑀𝑑 for real frequencies.

Figure 3.2: Dipolar distance (𝑑) as a function of the frequency of the system (Ω𝑎) and the normalized
mass of the resonators (𝛾0). The diagram defines three localisation regimes.

Figure 3.2 shows the contours for a constant distance between the dipoles, 𝑑 = |𝑹𝛼𝛽 |, as a function
of the normalized frequency Ω𝑎 and the impedance factor 𝛾0. The resonance of the scatterer is selected
to be far from the frequency range that we are analysing (Ω𝑅𝑎 = 20𝜋). Areas with 𝑑 > 𝑎 and 𝑑 < 0.1𝑎
are left blank on purpose, since in the first case we can consider that the scatterers are separated enough
so that other scatterers of the cluster interfere in the formation of resonances, while in the second case
the scatterers are so close that resonances will only appear near the commensurate angles of the lattice.
Dipolar resonances whose field is not so localized near the scatterers can be found in the middle range.
Consequently, we will define three regions for the bilayer structure: weak localisation (𝑑 > 𝑎), spread
dipolar localisation (0.1𝑎 < 𝑑 < 𝑎), and strong dipolar localisation, 𝑑 < 0.1𝑎.

Figure 3.3 represents the behaviour of the whole cluster, by showing the evolution of the smallest
eigenvalue (_𝑚𝑖𝑛) of the 𝑀 matrix of a circular cluster of radius 𝑅𝑐 = 6.7𝑎 and hard scatterers with
𝑡0 ≈ 𝛾0 = 200 (as explained in chapter 2, equation (2.84) defines the impedance of the resonator.
We will consider "hard" or "soft" scatterers whenever the resonant frequency of the scatterer is higher
than the frequency at which the system is evaluated, and the value of the normalized mass is high or
low, respectively) as a function of the twisting angle and the normalized frequency of the system. The
underlying lattice is a honeycomb lattice, and the total number of scatterers in each cluster is 𝑁𝑐 = 331.
The upper panel shows the cluster potential U corresponding to this family of structures. Blue points in
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Figure 3.3: Behavior of a twisted bilayer finite cluster with honeycomb lattices as original lattices. The
upper panel shows the evolution of the cluster potential U with the rotation angle, while the lower panel
represents the smallest eigenvalue of the 𝑀 matrix as a function of the rotation angle and the frequency
of the system. The radius of the cluster is 𝑅𝑐 = 6.7𝑎. The modes indicated in red are depicted in Fig. 3.4
and Fig. 3.5.

the colormap represent values of the eigenvalue that are close to zero, that is to say, conditions where
the mode is likely to happen. On the contrary, green and yellow areas represent conditions for which
resonances are not likely to appear. In the eigenvalue map, above Ω𝑎 = 2𝜋, strong dipolar localisation
drives the formation of resonances, and two different types of modes can be distinguished. The first type
of mode can be found in the map in the small rotation angle region (\0 ∈ [0◦, 5◦]). In this region, the
scatterers of the two clusters are very close to each other. This is the main reason for having so many
modes in this region; for a small twisting angle, many dipoles are formed between the two lattices,
but the distance of the scatterers is slightly different for the different dipoles, spanning their resonances
through a wide frequency region. Above these firsts angles, the scatterers of each cluster are too far away
from each other, making dipolar modes not possible. The second type of mode is related to the peaks
of U, i.e. the commensurate phases of the cluster. There are some modes corresponding to some of the
commensurable phases that seem to be split in two. This phenomenon can be explained by taking a look
at the periodicity for these commensurable phases. The period is so small in these cases that two periods
appear at the same time. Due to the distance to the centre of the structure, the relative distance of the
dipoles belonging to the first period are different from the distance of the dipoles belonging to the second
period. Thus, the resonance is divided in two branches with different resonant frequencies. Near some
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other angles in the map (\0 = 5◦, 6◦ or 14◦), some modes appear, but they do not correspond to any peak
of the U function. However, there are some dipoles in these structures that are close enough to excite a
resonance.

Figure 3.4: Eigenmodes corresponding to the red dots of the horizontal line Ω𝑎 = 2𝜋 of Fig. 3.3.

Figure 3.4 shows some examples of the different localized eigenmodes that are found in the previous
figure. All the modes are found at the same frequency Ω𝑎 = 2𝜋, and they are marked in Fig. 3.3 as red
dots in the horizontal line. From 𝒂 to 𝒇 , the twisting angles at which they are found are 2.05◦, 6.71◦,
13.62◦, 21.34◦, 24.84◦ and 28.75◦ respectively. These modes are found for the same frequency, but
different geometrical configuration; they present localisation, however, we cannot have two of them in
the same experimental set up with the same structure, unless we unveil a mechanism for rotating both
lattices actively. On the other hand, we can study the same geometrical configuration and analyse its
behavior with frequency. As explained before, twisting configurations with really small angles present
higher density of modes than the rest of the map. Therefore, we will chose some small angle to study the
variation of modes with frequency.

Figure 3.5 shows six different modes belonging to the vertical line \ = 0.7012◦. Each mode has
different frequency, but the geometrical properties are the same for all of them. From 𝒂 to 𝒇 , they
can be found at 1.44𝜋, 2𝜋, 2.7𝜋, 4𝜋, 4.81𝜋 and 5.93𝜋 respectively. These are modes that also present
localisation. In this scenario, all the six modes can be obtained with the same structure, just by properly
tuning the frequency range. Furthermore, the modes are spanning a wide frequency range, from 1.4𝜋 to
almost 6𝜋.
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Figure 3.5: Eigenmodes corresponding to the red dots of the vertical line \ = 0.7012◦ of Fig. 3.3.

3.4 Scatterer’s impedance

In this section, the impact of the scatterer’s impedance on the dimerized localisation of states is discussed.
Figure 3.6 depicts the behaviour of the smallest eigenvalue of the 𝑀 matrix for a twisted bilayer made
with two honeycomb lattices as a function of the twisting angle and the frequency. In this picture, the
scatterers’ impedance is "soft" (𝛾0 = 2).

When compared with the map in Fig. 3.4, the number of modes (blue colour in the map) that appear is
higher; the complexity of the system is enormous, and we cannot distinguish any more the modes located
around the commensurate phases of the crystal. If we visualize the eigenstates corresponding to some
eigenmodes, we will be able to see that we do not have strong dipolar interaction between scatterers, but
the elastic field is located within a bigger group of resonators. Undoubtedly, the behaviour of these modes
is more complicated and difficult to predict. Our model of resonator, defined in equation (2.84) allows
us to find a frequency for which the impedance of the resonator is higher, therefore we will retrieve the
strong dipolar interaction at higher frequencies, close to the resonance of the scatterers.

As it can be seen in Fig. 3.7, the spatial distribution of the eigenmodes for a 𝛾0 = 2 twisted bilayer
is more complex than in the case of hard scatterers. Modes 𝒂 and 𝒃 present spread dipolar interaction
instead of strong dipolar interaction, as it happened for the 𝛾0 = 200 structure. In order to achieve high
impedances, when 𝛾0 is small we have to increase the frequency. Thus, those modes having higher
frequencies are the ones that are more confined in space (panels 𝒆 and 𝒇 ).
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Figure 3.6: Absolute value of the smallest eigenvalue of the 𝑀 matrix as a function of the twisting angle
and the frequency of the system for a 𝛾0 = 2 honeycomb twisted bilayer. The modes indicated in red are
depicted in Fig. 3.7

3.5 Anisotropy

This section focuses on the effect of changing the anisotropy of the original lattices forming the bilayer.
For that purpose, we are going to use twisted bilayers made out of rectangular lattices. The point positions
in the lattice will be defined as

𝑹𝑛𝑚 = 𝑛𝑎 + 𝑖𝑚[𝑎, (3.9)

where 𝑎 is the original lattice parameter (square lattice), and [ is the anisotropy ratio of the lattice.

Figure 3.8 shows how anisotropy in the lattice affects the dimerized behavior of the system. First of
all, a frequency of the system in which the modes found are dimers is fixed. Panel a shows the evolution
of the modes of the system as a function of the twisting angle and the frequency of the system. This is the
same graph as Fig. 3.3, but we have a square lattice, not a honeycomb one. At Ω𝑎 = 2𝜋, we can clearly
see that the system is dominated by a bunch of modes around the commensurate phases of the cluster, as
explained in section 3.3. Therefore, this frequency will be fixed, and anisotropy is going to be introduced
in the system.

Panel b depicts the evolution of the dimerized modes as a function of the twisting angle and the
anisotropy ratio of the original lattices. The bottom line of this panel ([ = 1) is the same as the black
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Figure 3.7: Eigenmodes corresponding to the red dots of the vertical line \ = 0.7012◦ of Fig. 3.6.

dashed line in panel a. Two kind of structures can be distinguished in this geometrical space map: the
former structure is formed by the "lines", whose origin is the dimerized modes and that change their
twisting angle when the anisotropy of the lattices changes. The latter ones are those ellipsoidal structures
that appear all alone in the graph or at the intersection between linear structures. While eigenmodes
belonging to the "linear" structures present very similar spatial shape between them, that has been
previously analysed in section 3.3, eigenmodes belonging to the ellipses show a more sophisticated
pattern.

Figure 3.9 shows the eigenmodes belonging to one of the ellipsoidal features of the anisotropy
map. Panel a is an insight of one of these structures in the previous figure: one that can be found at
the intersection between linear features. Panels b to e show the eigenmodes belonging to some of the
geometrical configurations of the ellipse. It can be pointed out that all the modes are localized around the
same pairs of scatterers. However, the dipoles radiate in different directions, depending on their position
in the ellipse in the geometrical map. If more eigenmodes are observed, following the trajectory of the
ellipse, it will be found that the radiation of the dipoles rotates with the trajectory of the ellipse. This
phenomenon can be easily explained; one of the scatterers in the dimmer is either geometrically fixed
or suffering from a vertical translation (the one that belongs to the original lattice), while the other is
suffering from both vertical displacement and rotation. The relative distance between both resonators is
always the same, but the one that rotates is describing a circle around the one belonging to the original
lattices, producing this interesting phenomenon.
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Figure 3.8: Anisotropy effect on the apparition of dimerized modes of the twisted bilayer. Panel a shows
the evolution of the minimum eigenvalue of the 𝑀 matrix as a function of the twisting angle and the
frequency of the system for a square lattice twisted bilayer. Panel b shows the evolution of the same
system but this time fixing the frequency at Ω𝑎 = 2𝜋 (black dashed line in panel a) and changing the
anisotropy of the original lattice.

3.6 Quality factor

This section is devoted to the analysis and discussion of the quality factor of the resonances in a twisted
bilayer crystal plate. Results shown here correspond to twisted bilayer clusters formed by the superposition
of two triangular lattices, relatively twisted by an angle \0.

Figure 3.10 shows some results for clusters with "hard" (as in section 3.3) or clamped scatterers
(𝛾𝛼 = 200). The left panel represents the minimum eigenvalue evolution we have been discussing before.
The same features as in Fig. 3.3 can be retrieved. Nevertheless, whereas honeycomb lattice has two
scatterers in its unit cell, triangular lattice only has one. This is the reason behind the clarity in the
eigenvalue map with respect to the honeycomb one. Top right panel shows the eigenvalue evolution in
frequency for two different geometrical arrangements (\0 = 9.1◦ and \0 = 9.3◦). The frequency axis
in this graph stands for the real part of the frequency term, while the imaginary part is kept at zero.
The green curve shows a sharp resonance with a high quality factor (𝑄 = 81.4), while the orange curve
has a broader resonance with low quality factor (𝑄 = 4.6). These results can be compared with those
obtained in the bottom right panels. In there, the evolution of the minimum eigenvalue is shown for
the two geometrical arrangements selected before but in the complex frequency plane. Real frequency
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Figure 3.9: Panel a shows a insight of Fig. 3.8 panel b, around the ellipsoidal feature in the middle of the
map. Panels b to e show four eigenmodes marked by red points in panel a, all of them belonging to that
structure.

is kept near the minimum found for the top right panel (we assume that the real frequency component
of the minimum in the complex frequency plane is very similar to the one obtained by just using real
frequencies). Red points in the complex map indicate the position of the minimum in the real frequency
axis, that is to say, in the left and the top right panels. One can appreciate that, while the first complex map
shows the minimum of the eigenvalue function close to the centre of the map, the second complex map
has a shift in the minimum value. As explained in Chapter 2 section 2.6, the shift is inversely proportional
to the quality factor of the resonance; and thus we can conclude that the quality factor is higher in the
first resonance than in the second one, which coincides with our analysis of the widths of the resonances
in the real frequency line (Fig. 3.10 panel b)).

Figure 3.11 has the same structure as Fig. 3.10. This time, the normalized mass of the scatterers
is 𝛾𝛼 = 20; then, the scatterers are softer. As explained in section 3.4, the softer the scatterers in the
cluster are, the more we get into the "spread dipolar localisation phase". Thus, the eigenvalue map looks
more complex than in the case of hard scatterers. In order to have pure dipolar interaction, we have to
increase the frequency of the system. Two different geometrical configuration have been chosen, and
their resonances have been analysed. Top right panel has been split in two different graphs for the sake
of clarity. The real frequency range did not allow to take a look at the width of both resonances at the
same time. This time, we can clearly state that the first resonance (corresponding to a twisting angle of
\0 = 8.86◦) is broader (and therefore its quality factor is smaller, 𝑄 = 5.98) than the second resonance
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Figure 3.10: Panel a represents the modes of the system as a function of the twisting angle and the
normalized frequency (real frequency). The structure is composed by two triangular lattices. Panel b
depicts the evolution in frequency of two geometrical configurations at \0 = 9.1◦ and \0 = 9.3◦. Panels b
and c show the modes at the geometrical configurations in panel b but evaluated in the complex frequency
plane.

(\0 = 14.17◦).

In addition, other resonances with more complicated behaviour can be found for the softer (𝛾𝛼 = 20)
twisted bilayer. In figure 3.12, two different resonances are shown, both in real frequency and complex
frequency representation. The upper one is found for \0 = 12.47◦ and Ω𝑎/𝜋 = 3.62. This point belongs
to the dipolar resonances in Fig. 3.11. The resonance is split in four different minima, with the same
quality factor (the distance from the central line of the complex map is the same). As for the second mode,
found in \0 = 0.65◦ and Ω𝑎/𝜋 = 2.47, it belongs to the small angle zone in Fig. 3.11. The behaviour
of the eigenvalue with real frequency shows a single minimum with a wide resonance and low quality
factor (𝑄 = 20.58). On the other hand, the complex frequency plane divides this wide resonance into
three different modes with different quality factors and real frequencies.

3.7 Robustness

In this section, the robustness of these structures will be discussed, paying attention at the evolution of
the dimerized eigenmodes when some noise is introduced in the system.



36 3. Dimerized localisation of waves in twisted bilayer crystal plates

Figure 3.11: Panel a represents the modes of the system as a function of the twisting angle and the
normalized frequency (real frequency). The structure is composed by two triangular lattices. Panel b
depicts the evolution in frequency of two geometrical configurations at \0 = 8.86◦ and \0 = 14.17◦.
Panels b and c show the modes at the geometrical configurations in panel b but evaluated in the complex
frequency plane.

Figure 3.13 depicts the behavior of one dimerized resonance when adding positional noise to the
twisted bilayer. The original structure is made by superimposing two honeycomb lattices with a twisting
angle of \ = 12.8◦. Panel a shows the behavior of the minimum eigenvalue of the 𝑀 matrix. Recall that
the minimum value of this parameter indicates the presence of an eigenmode of the system. The blue
line is for the unperturbed cluster. A resonance is found at Ω𝑎 = 7.33. The eigenmode corresponding to
this resonance is shown in panel b. As expected by the symmetry of the original lattices, the eigenmodes
has three-fold symmetry. Then, the cluster is perturbed according to

R𝑛𝑚 = (𝑛 + 𝜎N(0, 1)) a1 + (𝑚 + 𝜎N(0, 1)) a2 ±
1
6
(a1 + a2) , (3.10)

where N(0, 1) is a Gaussian distribution with zero mean and unitary variance, and 𝜎 characterizes
the amount of noise introduced to the system. Numerical results can be seen in Fig. 3.13: the eigenvalue
is shifted from its original frequency, and more minima appear. Even if the amount of noise is barely
appreciable (there is no noticeable difference in position for the four panels b to e, with noise levels
equivalent to 0.1%, 0.2% and 0.3% with respect to the lattice parameter), the resonance gets easily
destroyed. The minimum is kept for the first two simulations, but for 𝜎 = 0.003 it disappears or is largely



3.8. Conclusion 37

Figure 3.12: Two resonances appearing in a triangular lattice twisted bilayer with 𝛾𝛼 = 20. The first
resonance in panels a and b is evaluated at \0 = 12.47◦, presenting four different minima. The second
resonance (\0 = 0.65◦), shown in c and d, is broader. However, the complex frequency map shows the
presence of different minima in the region where the resonance is found.

shifted. When looking at the eigenmode, the symmetry is completely lost, and we can consider that the
mode has been destroyed, even with the tiniest amount of disorder in the system.

As a consequence, we can state that dimerized modes in a twisted bilayer are very sensitive modes
that are not robust against disorder.

3.8 Conclusion

This chapter has proven the versatility of twisted bilayers for having localisation of mechanical waves
in thin elastic plates. When changing the twisting angle, or sweeping in a frequency range, a panoply
of dimerized modes can be excited. This system is really interesting for wave manipulation, since the
simplicity in the definition of its geometrical parameters, and therefore in the manufacturing of samples
contrasts with the complexity of states that are obtained. The amount of geometrical dispositions that can
be tuned is not reduced to the twisting angle, but many other can be used for producing localized states.
In this chapter, anisotropy has also been explored, but the reader could thing of other mechanisms, like
changing the lattice parameter between both layers, shifting both lattices by translation, or shrinking or
stretching the distance between resonators in the case of the honeycomb lattice.
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Figure 3.13: Disorder effect on the eigenmodes of the twisted bilayer. Panel a shows the evolution of the
minimum eigenvalue of the 𝑀 matrix as a function of the frequency and the noise induced in the position
of the scatterers. Panels b to e show the eigenmode corresponding to the modes marked with red points
in panel a.



Chapter 4

Quasi-periodic linear arrays of scatterers

4.1 Introduction

The advent of topological materials in condensed matter physics [71, 72] has lead to new and exciting
phases of matter with remarkable properties. One of the key features of topological insulators is the
existence of robust edge states that are immune to backscattering from disorder or interface variations.
[73, 74] These modes have attracted the attention of the scientific community due to their capacity of
manipulating waves propagating through the structures; therefore, classical analogues of these states have
received increasing attention. [73, 75–78]

In acoustics and elasticity, topologically protected edge states have been studied in a wide variety of
periodic and quasi-periodic materials. [30, 54, 79–88] If the structure exists in a 𝑁 dimensional space,
the interface of such a structure will have 𝑁 − 1 dimensions, and will propagate without suffering
backscattering. If 𝑁 is equal to 1, the interface state is a topologically protected zero-dimensional bound
mode. Other protected states have been recently found in two-dimensional domains by means of the
classical analogue to the Majorana fermion. [32, 89, 90] Nevertheless, all these states are surrounded
by the bulk material. Thus, their excitation might require propagation outside the domain of interest or
penetration through a gaped material.

In this chapter, localized interface modes will be designed in mechanical systems, considering a
quasi-periodic line of scatterers embedded in a two-dimensional elastic plate. MST has been applied to
the study of these structures [91–93]. This method contrasts against the other methods used for analysing
these structures, based on super-cells and Floquet-Bloch theory. [94] These techniques introduce some
artifacts due to the additional periodicity that are not obvious on some occasions. In section 4.2 we study
how bound modes appear in the line of scatterers when these are rigid enough and that the spectrum
of these modes follows the well-known Hofstadter butterfly [95] in the appropriate space. Section 4.3
discusses the apparition of edge states in the gaps of the butterfly for finite clusters. Similar results
were obtained for Rayleigh waves in resonators over a half-space substrates in [96], for beams over
grounded springs in [97], beams with resonators on the top surface in [82], change of height in a beam
in [98] or mechanical inerters in [99]. By adding the mirror symmetric version of the cluster and facing
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them, the quality factor of these states is enhanced, and they change from edge states to interface states.
Furthermore, section 4.4 shows some numerical simulations in which positional disordering is added to
the cluster in order to study their robustness. Quality factor of such edge modes is discussed in section
4.5, and a brief discussion concerning methods for generated quasiperiodic arrays is done in section 4.6,
with some remarks that lead the path for future work in the topic.

The modes discusses all along the chapter have the advantage of being zero-dimensional, confined
within two one-dimensional "bulk" materials in a two-dimensional space. This offers significant practical
benefits as the bound state is not completely encircled by bulk structures.

4.2 Matrix analysis and Hofstadter’s butterfly

Figure 4.1: Geometry of the clusters analysed in the chapter. The upper drawing shows a quasi-periodic
line of scatterers attached to the top surface of a thin elastic plate, while the lower one depicts the same
configuration but merged with its mirror symmetric version.

Let us assume a cluster of 𝑁 point scatterers attached to a thin elastic plate (as in Fig. 4.1) in positions
𝑹𝛼 for 𝛼 = 1, 2, ..., 𝑁 . These resonators are arranged in a linear quasi-periodic distribution following a
modulation rule given by

𝑹𝛼 = 𝑎𝛼 + 𝜌𝑚 sin (𝛼\). (4.1)

where 𝑎 is the lattice constant, so the term 𝑎𝛼 defines a periodic arrangement. 𝜌𝑚 is the radius of the
modulation circle and \ is the angle rotated in the circle (as defined in Ref. [81]). If the cluster is infinite
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(𝑁 = ∞), then it is periodic as long as \/2𝜋 ∈ Q. In the case of a periodic lattice, the number of scatterers
forming a period is 𝑞, and it can be found by applying the condition 𝑞\/2𝜋 ∈ Z. This modulation is
equivalent to the almost Mathieu operator introduced by Peierls [100] to study the electron dynamics
under magnetic fields. This operator is written

[
𝐻_,𝛼𝜔 𝑢

]
(𝑛) = 𝑢(𝑛 + 1) + 𝑢(𝑛 − 1) + 2_ cos (2𝜋(𝜔 + 𝑛𝛼))𝑢(𝑛), (4.2)

where 𝛼, 𝜔 and _ > 0 are parameters. This operator is also called Harper’s equation for _ = 1. This
equation is relevant because of its spectral behavior depending on the nature of the parameters in the
model. If 𝛼 is a rational number, then the operator is periodic, and by means of Floquet theory its
spectrum is found, being purely absolutely continuous.

When 𝛼 is irrational, the parameter 𝜔 is not relevant, and only _ plays a role on the spectrum.
Depending on 𝛼, the spectrum can be:

• For 0 < _ < 1, the operator has surely purely absolutely continuous spectrum.

• For _ = 1, the operator has surely purely singular continuous spectrum for any irrational 𝛼.

• For _ > 1, the operator has almost surely pure point spectrum and exhibits Anderson localisation.

The spectrum of the almost Mathieu operator is known to be a Cantor set for all irrational 𝛼 and
_ > 0. 1. The Lebesgue measure of the spectrum is exactly zero for _ = 1, meaning that the spectrum has
zero measure. The study of this specific case (_ = 1) leads to the Hofstadter’s butterfly. This is the main
feature that we are trying to recover with our spatial modulation on the scatterers in the thin elastic plate.

Eigenmodes of the finite plate will be studied by analysing the minimum eigenvalue of the 𝑀 defined
in equation (2.97), as it has been done with the twisted bilayer structures in Chapter 3.

Figure 4.2 shows what it is known as the phase space spectrum. It is not a real dispersion relation,
in the sense that the 𝑥 axis of the figure is not the wavenumber, but the value of the main modulation
parameter. It is therefore a synthetic space where each column of the map represents a different geometrical
configuration for the cluster of resonators. The fractal map that appears when evaluating the minimum
eigenvalue as a function of both the modulation parameter and the frequency of the system is known as
Hofstadter’s butterfly [95]. Yellow zones in the graph represent regions in which it is not possible to have
an eigenmode of the system, and blue regions are areas where it is likely to find one of them. Hence, the
butterfly shape is mainly formed by yellow wide areas. Those regions cannot be directly called bandgaps
as we are taking a look at a phase diagram, not at the dispersion relation of the system. Numerical results
were obtained assuming 𝑎 = 1, 𝛾𝛼 = 100, Ω𝛼𝑎 = 0.25 and 𝜌𝑚 = 0.5 in a cluster with 𝑁 = 128 scatterers.
If we take a look carefully at the interior of the butterfly wings, we will be able to see that certain thin
blue lines (corresponding to eigenmodes of the system) cross the region from the upper band to the lower
band of the butterfly wing. These resonances are called edge modes; their energy is localized in one end
of the cluster. Figure 4.3 shows a zoom of one of the butterfly’s wing, where the edge modes are clearly

1This result was proved by Avila and Jitomirskaya [101]
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Figure 4.2: Evolution of the modes in the system as a function of the modulation parameter \ and the
normalized frequency of the system Ω. The fractal feature that is seen in this map is the well-known
Hofstadter’s butterfly.

seen. In the case of an infinite system, those modes crossing the wings would not exist. However, as we
are working with a finite system, the edge modes are related to the size of the cluster.

Considering that the modulation parameter \ is rational, we can say \ = 𝑝/𝑞, with 𝑝 and 𝑞 being
coprime integers. If the plate is now infinite in the 𝑥 axis (so that we have infinite number of resonators)
and it is kept finite in the 𝑦 axis, it will geometrically resemble an infinite hollow cylinder. Then, we
can define periodic unit cell of 𝑞 resonators in our infinite system. The motion of such a system will be
described in terms of Bloch modes satisfying

𝑤𝑏 (𝑥 + 𝑞𝑎) = 𝑒𝑖`𝑤𝑏 (𝑥), ` ∈ [0, 2𝜋], (4.3)

where 𝑤𝑏 is the vertical displacement field and ` is the Bloch’s phase. Next, consider a finite plate with
a large number 𝑆 of resonators, with periodic boundary conditions at both ends of the 𝑥 axis. These 𝑆
resonators correspond to an integer number 𝑅 of unit cells, 𝑆 = 𝑞𝑅. The modes when applying periodic
boundary conditions in this case imply

𝑤𝑟 (𝑥 + 𝑎𝑆) = 𝑤𝑟 (𝑥). (4.4)

Then,
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𝑤𝑏 (𝑥 + 𝑎𝑆) = 𝑤𝑏 (𝑥 + 𝑎𝑞𝑅) = 𝑒𝑖𝑅`𝑤𝑏 (𝑥). (4.5)

The modes of the cylinders coincide with the Bloch modes (𝑤𝑏 (𝑥) = 𝑤𝑟 (𝑥) for 𝑥 ∈ [0, 𝑆𝑎]) if
𝑒𝑖𝑅` = 1, leading to the following condition:

`𝑟 =
2𝜋𝑟
𝑅
, 𝑟 = 0, 1, 2, ..., 𝑅. (4.6)

The above range of 𝑟 is chosen so that the wavenumber always belongs to the first Brillouin zone
(` ∈ [0, 2𝜋]). Thus, a finite cylinder discretizes the wavenumber into values `𝑟 . At these wavenumbers,
the computed modes for the cylinder are a subset of the Bloch modes of the infinite periodic beam, and
the eigenfrequencies of the cylinder are a discrete subset of the bulk spectrum.

The density of this subset increases with the number of unit cells 𝑅 in the cluster, or equivalently,
with the number of resonators 𝑆 = 𝑞𝑅 in the finite plate. If we want to analyse the bulk spectrum of
the structure, the set of \ values that corresponds to commensurate cylinders must be obtained. The
commensurability is satisfied for rational values of \ = 𝑝/𝑞, if the number of resonators satisfies 𝑆 = 𝑞𝑅,
which gives

\ =
𝑝

𝑞
=
𝑝𝑅

𝑆
, 𝑝, 𝑅 ∈ Z =

𝑠

𝑆
, 𝑠 = 0, 2, ..., 𝑆. (4.7)

Therefore, the spectral properties of the infinite system can be investigated by discretizing the \
parameter range in steps Δ\ = 1/𝑆, being 𝑆 the number of resonators in the finite cluster. This will lead
to an infinitely dense subset of [0, 1] as 𝑆 → ∞.

Evaluation of the spectral properties of the structure at modulation angles \ others than the subset
described before will result in the apparition of edge states in the wings of the butterfly. The position of
those edge states in the phase diagram will depend on the number of resonators considered in the finite
cluster; when the number of resonators is increased, the subset of angles that satisfy the commensurate
condition also increases, densifying the bulk spectrum and making the slope of the edge states in the phase
diagram steeper. The number of edge states between two commensurate angles in the phase diagram
depends on the topology of the "bandgap" (butterfly wing) [73, 81, 85, 94].

4.3 Edge states and interface states

Figure 4.3 shows a region of the eigenvalue map inside one of the butterfly’s wing for two different
situations. On the one hand, left panel shows the computation of the eigenvalue map of a 𝑁 = 128
resonators’ cluster with a single modulation parameter \. Edge states appear almost as vertical lines
through the wing, but they are thin and their corresponding eigenvalue is not very small. This means, as
will be discussed later, that the quality factor of this resonance is not very high. On the other hand, right
panel shows the eigenvalue map of two 𝑁 = 64 resonators’ clusters. The main idea of this configuration
is that each cluster is modulated with the same modulation parameter \, but the origin of the modulation
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Figure 4.3: Panel a represents an insight of Fig. 4.2, where edge states appear inside the wings of the
butterfly. Panel b shows the same region of the phase space but for the mirror symmetric cluster. Interface
states can be seen more clearly in this second map.

is not the same; while the first cluster is modulated as in the previous case, the second cluster states its
origin at the end of the finite cluster (as in Fig. 4.1). Therefore, the constructed cluster presents a mirror
symmetry plane in the middle of the cluster. The idea beneath this configuration is to shift the energy of
the edge states from the end of the cluster to the middle, thus becoming interface states. Furthermore,
the modes crossing the butterfly wing have smaller eigenvalues than in the case of the single modulation,
which stands for a quality factor enhancement.

Figure 4.4 depicts the eigenmodes for two different geometrical and frequency configurations in
the mirror symmetric cluster. Both points are marked in red in Fig. 4.3 panel b. Mode 𝒂 belongs to
a periodic geometry (\/2𝜋 = 0.5), and it is not located inside the butterfly wing in the diagram. The
eigenmode is not confined in a small region of the cluster; it propagates through the whole structure. The
hotspots correspond to the classical profile of a standing wave trapped in a finite waveguide (the periodic
array of scatterers). Besides, mode 𝒃 is located in one of the vertical lines crossing the butterfly wing
(\/2𝜋 = 0.4525); its eigenmode is clearly located in the centre of the cluster, where the mirror symmetry
takes place.

It has been shown how the periodic finite line of scatterers supports bound states, as it is indeed a
closed waveguide and, therefore, defines a resonant cavity. Introducing quasi-periodicity into the system
increases the number of modes, and the phase spectrum maps Hofstadter’s butterfly as a function of
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Figure 4.4: Eigenmodes pointed out in red in Fig. 4.3. Not all the cluster is shown, only the central part.
a shows a propagating mode over the cluster with \/2𝜋 = 0.5. b exhibits a localised behavior, where the
energy is confined in the centre of the cluster.

modulation defining the quasi-periodicity. Merging two clusters with faced modulations enhances the
quality factor of the edge states.

4.4 Robustness

Edge states whose position in the phase space diagram reside inside the butterfly winds are well-known
for their topological protection; that is to say, their robustness against small perturbations [73, 74]. In
order to evaluate the robustness in the edge states found out in the previous section, we have performed
numerical simulations with MST. The disorder method applied to test the robustness of the states is a
perturbation to the 𝑥 component of the position of each resonator in the cluster as follows

𝑹𝜎𝛼 = 𝑹𝛼 + 𝜎𝑎N(0, 1), (4.8)

with N(0, 1) being a normal distribution with unitary variance and zero mean. 𝜎 characterizes the
amount of disorder applied to cluster by ensuring that all the scatterers are deviated from its initial
position by a quantity that is normally distributed between −3𝑎𝜎 and 3𝑎𝜎.
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Figure 4.5: Evolution of the modes in the system for a faced cluster with \/2𝜋 = 0.4525 as a function
of the normalized frequency of the system. Different degrees of disorder have been added to the cluster,
each one represent by a different line. At both sides of Ω𝑎 = 0.21, two localized modes are found.

Figure 4.5 shows the evolution of the minimum eigenvalue as a function of the normalized frequency
of the system for a two-faced cluster configuration with \/2𝜋 = 0.4525 and for different amounts of
disorder characterized by𝜎. There are two edge states; the two minima located at both sides ofΩ𝑎 = 0.21.
It can be seen that, when adding disorder to the cluster, the edge state does not disappear; instead, it is
slightly shifted in frequency, always remaining in the frequency range where the butterfly wing is. In Fig.
4.6 some of the eigenmodes for the edge states of Fig. 4.5 with frequency around Ω𝑎 = 0.19 are shown.
The amount of disorder applied for each eigenmode is indicated in the title of the map. The robustness
and localisation of these modes is evident from these maps since the change in the shape of the field
distribution is imperceptible.

4.5 Quality factor

Figure 4.7 panels a and b, show an insight of Hofstadter’s butterfly. Left map corresponds to the linear
array of scatterers without mirror symmetry, while right map corresponds to the two-faced cluster with
mirror symmetry. The vertical lines appearing in the butterfly wing are edge states that exist due to the
finite size of the studied cluster. One point has been chosen on each map. Their properties (modulation
parameter and frequency) are not exactly the same for both modes. The reason is that the number of
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Figure 4.6: Eigenmodes corresponding to the modes in the wing of Fig. 4.5 around Ω𝑎 = 0.19 for some
clusters with different disorders applied over them.

scatterers is not the same: the left panel is computed with 𝑁 = 128 resonators with the same modulation,
therefore the commensurate conditions are found using this number. However, the mirror-symmetric
cluster is made of 𝑁 = 64 resonators, doubled with another 𝑁 = 64 cluster. Thus, the commensurate
conditions in this second case can be computed using 64 instead of 128 in the denominator of equation
(4.7). Figure 4.7 panel c shows the evolution of the eigenvalue as a function of the normalized frequency
for the spatial configuration of the red points in panels a and b. Whereas the simple structure shows a low
quality factor resonance near Ω𝑎 = 0.239, the mirror-symmetric structure presents a sharper resonance
with high quality factor, and the minimum is two orders of magnitude smaller than the simpler case.

4.6 Cut-and-project vs circular projection

The modulation applied to the cluster of resonators all over the chapter does not belong to one of
the classic algorithms for creating quasicrystals. Some of them (cut-and-project method, substitution
sequences, circle map sequences) are explained in chapter 4 in [14]. However, the modulation applied
here does not belong to the quasicrystal realm, but, according to Janot [102], it belongs to the so-
called modulated crystals. Modulated crystals can also produce incommensurate systems. Nevertheless,
there are subtle differences between these two types of structures: while quasicrystals might be seen as
projections of finite atomic surfaces from a periodic arrangement in a higher dimensional space into a
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Figure 4.7: Two resonances found in one of the butterfly wings for a one-dimensional array of scatterers
(a) and for a one-dimensional array of scatterers with mirror symmetry (b). Panel c depicts the evolution
of the minimum eigenvalue as a function of the normalized frequency for both structures with a given
spatial configuration.

lower one by means of an irrational slope hyperplane, modulated crystals can be imagined as cuts of
infinite atomic surfaces in a synthetic phase space into the physical space by a hyperplane at any direction.

Figure 4.8 illustrates the two formation mechanisms and its differences. Modulated crystals present
an underlying periodicity in the physical space, as they are formed by perturbation of a periodic lattice.
Thus, their diffraction pattern is different: modulated crystals will preserve the "fundamental reflections"
coming from the underneath periodic lattice. Recalling the definition of the spatial positions of our
scatterers in equation (4.1), its diffraction pattern is expressed as

𝐹 (𝑘) =
∑︁
𝑞

𝐽𝑞 (𝑘𝜌𝑚)
∑︁
𝑝

𝛿(𝑘𝑎 − 𝑞\ + 2𝑝𝜋), (4.9)

where 𝐽𝑞 (𝑘𝜌𝑚) is the weighting factor of the Bragg peaks in the spectrum, 2𝑝𝜋 are the reciprocal
modes of the underlying periodic lattice, or "fundamental reflections" of the distribution, and 𝑞\ are the
reciprocal modes coming from the irrational modulation, also called "satellite reflections". In contrast,
for a Fibonacci sequence, the position of the resonators can be written as

𝑅𝛼 = 𝑎𝛼 + 𝑎
𝜏
⌊(𝛼 + 1)/𝜏⌋, (4.10)
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Figure 4.8: a) Cut-and-project method from a two-dimensional periodic crystal into a one-dimensional
Fibonacci crystal. The slope of the 𝑅𝑝𝑎𝑟 axis must be irrational with respect to the lattice directions in
the higher dimension. b) Modulated crystal seen as a projection in a synthetic phase space.

being 𝜏 = (1 +
√

5)/2) the golden ratio and ⌊𝑥⌋ the integer part of 𝑥. The diffraction pattern in this case
is given by

𝐹 (𝑘) =
∑︁
ℎ,ℎ′

𝐹ℎℎ′𝛿(𝑘 −𝑄ℎℎ′) (4.11)

where

𝐹ℎℎ′ =
sin ( 𝜋𝜏

𝜏2+1 ) (𝜏ℎ
′ − ℎ)

𝜋𝜏

𝜏2+1 (𝜏ℎ′ − ℎ)
𝑒𝑖 𝜋

𝜏−2
𝜏+2 (𝜏ℎ

′−ℎ) (4.12)

is the weighting factor of the Bragg peaks in the spectrum, and

𝑄ℎ,ℎ′ =
2𝜋𝜏2

𝜏2 + 1
(ℎ + ℎ′/𝜏) (4.13)

are the reciprocal modes. It can be seen that in the case of the modulated crystal, the reciprocal modes are
divided into two subsets, while in the case of the Fibonacci series these two subsets are indistinguishable.
These two diffraction patterns cover uniformly and densely the spectrum. The dispersion relation of
a quasicrystal is a hard problem to solve and yet the solution has not been found. However, all the
differences between modulated crystals and quasicrystals are smeared out when working with one-
dimensional models. The Fibonacci chain is equivalent to a periodic chain modulated by a function with
period 𝜏 times as large as that of the basis chain [102].

4.7 Conclusion

This chapter has shown the localisation properties offered by quasi-periodic linear arrangement of
scatterers in two dimensions (elastic thin plates). The methods used all along the chapter allow us to get
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rid off the super-cell methods that artificially introduce artifacts into the results, and sometimes are not
easy to identify. We have also shown how our system preserves the Hofstadter’s butterfly feature when
mapping its spectrum as a function of the modulation parameter.

Due to the fact that we are analysing a finite system and not and infinite crystal, some edge states
appear inside the wings of the butterfly. Those edge states are the localized modes that, according to
the theory beneath modulated crystals and almost Mathieu operators, are topologically protected. The
quasi-periodic patterns supporting interface states might be enhanced when the clusters are merged with
their mirror-symmetric version. Robustness of edge and interface states has been checked numerically,
showing that the energy of the field remains localized and their frequency barely suffers from a slight
shift when the structure gets distorted.

This structure offers a major advantage; the bound state is not surrounded by the bulk material.
In fact, it is a zero-dimensional mode that has been induced by a one-dimensional material in a two-
dimensional space. Thus, this geometry is suitable for applications in which these modes are expected
to be excited, such as surface acoustic wave sensors. One may think that this structure does not offer
complexity or versatility, as the confinement is always found at the edge of the system or at the centre.
Nonetheless, taking a look at [94, 96] we can see that this platform offers a mechanism called phason or
phase modulation that allows us to move the confined energy of the mode all along the cluster.



Chapter 5

Bound states in the continuum in
circular clusters of scatterers

5.1 Introduction

Bound states in the Continuum (BICs) are waves whose energy lies in the radiation part of the spectrum,
but its field distribution is localized in a finite part of the system with an infinite lifetime. Firstly proposed
and theoretically predicted in 1929 by von Neumann and Wigner [23] as a solution for a single-particle
Schrödinger equation, the concept transcended this field of knowledge and was also applied to classical
waves, like acoustics [103–107], microwaves [108,109] or optics [110–112].

The realization and measurement of BICs is still a challenging problem; systems designed to support
BICs present sharp resonances with extremely high-quality factors. However, they cannot be directly
measured without destroying its exceptional properties. Therefore, structures based on them have the
advantage of being accessible from the outside with radiative fields and yet keeping a high quality
factor resonance. Also named quasi-BICs (or QBICs), these modes have been widely used in sensing
applications [113–115]. Latterly, different structures have been analyzed in order to get high-Q resonances,
such as subwavelength gratings [116–119], coupled gratings [113, 120], or photonic crystal slabs [121–
125], even in conjunction with more intricate configurations [126].

A myriad of geometries and structures have been explored in order to find BICs [35]. Specially, those
based on finite structures are interesting for practical applications, as they get rid of the finite-size effects
that appear when trying to implement periodic or waveguide BICs. This is the case of circular clusters
of scatterers. This geometry has been studied recently [115, 127–129], showing its suitability for real
experiments and applications. This chapter is devoted to the study of this kind of structures and their
relation to BICs, proposing a method for designing QBICs in circular clusters of resonators for flexural
waves in thin elastic plates.

The chapter is organized as follows: after this introduction, section 5.2 discusses on the formation
of BICs in open systems by attaching a cluster of mass-spring resonators to a thin elastic plate. It is
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found that when the scatterers in the cluster are arranged in the corners of a regular polygon, a mode
with extremely high quality factor can be achieved, and a derivation in the limit when the number of
attachments tends to infinite is done, proving that a BIC is obtained for an infinitely thin ring. Section 5.3
continues this last statement and derives an expression for the scattering field of a ring, finding indeed
the conditions for the trapped modes. Section 5.4 studies the behavior of the resonance in the case of
a finite amount of scatterers, showing that the quality factor gets quickly increased with the number of
scatterers. After that, section 5.5 explains some numerical simulations in which the cluster of resonators
have been perturbed, in order to check the robustness of these modes. Finally, 5.6 evaluates the possibility
of exciting the resonances from the far field, which is in contradiction from what it is known about BICs.

5.2 Eigenmodes of a polygon cluster of scatterers

In this section the possibility of having a BIC for flexural waves in thin elastic plates when a set of
resonators is attached to the top surface of the plane forming a circle is going to be analysed. The
inhomogeneous Kirchhoff equation describing the motion of the plate for the out-of-plane displacement
was established in equation (2.83). In section (2.5), the resonator’s strength (𝑡𝛼) was defined considering
spring-mass properties, so this quantity presents a resonance, implying that depending both on frequency
and on the spring-mass constants, its value can cover all the domain of real numbers. Taking this into
account, in this chapter it will be assumed that the resonator’s strength can take any real value (𝑡𝛼 ∈ R).

Eigenmodes of a system of scatterers attached to a thin elastic plate can be evaluated by means of the
MST matrix 𝑀𝛼𝛽, as explained in chapter 2 section 2.6. They can be found by assuming that there is no
incident field (𝑤0(𝑹𝛼) = 0 in equation (2.91)) to the system, and even though a scattered field by all the
particles is obtained (𝑤𝑒 (𝑹𝛼) ≠ 0). Under these conditions, equation (2.91) becomes a homogeneous
system with non-trivial solutions for those frequencies satisfying

𝑑𝑒𝑡 (𝑀 (𝜔)) = 0. (5.1)

In the case of thin plates with a finite number of scatterers attached to them, this above condition is
satisfied only when 𝜔 is a complex number. The imaginary frequency component is inversely related to
the quality factor of the resonance achieved. Then, when the imaginary frequency term is extraordinarily
small, the found state is called a quasi-BIC, and it is called BIC if this imaginary component is cancelled.

Let us imagine that we have a set 𝑁 resonators attached to a thin plate such that they all have the
same impedance 𝑡0 and they are regularly arranged in a circle of radius 𝑅0. The scatterer 𝛼 can be located
at a distance 𝑅0 from the origin and an angular position 2𝜋𝛼/𝑁 . The Hamiltonian describing the system
commutes with the rotation operator 𝑅𝑁 . Indeed, the 𝑀 matrix is a circulant matrix 1. The eigenvalues
of a circulant matrix are given by

_ℓ = 𝑐0 + 𝑐𝑛−1𝑑
ℓ + 𝑐𝑛−2𝑑

2ℓ + ... + 𝑐1𝜔
(𝑛−1)ℓ , ℓ = 1, 2, ..., 𝑁, (5.2)

1A circulant matrix is a square matrix in which all row vectors are composed of the same elements and each row vector is
rotated one element to the right relative to the preceding row vector.
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where 𝑐𝑛 are the different terms of the matrix, and 𝑑 = 𝑒𝑥𝑝(2𝜋𝑖/𝑁). In the case of our matrix, 𝑐0 = 1,
𝑐𝑛 = 𝑡𝛼𝐺 (𝑹𝛼𝛽). By picking the first row,

_ℓ =
©«1 −

𝑁∑︁
𝛽=1

𝐺 (𝑹0𝛽)𝑒2𝜋𝑖ℓ𝛽/𝑁ª®¬ . (5.3)

The determinant of the matrix is the product of its eigenvalues (𝑑𝑒𝑡 (𝑀) = ∏𝑁
𝑒𝑙𝑙=1 _ℓ). Therefore, we

will chose a given eigenvalue and we will try to make it zero. The eigenvector for a given eigenvalue is

𝑣ℓ =
1
√
𝑁

(
1, 𝑑ℓ , 𝑑2ℓ , . . . , 𝑑 (𝑛−1)ℓ

)
, ℓ = 1, 2, . . . , 𝑁, (5.4)

thus implying a relationship between the coefficients of the form [127]

𝐵ℓ𝛼 = 𝑒2𝑖 𝜋ℓ𝛼/𝑁𝐵ℓ0 . (5.5)

The superscript ℓ indicates that these scattering coefficients are obtained when the ℓ-th eigenvalue is
cancelled. The Green’s function is going to be redefined as

𝐺 (𝒓) ≡ 𝑖𝑔0b (𝒓), (5.6)

where

𝑔0 =
1

8𝑘2 (5.7)

and
b (𝒓) = 𝐻0(𝑘0𝑟) +

2𝑖
𝜋
𝐾0(𝑘0𝑟), (5.8)

so that b (0) = 1 and 𝛾0 = 𝑡0𝑔0 is a real quantity. Equation (5.3) is written now

1 − 𝑖𝛾0

𝑁∑︁
𝛽=1

b (𝑹𝛽)𝑒2𝑖 𝜋ℓ𝛽/𝑁 = 0. (5.9)

This is the necessary condition for achieving the cancellation of the determinant of the 𝑀 matrix. From
this equation, a complex free-space wavenumber 𝑘𝑛0 can be obtained, and the eigenfrequencies 𝜔𝑛 are
retrieved by means of the plate’s dispersion relation. The imaginary part of these eigenfrequencies is
related with the quality factor of the mode. Then, a BIC will be found only when 𝑘𝑛0 is a real quantity.
The summation term in the previous equation can be split in its real and imaginary part

𝑆ℓ =

𝑁∑︁
𝛽=1

b (𝑹𝛽)𝑒2𝑖 𝜋ℓ𝛽/𝑁 = 𝑆ℓ𝑅 + 𝑖𝑆ℓ𝐼 , (5.10)

dividing equation (5.9) in two different conditions
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𝑆ℓ𝑅 (𝑘0) = 0 (5.11)
1 + 𝛾0𝑆

ℓ
𝐼 (𝑘0) = 0. (5.12)

Remember that, as explained before, the resonators’ strength (𝑡0) is considered here to be able to
take any real value. Therefore, 𝛾0 can also take any real value, and thus condition (5.12) can always be
accomplished. On the other hand, condition (5.11) has to be carefully analysed:

Figure 5.1: 𝑆𝑅 under different scenarios. The BIC condition is fulfilled if equation (5.11) is satisfied,
that is to say, when 𝑆𝑅 is zero. Panel a shows the evolution of 𝑆𝑅 in frequency for the same resonance
ℓ = 0 and different number of resonators in the cluster. In panel b the evolution with frequency of 𝑆𝑅 is
evaluated for different resonances keeping the number of scatterers in the system (𝑁 = 10).

Figure 5.1, panel 𝑎, shows the evolution of 𝑆ℓ
𝑅

as a function of 𝑘0𝑅0 for ℓ = 0 and for different
numbers of scatterers in the cluster. The 𝑆ℓ

𝑅
is represented in logarithmic scale for the sake of reader’s

clarity. It can be seen that, when 𝑁 is small, 𝑆ℓ
𝑅

does not cancel out; implying that no BIC can be
achieved. Despite this, whenever 𝑁 increases (and not enormous clusters are necessary), the function
quickly approaches its cancellation at some given points in the frequency axis. The closer this graph tends
to −∞ the higher is the quality factor of the designed resonance. In panel 𝑏, the number of scatterers is
fixed (𝑁 = 10) and different resonant indexes are shown. Not logarithmic scale is needed this time to see
the effect of changing ℓ: the position in frequency for the minima of the 𝑆ℓ

𝑅
functions is shifted, that is

to say, for the same cluster (same number of scatterers and same radius 𝑅0), two resonances will never
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share the same frequency. Furthermore, when ℓ increases keeping the number of scatterers, the minima
of 𝑆ℓ

𝑅
are higher than for low ℓ, i.e, the quality factor of the resonance will be lower for higher ℓ. This is

the case for ℓ = 3 in Fig. 5.1 panel 𝑏; the minimum of the function is actually far from zero. Even if the
minima approach zero as the number of scatterers in the cluster is increased, the zero value is reached
only in the limit 𝑁 → ∞ (see the demonstration in Appendix A)

lim
𝑁→∞

1
𝑁
𝑆ℓ𝑅 = 𝐽2

ℓ (𝑘0𝑅0). (5.13)

As a consequence, the resonances are given by the zeros of the Bessel function 𝐽ℓ (𝑘0𝑅0) in this
limit, reaching the BIC condition, although clusters with 𝑁 > 10 already show high quality resonances,
being then quasi-BIC modes. The frequency at which resonances occur is independent on the number of
particles (except for cases with very low number of scatterers). Even though, the corresponding resonator
impedance 𝛾0 has to be obtained from the second BIC condition in equation (5.12), which is dependent
on the number of scatterers 𝑁 .

5.3 Eigenmodes of an infinitely thin ring scatterer

Following chapter 2 in [130] on MST for flexural waves in thin elastic plates, a set of point-like scatterers
might be seen as an effective material (inclusion) with the following 𝑇 matrix:

𝑇𝐻𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼𝛽

𝐽𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝑇𝛼𝑀−1
𝛼𝛽𝐽𝑠 (𝑘𝑏𝑅𝛽)𝑒𝑖𝑠\𝛽 (5.14)

𝑇𝐻𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼𝛽

𝐽𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝑇𝛼𝑀−1
𝛼𝛽 𝐼𝑠 (𝑘𝑏𝑅𝛽)𝑒𝑖𝑠\𝛽 (5.15)

𝑇𝐾𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼𝛽

𝐼𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝑇𝛼𝑀−1
𝛼𝛽𝐽𝑠 (𝑘𝑏𝑅𝛽)𝑒𝑖𝑠\𝛽 (5.16)

𝑇𝐾𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼𝛽

𝐼𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝑇𝛼𝑀−1
𝛼𝛽 𝐼𝑠 (𝑘𝑏𝑅𝛽)𝑒𝑖𝑠\𝛽 , (5.17)

where the superscripts 𝐻, 𝐽, 𝐼, 𝐾 make reference to the incident wave functions (Bessel and modified
Bessel) and the scattered field (Hankel and modified Hankel functions). We apply here the geometrical
conditions of our problem. First, the point-like scatterers are arranged in a circle, so that |𝑅𝛼 | = 𝑅0. From
these equations, the terms in the summation get largely simplified
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𝑇𝐻𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐽𝑞 (𝑘𝑏𝑅0)𝑒−𝑖𝑞\𝛼
∑︁
𝛽

𝑀−1
𝛼𝛽𝐽𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝛽 (5.18)

𝑇𝐻𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐽𝑞 (𝑘𝑏𝑅0)𝑒−𝑖𝑞\𝛼
∑︁
𝛽

𝑀−1
𝛼𝛽 𝐼𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝛽 (5.19)

𝑇𝐾𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐼𝑞 (𝑘𝑏𝑅0)𝑒−𝑖𝑞\𝛼
∑︁
𝛽

𝑀−1
𝛼𝛽𝐽𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝛽 (5.20)

𝑇𝐾𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐼𝑞 (𝑘𝑏𝑅0)𝑒−𝑖𝑞\𝛼
∑︁
𝛽

𝑀−1
𝛼𝛽 𝐼𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝛽 . (5.21)

What we actually need to solve is the term

𝐵𝐽𝑠𝛼 =
∑︁
𝛽

𝑀−1
𝛼𝛽𝐽𝑠 (𝑘𝑅𝛽)𝑒𝑖𝑠\𝛽 , (5.22)

which is the solution for the following system of equations

∑︁
𝛽

𝑀𝛼𝛽𝐵
𝐽
𝑠𝛽 = 𝐽𝑠 (𝑘𝑅𝛼)𝑒𝑖𝑠\𝛼 (5.23)

𝑀𝛼𝛽 = 𝛿𝛼𝛽 − 𝑡𝛼𝐺 (𝑅𝛼 − 𝑅𝛽) (5.24)

Thus, we have

𝐵𝐽𝑠𝛼 − 𝑡𝛼
∑︁
𝛽

𝐺 (𝑅𝛼 − 𝑅𝛽)𝐵𝐽𝑠𝛽 = 𝐽𝑠 (𝑘𝑅0)𝑒𝑖𝑠\𝛼 . (5.25)

The above expression shows that, as for the eigenmodes, all the scattering coefficients are related by
a phase factor:

𝐵𝐽𝑠𝛼 = 𝐵𝐽𝑠0𝑒
𝑖𝑠\𝛼 , (5.26)

then, (
1 − 𝑡0

∑︁
𝛽

𝐺 (𝑅0 − 𝑅𝛽)𝑒𝑖𝑠 (\𝛽−\0 )

)
𝐵𝐽𝑠0 = 𝐽𝑠 (𝑘𝑅0), (5.27)

finally,

𝐵𝐽𝑠𝛼 =
𝐽𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝛼

1 − ∑
𝛽 𝐺 (𝑅0 − 𝑅𝛽)𝑒𝑖𝑠 (\𝛽−\𝛼 )

=
𝐽𝑠 (𝑘𝑏𝑅0)𝑒𝑖𝑠\𝑠

Σ
. (5.28)
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The same argument is valid for 𝐵𝐼𝑠𝛼. In the limit when 𝑁 → ∞, the zeros of the denominator are related
to the BICs. In this situation, we will call the function in the denominator 𝐹𝑠 (𝑘𝑏, 𝑡0),

𝐹𝑠 (𝑘𝑏, 𝑡0) = 1 − 𝑡0
∫ 2𝜋

0
𝑒𝑖𝑠\𝐺 (2𝑘𝑏𝑅0 sin (\/2))𝑑\, (5.29)

or
𝐹𝑠 (𝑘𝑏, 𝑡0) = 1 − 𝑡0

∫ 𝜋

0
cos (𝑠\)𝐺 (2𝑘𝑏𝑅0 sin (\/2))𝑑\. (5.30)

This integral gives the following result (see details in [129]):

𝐹𝑠 (𝑘𝑏, 𝑡0) = 1 − 𝑡0𝜋

8𝑘2
𝑏
𝑅2

0

(
−𝑖𝐽2

𝑠 (𝑘𝑏𝑅0) + 𝐽𝑠 (𝑘𝑏𝑅0)𝑌𝑠 (𝑘𝑏𝑅0) +
2
𝜋
𝐼𝑠 (𝑘𝑏𝑅0)𝐾𝑠 (𝑘𝑏𝑅0)

)
. (5.31)

The T-matrix coefficients are

𝑇𝐻𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐽𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝐵𝐽𝑠𝛼 (5.32)

𝑇𝐻𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐽𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝐵𝐼𝑠𝛼 (5.33)

𝑇𝐾𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐼𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝐵𝐽𝑠𝛼 (5.34)

𝑇𝐾𝐼𝑞𝑠 =
𝑖

8𝑘2
𝑏

∑︁
𝛼

𝐼𝑞 (𝑘𝑏𝑅𝛼)𝑒−𝑖𝑞\𝛼𝐵𝐼𝑠𝛼. (5.35)

We focus on the first coefficient, but the reasoning is similar for the rest of the coefficients

𝑇𝐻𝐽𝑞𝑠 =
𝑖

8𝑘2
𝑏

𝐽𝑞 (𝑘𝑏𝑅0)𝐽𝑠 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

∫ 2𝜋

0
𝑒𝑖 (𝑠−𝑞) \𝑑\. (5.36)

The coefficient is equal to 0 unless 𝑞 = 𝑠 (the T-matrix will be diagonal).

𝑇𝐻𝐽𝑞 =
𝑖𝜋

4𝑘2
𝑏

𝐽2
𝑞 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

(5.37)

The T-matrix coefficients can be written as

𝑇𝐻𝐽𝑞 =
𝑖𝜋

4𝑘2
𝑏

𝐽2
𝑞 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

(5.38)

𝑇𝐻𝐼𝑞 =
𝑖𝜋

4𝑘2
𝑏

𝐽𝑞 (𝑘𝑏𝑅0)𝐼𝑞 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

(5.39)

𝑇𝐾𝐽𝑞 =
𝑖𝜋

4𝑘2
𝑏

𝐼𝑞 (𝑘𝑏𝑅0)𝐽𝑞 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

(5.40)

𝑇𝐾𝐼𝑞 =
𝑖𝜋

4𝑘2
𝑏

𝐼2𝑞 (𝑘𝑏𝑅0)
𝐹𝑞 (𝑘𝑏, 𝑡0)

(5.41)
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BICs in this system are represented here by the poles of the T-matrix coefficients. Therefore, the
different resonances will correspond to the condition 𝐹𝑞 (𝑘𝑏, 𝑡0) = 0. This condition is decoupled into
two:

𝐽𝑞 (𝑘𝑏𝑅0) = 0 (5.42)

𝐼𝑞 (𝑘𝑏𝑅0)𝐾𝑞 (𝑘𝑏𝑅0) = −
4𝑘2
𝑏
𝑅2

0
𝑡0

(5.43)

We will use the first equation to stablish the frequency at which the resonance is located, and the
second one to design the ring’s impedance.

5.4 Quality factor

In this section, the quality factor of the design modes is going to be evaluated and discussed. As
explained in previous chapters, the quality factor of a resonance can be measured in various ways,
equivalent between them. In this work, two approaches are going to be used; the former is the fitting of
the resonant shape in the eigenvalue evolution with a Lorentzian shape, or simply computing numerically
the central frequency and its FWHM. The latter is by computing the evolution of the minimum eigenvalue
in the complex frequency plane, and estimating the amount of imaginary frequency term needed for the
complete cancellation of the eigenvalue.

Figure 5.2 panels 𝑎, 𝑏, 𝑐 and 𝑑 show the evolution of the minimum eigenvalue of the 𝑀𝛼𝛽 matrix
for resonances going from ℓ = 0 to ℓ = 3. On each panel, each colour line represents a circular cluster
with different number of resonators. From this graphs, it is seen that the quality factor increases with the
number of scatterers. Vertical dashed lines in all panels indicate the predicted frequency at which the
resonance should occur when the number of resonators tends to infinite (following the first zero of the
Bessel function of the first kind, 𝑗ℓ,1). In the case of ℓ = 0, all four different clusters show a dip in the
eigenvalue function at the exact predicted frequency. However, this is no longer true for higher ℓ. It must
be pointed out that the number of resonators in the cluster limits the highest ℓ resonance achievable. In
fact, a cluster with 𝑁 scatterers will present all resonances up to ℓ < 𝑁/2, and then, for ℓ higher than
this threshold, the symmetries of the eigenmodes will mimic those with ℓ < 𝑁/2 with mirror symmetry
at the threshold value.

Furthermore, when higher ℓ resonances are studied, some resonances start to disappear for smaller
clusters. This is the case of ℓ = 2 (Fig. 5.2 panel 𝑐), where only the clusters with 𝑁 = 8 and 𝑁 = 10
scatterers have a resonance at a desired frequency. A cluster with 𝑁 = 6 scatterers should be able to show
a ℓ = 2 resonance, however, as seen in Fig. 5.1 panel 𝑏, for a given cluster, those resonances with lower
ℓ will have higher quality factor than those with high ℓ. The quality factor of the resonance ℓ = 2 in a
𝑁 = 6 cluster is not high enough to appear as a dip in the minimum eigenvalue evolution.

Another remarkable feature appears in the ℓ = 3 case; the resonance is present in the 𝑁 = 6 cluster,
while it does not appear for the rest of the clusters. In Fig. 5.4, an ℓ = 3 mode is shown, with a 𝜋/3
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Figure 5.2: Resonance comparison. Panels a to d show different resonant indices (ℓ), and colour lines
represent the evolution of the minimum eigenvalue for clusters with different amount of resonators. Black
dashed lines indicate the frequency at which the trapped mode is predicted for the ring.

Figure 5.3: Evolution of the quality factor of the resonance with the number of resonators in the cluster
for different mode symmetries.
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Figure 5.4: Eigenfunction’s real part for a 𝑁 = 10 scatterers’ cluster. Each panel represents a different ℓ
resonance.

symmetry in the inner field. The resonant index ℓ defines the symmetry of the eigenmode inside the
circle of scatterers as 𝜋/ℓ. Therefore, it is easier for a 𝑁 = 6 cluster to excite the ℓ = 3 resonance than for
a 𝑁 = 8 or 𝑁 = 10 cluster, as the number of scatterers is a multiple of the symmetry of the mode.

The eigenmodes for the cluster with 𝑁 = 10 scatterers can be seen in Fig. 5.4, proving that each ℓ index
defines a different symmetry for the field inside the circle of resonators. Moreover, the eigenfunction’s
distribution of energy is less confined inside the circle for higher ℓ index, restating what it was shown in
Fig. 5.1 panel 𝑏; for the same amount of scatterers, the quality factor decreases when increasing ℓ. In the
case of Fig. 5.4 panel 𝑑, the energy of the eigenfunction is leaked outside the cluster, and some field can
be appreciated in the outer area.

The qualitative dependence of the quality factor 𝑄 of the resonance with the number of resonators
𝑁 in the cluster and the multipolar order ℓ is summarized in Fig. 5.3. There is an exponential grow of 𝑄
with 𝑁 , and the decrease of 𝑄 with the increase of ℓ in the same cluster is also appreciable.

Another interesting phenomena is seen in Fig. 5.5; high index ℓ modes tend to localize in the inner
part of the cluster near the scatterers, resulting in the so-called whispering gallery modes. These modes
are propagating modes through a curved surface that are commonly related to the radius of curvature
of the structure. The approach described here allows therefore for the systematic design of high-quality
whispering gallery modes. Figure 5.5 shows some examples of different ℓ modes for the same 𝑁 = 50
cluster (the radius of the cluster is also the same for the four panels). As it can be seen, the localisation
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Figure 5.5: Eigenfunction’s real part for a 𝑁 = 50 scatterers’ cluster. Each panel represents a different ℓ
resonance.

of the field near the perimeter of the cluster as ℓ is increased is evident. The field in panel 𝑎 covers more
than half area of the inner circle, while the field in panel 𝑑 is so confined near the scatterers that most of
the area in the inner circle has null field. Furthermore, as explained before, if one takes a look carefully
to panel 𝑑, he will be able to appreciate some leakage of energy outside the cluster, as happens in Fig.
5.4 panel 𝑑.

5.5 Robustness

This section focuses on whether the quasi-BICs designed in the previous sections are robust or they can
be easily destroyed when adding some perturbations to the original design. First simulation considers
that some resonators in the polygonal arrangement are missing.

Figure 5.6 illustrates this situation. Panel 𝑎 evaluates the evolution of the minimum eigenvalue of the
𝑀 matrix in frequency. The original cluster is a 𝑁 = 20 resonators circular cluster and the impedance of
the scatterers has been designed to maximize the ℓ = 2 resonance. Then, one scatterer is removed from
the cluster, opening a gap and destroying the symmetry of the structure. The original quality factor of
this resonance is 𝑄 = 2583, remaining the same after removing the first resonator. Which scatterer is
removed from the original cluster is seemingly irrelevant; all of them have the same physical properties
and the symmetry of the system is broken the same way independently of the deleted resonator, as the
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Figure 5.6: ℓ = 2 resonance destruction as a function of missing resonators in the cluster. Panel a
represents the evolution of the resonance with frequency for the initial cluster and the missing scatterers’
cases. Panels 𝑏 to 𝑒 depict the eigenmodes for the four different scenarios.

propagation of flexural waves through the plate is homogeneous. If another scatterer is removed from the
cluster, two different situations can be considered; depending on whether both resonators are adjacent
or not. Here, only the second case has been considered, as the gap opened in the original structure is
bigger and thus it can be considered that the leakage channel between the inner and the outer part of
the cluster is reinforced. The other scenario has many possibilities, depending on the distance between
both missing scatterers, their gaps might interfere, changing the shape of the eigenmodes. Green line
in Fig. 5.6 panel 𝑎 shows the case with two adjacent resonators missing, and the eigenmode is shown
in panel 𝑑. The quality factor of this resonance is decreased with respect to the original system, being
reduced to 𝑄 = 736.3. Finally, the orange line represents the case where another adjacent resonator has
been removed (three in total). In this case, the eigenmode representation panel 𝑒 clearly let us appreciate
the leakage of energy from the inside to the outside through the open channel. This last case still has a
quality factor of 𝑄 = 60.8. From those eigenmodes it is clear that the symmetry of the mode is generally
preserved, and the field is still localized inside the cluster, but when several scatterers are removed, the
leakage becomes stronger, which can also be understood by the broadening of the peak in panel 𝑎.

From a practical point of view, considering tolerances in manufacturing, it is also interesting to study
the quality of the resonances with positional disorder of the scatterers. In the following case, only angular
noise has been considered, in the sense that all the scatterers remain at a distance 𝑅0 from the centre of
the cluster, but their angular position is changed from the original one, so the scatterers are no longer
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Figure 5.7: ℓ = 2 resonance destruction as a function of angular noise in the cluster. Panel a represents
the evolution of the resonance with frequency for the initial cluster and the noisy clusters. Panels 𝑏 to 𝑒
depict the eigenmodes for the four different scenarios.

forming a regular polygon. This angular noise can be described by

\𝛽 = 2𝜋
𝛽

𝑁
+ 𝜎N(0, 1), (5.44)

where N(0, 1) is a Gaussian distribution of zero mean and unitary variance, and 𝜎 is the variance of the
disorder we aim to apply. Figure 5.7 shows the same results as Fig. 5.6 but this time the perturbance is
some angular noise added to the original cluster, with variances going from 5◦ to 10◦. As long as the
angular noise variance increases, the quality factor of the resonance decreases drastically. Originally the
quality factor is the same as in Fig. 5.6, 𝑄 = 2583. However, after adding a 5◦ variance angular noise,
the quality factor becomes𝑄 = 258.2, and it gets further reduced for 7.5◦ variance (𝑄 = 135.3) and even
more for 10◦ variance (77.4).

These results prove that, even if the quality factor of the resonances is strongly sensitive to the
perturbation of the cluster, the symmetry of the mode is a robust parameter against disorder. The
frequency of the resonance is weakly disturbed, but remains close to the original one.
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5.6 Excitation

The excitation of BICs by means of incident plane waves is impossible, since by definition these states
are confined in space and do not leak energy to the rest of the system. However, quasi-BICs are no longer
limited by this constraint; they can be excited by external fields resulting in strong peaks in the scattering
cross section of the cluster. Sensing applications can take advantage of this property. This section tries
to explore the possibility of exciting and detecting the modes designed by the method described before.

Figure 5.8: Real scattered field for three different frequencies of a 𝑁 = 50 resonators’ cluster.

Figure 5.8 shows some scattered fields by a cluster of 𝑁 = 50 resonators under a plane wave incident
field with propagation on the 𝑥 axis. The field has been computed for three different wavenumbers; the
designed quasi-BIC is a ℓ = 2 mode at 𝑘0𝑅0 = 5.118. Thus, while panel 𝑏 shows the scattering pattern
corresponding to the quasi-BIC distribution, the other two panels have completely different patterns, as
the wavenumber is not close to the designed resonance. The scattering pattern in panel 𝑏 shows that,
even if there is some energy leakage to the outside of the cluster, most of the energy remains confined
inside it.

The analysis of the external excitation of a resonance can be done by means of the far-field pattern
radiated by the cluster upon plane wave incidence at frequencies near to the resonance. The far-field
radiation pattern is a function of the polar angle \,

𝑓 (\) =
𝑁∑︁
𝛽=1

𝐵𝛽𝑒
−𝑖𝑘0𝑅𝛽 cos (\−\𝛽 ) , (5.45)

and the total scattering cross-section 𝜎𝑠𝑐𝑎, which is defined as the ratio of the scattered field flux to the
incident field flux [29], is computed as [131]
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𝜎𝑠𝑐𝑎 =
1

16𝜋𝐷𝑘2
0

∫ 2𝜋

0
| 𝑓 (\) |2𝑑\, (5.46)

which can be further simplified by using an energy conservation expression related to the optical theorem.

Figure 5.9: From left to right as a function of the frequency: 𝑆2
𝑅

function, far-field radiation pattern 𝑓 (\)
and scattering cross-section 𝜎𝑠𝑐𝑎. The minimum of the 𝑆2

𝑅
function at 𝑘0𝑅0 = 5.118 coincides with the

maximum value of the scattering cross-section.

Figure 5.9 shows the scattered far-field of the cluster as a function of the frequency. Left panel
represents the design function 𝑆2

𝑅
. Its minimum at 𝑘0𝑅0 = 5.118 indicates the frequency at which the

quasi-BIC is supposed to happen. The central panel shows the far-field radiation pattern as a function
of the frequency and the polar angle. The symmetry of the radiation pattern does not correspond to
that of the quasi-BIC (ℓ = 2), even at the designed frequency. The reason is that the quasi-BIC field is
confined inside the cluster, so that the symmetry can only be observed in the near field, but this field,
after interaction with the 𝑁 = 50 scatterers of the cluster, excites some radiation far field with multipolar
symmetry. Finally, the right panel shows the scattering cross-section, with an enhancement at the resonant
condition, as expected.

5.7 Conclusion

This chapter has studied the possibility of having BICs in circular clusters of scatterers for flexural
waves in thin plates. The complete solution for the total confinement of the field has been found to be
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the infinitely thin ring. Nevertheless, regular polygons of point-like scatterers are a good platform for
achieving high quality multipolar resonances, which might be called quasi-BICs. These modes can be
easily designed and predicted via the analytical expression found for the thin ring. Furthermore, it has
been proved that these systems are quite robust to positional disorder in the cluster, and, unlike BICs,
these resonances can couple to the rest of the system, allowing for the excitation of the mode from the
outside of the region where the field is confined.



Chapter 6

Acoustic BIC in a circular cluster of
resonators

6.1 Introduction

Introduced and described in the previous chapter, Bound states in the Continuum (BICs) have been the
object of study since their prediction in the 1920s. Throughout the 20th century, they have been designed
and analyzed, finding different kinds and classifications for them, not only in quantum physics but also
in photonics [35, 110–112, 132–134] and acoustics [103–105, 107, 135]. Their infinite Q-factor allows
them for being promising candidates for designing filters and resonators for classical waves, as well as
enhancing wave-matter interaction [136–139]. Their existence has been proved experimentally both in
photonics [140–144] and acoustics [106, 145–148].

However, the main features of a BIC are hard to measure experimentally. They are confined and
isolated from the rest of the system, implying that their excitation and measurement without opening an
input/output channel and thus leaking some energy is not possible. Therefore, experimental measurements
of BICs transform them into QBICs, limiting their quality factor (it will not reach an infinite value any
more).

In this chapter we propose the design of an open resonator supporting BICs, and we show its
experimental characterization for acoustic waves. The design is based on the geometry explored in
Chapter 5; a circular cluster of resonators arranged in a regular polygon. Instead of considering point-like
resonators, the theoretical model in this chapter is based on mode matching technique between an acoustic
two-dimensional waveguide and the main resonances of blind holes. The theoretical model is completed
with some numerical simulations using a Finite Element Method (FEM) software (COMSOL) and a real
experiment, proving the existence of the designed resonances. Our design is suitable for the generation
of many multipolar modes, that might be foreseen useful for a broad range of applications based on the
control of classical waves. Section 6.2 develops the equations that describe the behavior of the BIC.
Section 6.3 focuses on designing the parameters for the physical realization of the system. Simulations
and experimental results are discussed in section 6.4, and more insight on the quality factor is given in
section 6.5. Moreover, experimental results on the robustness of the system are shown in section 6.6.

67
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6.2 BIC design

In this section, equations describing the behaviour of the system will be developed and discussed. Figure
6.1 shows the geometry of the system supporting a BIC, consisting of a cluster of 𝑁 identical blind holes,
with radius 𝑅𝛼 and depth 𝐿𝛼. The holes are drilled on the upper surface of an acoustically rigid plate
and they are regularly placed along the perimeter of a circumference of radius 𝑅0. A second rigid plate
is placed at a distance 𝐿 from the upper surface of the bottom plate. Thus, the space between both plates
can be considered a two-dimensional waveguide for acoustic waves.

𝑹𝟎

𝑳𝜶

𝑹𝜶
𝑳

Figure 6.1: Illustration of a section of the plate, with the input channels used for the external excitation
and the top plate. The four geometrical parameters that can be tuned in the design of the cluster are
indicated in the illustration: the radius of the holes 𝑅𝛼, the radius of the cluster 𝑅0, the depth of the holes
𝐿𝛼 and the distance between both rigid plates 𝐿.

Let us first assume that we have an infinitely periodic waveguide with a bunch of holes on it. The
acoustic field at any position of the unit cell of the waveguide is

𝑃(𝒓) =
∑︁
𝑮

(
𝐴𝐺𝑒

𝑖𝑞𝐺 𝑧 + 𝐵𝐺𝑒−𝑖𝑞𝐺 𝑧
)
𝑒𝑖𝒌𝑮 ·𝒓 , (6.1)

where 𝑮 are the modes of the reciprocal lattice, 𝑞𝐺 =
√︁
𝜔2/𝑐2 − |𝒌𝑮 |2. 𝐴𝐺 and 𝐵𝐺 are the incident and

reflected coefficients of the wave for a given reciprocal mode. The wall at 𝑧 = 𝐿 is considered rigid, so
that 𝜕𝑃/𝜕𝑧 = 0:

𝐵𝐺 = 𝐴𝐺𝑒
𝑖2𝑞𝐺𝐿 . (6.2)
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Then, both pressure field and velocity field can be written as

𝑃(𝒓) =
∑︁
𝑮

𝐴𝐺 cos (𝑞𝐺 (𝑧 − 𝐿))𝑒𝑖𝑞𝐺𝐿𝑒𝑖𝒌𝑮 ·𝒓 (6.3)

𝑣𝑛 (𝒓) =
∑︁
𝑮

−𝑞𝐺
𝑘𝑏𝑍𝑏

2𝐴𝐺 sin (𝑞𝐺 (𝑧 − 𝐿))𝑒𝑖𝑞𝐺𝐿𝑒𝑖𝒌𝑮 ·𝒓 , (6.4)

where 𝑧𝑏 is the acoustic impedance of the medium. Concerning the acoustic field inside the holes, only the
main resonance of each hole will be considered, and the boundaries with the solid material are considered
rigid. Therefore, the pressure field and the normal velocity field inside the hole can be approximated by

𝑃𝛼 (𝒓) = 𝑒𝑖𝒌𝑹𝛼𝐵𝛼
cos (𝑘𝑏 (𝑧 − 𝐿𝛼))

sin (𝑘𝑏𝐿𝛼)
(6.5)

𝑣𝑛𝛼 (𝒓) =
−𝑒−𝑖𝒌 ·𝑹𝛼

𝑧𝑏
𝐵𝛼

sin (𝑘𝑏 (𝑧 − 𝐿𝛼))
sin (𝑘𝑏𝐿𝛼)

. (6.6)

Once the fields in the cavities and the waveguide have been described, mode matching at the top
surface of the rigid bottom plate (𝑧 = 0) is applied in order to match modes from both domains. The
mode-matching method is a useful technique for formulation of boundary-value problems, specially for
structures consisting of two or more separate regions. It is based on matching the fields at the boundaries
of different regions [149]. Two continuity equations will be applied, following [150, 151]; continuity of
the pressure field and continuity of the normal velocity field. Then, we will project the modes on both
equations to an orthogonal basis of modes (tipically the same basis as the waveguide or the cavity), and
finally we will integrate over the domain (the surface of contact in the case of the pressure equation and
the whole unit cell in the case of the normal velocity field), allowing us to apply orthogonality of the
functions and simplify our system of equations. Two equations are finally obtained:∑︁

𝑮

2𝐴𝐺 cos (𝑞𝐺𝐿)𝑒𝑖𝑞𝐺𝐿𝑒𝑖𝑮·𝑹𝛼𝐻𝛼𝐺 = 𝐵𝛼 cot (𝑘𝑏𝐿𝛼) (6.7)

and
2𝑞𝐺
𝑘𝑏

𝐴𝐺 sin (𝑞𝐺𝐿)𝑒𝑖𝑞𝐺𝐿 =
∑︁
𝛽

𝐵𝛽 𝑓𝛽𝑒
−𝑖𝑮·𝑹𝛽𝐻𝛽𝐺 , (6.8)

where 𝐻𝛼𝐺 = 1
Ω𝛼

∫
Ω𝛼
𝑒𝑖𝒌𝑮 (𝒓−𝑹𝛼 )𝑑Ω𝛼 and 𝑓𝛼 =

Ω𝛼

Ω𝐶
is the cavity’s filling fraction, with Ω𝑐 and Ω𝛼 being

the areas of the unit cell and the cavity 𝛼. After substituting 𝐵𝐺 coefficients from equation (6.8) into
equation (6.7), we get a system of equations such that:

𝑁∑︁
𝛽=1

[
𝛿𝛼𝛽 cot (𝑘𝑏𝐿𝛼) − 𝜒𝛼𝛽

]
𝐵𝛽 = 0, (6.9)

where 𝜒𝛼𝛽 is

𝜒𝛼𝛽 =
∑︁
𝑮

𝑘𝑏

𝑞𝐺
cot (𝑞𝐺𝐿) 𝑓𝛽𝑒𝑖𝑮·𝑹𝛼𝛽𝐻𝛼𝐺𝐻𝛽𝐺 . (6.10)
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𝐻𝛼𝐺 can be simplified by assuming that all the holes in the system have the same depth 𝐿𝛼 and the
same radius 𝑅𝑎. Details on the simplification of the expression can be found in the Appendix B. The
final expression is

𝐻𝐺 =
2

𝑅𝑎 |𝒌𝑮 |
𝐽1(𝑅𝑎 |𝒌𝑮 |). (6.11)

Applying equation (6.11) to equation (6.10),

𝜒𝛼𝛽 =
∑︁
𝑮

𝑘𝑏

𝑞𝐺
cot (𝑞𝐺𝐿) 𝑓𝛽𝑒𝑖𝑮·𝑹𝛼𝛽

4
𝑅2
𝑎 |𝒌𝑮 |2

𝐽2
1 (𝑅𝑎 |𝒌𝑮 |). (6.12)

The equation we have been deriving up to this point is valid for a periodic arrangement of circular
clusters of holes. Nevertheless, we want to reduce our system to a single circular cluster of holes. Thus,
we will extend the length of the unit cell to infinite in both dimensions of the plate. Let us assume that
we have a lattice sum of the form

𝑆 =
1
Ω𝑐

∑︁
𝑮

𝑓 (𝑲 + 𝑮). (6.13)

We are interested in the limit in which the unit cell becomes infinite so that we study a finite structure
in an open system. In this case, the unit cell is a square unit cell of lattice constant 𝐿, therefore the
reciprocal lattice vectors are simply

𝑮 =
2𝜋𝑛
𝐿

�̂� + 2𝜋𝑚
𝐿

�̂�, (6.14)

and the area of the unit cell Ω𝑐 is

Ω𝑐 = 𝐿
2. (6.15)

Furthermore, the wavevector 𝑲 can take values only within the Brillouin zone, so that

𝐾𝑥 ∈ [−𝜋/𝐿, 𝜋/𝐿] (6.16)
𝐾𝑦 ∈ [−𝜋/𝐿, 𝜋/𝐿] . (6.17)

Now we wonder what happens with the sum 𝑆 in the limit of 𝐿 → ∞. The first consequence is that,
according to the above equations, the Brillouin zone collapses, so that the original wavevector 𝑲 can
only take the value 0. It will disappear from the sum 𝑆. However, the sum runs over all possible 𝑛 and 𝑚
values in the definition of the reciprocal lattice vector 𝑮, so that the ratio 2𝜋𝑛/𝐿 and 2𝜋𝑚/𝐿 in this limit
becomes a continuous variable. Thus, we can write

𝑲 + 𝑮 → 2𝜋𝑛
𝐿

�̂� + 2𝜋𝑚
𝐿

�̂� → 𝑘𝑥 �̂� + 𝑘𝑦 �̂� = 𝒌 . (6.18)
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This new vector 𝒌 is not the previous Bloch’s wavevector 𝑲, since this last one has collapsed due to
the cancellation of the Brillouin zone. In the lattice sum we have now a continuous variable, however
this sum is divided by the area of the unit cell, which is infinite, then we can write

1
Ω𝑐

=
1
𝐿2 =

1
(2𝜋)2

2𝜋
𝐿

2𝜋
𝐿

=
1

(2𝜋)2 𝑑𝑘𝑥𝑑𝑘𝑦 , (6.19)

since, clearly, in the limit 𝐿 → ∞, 2𝜋/𝐿 is the infinitesimal increment of both 𝑘𝑥 and 𝑘𝑦 . Then we have

lim
𝑎→∞

1
Ω𝑐

∑︁
𝑮

𝑓 (𝒌 + 𝑮) = 1
(2𝜋)2

∫ ∫
𝑓 (𝒌)𝑑𝒌 . (6.20)

The sum over the reciprocal modes 𝑮 is now an integral over 𝒌. After changing to cylindrical
coordinates and applying Graf’s addition theorem for Bessel functions 𝐽𝑛 (theorem 2.11 in [25]), the
following, the following expression is obtained for 𝜒𝛼𝛽

𝜒𝛼𝛽 = 2
+∞∑︁
𝑛=−∞

(−1)𝑛𝑒2𝜋𝑛𝑖𝛼/𝑁 𝑒−2𝜋𝑛𝑖𝛽/𝑁 𝐼𝑐𝑜𝑣 (𝑛), (6.21)

where

𝐼𝑐𝑜𝑣 (𝑛) =
∫ +∞

0

𝑘𝑏

𝑞𝑘𝑘
cot (𝑞𝑘𝐿)𝐽2

𝑛 (𝑘𝑅0)𝐽2
1 (𝑘𝑅𝑎)𝑑𝑘. (6.22)

𝐼𝑐𝑜𝑣 (𝑛) is always real, as cot (𝑖𝑥) = −𝑖 coth (𝑥). Due to the symmetry of both the cluster and the
operator, the following relation between scattering coefficients 𝐵𝛼 can be applied [152,153]:

𝐵𝛼 = 𝑒2𝜋𝑖ℓ𝛼/𝑁𝐵0, (6.23)

with ℓ being the resonant index. One condition is obtained for the design of BICs.

1
2

cot (𝑘𝑏𝐿𝛼) =
+∞∑︁
𝑛=−∞

(−1)𝑛𝐼𝑐𝑜𝑣 (𝑛)
𝑁∑︁
𝛽=1

𝑒2𝜋𝑖𝛽 (ℓ−𝑛)/𝑁 , (6.24)

where summation term
∑𝑁
𝛽=1 𝑒

2𝜋𝑖𝛽 (ℓ−𝑛)/𝑁 is equal to 𝑁 if and only if 𝑛 = ℓ, and 0 otherwise. Finally,

cot (𝑘𝑏𝐿𝛼) = 2𝑁 (−1)ℓ 𝐼𝑐𝑜𝑣 (ℓ). (6.25)

As cot (𝑥)’s domain isR and the result of the integral term is a real number, a solution for the equation
can always be found, proving that a BIC can be designed. Again, all geometrical dimensions are involved
in the solution for the BIC. The resonant index ℓ is also the parameter responsible for the symmetry of
the mode. The condition for the existence of a BIC in our system involves all the geometrical parameters
(𝐿𝛼, 𝑅𝛼, 𝐿 and 𝑅0). Nevertheless, at low frequency, the behaviour of the function inside the integral
is governed by the term 𝐽2

ℓ
(𝑘𝑅0). Function 𝐽2

1 (𝑘𝑅𝛼) has stronger effect in the high frequency regime.
Therefore, 𝑅0 is the main geometrical parameter defining the resonant frequency of the BIC.
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6.3 Plate’s design

Equation (6.25) is a transcendental equation for the eigenfrequency𝜔 = 𝑐𝑏𝑘𝑏. Therefore, it is not efficient
to first design the geometry of the waveguide and then try to find the frequency at which the BIC appears.
Alternately, we can first select the frequency for our BIC, then fix 𝐿, 𝑅0 and 𝑅𝛼 and, finally obtain 𝐿𝛼
by computing 𝐼ℓ (𝑘𝑏) and introducing it into equation (6.25).

There are many variables in this design; we have more degrees of freedom than needed. However, if
we want to obtain attainable dimensions for the structure (so that they fit our experimental constraints),
a systematic approach for the design of the plate must be followed.

Our chosen approach enabled us to achieve significant control voer the dimensions of the cluster. To
begin, we carefully selected the desired frequency for the existence of the BIC, setting it to 𝑓0 = 5 kHz
for practical experimental considerations. Subsequently, by selecting a symmetry value of ℓ = 2 for the
field, we determined the radius 𝑅0 of the cluster. The radius is chosen such that 𝑘𝑏𝑅0 corresponds to the
first zero of the second-order Bessel function, specifically 𝑗2,1 = 5.1356. This choice was motivated by
the intention to minimize the field at the cluster’s boundary, which in turn would lead to a small value of
𝐼ℓ (𝑘𝑏), and 𝑘𝑏𝐿𝛼 would be close to 𝜋/2, providing a reasonable size for the length 𝐿𝛼. Finally, we get
𝑅0 = 5.61𝑐𝑚.

Once the cluster radius has been determined, the selection of the hole radius is established based
on certain constraints. The first constraint relates to the maximum allowable size of the hole radius.
Considering that the distance between adjacent holes in a circular cluster is 2𝑅0 sin (𝜋/𝑁) [152], it is
essential to ensure that the hole radii do not lead to overlapping. Hence, the hole radius is limited to
𝑅𝛼 < 𝑅0 sin (𝜋/𝑁). It is worth noting that excessively large hole radii can potentially invalidate the
theoretical model employed in this study. The mono-mode approximation used in our equations may not
hold for holes with significantly large radii.

The second constraint concerns the minimum allowable size of the hole radius. If the radius is too
small, the resulting narrow channels would lead to strong dissipation of the sound wave, resulting in
a poor quality of the experimentally observed mode. To address this, we have chosen a hole radius of
𝑅𝛼 = 2/3𝑅0 sin (𝜋/𝑁), which ensures the desired effect is achieved. By selecting 𝑁 = 20, the calculated
value for 𝑅𝛼 is 5.9 mm.

For practical reasons, we have selected 𝐿 = 2.5𝑐𝑚, and utilizing equation (6.25), we find 𝐿𝛼 = 1.36
cm. It is important to mention that the mode-matching method employed here does not fully account for
evanescent fields near the hole surfaces. In order to compensate for this limitation, COMSOL simulations
have been used to find the exact values for the existence of the BIC.

The BIC condition in equation (6.25) not only reveals that the frequency of the mode can be modified
by altering the waveguide’s heigh for a given cluster geometry, but also encompasses the scenario
where the top of the waveguide is removed, resulting in an open system. In this open configuration, the
BIC condition cannot be satisfied, as elaborated upon in Appendix C. Nonetheless, we experimentally
characterized this mode to evaluate its quality factor. Both numerical simulations and experimental
measurements are provided in the appendix, confirming the presence of the resonance.
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Figure 6.2: Designed BIC and corresponding performance. Panel a provides an illustrative depiction of
a plate section, featuring its glass cover and input channels. The BIC’s normalized real pressure field is
displayed in panels b and c, representing simulation and experiment, respectively. Furthermore, panel d
exhibits the normalized absolute pressure field along the line 𝑦 = 0, demonstrating a satisfactory level of
agreement between the simulation and experimental data.

Regarding the covered case, through meticulous adjustment of the plate’s height (𝐿), numerical
simulations exhibit agreement with the analytical design, as depicted in panel b of Fig. 6.2. As anticipated,
the field remains confined within the inner region of the hole cluster, exhibiting the desired symmetry
corresponding to the selected multipolar index ℓ.

6.4 Simulation and experiment

Experimental measurements were conducted to characterize the designed structure and validate the
existence of a BIC, even if in practice dissipation will influence the measurement and we have created
an inlet/outlet channel from the near field. Thus, we acknowledge that the quality factor of the measured
mode cannot be infinite. Notably, the experimental results exhibit favorable agreement with the predicted
and simulated characteristics. As evidenced in Fig. 6.2, specifically panels b, c, and d, the scattering field
at 5016 Hz closely resembles the anticipated BIC distribution obtained from simulations. The excited
field remains entirely confined within the circle of radius 𝑅0, with any energy leakage to the exterior
being evanescent in nature, implying that these waves outside the circle do not transport energy to the far
field. The experimental field displayed in panel c is obtained from the real part of the Fourier transform
of the field, by selecting the Fourier component which highest amplitude.

Four speakers are oriented upwards and placed under the bottom surface of the aluminum plate. Just
on top of them, four 2 mm diameter passing holes are drilled, connecting the upper and lower surfaces
of the aluminum plate, thus letting the energy from the speakers enter the cavity. The speakers are driven
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Figure 6.3: Experimental results obtained for the designed plate with ℓ = 2. Panel a showcases the
incident and the scattered signals with its envelope at a specific point (𝑥 = 0, 𝑦 = 35 mm, 𝑧 = 22 mm).
The fitting of a decaying exponential curve (represented by the black line) is performed to estimate the
quality factor of the resonance. In panel b, the spectra of both signals are displayed in normalized units.
Panel c illustrates the ratio between the scattered spectrum and the input spectrum.

by a Gaussian pulse input signal centered at 5 kHz and spanning a frequency range from 4 kHz to 6 kHz.
To measure the incident field, the holes are covered, creating a flat and empty waveguide configuration.
Figure 6.3 panel b illustrates the incident spectrum at the source point (𝑥 = 0, 𝑦 = 35 mm, 𝑧 = 22 mm)
indicated by a red dot in Fig. 6.2 panel c. The spectrum exhibits deviations from a Gaussian shape due to
the non-uniform frequency response of the acoustic source caused by the presence of holes in the plate,
the speakers, and the cavities behind them.

However, the introduction of the cluster of holes results in a distinct behavior of the scattered field,
exhibiting a pronounced resonance at 5016 Hz. Figure 6.3 panel b presents the normalized spectra,
illustrating the spectral characteristics of the incident and scattered fields. The spectrum of the excited
field (blue line) reveals the generation of frequencies other than the central excitation frequency of 5 kHz,
although their amplitudes are considerably lower compared to the resonance peak. This interpretation is
further supported by the temporal signal depicted in panel a. The incident pulse has a duration of less
than 5 ms at the measurement position, while the scattered field exhibits a prolonged ringing time of at
least 50 ms. The temporal envelope, combined with the narrow spectral content, indicates that the 5 kHz
mode is excited and confined within the inner region of the cluster for an extended duration.

The extended ringing time of the scattered field allows for a direct measurement of the quality factor,
instead of computing the FWHM. By fitting the temporal curve with a decaying exponential function
(𝑥(𝑡) = 𝐴𝑒−𝜔𝑖 𝑡 ), the quality factor can be estimated as 𝑄 = 𝜔0/2𝜔𝑖 , where 𝜔0 represents the resonant
frequency and 𝜔𝑖 denotes the imaginary frequency term. In the illustrated example shown in Fig. 6.3
panel a, the measured quality factor is determined to be 172. It is important to note that the quality
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Figure 6.4: a Resonant frequency dependence on cavity height. b Quality factor variation with covered
plate distance. Experimental data are indicated by black rhombus markers, while simulations considering
lossy and lossless materials, as well as the presence of the input channels are depicted with another
markers.

factor is expected to remain consistent regardless of the measurement position. To verify this, multiple
measurements were conducted at various points, confirming the reliability and consistency of the quality
factor estimation.

The ratio between the scattered and incident spectrum is presented in Fig. 6.3 panel c. A sharp peak
is observed around 5 kHz, indicating a significant enhancement in sensitivity, approximately twenty-five
times greater than the incident field alone. This distinct characteristic makes our BIC highly attractive
for sensing applications. Furthermore, the measured acoustic field at the peak frequency, as depicted in
Fig. 6.2 panel c, denotes a remarkable level of agreement with the corresponding theoretical prediction,
validating the accuracy and effectiveness of our design.

6.5 Quality factor

The structure studied in this chapter possesses is easy to reconfigure. The quality factor of the resonance
can be controlled by adjusting the geometry, particularly the height of the cavity (𝐿). Figure 6.4, panel
a, illustrates the slight variation in the resonant frequency with cavity height, although the quality factor
is dependent on that parameter.
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Figure 6.4, panel b, provides insight into the evolution of the quality factor with respect to the height
of the waveguide (𝐿) for the ℓ = 2 mode. Experimental results are shown in black, showing that the
quality factor does not diverge as predicted for a perfect BIC, mainly due to dissipation in the real system.
Nonetheless, these experimental findings align with simulations that account for material losses and
losses in the excitation system. Simulation results (blue dots) obtained for eigenfrequency simulations
without losses in the material or the excitation system reveal that the quality factor exceeds 1000 within
the range of 𝐿 = 21 mm to 𝐿 = 26 mm. The range in the figure is limited to 1000 in order to appreciate
the shape of the curves once noise is considered in the system. A real eigenvalue, indicating an infinite
quality factor, is observed at 𝐿 = 24 mm. On the other hand, simulations considering losses only in the
excitation system (blue diamonds) demonstrate that the quality factor remains below 1000 even when
there are no losses in the material. The maximum quality factor occurs at 𝐿 = 25 mm (𝑄 = 792), which
aligns with the behavior expected for BICs, where energy confinement without leakage into the bulk is
maintained. In our reciprocal system, energy cannot leak into or out of the BIC, necessitating the creation
of input/output channels. In this experiment, the four holes connecting the upper and lower surfaces of
the aluminum plate where the speakers are positioned play the role of input/output channels. They enable
energy flow from the speakers into the waveguide, exciting the BIC mode. Consequently, there is slight
energy leakage from the cluster to the outside through these channels.

In Fig. 6.4 panel b, red dots correspond to eigenfrequency simulations considering material loss
(introducing an imaginary component to the speed of sound), while neglecting leakage from the excitation
system. The maximum observed quality factor in this scenario is lower than in the previous cases,
indicating the importance of this loss mechanism, despite the fact that the percentage of losses in air
is estimated to be quite low (0.25%𝑐0 = 0.86𝑚/𝑠). Moreover, red diamonds represent eigenfrequency
simulations accounting for both loss mechanisms. Remarkably, the experimental results align closely with
these latter simulations. The measurements were conducted under specific environmental conditions:
temperature 𝑇 = 21.5◦C and relative humidity 𝑅𝐻 = 10%. According to [154], further reduction in
air losses can be achieved by lowering the temperature or increasing the humidity. To explore this, a
humidifier was employed near the waveguide, resulting in a measured quality factor of 𝑄 = 182 at
𝑇 = 21.5◦C and 𝑅𝐻 = 40%.

6.6 Robustness

Some tests measuring the robustness of the designed BIC have been performed experimentally. One of
the holes in the cluster has been removed by adding a piece of material that covers the whole hole. This
material (polylactic acid, PLA) has been considered stiff enough, so that no acoustic field propagates
inside the material.

Figure 6.5 panel a shows the field distribution of the experimentally measured ℓ = 2 mode for the
original structure (all the holes are present in the cluster). However, the illustration shows one missing
hole in the structure. This is the default considered in panel b, where different spectra have been depcited.
Instead of measuring all the field positions, the effect of the default in the mode has been characterized
by measuring the response at the four points indicated in panel a by four colour points (orange, red,
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Figure 6.5: Distortion of the BIC when there is a missing hole in the cluster. Panel a shows the energy
distribution for a ℓ = 2 mode for the original cluster. There is one missing hole in the picture, indicating
its position for results in panel b. Colour points (orange, green, blue and red) indicate the position of
the measured points for the other panels. Panel b represents the spectra of the measured points, both for
the original cluster (dotted lines) and for the missing hole scenario (straight lines). Panel c shows the
ratio between the spectrum coefficient at 5016 Hz (which corresponds to the mode) for the missing hole
scenario and the original one. The angle in this graph indicates the position of the missing hole.

green and blue). Dotted lines in panel b correspond to the whole structure scenario, where all the holes
are present. The spectral response is almost the same for the four measured points. Straight lines show
the behaviour of the system when there is a missing hole. The shape of the spectra is almost the same,
but there is a clear reduction in the frequency peak. This peak reduction is the chosen parameter for
panel c; it shows the frequency peak reduction as a function of the position of the missing hole of
the cluster. As it can be seen, the peak reduction also presents an ℓ = 2 symmetry; when the missing
hole is placed near a zero pressure point of the original mode, the influence of the default is negligible
(so the parameter |𝑝𝑑𝑒 𝑓 𝑎𝑢𝑙𝑡 |/|𝑝𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 | tends to one). Nevertheless, when the missing hole is near one
maximum or minimum of the mode, its influence is higher, and a peak reduction is appreciated. The four
colours in the graph represent the four measured positions, having all of them the same behaviour.

Another experiment has been conducted in order to test the robustness of the BIC. In this case, more
than one hole has been covered in the structure. The holes are nor removed randomly; instead, it is always
deleted one hole adjacent to the last hole removed, such that the opening of the cluster to the rest of the
plate increases, as can be seen in Fig. 6.6 panel a. Panel b shows the temporal evolution of the envelope
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Figure 6.6: Distortion of the BIC when more than one missing hole is missing in the cluster. Illustration
a shows the picture of the plate for three different cases; the original 20 hole structure, the structure with
one missing hole and the cluster with five missing holes. Panel b shows the temporal envelope of the
signal measured at the point 𝑥 = 3.5 cm, 𝑦 = 0 cm, 𝑧 = 2.2 cm for different scenarios, going from the
original design to a 5 hole missing cluster.

of the signal, measured at the same point as for the rest of experimental measurements (𝑥 = 3.5 cm,𝑦 = 0
cm,𝑧 = 2..2 cm). The temporal response becomes shorter when the holes are removed from the structure,
indicating a decrease in the quality factor of the mode. The quality factor for the original structure is
𝑄 = 172. When the first hole is removed, the quality factor gets reduced to 𝑄 = 126. Recall from Fig.
6.5 panel c that the position of the first missing hole is of paramount importance. In this case, the first
hole removed is placed at the most critical position, that is to say, the one that presents a bigger reduction
of the frequency peak, and thus, of the quality factor. For the rest of scenarios, the quality factors are
𝑄 = 44, 𝑄 = 61, 𝑄 = 39 and 𝑄 = 12. The quality factor decreases with the number of holes removes
(with the exemption of cases 2 and 3).

6.7 Conclusion

In this chapter, we have presented the design and experimental characterization of an acoustic two-
dimensional open resonator, proving the existence of a family of BICs within circular arrays of scatterers.
Its performance strongly relies on its geometric parameters, allowing it to be tuned numerically. Our
approach enables effective confinement of the acoustic field within the circle of scatterers in a two-
dimensional waveguide, while also permitting direct measurement of the field inside the waveguide
without disrupting the resonance. The experimental measurements align closely with the simulations.

Moreover, out BIC exhibits a significant enhancement of the field amplitude at the resonant frequency.
This observed feature reaches magnitudes exceeding one order of magnitude at the BIC frequency.
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Notably, the maximum measured quality factor is 182, consistent with the simulation results and in
accordance with the inherent loss mechanisms within the system.

The unique properties of our design hold promise for various applications, including enhanced
acoustic emissions and the development of acoustic filters and sensors. Additionally, these results extend
the previous theoretical demonstrations of BICs in elastic and optical wave systems. Consequently,
a properly engineered system based on our design could be used to simultaneously control different
wave fields or enhance their interactions, opening new paths for advanced wave manipulation and
interdisciplinary studies.
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Chapter 7

Concluding remarks

7.1 Conclusions

As suggested by the title Trapping flexural waves in thin elastic plates by complex engineered surfaces, the
aim of this PhD thesis was to explore the localisation properties of different deterministic arrangements
of scatterers on the surface of a thin elastic plate. Three main structures have been developed and analysed
over the document: one-dimensional quasicrystals or aperiodic linear arrangements of scatterers, twisted
bilayers and BICs.

Twisted bilayer materials exhibit a high density of states due to the abundance of resonators within
the structure and their close proximity. They are intricate structures that have lead to many research,
offering numerous properties to study. In this thesis, We have tried to elucidate the system’s behavior
within a specific frequency range, in which the primary driving mechanism is the localisation of states
in pairs of resonators (dimerized interaction). The frequency range is determined by the resonator’s
strength, and our study employs a resonant mass-spring model. Consequently, we always encounter a
frequency at which the impedance is sufficiently large for localisation to occur. Localised states manifest
in two different scenarios: when the twisting angle is close to zero, resulting in a high concentration
of adjacent resonators, and when the twisting angle approximates a commensurate phase of the twisted
bilayer, causing certain pairs of scatterers to resonate as dipoles. Additionally, other system parameters
have been explored, such as the impedance of the scatterers and the anisotropy of the original lattices.

Quasi-periodic linear arrangements of scatterers in a two-dimensional setting provide localised states
of zero dimensionality induced by a one-dimensional configuration. These modulated structures, in
which the main properties vary with the modulation parameter, exhibit a distinctive feature known as
Hofstadter’s butterfly when their spectrum is plotted as a function of the modulation parameter. Through
the introduction of a mirror-symmetric variant of the crystal, we have demonstrated a transformation
of edge states appearing as a consequence of the finite size of the structure into interface states. This
transformation is accompanied by an enhancement in the quality factor of the resonance.

As for the third structure, this PhD thesis delved into the examination of BICs within circular
clusters of scatterers, specifically focusing on flexural waves in thin plates. An analytical solution was
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successfully derived for the case of a thin ring. Subsequently, the same geometric configuration was
adapted to airborne acoustics, leading to the design, fabrication, and experimental measurement of a
BIC, yielding outstanding outcomes. Notably, our design possesses a remarkable attribute in its robust
resonance, allowing for the incorporation of a measuring device (microphone) without causing complete
disruption of the mode. Tipically, BICs are renowned for their high sensitivity and their susceptibility to
destruction. However, in our two-dimensional acoustic open resonator, the measured quality factor is at
an impressive value of 182 for a 5 kHz mode.

All three structures proposed in this PhD thesis exhibit compelling behaviors that allow them for
being promising candidates for applications in wave control. Nevertheless, their different characteristics
make them well-suited for distinct purposes. In light of the questions posed in the introductory section
of this thesis, let us procede to compare these three structures.

Twisted bilayer’s localisation of states arises from the proximity of resonators. Through our investi-
gation, we have proved that the system’s behavior within a specific frequency range can be adequately
described by the interaction between neighboring pairs of scatterers, while the influence from the re-
maining resonators is negligible. Consequently, we are observing modes whose wavelength is close to
the small distances between resonators, resulting in an overall cluster size much larger than the targeted
wavelength (high frequency regime). In contrast, localisation in quasi-periodic linear arrangements of
scatterers emerges due to the finite size of the cluster. In infinite quasicrystals, the Hofstadter’s butterfly
exhibits regions where wave propagation through the crystal is forbidden. However, when the cluster is
finite, localised states appear, claimed to possess topological protection. Regarding BICs, the identifica-
tion of the specific localisation mechanism can be more challenging. These states are achieved through a
combination of symmetrical arrangements and/or accidental parametric tuning, effectively suppressing
radiation and confining the field in a certain region of space.

Concerning the feasibility of the proposed structures through this document, numerical simulations
conducted on twisted bilayers have revealed a lack of robustness against disorder. In fact, even the slightest
distortion in the system has the potential to eliminate the localised eigenstates. This poses significant
challenges for real-world implementation, given manufacturing tolerances and the precision achievable
at nanoscale. Furthermore, when working with finite-sized pillars, it is crutial to consider the limitations
arising from overlapping between pillars, which renders certain angles unattainable. One solution to
address this issue might involve building one lattice of pillars on the top face of the plate and the other
lattice on the bottom face. Withal, this approach would necessitate the formulation of new equations, as
the boundary conditions would be different. Quasi-periodic linear arrangements of scatterers show a more
favourable response to perturbation. When positional noise is introduced to the cluster, the displacement
field remains confined at the edge/interface of the crystal, with only a slight shift observed in the
resonance. It is worth noting that, as it happened with twisted bilayer structures, limitations arising from
overlapping must be taken into account. BICs within circular arrays of scatterers have also demonstrated
resilience against distortion. Not only numerical tests on elastic wave arrangements preserve both the
mode shape and the quality factor, but experimental results in acoustics have also confirmed that the
resonance remains robust even in the event of the disappearance of holes (resonators) within the system.

Finally, let us comment on the versatility and/or complexity inherent in these structures. Twisted
bilayer structures are the most complex among the three systems under investigation. They offer many
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different modes that can be tuned and attained, not only by manipulating certain geometrical parameters
(which may pose challenges from a manufacturing point of view), but also due to the capacity of a
single geometric configuration to hold a high density of localised states (small twisting angles), which is
particularly desirable for optical field phase modulation. In the case of quasi-periodic linear arrangement
of resonators, the complexity of the field is not the main advantage of this structure. As discussed in
the the conclusion of chapter 3, there exists a mechanism for translating confined energy throughout
the structure. Nevertheless, this mechanism relies on geometric modulation, and thus lacks the desired
level of tunability. On the other hand, BICs within circular arrays of resonators can support a whole
family of modes with different symmetries. This structure presents an opportunity for implementing
active mechanisms to manipulate the impedances of the resonators, optimizing various symmetries and
obtaining different mode shapes. Such an approach holds significant potential for tailored applications.

7.2 Perspectives and future work

Throughout this doctoral thesis, theoretical discussions and numerical simulations have been presented,
while no experimental investigations have been conducted thus far (except for the proof of concept
in Chapter 6). Structures conceived in this work have been envisioned for utilization as spatial light
modulators, enabling precise manipulation of the phase of incident beams and facilitating image recovery
through computational imaging techniques. Therefore, the mass-spring resonators would be pillars at the
nanoscale attached to the upper surface of the thin elastic plate. To proceed with practical applications,
it becomes imperative to characterize the samples. Among the common methods for characterizing
mechanical wave propagation at the micro and nanoscale, the pump and probe technique is frequently
employed. This is an optical detection technique in which an ultrashort pulsed light beam is split into
two parts; one serving as a source for exciting mechanical waves (pump) and the other utilized for
scanning the sample (probe). By experimentally confirming the localised wave phenomena demonstrated
in simulations, we can progress to the next stage and explore the application of these phenomena.

Future work is not limited to experimental demonstration of the physical phenomena explored here. As
discussed in the present document, the resonator model employed in the simulations is an approximation
and does not accurately represent real-world structures. Thus, it is necessary to develop a more refined
model of the behavior of the pillar, specially for those cases in which Euler-Bernouilli theory is not valid.
Moreover,there are further opportunities for investigating the physics of quasicrystals. Even the simplest
one-dimensional structures have not been fully comprehended, and a consistent method for obtaining the
dispersion relation of a given quasicrystal remains elusive.

Lastly, it is worth considering additional applications for the structures examined in this study. One
potential avenue is the utilization of circular arrays of scatterers in microfluidic chambers to generate
BICs. By harnessing the sensitivity-enhancing characteristic of these modes, it becomes possible to
decrease the power consumption required to induce nonlinear phenomena, such as acoustic radiation
force or acoustic streaming. This approach holds promise for optimizing and expanding the functionality
of microfluidic systems while capitalizing on the unique properties of BICs.

Finally, it is worth considering additional applications for the structures examined in this study.
One potential application is the utilization of BICs within circular arrays of scatterers in microfluidic



84 7. Concluding remarks

chambers. By harnessing the sensitivity enhancement property of these modes, it becomes possible to
decrease the power consumption required to induce nonlinear phenomena, such as acoustic radiation
force or acoustic streaming. This approach would facilitate the implementation of systems for controlling
micro and nanoparticles in microfluidic chambers.
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Appendix A

Continuous limit of the cluster’s Green’s
function

𝑅0

2𝜋
𝑁

2𝑅0 sin (𝜋/𝑁)

Figure A.1: Cluster’s geometry.

In this appendix we will derive an analytical expression for the sum 𝑆ℓ
𝑅

when the number of scatterers
in the circular array tends to infinite. According to Fig. A.1, the scatterers in the cluster are placed in the
vertices of a regular polygon of 𝑁 sides, thus the position of the 𝛼 scatterer is given by

𝑹𝛼 = 𝑅0 cos
(
2𝜋𝛼
𝑁

)
�̂� + 𝑅0 sin

(
2𝜋𝛼
𝑁

)
�̂� (A.1)

In the limit of 𝑁 −→ ∞, the variable \𝛼 = 2𝜋𝛼/𝑁 can be substituted by a continuous variable
\ ∈ [0, 2𝜋], such that 𝑑\ = 2𝜋/𝑁 . Also, the distance 𝑅0𝛼 between the scatterer of reference and any
scatterer in the cluster is, according to Fig. A.1,

𝑅0𝛼 = 2𝑅0 sin
𝜋

𝑁
(A.2)

which, in the limit 𝑁 −→ ∞ becomes

𝑅(\) = 2𝑅0 sin
\

2
(A.3)

97



98 A. Continuous limit of the cluster’s Green’s function

Thus, we can write

lim
𝑁→∞

1
𝑁
𝑆ℓ𝑅 =

1
2𝜋

Re
∫ 2𝜋

0
b (\)𝑒𝑖ℓ \𝑑\. (A.4)

with
b (\) = 𝐻0(𝑘0𝑅(\)) +

2𝑖
𝜋
𝐾0(𝑘0𝑅(\)), (A.5)

For ℓ = 0 we have

lim
𝑁→∞

1
𝑁
𝑆0
𝑅 =

1
2𝜋

∫ 2𝜋

0
𝐽0(2𝑘0𝑅0 sin (\/2))𝑑\

=
2
𝜋

∫ 𝜋/2

0
𝐽0(2𝑘0𝑅0 sin \)𝑑\. (A.6)

By using the following identity [155]

∫ 𝜋/2

0
𝐽2a (2𝑧 sin 𝑥)𝑑𝑥 = 𝜋

2
𝐽2
a (𝑧), (A.7)

where a is the order of the Bessel function. For a = 0, we arrive to

lim
𝑁→∞

1
𝑁
𝑆0
𝑅 = 𝐽2

0 (𝑘0𝑅0) (A.8)

Similarly, for ℓ ≠ 0, we have now

lim
𝑁→∞

1
𝑁
𝑆ℓ𝑅 =

1
2𝜋

Re
∫ 2𝜋

0
𝜒\𝑒

𝑖𝑙 \𝑑\ (A.9)

thus

1
2𝜋

∫ 2𝜋

0
𝐽0(2𝑘0𝑅0 sin \/2)𝑒𝑖𝑙 \𝑑\

=
1

(2𝜋)2

∫ 2𝜋

0

∫ 𝜋

−𝜋
𝑒−𝑖2𝑘0𝑅0 sin (\/2) sin 𝜏𝑒𝑖𝑙 \𝑑𝜏𝑑\

=
1

2𝜋2

∫ 𝜋

0

∫ 𝜋

−𝜋
𝑒−𝑖2𝑘0𝑅0 sin (\ ) sin 𝜏𝑒2𝑖𝑙 \𝑑𝜏𝑑\

=
(−1)2𝑙

2𝜋

∫ 𝜋

−𝜋
𝐽2𝑙 (2𝑘0𝑅0 sin 𝜏)𝑑𝜏

=
2(−1)2𝑙

𝜋

∫ 𝜋/2

0
𝐽2𝑙 (2𝑘0𝑅0 sin 𝜏)𝑑𝜏 (A.10)

so that we have

lim
𝑁→∞

1
𝑁
𝑆ℓ𝑅 = 𝐽2

ℓ (𝑘0𝑅) (A.11)



Appendix B

𝐻𝛼𝐺 simplification

Simplification of the 𝐻𝛼𝐺 function considering that all the holes have the same geometry: |𝑹𝛼 | = 𝑅𝑎,
𝐿𝛼 = 𝐿𝑎.

𝐻𝛼𝐺 =
1
Ω𝛼

∫
Ω𝛼

𝑒𝑖𝒌𝑮 (𝒓−𝑹𝛼 )𝑑Ω𝛼. (B.1)

We expand the plane with by means of Jacobi-Anger expansion:

𝐻𝛼𝐺 =
1
Ω𝛼

∫
Ω𝛼

+∞∑︁
𝑛=−∞

𝑖𝑛𝐽𝑛 ( |𝒌𝑮 | |𝒓 − 𝑹𝛼 |)𝑒𝑖𝑛(\𝑘𝐺 −\𝑟−𝑅𝛼 )𝑑Ω𝛼. (B.2)

We change the origin of coordinates to the centre of the scatterer, such that 𝒓′ = 𝒓−𝑹𝛼 and \ = \𝑟−𝑅𝛼
,

𝐻𝛼𝐺 =
1
Ω𝛼

∫
Ω𝛼

+∞∑︁
𝑛=−∞

𝑖𝑛𝐽𝑛 ( |𝒌𝑮 | |𝒓′ |)𝑒𝑖𝑛(\𝑘𝐺 −\ )𝑑Ω𝛼. (B.3)

Now we change to cylindrical coordinates

𝐻𝛼𝐺 =
1
𝜋𝑅2

𝑎

∫ 𝑅𝑎

0

∫ 2𝜋

0
𝑟 ′

+∞∑︁
𝑛=−∞

𝑖𝑛𝐽𝑛 ( |𝒌𝑮 |𝑟 ′)𝑒𝑖𝑛(\𝑘𝐺 −\ )𝑑\𝑑𝑟 ′. (B.4)

The integral over the angular coordinate is trivial. It is zero unless 𝑛 = 0, which gives 2𝜋.

𝐻𝛼𝐺 =
2
𝑅2
𝑎

∫ 𝑅𝑎

0
𝑟 ′𝐽0( |𝒌𝑮 |𝑟 ′)𝑑𝑟 ′. (B.5)

For this second integral, we will make a change of variable, such that 𝑥 = |𝒌𝑮 |𝑟 ′

𝐻𝛼𝐺 =
2

𝑅2
𝑎 |𝒌𝑮 |2

∫ |𝒌𝑮 |𝑅𝑎

0
𝑥𝐽0(𝑥)𝑑𝑥, (B.6)
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and the solution for this integral is well known (5.56 in [155]),

𝐻𝛼𝐺 =
2
𝑅2
𝑎

|𝒌𝑮 |𝑅𝑎𝐽1( |𝒌𝑮 |𝑅𝑎)
|𝒌𝑮 |2

, (B.7)

which in the end gives

𝐻𝐺 =
2

|𝒌𝑮 |𝑅𝑎
𝐽1( |𝒌𝑮 |𝑅𝑎) (B.8)



Appendix C

Uncovered plate

C.1 BIC’s design

In this section, the main equations describing the behaviour of the system will be developed and discussed,
as well as the design procedure for a later realization and experimental test of the sample.

𝑹𝟎

𝑳𝜶

𝑹𝜶

Figure C.1: Illustration of a section of the plate, with the input channels used for the external excitation.

Since we are interested in the proper modes of the system, we are going to consider that there is no
incident field, i.e., 𝐴𝐺 = 0. Then, the acoustic pressure field and the normal velocity field can be written
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𝑃(𝒓) =
∑︁
𝑮

𝐵𝐺𝑒
−𝑖𝑞𝐺 𝑧𝑒𝑖𝒌𝑮 ·𝒓 (C.1)

𝑣𝑛 (𝒓) =
∑︁
𝑮

−𝑖𝑞𝐺
𝑘𝑏𝑧𝑏

𝐵𝐺𝑒
−𝑖𝑞𝐺 𝑧𝑒𝑖𝒌𝑮 ·𝒓 , (C.2)

being 𝑧𝑏 the acoustic impedance of the medium. Concerning the acoustic field inside the holes, only the
main resonance of each hole will be considered, and the boundaries with the solid material are considered
rigid. Therefore, the pressure field and the normal velocity field inside the hole can be approximated by

Once the fields in the cavities and the waveguide have been described, mode matching at the top
surface of the rigid plate (𝑧 = 0) is applied in order to match modes from both domains. Applying
continuity to the integral of the pressure field in the area of a hole and continuity of the velocity field in
the unit cell [150, 151], two equations are obtained:

∑︁
𝑮

𝐵𝐺𝑒
𝑖𝑮·𝑹𝛼𝐻𝛼𝐺 = 𝐵𝛼 cot (𝑘𝑏𝐿𝛼) (C.3)

and
−𝑖𝑞𝐺
𝑘𝑏

𝐵𝐺 =
∑︁
𝛽

𝑓𝛽𝑒
−𝑖𝑮·𝑹𝛽𝐻𝛽𝐺𝐵𝛽 , (C.4)

where 𝐻𝛼𝐺 = 1
Ω𝛼

∫
Ω𝛼
𝑒𝑖𝒌𝑮 (𝒓−𝑹𝛼 )𝑑Ω𝛼 and 𝑓𝛼 =

Ω𝛼

Ω𝐶
is the cavity’s filling fraction, with Ω𝑐 and Ω𝛼 being

the areas of the unit cell and the cavity 𝛼. After substituting 𝐵𝐺 coefficients from equation (C.4) into
equation (C.3), we get a system of equations such that:

∑︁
𝛽

[
𝛿𝛼𝛽 cot (𝑘𝑏𝐿𝛼) − 𝑖𝜒𝛼𝛽

]
𝐵𝛽 = 0, (C.5)

Therefore,

𝜒𝛼𝛽 =
∑︁
𝐺

4𝜋𝑘𝑏
|𝒌𝑮 |2𝑞𝐺Ω𝑐

𝐽2
1 ( |𝒌𝑮 |𝑅𝑎)𝑒

𝑖𝑮·𝑹𝛼𝛽 . (C.6)

𝜒𝛼𝛽 = 2
+∞∑︁
𝑛=−∞

(−1)𝑛𝑒−2𝜋𝑖𝛽𝑛/𝑁 𝑒2𝜋𝑖𝛼𝑛/𝑁 𝐼𝑢𝑛𝑐𝑜𝑣 (𝑛), (C.7)

where

𝐼𝑢𝑛𝑐𝑜𝑣 (𝑛) =
∫ +∞

0

𝑘𝑏

𝑞𝑘𝑘
𝐽2

1 (𝑘𝑅𝑎)𝐽
2
𝑛 (𝑘𝑅0)𝑑𝑘. (C.8)

The integral term 𝐼𝑢𝑛𝑐𝑜𝑣 (𝑛) has both real and imaginary part. The system of equations (C.5) gets
reduced to a single equation, decoupled in two different conditions
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cot (𝑘𝑏𝐿𝛼) = 2𝑁 (−1)ℓ
∫ ∞

𝑘𝑏

𝑘𝑏

𝑘 |𝑞𝑘 |
𝐽2

1 (𝑘𝑅𝑎)𝐽
2
ℓ (𝑘𝑅0)𝑑𝑘 (C.9)

0 =

∫ 𝑘𝑏

0

𝑘𝑏

𝑘 |𝑞𝑘 |
𝐽2

1 (𝑘𝑅𝑎)𝐽
2
ℓ (𝑘𝑅0)𝑑𝑘. (C.10)

Equation (C.10) can not be satisfied, avoiding the possibility of having a real BIC for the uncovered
plate. A mode with good quality factor can be designed by properly matching the frequency and the
radius of the cluster to coincide with one of the zeros of 𝐽2

ℓ
(𝑘𝑅0). Then, evaluating the integral term in

equation (C.9), a value for the depth of the holes can be obtained.

By numerically analysing equation (C.10) we will be able to properly tune the resonant mode.

Figure C.2: 𝑆𝑅 integral defined in equation (C.10) for four different resonant index ℓ.

Figure C.2 panel a shows the evolution of 𝑆𝑅 as a function of the frequency. As mentioned before,
this function cannot be cancelled, avoiding any possible solution for a BIC. Notwithstanding, the 𝑆𝑅
function has a modulation with a series of minima; these minima are given by the zeros of the Bessel
term 𝐽2

ℓ
(𝑘𝑅0) (remember that this is the function in the integrand that controls the behaviour at low

frequency, while 𝐽2
1 (𝑘𝑅𝑎) controls the high frequency behaviour). One of this minima will be selected

for the resonance of the mode. The minima of the function are the points closer to 0; therefore, they are
supposed to give higher quality factors than other points for the uncovered structure.

C.2 Simulation and experiment

A ℓ = 2 mode has been designed for the uncovered system. The geometrical parameters resulting from
the design are: 𝑅0 = 5.6 cm, 𝑅𝛼 = 5.9 mm, 𝐿𝛼 = 1.35 cm and the frequency is 𝑓 = 5 kHz. In the
following, FEM simulations with COMSOL Multiphysics Pressure Acoustic module and experimental
results of this mode will be shown.
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The simulated domain is a cylinder with radius 𝑅𝑐𝑦𝑙 = 3𝑅0. A perfectly matched layer is adopted
as the top boundary in order to reduce reflections, while plane wave radiation boundary conditions are
applied on the sides to simulate the propagation to an infinite system. Speed of sound is 344𝑚/𝑠 (after
measurement in the laboratory). Losses have been simulated by adding an imaginary component to the
speed of sound. Furthermore, losses in the input channel have been simulated by applying cylindrical
wave radiation boundary conditions in the bottom surface of the throughout holes connecting the bottom
and top surface of the bottom plate. All boundaries between air and solid (glass or aluminium) have been
considered rigid.

Figure C.3: Designed resonance and corresponding performance. Panel a provides an illustrative de-
piction of a plate section. The mode’s normalized real pressure field is displayed in panels b and c,
representing simulation and experiment, respectively. Furthermore, panel d exhibits the normalized ab-
solute pressure field along the line 𝑦 = 0, demonstrating a good level of agreement between the simulation
and experimental data.

Figure C.3 panel c shows the normalized real pressure field for the designed ℓ = 2 mode. As it can
be seen from the pressure distribution, the field has the symmetry predicted by the resonant index, and
the totality of the pressure field is confined inside the circle of holes. The quality factor of the structure
found in simulation is not high: it is, in fact, below 10 without considering material loss. Panel b shows
the real pressure field found in the real experiment. Panel d presents the comparison between simulation
and experiment for the 𝑦 = 0 line, showing a good level of agreement. However, this result is not as good
as the one observed in the main text (Fig. 6.2 panel d) for the BIC.

The sample was fabricated by drilling twenty blind holes in aluminum with a CNC machine. The
size of the plate is 18x18x1 inch. The diameter of the holes is 1/2 inch. The four throughout holes
corresponding to the input energy channels have also been drilled using a CNC machine. In this case, the
diameter is 5/64 inch (∼ 2 mm). The pressure field has been measured by scanning the surface with a
microphone attached to a magnet following the movement of a metallic rod outside the waveguide. Four
speakers have been used as excitation system, emitting a pulse centered at 5 kHz and spannning from 4
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kHz to 6 kHz. The amplitude of each speaker has been normalized to obtain the same spectral response
on top of the speaker. The overall scanned area is 10 cm by 10 cm with a step of 0.5 cm. Each position is
repeated several times and the resulting signal is time-averaged in order to reduce noise. Measurements
shown here have been done under laboratory environmental conditions (𝑇 = 21.5◦C and 𝐻𝑅 = 10%).

Figure C.4: Experimental results from the uncovered ℓ = 2 designed plate. Panel a shows the incident
and scattered signal and envelope at a given position (𝑥 = 0, 𝑦 = 35 mm, 𝑧 = 22 mm). Panel b shows the
normalized spectrum for both the incident and the scattered field. Panel c shows the ratio between the
scattered spectrum and the incident one in the experiment.

Figure C.4 presents the analysis for the uncovered plate experiment, with the same structure as in
Fig. 6.3. Panel a shows the temporal signal, both for the incident (blue) and the scattered field (red).
Compared to the Fig. 6.3, the tail of the scattered field is much shorter, indicating that there is no
high-quality resonance present in the structure. Furthermore, in this case the scattered field is completely
masked by the incident signal, while we had the opposite situation in the covered scenario. Panel b
shows the spectral content of both fields (incident and scattered). They have been normalized for the
sake of having a better visualization. It can be seen that the scattered field has its peak at the mode
frequency. Even though, the resonance is much wider than the one shown in Fig. 6.3. Panel c depicts the
ratio between the scattered spectrum and the incident one. The peak for this ratio is found at the mode
frequency ∼ 5015 Hz. Once again, this result is different from the one in the covered case: there is no
ratio higher than one, indicating that there is no field enhancement at any frequency, contrary to what
was found in the covered waveguide.
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