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Resum

En aquesta tesi es presenta la recerca realitzada en aplicacions de microxarxes,
especialment en mode de funcionament cooperatiu. La investigacio es porta a terme
considerant dos aspectes de l'operacié de les microxarxes que han estat fonamentals
durant els ultims anys. EI funcionament fiable i optim de les microxarxes s'estudia
centrant-se en els sistemes de gestié d'energia, especificament en el funcionament

col-laboratiu de microxarxes i en les interficies d'electronica de poténcia robustes.

Aquesta tesi presenta una revisi0 exhaustiva dels metodes d'optimitzacié per a
microxarxes individuals i comunitaries. A més, s'estudien diferents estrategies de
control aplicades en sistemes de microxarxes. S'analitzen els avantatges i els
inconvenients potencials de diverses estratégies de control i els estudis de fons aporten
noves solucions per a un control optim en una microxarxa connectada a la xarxa de

distribucid.

Es desenvolupa una estratégia d’agrupacié basada en aprenentatge supervisat i no
supervisat per controlar una microxarxa connectada a xarxa i formada per microxarxes
industrials, comercials i residencials. Aquestes agrupacions es realitzen en funcié de la
demanda de carrega maxima i de la reserva operativa de la microxarxa. A més, es
presenta un procediment de dimensionament dels elements per a unitats distribuibles en
una microxarxa connectada a la xarxa. L'algorisme proposat avalua el dimensionat de
I’element tenint en compte la reserva operativa de les microxarxes. Per disminuir
I'efecte advers de la reduccié de la mida dels elements sobre la fiabilitat de les
microxarxes, el factor de reduccid proposat es modifica atenent a la carrega maxima i a

la correlacio del perfil de carrega.

A continuacio6 es presenten un funcionament optim, una nova topologia i uns nous
meétodes de control de diverses interficies d'electronica de poténcia per a la seva
aplicacié en microxarxes. El funcionament optim del convertidor ressonant LLC
s'investiga tenint en compte la variacio de carrega i la freqiiencia de commutacio. A
continuacio, es proposa un convertidor DC-DC de font Z en cascada modificat d'alt
guany en tensio i baixa tensié d’estres en els interruptors. Finalment, es presenta un nou

meétode de control per a un inversor de font Z monofasica. Una xarxa neuronal feed-



forward prediu la resposta forcada del control predictiu generalitzat per millorar el

rendiment transitori de l'inversor.



Resumen

En esta tesis se presenta la investigacion realizada sobre aplicaciones de
microrredes, especialmente en modo de operacidn cooperativa. La investigacion se lleva
a cabo considerando dos aspectos de la operacion de microrredes que han sido
fundamentales en los ultimos afios. El funcionamiento fiable y éptimo de las
microrredes se estudia centrdndose en los sistemas de gestion de la energia,
especificamente en el funcionamiento colaborativo de las microrredes, y en las

interfaces robustas de la electrénica de potencia.

Esta tesis presenta una revision exhaustiva de los métodos de optimizacion para
microrredes individuales y comunitarias. Ademas, se estudian diferentes estrategias de
control aplicadas en sistemas de microrredes. Se analizan las ventajas y desventajas
potenciales de varias estrategias de control, y los estudios de fondo aportan soluciones

novedosas para un control éptimo en una microrred conectada a la red de distribucion.

Se desarrolla una estrategia de agrupamiento basada en aprendizaje supervisado y
no supervisado para controlar una microrred conectada a la red que consta de
microrredes industriales, comerciales y residenciales. Estas agrupaciones se realizan en
base a la maxima demanda de carga y reserva operativa de la microrred. Ademas, se
presenta un procedimiento de dimensionado de componentes para las unidades
despachables en una microrred conectada a la red. El algoritmo propuesto evalla el
dimensionado de cada componente considerando la reserva operativa de las
microrredes. Para disminuir el efecto adverso de la reduccion del tamafio de los
componentes en la fiabilidad de las microrredes, el factor de reduccion propuesto se

modifica atendiendo a la carga maximay la correlacion del perfil de carga.

A continuacién, se presenta el funcionamiento éptimo, la nueva topologia y los
nuevos métodos de control de varias interfaces de electronica de potencia para su
aplicacién en microrredes. Se investiga el funcionamiento éptimo del convertidor
resonante LLC considerando la variacion de carga y la frecuencia de conmutacion.
Finalmente, se propone un convertidor CC-CC de fuente Z en cascada modificado de
alta ganancia en tension y baja tension de estrés en los interruptores. Finalmente, se

presenta un nuevo método de control para un inversor de fuente Z monoféasico. Una red



neuronal de feed-forward predice la respuesta forzada del control predictivo

generalizado para mejorar el rendimiento transitorio del inversor.



Summary

This thesis is introduced the research performed on microgrid applications,
especially in cooperative operating mode. The research is conducted considering two
main challenging aspects of microgrid operation over the last years. The reliable and
optimum operation of microgrids is surveyed by focusing on: energy management
systems, specifically in collaborative microgrid operation and robust power electronics

interfaces.

This thesis presents a comprehensive review of optimization methods for individual
and community microgrids. In addition, different control strategies applied in microgrid
systems are studied. The potential pros and cons of various control strategies are
analyzed, and the background studies bring brilliant and smart solutions for optimal

control in a networked microgrid.

A supervised and unsupervised learning clustering is developed in order to control a
networked microgrid consisting of industrial, commercial, and residential microgrids.
The clustering algorithms are performed based on the maximum load demand and
operating reserve of the microgrid. Furthermore, a component size procedure for
dispatchable units in a networked microgrid is presented. The proposed algorithm
evaluates the component size considering the operating reserve of microgrids. To
diminish the adverse effect of component size reduction on microgrids’ reliability, the

proposed reduced factor is modified by the peak load and correlation of load profile.

Optimal operation, new topology, and new control methods for various power
electronics interfaces for microgrid applications are presented in the following. The
optimal operation of the LLC resonant converter is investigated considering the load
variation and switching frequency. Then, a modified cascaded high step-up Z-source
DC-DC converter with high voltage gain and low voltage stress is proposed. Eventually,
a novel control method for a single-phase Z-source inverter is presented. A feed-
forward neural network predicts the forced response of the generalized predictive

control to enhance the transient performance of the inverter.






Table of Contents

CHAPTER 1 INTrOUCTION ...cvviiiiiiicitisieieeee e 1
1. Thesis BaCKGrOUNG........cooouiiiiiiiiiiiiiciieie e 3
1.1 INEFOTUCTION L.ttt bbb 3

1.2. CONLrOl SErAtEGIES ....c.eiueieiiieieii et 6

1.3. Microgrid Planning .......cccccveeiieniiie e 13

1.4. Optimization Techniques for Microgrids ..........ccccceveveieninniniieieee, 15

A. Probabilistic Methods ..........ccccoeiiiiiniiiieee e, 17

B. Deterministic Methods .........ccccoiviiiiiiie e 17

C. Evolutionary APProaches........ccccceieiieiiiiie s 19

C.1. Penalty FUNCEION ......ooiiiiiiiceece e 19

C.2. Feasibility Method ...........cccoiieiiieie e 20

C.3. Multi-Objective Optimization Methods..........cccoceeeriniiinienicienn 21

C.3.1. Decomposition APProaches ........ccccccevevieeieiiieieese e se e, 22

C.3.1.1. Weighted SUM .....ceiiiieiiieie e 22

C3.1.2. Weighted Metric Method ............ccccceviieieeiiic e, 23

C.3.1.3. €-CONSLrAINT ......oiieiieiecie e 24

C.3.2. DIreCt APPrOACK .....cvveiiiiiicieee ettt 25

D. Co-Evolutionary Approaches...........cccoeviieniiiiienenc e 27

1.5. Feature Selection and Clustering Algorithms...........cccccceeveveeve e e, 30

2. Power Electronics Interface for MGS.........ccooviiiiieriiie i 32
2.1, Step-Up DC-DC CONVEITEIS......ccuieiiiieiiieeiiie e sie e 34

KO0 o] 111 [ o USSR 38
4, RETEIBICES ..oiiiiiiiieieie ettt bbbttt 39
CHAPTER 2 Obijective and Thesis StruCture ..........cccocevveieiiievecic e, 50
1. Thesis Objective and Methodology .........ccccereiiriiiniiieee e, 50
2. Thesis Contribution and Thesis STFUCLUE ..........cccovviiiiiniieieiese e 51

CHAPTER 3 Networked Microgrid Energy Management Based on Unsupervised

Learning CIUSTEIING ....ocoiiiiiiiiee et 54
3L INEFOTUCTION ...ttt sttt ne et 54
3.2. Contributions to the State Of Art........cccccoieiiiiiine e 54
3.3 RETEIBINCES ...ttt ettt ne e te et e neenneeneenes 55
3.4. Journal Paper: Networked Microgrid Energy Management Based on
Unsupervised Learning CIUSTEIING........ccooviiiieririiiiesieieieeee e 57

I [ 7T (1T {0 o I SO PR RS 57
2. System Configuration, Clustering Methods, and System Operation............ 59
2.1, System ConfiguIation .........ccceivieiieiii i 59
2.2. K-means Clustering Algorithm ...........ccccooiiiiiiiies e, 60
2.3. Self-organizing Map AIgOrithm .........ccoooie i 61
2.4. Control Strategy and Energy Management Algorithm...........c.ccocevennnen. 62
2.4.1. Load and Energy Generation Units AnalysiS.........ccccooevieiviicviincieennnen, 62
2.4.2. MGs Clustering by K-means and SOM Algorithm............ccoovvviienennen. 64
2.5. MGs Clustering Optimization by EMS ..., 64
3. RESUILS ANAIYSIS ... e 65
4. A Comparative ANAIYSIS.........covuiiiieiieeiic i 67

LT 0001 o] (0153 [0 o W 69



NOMENCIALUIE ..ottt e et e e e e e e e e e e enees 70
RETEIEINCES ..ottt e et e e e e eeeeneenneennenees 70

CHAPTER 4 Component Sizing of Isolated Networked Hybrid Microgrid Based

on Operating ReSErve ANAIYSIS .......ccccoiviiiiieie e 72
g 101 (o T [1 {1 o] o ISP OTRPPRUPURRS 72
4.2. Contributions to the State Of Art........ccccoeiveiiiie e 72
O =] (<] =10 (o= S PPPR 73
4.4. Journal Paper: Component Sizing of Isolated Networked Hybrid Microgrid
Based on Operating RESErVe ANAIYSIS .......ccoiiiriiiiiiiiieese e 75

IO 101 0o [0 Tox o o[PS 75
2. Proposed Optimal Sizing Procedure of an NHMG ...........ccooiiiiiiiicee, 77
2.1. Optimal Sizing of Hybrid Individual MGS............cccoveiiiiieiiieieec e, 79
2.2. Optimal Operation Of HIMGS .........ccociiiiiiiiccc e, 81
2.3. Evaluation of the HIMG Operation (RF Calculation)...........c.ccccceveevvennen. 82
3. Evaluation and Simulation ReSUILS..........ccccvereiiriiiiesieseee e, 83
4. Verification of the Results in the NHMG...........ccccoeiiiii i 85
4.1, SIMUIALION RESUIS.....ccuviiiieiieie et 86
4.2, Practical RESUILS ........ccveiiiiice it 87
ST O] (o] 1] [ o PSRRI 89
NOMENCIALUIE ...t e 89
RETEIBNCES ...t b e sre e nnes 90

CHAPTER 5 A Comparative Study of Different Optimization Methods for

Resonance Half-Bridge CONVEITEL .........cccooveiiiiieiieie e 92
T8 I 0T L3 T 4 o] o SRR 92
5.2. Contributions to the State Of Art........cccccovviiiiiiiieee e 92
5.3, RETEIBNCES ...iviiieeieee ettt st et areeste et e eneenneenneenes 93
5.4. Journal Paper: A Comparative Study of Different Optimization Methods for
Resonance Half-Bridge CONVEITET .........ccoiiiiiiiiieieeeieeee e 95

I [ 7T (1T {0 o I SO PR RS 95
2. Operating Different Modes of LLC Resonant Converter.............ccocvevene.n. 96
3. LLC Resonant Half-Bridge Converter Design Procedure by FHA Technique
.......................................................................................................................... 97
4. Introducing Optimization Methods ..........c.cccveviiiiiiicie e 98
4.1. The Lagrangian Method ..........ccooiiiiiiiiiiiee e 99
4.2. Least Squares Quadratic (LSQ) Optimization ............ccccoveveiiveieeieciiennnn, 99
4.3. Modified LSQ OptimizZation ..........ccoceveiiiiiininieieiese e 99
4.4. Monte Carlo Optimization............cccevvveveiiieieere e 100
5. POWeEr-L0SS CalCUlation..........c.cceiueiieieiiesie e 100
6. SIMUIALION RESUIES.......ooieiieieiiee s 101
7. Experimental ReSUIES..........ccooiiiiiii s 106
ST O] 0 (o] (1] [0 3 PSPPSR 107
F N o] o] (=Y - [0 3 LSS 107
RETEIENCES ... e 107

CHAPTER 6 Modified Cascaded Z-Source High Step-Up Boost Converter .....109
B.1. INTFOAUCTION .....ooiieii et sre e reenne e 109
6.2. Contributions to the State of Art.........cooi i 109

5.3, RETEIENCES ....eeeeeeeeeeeeeeeee ettt e eee et eeeeeeeeeeeeeeeeeeeeeeeeneeeeeeeeeeeeneneneeneeeeeeeeeees 110



6.4. Journal Paper: Modified Cascaded Z-Source High Step-Up Boost Converter

................................................................................................................................ 112
L INErOAUCTION .o 112
2. Proposed Converter and Principle of Operation .............ccoccoovnivinieiicnnenn 114
3. The Proposed Converter Analysis and Design Considerations.................. 118
3.1, CONVEISION RALIO .....vieiiiiieiiieie sttt 118
3.2. Voltage Stresses of Switch and Diodes...........cccccvevviveiieeiiece e 120
3.3. Converter Analysis and Design Guideling ...........cccooeviiiniiininicicnnen, 121
3.4. High Step-up Converters COMPariSON..........ccccueivereeriesieeseesieseesseeneenns 121
4. Experimental RESUILS..........cccoiiiiiiiec e 122
5. CONCIUSION ...ttt ettt 124
RETEIBNCES ...ttt ne e 125

CHAPTER 7 Neural Networks-Generalized Predictive Control for MIMO Grid-

connected Z-source Inverter MOodel .........ocuveiiiiice i 127
4% T [ 1 (0 To [Tt o PR 127

7.2. Contributions to the State Of Art........ccoviiiiiiii e 127

R T 2 (=1 (= (=1 (1= PR 129

7.4. Conference Paper: Neural Networks-Generalized Predictive Control for MIMO
Grid-connected Z-source Inverter MOGEl ........ccoovviiiiieiiiiei e 130

T 1 (0T [ o3 ([0 ] [T 130

MIMO Z-source INVerter MOdel ..........oocveeeiieiiiieiecee e 131
Proposed Neural Networks-Generalized Predictive Model ...............c........... 133
Performance Evaluation and Simulation Results ............ccccevvvveeiiieccciieeennee. 134
(001 1od [V1S]To] o SR 136

e o (T o= T 136
CHAPTER 8 Conclusion and FUtUre WOFK .........ocociviiiiiiiec e 138

CHAPTER 9 PUBLICALIONS .. oo 142



List of Figures

CHAPTER 1 INTrOUCTION ...cvviiiiiiiiiiieiesieee et 1
Fig. 1: Master-slave CONtrol SITUCIUIE.........ccvivi e 7
Fig. 2: P2P CONLIOl STIUCTUIE ...t 8
Fig. 3: Hierarchical control StTUCTUIE............ccoviiieiice e 9
Fig. 4: Planning and scheduling program in MGS.........ccccceviieiiiiniiienenie e 14
Fig. 5: Cost and profit fuNCtioNS iIN MGS........ccccviieiieiecc e 14
Fig. 6: Optimization problem classification ..., 16
Fig. 7: Constraint optimization classifiCation............ccccceevviieiie i 17
Fig. 8: Sample Pareto-front for two objective functions ..o, 21
Fig. 9: Multi-objective optimization Methods ...........ccccveveiieii i 22
Fig. 10: Co-evolutionary AlgOrithm ..........ccccoeiiiiiiiiiiie e 28
Fig. 11: Clustering MethOds........ccviieiiiiicc e e 31
Fig. 12: Typical structure of a power electronics-based DC MG [182].........cccceevennneen. 33
Fig. 13: Typical structure of a power electronics-based AC MG [182] ........ccccvevvvennne. 33
Fig. 14: structures of electronically-coupled DER units [182].........ccccocvvviinininiieniennen, 34
Fig. 15: Voltage boost techniques classification for DC-DC converters [190]............... 35
Fig. 16: Z-source converter Structure [192]........ccoocoviiiiiniinieeenese e 35
Fig. 17: Different magnetically coupled impedance source networks, (a) Trans-Z-

source, (b) I'-source, (¢) Y-source, (d) Quasi-Y-source [190] .........ccvvvrrvrierrvnreeseennnnn, 35
Fig. 18: The proposed ZVT high step-up three level coupled-inductor-based boost

CONVEIEET [195] ..ottt b e 36
Fig. 19: The schematic of the high step-up converter presented in [196] .........c..ccccu...... 37
Fig. 20: Flyback-boost converter topology [197]......ccccviriiieiiieieie e, 37
Fig. 21: Flyback-boost converter with voltage multiplier topology [198] ........c.ccecu..... 38
CHAPTER 2 Objective and Thesis StrUCLUIE ........c.coocvviiieieiiienc e 50
Fig. 1. TRESIS STTUCTUIE ...ttt bbbt 53

CHAPTER 3 Networked Microgrid Energy Management Based on Unsupervised

Learning CIUSTEIING ....ocoiiiiiiiieie ettt 54
Fig. 1. Star-connected configuration of NMG...........cccciiiiiiiiiiii e, 60
Fig. 2. K-means algorithm ..o 61
Fig. 3. SOM algOrithmi.....ccoiiiiieie e 61
Fig. 4. Control strategy of individual MGS ..........ccceiiiiiii i 63
Fig. 5. Residential, commercial, and industrial load pattern...........c.cccceeevviveveicevivernene 63
Fig. 6. K-means and SOM clustering for time steps 1, 8, and 16.............ccccceveevvevinnnne. 67

Fig. 7. MLD and OR of MG1 and MG2 in individual and clustered operating mode ....68
Figure 8. MLD and OR of MG3, MG5, MG6, and MG8 in individual and clustered

OPEIATING MOUE ....eovee ettt bbb bbbttt et b bbbt e e 68
Figure 9. MLD and OR of MG4 and MG7 in individual and clustered operating mode 69



CHAPTER 4 Component Sizing of Isolated Networked Hybrid Microgrid Based

on Operating RESErVE ANAIYSIS ........ccooiiiiiiiiiie e 72
Fig. 1. This is a figure. Schemes follow the same formatting ............cccccoovvvrviinicnenen, 78
Fig. 2. Proposed algorithm of NMG optimal SiZiNg.........ccccovevviiiiieiecie e 78
Fig. 3. Power management algorithm for HIMG ..., 81
Fig. 4. Load profile for each MG 0f NMG ........cccoeiiiiiiiiice e 82
Fig. 5. Optimal operation of HIMG, (a) MGy, (b) MG2, (C) MG3....cceovvvriiiiriiei 84
Fig. 6. hybrid control strategy in NHMG .........ccccooiiiiiicceece e 85
Fig. 7. Optimal operation of HIMG, (a) MGy, (b) MG2, (C) MG3....cceovvvriiiiriiiei 86
Fig. 8. Implemented structure of the NHMG ..........ccccoviiiieii e 88
Fig. 9. Laboratory experiments CONfiQUIation .............ccocooviieieieneni e, 88
Fig. 10. Practical results of HIMG, (a) MGg, (b) MGz, (C) MG3......ceovviiiieiiiic 88

CHAPTER 5 A Comparative Study of Different Optimization Methods for

Resonance Half-Bridge CONVEITEL .........cccooveiiiiieiieie e 92
Fig. 1. LLC resonant half-bridge CONVErter...........cccoovevviiiieie e 97
Fig. 2. LLC resonant half-bridge CONVErter............ccooiiiiiiiiiiiec e, 97
Fig. 3. Equivalent circuit of LLC resonant CONVErter...........ccoovivveirerieiiieseese e e 98
Fig. 4. Optimization procedure of LLC resonant half-bridge converter ....................... 102
Fig. 5. The efficiency at different load conditions .............ccccevvveveiieiiiciecc e, 105
Fig. 6. Photo of the implemented Prototype ..o 106
Fig. 7. Input and output voltage and current of LLC resonant converter in CCMA .....106
Fig. 8. Measured optimized efficiency of the implemented prototype...........cccccevenene. 106
CHAPTER 6 Modified Cascaded Z-Source High Step-Up Boost Converter .....109
Fig. 1. Two cascaded Z-source high Step-Up CONVEIEr ..........ccceevvviieiieieeie e 114
Fig. 2. Modified converter by clamp Capacitor ...........cccovviiieienencreeeeeeeeee 114
Fig. 3. Circuit diagram of proposed converter with equivalent circuit of coupled-

11T L8 T (] SRS 115
Fig. 4. Equivalent circuits of the proposed converter for each operation mode............ 116
Fig. 5. Theoretical waveforms of the proposed CONVErter..........ccooeviveneninesieieieenns 117
Fig. 6. Voltage gain of proposed converter for different turn ratio of coupled inductors
....................................................................................................................................... 119
Fig. 7. Voltage gain of proposed converter vs. converters in [12], [18]-[19]................ 119
Fig. 8. Voltage stress of the switch for different turn ratio of coupled inductors.......... 120
Fig. 9. Voltage stress of the switch in proposed converter and converters in [12], [18]-
1) OO 121
Fig. 10. Implemented prototype of the proposed CONVErtEr ..........cccccveviieiieeviesieeinnns 122
Fig. 11. Input Voltage and current of the CONVEITEr .........ccovvieieieniccreeee 123
Fig. 12. Voltage and current waveform of the diode Di1.......c.ccoeevviviiiiiiiciiccece, 123
Fig. 13. Voltage and current waveform of the SWitCh Q .........cccooereiiiiiiiiiiiee 123
Fig. 14: Voltage and current waveform of the diode Da ........ccccoveiiieiiiiciiccecee, 124
Fig. 15. Output voltage and current waveform of the high step-up converter .............. 124

Fig. 16. Efficiency plot of the implemented prototype under different load conditions



CHAPTER 7 Neural Networks-Generalized Predictive Control for MIMO Grid-

connected Z-source Inverter Model ... 127
Fig. 7.1: Inverter ClasSIfiCAtIoNS ..........ccooviiiiieiiieer e 128
Fig. 1: Single-phase grid-connected z-SOUrCe INVEIET ........ccccveveevieieeriesieseeseeee e 132
Fig. 2: Pole and zero trajectories with system parameters variations .............c.cccccevene. 133
Fig. 3: Neural networks structure to predict the control signals ...........ccccccceevveivinnen. 135
Fig. 4: Proposed NIN-GPC ..o 135
Fig. 5: Simulation results of ZSI control by GPC ... 136

Fig. 6: Simulation results of ZSI control by NN-GPC ...........ccccoiiiiiiiiiiiiecen 136



List of Tables

CHAPTER 1 INTrOUCTION ...cvviiiiiiicitisieieeee e 1
Table 1. Control strategies in MGC appliCation..........ccccccevveienieeiisie e 11
Table 2. Commercial software for MG’s planning............cccceeveveereieneneninnsnseeeeees 15
Table 3. Violation and Optimization Problem............cccocoeiiiiiiiiiiecic e 19
Table 4. Optimization in MGC appliCation ............cccooviiiiiiiiiee e 27
Table 5. Optimization in MGC appliCation ............ccceeveiieiieiesiece e 28
Table 6. Feature selection and clustering methods in multi-objective optimization ...... 31

CHAPTER 3 Networked Microgrid Energy Management Based on Unsupervised

Learning CIUSTEIING ....oooiiiiiieieie bbbt 54
Table 1: Component size of MGS and VPP.........cccooiiiiiiiiiie e 60
Table 2: Maximum load demand (MLD) and operating reserve (OR) of MGs for

AITFErENT STEP TIME ... 66
Table 3: K-means and SOM clustering reSUltS..........cccvvveiieiisiccece e 66
Table 4: Energy management COMPAIISON .......ccverververierieriinieeieiesie et sie e ssesieesesee e 68

CHAPTER 4 Component Sizing of Isolated Networked Hybrid Microgrid Based

on Operating RESErVE ANAIYSIS ........ccoiiiiiiiiieee e 72
Table 1: Power output and cost function of power generation units ina HIMG ............ 79
Table 2: Parameter definitions in Table 1 ... 79
Table. 3: HIMG optimal design by HOMER ... 80
Table 4: Economical and constraints parameters ...........cccocveveieeieeiieseese e e e 80
Table. 5: HIMGS SPECITICAIONS ........ccuiiiiiiiieiiieie e 84
Table. 6: Optimal operation of NHMG ... 87

CHAPTER 5 A Comparative Study of Different Optimization Methods for

Resonance Half-Bridge CONVEITEL .........cccoveiiiiieiiece e 92
Table 1. Procedure of LLC resonant half-bridge converter design [14] ......c.cccceevenenen, 98
Table 2. Power-loss equations of LLC resonant half-bridge converter [12,23]............. 100
Table 3. Load condition, constraints and switching frequency range ............cccccveeeeee. 101
Table 4. LiSt O COMPONENTS ..ot 102
Table 5. Losses Profile of LLC resonant converter by Lagrangian optimization method
....................................................................................................................................... 103
Table 6. Losses Profile of LLC resonant converter by LSQ optimization method ....... 103
Table 7. Losses Profile of LLC resonant converter by modified LSQ optimization
MELNOM ...ttt sttt et nne e re e e enes 104

Table 8. Losses Profile of LLC resonant converter by Monte Carlo optimization method



CHAPTER 6 Modified Cascaded Z-Source High Step-Up Boost Converter .....109
Table 1. Comparison of proposed converter with other z-source DC-DC converters ..122
Table 2. Important parameters of the implemented prototype ...........c.ccocvvvviieicien, 123
CHAPTER 7 Neural Networks-Generalized Predictive Control for MIMO Grid-

connected Z-source INVErter MOEI .......oooeeoeeeee e, 127

Table 1. Z-source inverter and NN-GPC Specifications...........ccccoovreneiiiinesiieieiens 136
Table 2. Comparison of GPC and NN-GPC characteristiCs ..........cccccvevevivereeiieseennnn, 136



Chapter 1
Introduction

Over time, increasing the world’s energy demand resulted in changes in the
conventional power system by introducing the concept of distributed generation (DG)
and microgrids. Microgrids are small-scale power systems involving generation systems
and loads. With significant distance reduction in generation and consumption, power
loss is reduced considerably in microgrids; however, the complexity of the power
system rises, especially when the microgrid is integrated with renewable energies in
order to suppress the environmental problems which are caused by traditional

generation.

Microgrids are distinguished from two points of view, specifically: the capability of
supplying their own demand loads — stand-alone operation mode—and the capability of
transferring their surplus energy to the grid — grid-connected operation mode-.
Moreover, microgrids can switch between these two states effectively in different
operation conditions. Thus, in microgrid systems, the existence of an energy storage
system is essential for diverse purposes, such as the immune transition between isolated
and grid-connected modes, providing power balance, and reducing the impact of

uncertainty in renewable energy generation.

Therefore, in order to increase the efficiency, reliability, and security of microgrid
operation, applying an energy management system (EMS) is inevitable. The EMS is
able to handle the power flow of microgrid components based on the defined algorithms

to optimize the microgrid operation.

Furthermore, the EMS can be utilized intelligibly to coordinate several MGs,
known as networked MG (NMG). However, the complexity of the EMS algorithm
increases in NMG, and managing the surplus energy of each individual MG can bring
multiple advantages to the NMG system for both grid-connected and stand-alone
operation modes. Increasing reliability and decreasing capital, replacement, operational,

and maintenance (O&M) costs are the main issues discussed in this thesis.

In addition, apart from efficient energy management algorithms in MG systems and
their consequence advantages, power electronics converters are played a prominent role
in the optimal and reliable operation of MGs. Inverters (DC/AC converters) are

inevitably utilized in MGs integrated with renewable energies. Inverters are responsible

1
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for providing the proper AC voltage for consumers for both grid-connected and isolated
operation modes of MGs. Furthermore, in NMG operation mode the power-sharing
amongst MGs makes the transient performance of inverters unfavorable. Therefore, in
this thesis, a control method based on the model predictive control approach is
presented to suppress the transient operation of the Z-source-based inverter in both grid-

connected operation mode and MG’s power exchange in NMG.

Moreover, isolated and non-isolated DC-DC converters are widely employed in
low-power and medium-power hybrid MGs such as residential MGs. Although the
parallel connection of PV panels in these MGs increase the efficiency and reliability of
the PV system, the low voltage generation of panels leads to utilizing a power
electronics interface to level up the voltage for inverter operation. In addition, in NMG
the size of the components such as PV panels are prone to be reduced due to the
possibility of energy sharing. Therefore, the parallel connection of PV panels and low-
level voltage production of the PV system, inevitably make utilizing step-up converters
mandatory. Consequently, efficient step-up converters are necessarily momentous in
hybrid MGs.

This thesis consists of two main parts. Firstly, the various EMS methods and
optimization algorithms for individual and collaborative MGs are elaborated and
defined. An energy management system for NMG with the aid of artificial intelligence
is proposed to increase the system's reliability. Then, an optimal component sizing in
collaborative MGs is analyzed by considering the operating reserve of each individual
MG.

It has to be mentioned that the introduction of the first part related to the energy
management in networked microgrids involves the published paper by thesis author.
This paper is entitled by ‘A comprehensive review of control strategies and optimization

methods for individual and community microgrids’ published in IEEE Access in 2022.

Secondly, various novel topologies and control methods are discussed for AC-DC
and DC-DC converters that are widely utilized as power electronics converters in MGs.
An intelligence control algorithm for a Z-source grid-connected inverter is proposed to
enhance the transient operation of the inverter. This inverter’s control method can be
effectively employed for NMG to suppress the voltage transient of inverters due to
consecutive power references determined by EMS. Furthermore, a novel topology for a

non-isolated high step-up converter with low-stress voltage for semiconductor devices

2
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and high voltage gain is investigated in the second part. In addition, a comparative study
for LLC resonant converters as a highly efficient isolated power electronics interface in
MGs is presented. Utilizing isolated or non-isolated converters is depended on the
norms and requirements of the MG system.

1. THESIS BACKGROUNG

1.1. INTRODUCTION

As a response to rapid energy consumption in recent years, microgrids (MGs)
appear as an alternative solution in order to reduce the adverse effect of using fossil
fuels in conventional power plants and their adverse consequences on the environment.
The significant advances in the power electronics interfaces in MG applications led to
integrating renewable energies (REs) such as PV, WT, and FC into MGs [1-3].
Therefore, MGs develop great changes in the paradigm of conventional power systems.
The unilateral power flow between power plants and consumers has changed to the

reciprocal power flow between the power system and MGs [4, 5].

Harvesting energy from renewable energy sources (RES) brings out multiple
difficulties associated with the operation and reliability of MGs. Uncertainty and the
intermittent nature of REs disrupt the conventional methods for planning the MGs
operation. The investigation to suppress the difficulties has commenced from the first
moments of MG's emergence. Utilizing an energy storage system (ESS) can effectively
improve employing REs due to the controllability of energy storage units such as
batteries and fuel cells (FC). The controllable energy generator units such as capacity
storage and backup units like diesel generators (DGs) efficiently can maintain the

balance between electricity supply and demand in MGs integrated with REs [6, 7].

MGs clustering is an advanced concept to take advantage of the cooperative
operation of adjacent MGs. The possibility of mutual power-sharing among a
community microgrid provides a number of interests for MGs. Increasing the
penetration ratio of REs into the MGs and distribution network, achieving MGs' reliable
and efficient operation, and providing backup power to prioritized critical loads are
some features that can offer by the microgrid community (MGC) concept [8-10].
Moreover, MGC can provide certain profits from the distribution network and utility

grid perspective. Providing convenient replication and scaling across any distribution
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network and surrounding the distribution and substation area to provide reliable service

for customers are the benefits can gain by MGC [11].

In order to achieve the expected goals, which are conceivable by MG and MGC
concept, applying an energy management system (EMS) is inevitable [12]. EMS has to
ensure the optimal and economical operation of MGs according to the defined MGs
plan and schedule. The planning process must be addressed to economic feasibility
regarding the geographical conditions, allocated area, and the existence of energy
resources (PV, WT, DG, and ESS) [13, 14]. On the other hand, scheduling concentrates

more on the available energy resources in order to minimize operational costs [15].

The EMS has to solve the optimization problem considering the short-term and
long-term attributes in planning and scheduling program. From a short-term perspective
avoiding mismatch in power demand and supply is the primary purpose. In grid-
connected operation mode, the active and reactive power has to be controlled in order to
balance the demand and supply, and voltage and frequency are determined by the main
grid. However, in stand-alone operation mode, voltage and frequency also have to be
controlled as well as active and reactive power to stabilize the system. Therefore, the
control strategy in stand-alone operation is more intricate [16]. From a long-term

perspective, economic issues play a more prominent role [17].

The optimization problem ascertains the optimal solutions for specific decision
variables in EMS considering the practical and technical constraints, uncertainties,
goals, and alternatives. Moreover, solving the optimization problem will be the more
involved procedure by taking network communication delays into consideration [18,
19]. A wide variety of optimization methods could be exploited for EMS. However,
using an appropriate method in order to fulfill the requirements is a challenging issue.

Various researches have been carried out associated with MG and MGC application
in respect of the MGC architecture [20], control strategies [21], computational
optimization [22], and communication strategies [23]. A comprehensive review of MG
and virtual power plant concepts was conducted in [24], and scheduling problems
associated with the formulation and objective functions, solving methods, uncertainty,
reliability, reactive power, and demand response are studied. Samir et al. in [25]
conducted a review on hybrid renewable MG optimization techniques considering the
probabilistic, deterministic, iterative, and artificial intelligence (Al) methods. A survey

on significant benefits and challenges related to the MGC operation and control is
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presented in [8]. Carlos et al. reviewed the computational techniques applied to MG
planning in [26]. Distributed communication network characteristics, classification of
distributed control strategies, and communication reliability issues are discussed in [27].
A comprehensive study on the classification of optimized controller approaches
concerning the RES integration into MGs and analyzing advanced and conventional

optimization algorithms in MG applications is performed by M.A. Hannan et al. in [28].

According to the previous academic literature, with respect to the control strategies
and EMS framework, the optimization technique and computational approaches play an
important role in the efficient and reliable operation of MGs and MGC. Optimization
problems cover a wide variety of methods and techniques in mathematics. In recent
years, advanced algorithms have been applied to MGs optimization problems to gain the
exquisite feathers of these algorithms. Evolutionary and co-evolutionary optimization
methods are smart, reliable, accurate, and problem-independent approaches frequently
apply in MG and MGC applications [29]. However, in most academic papers brief
explanation of the applicable method is provided, and in some cases, essential
information is skipped. This article focuses on the most practical and advanced
algorithms applied in previous studies or are prone to exploit in future researches. The

main contributions of the manuscript can be highlighted as:

- The comparison of the most practical control strategies in MGC and the

inverter operation of the control schemes,
- Surveying the possible scheduling and planning problems in MGC,

- Studying applicable optimization methods in MG and MGC considering the

planning problems.

- Overview of the advanced optimization algorithms in order to optimize the
MG and MGC operation.

In this chapter, the control strategies in MGC are reviewed, and the inverter control
schemes are investigated in section Il by considering the most well-known control
strategies. Then, the planning and scheduling programs in the MGs application are
discussed in order to define the proper optimization problem. Section IV introduces the
classification of optimization methods and analyzes the most relevant algorithms in the
MG application. Single-objective and multi-objective optimization algorithms are
expressed. Section V is dedicated to investigating the artificial intelligence (Al)
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application on feather selection and clustering analysis. Eventually, section VI is

expanded to conclude the chapter.

1.2. CONTROL STRATEGIES

Stability and efficiency are two main requirements in the control strategies, which
are basically related to the dynamic of the systems. In conventional power systems, the
synchronous generators (SGs) are the most crucial part of the system from the aspect of
system stability [30]. Rotor angle, voltage, and frequency stability in conventional
power systems are three main stabilities to maintain the regular operation of the system
facing potential disturbances [31]. Identically, the inverters in MGs are the most
significant part of keeping the system stable in transients. Compared with conventional
power systems with inherent large inertia of SGs, especially in high power scale, the
fast response and low overcurrent capacity of inverters resulted in significant changes in

operation, control, and protection of MGs [32-33].

The control of individual MG is studied in multiple manuscripts. Among various
proposed control approaches such as predictive control, intelligence control, the
performance of sliding mode control, and Hoo control proving more robust operation
[34]. However, MGC control has received more attention recently due to increasing
interest in the MGC concept. According to the researches, the MGC control strategy can
be categorized as master-slave [35-37], peer-to-peer (P2P) [38-40], and hierarchical
control [41-43].

In master-slave control, the master converter in voltage source mode is responsible
for controlling the DC bus voltage, and slave converters in current source mode share
the current according to the total load current [44]. Fig. 1 demonstrates the master-slave
control strategy. The V/f controller in Fig. 1 is applied when the MG is in islanded
operation mode, and the P/Q controller is for grid-connected mode. Droop control and
V/f control are two voltage control strategies for master converter [45]. Different droop
control methods with their potential advantages and disadvantages are discussed in [46-
48]. The VI/f control method, in comparison with droop control, suffers from a slow
dynamic response [45]. The main disadvantage of master-slave control is the reliability
dependency of the whole system to the master converter and consequently interruption

of the whole system in case of master converter failure [35].
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Fig. 1. Master-slave control structure

Unlike master-slave control, the P2P control strategy does not hire a hierarchy or
central controller. The P2P control method is based on a computer network with a
certain number of agents. Fig. 2 shows the control structure controlled by the P2P

strategy.

In [49], the unstructured centralized, unstructured decentralized, hybrid, and structured
decentralized models of P2P architecture are discussed. Droop control is adopted in the
voltage control scheme when the MGs are dominated by the P2P paradigm [45]. Several
papers based on distributed control methods are performed to improve the performance
and reliability of P2P control. In [50], a distributed gossip-based voltage control
algorithm for P2P MGs is proposed to keep all control local and improve reliability by
eliminating any single point of failure. Moreover, a fully distributed P2P control scheme
employing the broadcast gossip communication protocol is proposed for voltage
regulation and reactive power sharing of multiple inverter-based DERs [51]. As it can
be seen from Fig. 1, due to the existence of an integrator in the Pl controller, the
seamless transfer between grid-connected and islanding operation mode is under-effect.
Therefore, the master-slave control is typically used in the islanded state, and the P2P
control scheme is mainly used in the grid-connected operation mode. Multiple studies in
order to improve the performance of master-slave control are done. In [44], by
considering the advantages of P2P control, an improved control strategy based on I-AV
droop is applied to master-slave control to control the smooth transition between two
operation modes of MG. An improved V/f control strategy consists of feed-forward

compensation, and robust feedback control is proposed in [45] to suppress the slow
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dynamic response of the V/f controller. In addition, a simple mixed droop-V/F control
strategy for the master inverter is proposed in [52] to achieve seamless mode transfer in
MG operation modes.

The hierarchical control strategy is the most adopted control structure due to
providing seamless operation in transient between islanded and grid-connected modes.
The hierarchical structure consists of primary, secondary, and tertiary control levels to
manipulate the static and dynamic stability of MGs. Fig. 3 shows an overview of the
incorporation of hierarchical control in a grid-connected individual MG. The primary
control is in charge of voltage and frequency stability by regulating the active and
reactive power. The deviation of output voltage and frequency in primary control
compensates in secondary control. Eventually, the optimum power flow between the

MGs and the utility grid is under control at the tertiary control level [53, 54].

The secondary control level in hierarchical control could hire centralized, decentralized,
hybrid, and distributed controller architecture based on the communication topologies
[55]. In the centralized framework, the central controller has to handle large amounts of
data from other MGs to analyze the optimum operation of the whole system [56]. Time-
consuming data analysis, complex communication network, and low reliability of
system operation by a single-point failure in communication are some important
drawbacks that make the centralized approach appropriate only for small-scale MGC.
On the other hand, the decentralized approach is proposed to optimize the individual

MG operation with no dependency on other adjacent MGs [57]. Although in this
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approach, the optimization calculations reduce significantly, independent optimization
of units cannot guarantee the optimum status of the whole system. In order to take
advantage of the centralized and decentralized approaches, the hybrid method is
introduced. Nevertheless, the drawbacks mentioned for the centralized framework is
still persisted in the hybrid approach [58]. In recent years, the distributed control has
drawn attention as a control scheme in MGC to tackle problems related to centralized
and decentralized frameworks. In the distributed scheme, the computing burden is
reduced significantly by sharing key information among MGs [59], making this control

scheme appropriate for large-scale MGC.

Model predictive control (MPC) can effectively apply to the hierarchical
architecture to handle the stochastic nature of REs and variable power demand based on
the prediction [60-64]. In [60, 61], an overview of MPC in individual MGs and MGC
corresponding to three levels of hierarchical strategy for converter-level and grid-level
control is presented. MPC ordinarily is based on the system's future behavior and can

make the system more robust against uncertainties by the feedback mechanism.
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Centralized MPC (CMPC) requires complete information and an accurate centralized
method. On the other hand, distributed MPC (DMPC) is proposed in order to reduce the
data evaluation by sharing essential global information. In [65], a DMPC is applied to
MGC to optimally coordinate the energy among MGs and DERs. The main contribution
of this article is introducing a virtual two-level MGC, which DERs consider a virtual
MG (VMG) with the possibility of power exchange with the main grid, and other MGs
are virtually located in the lower level communicate with VMG. In this case, the MGs
cannot directly exchange power with the utility grid; therefore, the decision variables

are reduced, and computing speed increases.

Model predictive control (MPC) can effectively apply to the hierarchical
architecture to handle the stochastic nature of REs and variable power demand based on
the prediction [60-64]. In [60, 61], an overview of MPC in individual MGs and MGC
corresponding to three levels of hierarchical strategy for converter-level and grid-level
control is presented. MPC ordinarily is based on the system's future behavior and can
make the system more robust against uncertainties by the feedback mechanism.
Centralized MPC (CMPC) requires complete information and an accurate centralized
method. On the other hand, distributed MPC (DMPC) is proposed in order to reduce the
data evaluation by sharing essential global information. In [65], a DMPC is applied to
MGC to optimally coordinate the energy among MGs and DERs. The main contribution
of this article is introducing a virtual two-level MGC, which DERs consider a virtual
MG (VMG) with the possibility of power exchange with the main grid, and other MGs
are virtually located in the lower level communicate with VMG. In this case, the MGs
cannot directly exchange power with the utility grid; therefore, the decision variables

are reduced, and computing speed increases.

The multi-agent system (MAS) is another control scheme that effectively can adopt
the hierarchical structure in order to enhance the voltage and frequency reliability,
intelligence, scalability, redundancy, and economy in MGC. The main idea of MAS-
based distributed control is dividing the complex and large-scale system into several
subsystems with the possibility of mutual interaction. In [32], a comprehensive
overview of MAS-based distributed coordination control and optimization in MG and
MGC is surveyed. In addition, the control strategies in MAS, topology model, and
mathematical model are discussed, and the pros and cons of these methods are

compared.

10
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The optimal configuration and control strategy in the MAS control approach
requires a proper model. In recent publications, the graph model as a topology model
and the non-cooperative game model, GA, and PSO algorithm as mathematical models
are overviewed in [32]. The graph model is widely adopted in MAS due to its simple
model structure and high redundancy. However, the system robustness is significantly
affected by the graph [66]. Non cooperative and cooperative game theory approaches
can also exploit in MGC optimization. Nash equilibrium in non-cooperative game
theory is used as a stable strategy solution [67]. In [68], the game model analyzes the
interactions between the agents and their actions to enhance the economic interest
between MG and the utility grid by considering the uncertainty of RE power
generations. The comparison of the non-cooperative and cooperative game model
results in decreasing the total configuration capacities by 10% in a cooperative game.
Despite non-cooperative games, players or agents in cooperative games are able to
coordinate with each other to increase their profit from the game by constructing
alliances among themselves [69]. In [70], cooperative game theory applications such as
cost and benefit allocation, transmission pricing, projects ranking, and allocation of

power losses in power systems are overviewed.

In Table I, an overview of the different control strategies in MGC applications is
listed.

TABLE |
CONTROL STRATEGIES IN MGC APPLICATION
No. Ref Control Explanations event-triggered  control
Strategy scheme to: 1)
1 [35] Master-slave  Utility interface (UI) as synchronize the voltage

control master for the
energy gateways: 1) in
grid-connected, Ul
performs as a grid-

of multiple DERs to their
desired value; 2) optimal
load sharing for their
economic operation.

supporting to dispatch 4 [44] Improved Combined  with  the
active and reactive power Maser-slave advantages of peer-to-
references; 2) in islanded peer control, an
operation: Ul performs as improved master-slave
a grid-forming voltage control strategy based on
source to ensure power I-AV droop to control the
balance. smooth transition
2 [36] Master-slave  Master-slave framework between grid-connected
containing a two-layer and island mode.
voltage  estimator to 5 [45] Master-slave  Improved V/f control
simultaneous strategy composed of two
achievement of accurate parts, feed-forward
current sharing and compensation and robust
current economical feedback  control  to
allocation, short time enhance voltage output
consumption and faster characteristics, dynamic
convergence, and characteristics and
robustness against robustness in response to
uncertain communication micro-source output
environments. power fluctuations, loads
3 [37] Master-slave  Distributed iterative abrupt change or non-

11
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6 [52] Master-slave

7 [38] P2P

8 [39] P2P + game
theory

9 [40] P2P + game
theory

10 [49] P2P

11 [50] P2P

12 [51] P2P

13 [41] Hierarchical

linear loads and
unbalanced loads.

Simple mixed droop-v/f
control strategy for the
master inverter of a MG
to achieve seamless mode
transfer between grid
connected and
autonomous islanding
modes by means of: 1) a
modified droop control in
grid connected mode; 2)
v/f control in islanding
mode.

Decentralized control
system, using the ICT
concept of network
overlays and pP2p
networks to eliminate
single points of failure.

A hierarchical system
architecture model to
identify and categorize
the key elements and
technologies involved in
P2P energy trading using
game theory to improve
the local balance of
energy generation and
consumption.

A two settlement P2P
energy market
framework for joint
scheduling and trading of
prosumers in MGC to
provide price certainty
and increase localized
transaction volume of
DERs.

An overlay P2P
architecture for
controlling and
monitoring MGs in real
time with satisfactory
network performance
parameters proposed for
MGs, such as latency and
bandwidth, showing that
P2P overlay networks are
useful for energy grids in
practice.

A voltage control
algorithm, based on P2P
control and gossiping
communication to
operate in a distributed
manner, with no central
coordinator, thereby
keeping all control local
and eliminating any
single point of failure.
Distributed P2P enabled
through broadcast gossip
communication  control
scheme for  voltage
regulation and reactive
power sharing of multiple
inverter-based DERs.

A review of
decentralized,
distributed, and
hierarchical control of
grid-connected and
islanded MGs.
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Hierarchical

Hierarchical

Hierarchical

Centralized

Decentralized

Multilevel
Distributed
Hybrid
Control

Distributed
control

Hierarchical
+ MPC

MPC

MPC

MPC

Enhanced hierarchical
control structure with

multiple current loop
damping schemes
consisting of the

A review of hierarchical
control strategies that
provide effective and
robust control for a DC
MG.

A versatile tool in
managing stationary and
dynamic performance of
MGs while incorporating
economic aspects.

A mathematical model of
the time-delay DC
islanded MG to
compensate the effect of
the time-delay by three
control strategies:
stabilizing, robust, and
robust-predictor.
Decentralized economic
power sharing strategy
To improve the
reliability, scalability, and
economy of MGs.
Overcome the drawbacks
of centralized and

decentralized control
schemes.  Ability  of
seamlessly switching

between high bandwidth
communication and low
bandwidth
communication channels
of communications.

A review of distributed
control and management
strategies for the next
generation power system.
Comprehensive review of
MPC in individual and
interconnected MGs,
including both converter-
level and  grid-level
control strategies applied
to three layers of the
hierarchical control
architecture.

A study on applying a
MPC approach to the

problem of efficiently
optimizing MG
operations while

satisfying a time-varying
request and operation

constraints by using
MILP.

To deal with
uncertainties of
renewable energy,
demand and price signals
in real-time MG
operation,

An  MPC for load
frequency control of an
interconnected  power
system based on a
simplified system model

of the Nordic power
system taking into
account limitations on
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tie-line  power flow, 28 [68] MAS + game A structure of a MG based
generation capacity, and theory on MAS with a game-
generation rate of theory based
change. optimization model for

25 [64] CMPC A coordinated control of the capacity
PHEVs, PVs, and ESSs for configuration of these
frequency control in MG agents, and economic
using a CMPC considering interests between agents
the variation of PHEV and their actions by the
numbers to: 1) suppress game model and the
the system frequency interactions between MG
fluctuation; 2) minimize and power grid, and the
the surplus power of PV. uncertainty of  wind

26 [65] DMPC A cooperative energy power and solar power
management scheme are taken into account.
based on DMPC for grid- 29 [70] Cooperative A review of cooperative
connected MGC to Game Theory  game theory with
minimize the operation theoretical background
costs and maintain power for the analysis of
balance. projects where

27 [66] MAS Sign-consensus problems participants can make
of general linear multi- collective  actions to
agent systems by a signed obtain mutual benefits.
directed graph.

1.3. MICROGRID PLANNING

Planning and scheduling problems arise for economic purposes. Therefore, MG
planning is no exception to this principle. The main goal in MG planning is to minimize
the system's operation cost considering the practical and technical constraints. Practical
constraints refer to some obligatory limitations with no alternatives. For example, the
location and area of the construction site may not be debatable. In addition, the
maximum solar irradiance and wind speed restrict the maximum harvesting energy from
PV and WT. On the contrary, technical constraints are related to the incentive or
punitive policies regarding the environmental impact, power quality, and reliability.
Consequently, MG planning and scheduling can infer as an optimization problem
subject to the corresponding constraints. In [26], the MG planning problem is examined
firstly for possible configuration of different power generation types to meet the
objectives such as cost-effectiveness, environmental concerns, and reliability. Secondly,
the siting problem is discussed as a strategic level problem for the actual and potential
customers. Eventually, scheduling as a tactical level problem is considered to minimize
the operational costs according to the available energy sources. In [24], scheduling
problem from various points of view is discussed. Fig. 4 depicts the correlation of

explained scheduling problem in [24] and the MG planning problem defined in [26].
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Fig. 4: Planning and scheduling program in MGs

The optimization problem is referred to as the minimization and maximization
problem. In an optimization problem, costs tend to be minimized, and profits tend to be
maximized. Fig. 5 represents a general categorization of optimization in MGs and
MGC. As it can be seen from Fig. 5, most of the literature researches are related to the
minimization problem by introducing a cost function. In [71, 72], the cost function is
defined in order to minimize fuel cost. The operation cost is the primary concern of
MGs in order to reduce the capital cost [73-75], replacement cost [76, 77], and
operation and maintenance (O&M) cost [78, 79].

4 Fuel Cost | 4 Capital Cost I >| Size |
4 Operation Cost ] DI Replacement Cost |
<| Emission Cost | 1 O&M Cost }
\ Spinning & Non-spinning Reserve |
Optimization
Problem ‘| Lost Opportunity & Expected Interruption Cost I

,| From Selling of Reserve & Non-spinning Reserve Power

1 Profit | >| Revenuel

From Bilateral Contract |

Fig. 5: Cost and profit functions in MGs

Moreover, capital cost as a strategic planning program in association with the size
and the efficient combination of the generation units is one of the important
optimization problems related to the component size [80]. Reserve power is another
important topic, especially in islanded MGs, to optimize the time-of-use of stored
energy in ESS [81]. In [82, 83], the spinning and non-spinning reserves are the main
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objective function to be minimized. In [84], an algorithm is proposed to minimize the
unmet load and consequently reduce the load shedding. Eventually, the cost of expected
interruption and lost opportunity is considered a cost function in [85] to increase the
system's reliability. On the other hand, the maximization problems are mostly related to
maximizing the revenue from selling the spinning or non-spinning reserve power [86] or
from a bilateral power exchange between MGs and the main grid [87]. Due to cost and
profit functions similarity among articles, the most dominant objectives are mentioned

in this section. A comprehensive study on cost and profit functions is surveyed in [88].

In addition, in recent years, several commercial software have been emerged in
order to evaluate the MG’s planning. HOMER, RETScreen, H2RES, DER-CAM, MDT,
and MARKAL/TIMES are the most well-kwon software used in MG application. The
scheduling program related to the RE accessibility, uncertainty, and technical limitation
are considered and the optimal planning will be evaluated [27]. In Table II, the

capabilities and characteristics of the most well-known software in this field are

compared.
TABLE I
COMMERCIAL SOFTWARE FOR MG’S PLANNING
Grid-connected & . . P
Software Isolation mode User define power Time stfep Optimization
. management strategy analysis method
analysis
HOMER Yes Yes Minute - hour Exhaustive search
RETScreen Yes - Day-month-year Search scope
H2RES Yes Yes (partially) Minute - hour LP
DER-CAM Yes Yes Minute - hour MILP
MDT Yes Yes (partially) - MILP & GA
MARKAL/TIMES Yes Yes (partially) Year};g;‘;g‘ple LP/MIP, PE
14. OPTIMIZATION TECHNIQUES FOR MICROGRIDS

According to the planning and scheduling problem, MG and MGC optimize
operation is subjected to specify an objective function optimization problem.
Optimization problems are widely used in computer science, economics, and
engineering in order to find the minimum or maximum value among feasible solutions.
Over the years, enormous optimization methods depending on the problem have been
introduced. However, the most practical optimization methods regarding the MGs
application are analyzed in this article. Linear programming (LP), non-linear
programming (NLP), mixed-integer linear programming (MILP), mixed-integer non-
linear programming (MINLP), quadratic programming, and linear least-square

programming are the most popular optimization problem according to the features that
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can be extracted from MGs application. To obtain the optimal solution of these
programming, various commercial modeling platforms such as GAMS [89], AMPL
[90], and AIMMS [91] have been nominated in recent years. These modeling platforms
are armed with deterministic solvers such as IPOPT, CPLEX, SCIP, BARON,
CONOPT, etc. [92]. MATLAB and Python environments also provide modeling
platforms for some specific optimization problems, but this software provides the

possibility of implementing optimization algorithms by programming.

Principally, optimization problems can be classified as unconstraint single-
objective, constraint single-objective, unconstraint multi-objective, constraint multi-
objective optimization. Fig. 6 shows these classifications. The planning and scheduling
program inherently impose constraints to the problem; hence the unconstraint single-

objective optimization is not a practical problem in MGs optimization.

Unconstraint Single-objective Optimization

Optimization | |
problem

—
—»  Constraint Single-objective Optimization
—p

Unconstraint Multi-objective Optimization

—»  Constraint Multi-objective Optimization

Fig. 6: Optimization problem classification

Accordingly, except for the unconstraint single-objective optimization, the other
optimization methods can be converted to each other, i.e., there is the possibility of
reducing the constraints space and add to the objective space and vice versa. The usual
constraint optimization approaches in MGs application are investigated in this article.
Fig. 7 shows the general classification of constraints problem approaches. As shown in
Fig. 7, the constraint problems considering the scheduling programming in MG
applications can be discussed in two distinct procedures: the probabilistic or stochastic

problems or the deterministic or robust problem [24-25, 93].
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Constraints problems

Probabilistic Deterministic
e PEM (Point Classic Heuristic & Meta-heuristic
Estimate Method) .
e MCS (Monte Carlo ot Lagrzm'glan Evolutionary Co-evolutionary
Simulation) rclax?tlon %
e Linear ® lnterlor’pomt e Penalty Function e Dynamic
Discriminant * Newton N method ) e Feasibility Method Programming
e Linear Regressions || * Sequential 'quadratlc e Treating Constraints as e Hybrid Meta-
programming Objectives (Multi-objective) heuristic
* Gradient descent e Evolutionary Computation |[e Parallel Meta-
». Simplexalgoritim (DE, GA, NSGA) heuristic
e Swarm Intelligence (PSO,
MOPSO, BE, BF, ACO)

Fig. 7: Constraint optimization classification

A. PROBABILISTIC METHODS

The probabilistic procedure could be applicable in systems with uncertainties.
Principally, the uncertainties in power systems and MGs can be considered uncertainties
regarding future conditions and uncertainties in computational modeling [94, 95].
Therefore, forecasting methods such as generalized predictive control (GPC) in model
predictive control (MPC) like ARIMA, CARIMA, and ARIMAX can play an important
role in diminishing the uncertainties related to wind speed, solar irradiance, load, and
price forecasting. In addition, the more precise models of MG components, the more
accurate estimation will be possible. Point estimated method (PEM) and Monte-Carlo
simulation (MCS) are two statistical methods facing probabilistic problems, Fig 7.
Nevertheless, linear discriminant and linear regressions are based on linearization and
approximation methods. In [96], the PEM is applied for modeling the wind and solar
power uncertainties, and a robust optimization technique is utilized to optimize an
individual MG. Conventional MCS is an accurate method but time-consuming approach
for uncertainty modeling. In [97], a new approach based on MCS with high precision
and lower calculation time is proposed to optimize the investment and reliability of an
islanded MG. The linearization and approximation methods are primarily used to
discriminate or categorize the objectives to investigate linear combinations of variables
that best explain the data [98, 99].

B. DETERMINISTIC METHODS

Deterministic methods are divided into classical methods and heuristic methods,
Fig. 7. The classical methods are able to find the optimum solutions by means of
analytical methods. Although these methods can guarantee the optimal solution, for

large-scale and complex problems largely are not able to find the feasible solution
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(problem-dependent). Regardless of the single variable or multivariable functions in
classical methods, equality and inequality constraint problems can be handled
effectively considering the objective functions. For equality constraints problem the
Lagrange multiplier methods, and for inequality constraints, the Kuhn-Tucker
conditions can be used to identify the optimum solution [100]. Furthermore, classical
methods suffer from the initial point dependency, which makes divergence in case of

inappropriate initial point selection.

On the other hand, the heuristic and meta-heuristic methods are faster methods,
specifically in complicated large-scale problems. The performance of these methods is
to explore the search space to find the optimum solution. Therefore, these methods
cannot guarantee the exact optimum solution [101]. Unlike heuristic methods, the meta-
heuristic approaches are not problem-dependent [102]. Meta-heuristics methods
incorporate strategies and mechanisms to guide the search process and, most
importantly, avoid getting trapped in confined areas of the search space. Considering the
complexity of the problem, evolutionary or co-evolutionary approaches can be applied

for optimization purposes.

The main idea to use evolutionary methods is achieving the best performance with
minimum information about the problem. The evolutionary approaches can be
distinguished into two classes, evolutionary algorithms and swarm intelligence. The
main difference of these classes refers to the exploited algorithm in order to evolve a set
point among the populations of search space [103]. The GA and DE are the most
famous population-based meta-heuristic algorithm that the optimization procedure is
based on an evolutionary process. The PSO, ACO, BE, and BF are the most famous
swarm intelligence optimization methods based on a collaborative study of individuals'

behavior and interactions with one another.

There is a multiplicity of classic methods that can be studied in various papers and
book chapters. Therefore, in this chapter, the heuristic and meta-heuristic methods only
are investigated specifically for multi-objective optimization problems. The problems
are defined in minimization format, but the same procedure can be applied in

maximization problems.
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C. EVOLUTIONARY APPROACHES
C.1. PENALTY FUNCTION

In the penalty function method, the constraints of the problem aggregate to the
objective function by considering a penalty factor. In fact, a constraints optimization
problem converts to the unconstraint multi-objective problem in the penalty function
method. In following this procedure is expressed [107]:

min f(x) XeX 1)
Subject to:
g,(X)<g, i=12,..,N ()

In this method, the constraints gi(x) replace by the violation function, and the

unconstrained minimization problem is defined as:
n N
min f(x)=f(x)->_ 4 v(X) xeX (3)
i=1

where x is the state variable, and Zi is the co-state. The ; variables can be extracted
from an ancillary optimization procedure to enhance the performance of the
optimization. However, a constant value for Ai mostly results in a satisfactory
achievement. The violation for inequality and equality constraints is defined in Table 1.
In addition, the violation can be adopted to the primal problem f(x) in the form of

additive, multiplicative, and hybrid (additive-multiplicative or vice versa) [108]. These

dual problems f(x) are described in Table I1I.

TABLE I
VIOLATION AND OPTIMIZATION PROBLEM

Optimization

Constraint Violation Formulation

Problem
9;(X) 29, v(x) =max (1- ? ,0) Additive fO) =F(x)+ 2D w1, (x)
9,(x)<g, v(X) =max (% -10) Multiplicative F00 =F )AL+ A w1 (X))
f0) = (F00+ 22y (v () x
g,(x)=g, V(X) = 9.0 _4 Hybrid A (L+7 D p(v;()))
9o F00 =F )L+ 22w (v (X)) +
72 9(v,(x)

The barrier function method, also known as the interior point method (IPM), is one

of the approaches in constrained optimization problems that can effectively apply to the

19



Chapter 1: Introduction

penalty function method [109]. In barrier methods, a very high cost imposes on feasible
points that lie so close to the boundary of the feasible solution region. A barrier function
can hire continuous functions. However, the two most common barrier functions are

logarithmic barrier function and inverse barrier function, which are described below:

vx(x):—ZIog (-v(x)  xeX (4)
‘//(X)Z—HW xeX (5)

In (4), (5), the barrier function y(x)—>w , if v,(x)—>« for any i. In [65], the
logarithmic barrier function is used to solve the distributed MPC problem with

constraints.

C.2. FEASIBILITY METHOD

In the feasibility method, the response is endeavored to retain in an acceptable
restriction area. This method is more applicable for the problem with equality
constraints, although inequality constraints are also practical. Mathematically the

feasibility method can be express as:

Suppose x € X is existed such that:
g,(x)<0 i=12..,N (6)

Ax=B (7)

Thus, the feasible solution can be found by solving:

min {flo,(x) <f} xeX,i=1..,N, (8)
subject to:
Ax=B )

In this method, the best solution is discovered among the feasible solutions.
However, in some problems determining the feasible area is complicated. It is worth
mentioning that the barrier function also can be applied to this method. In [110], to
enhance the MG system performance, a feasible range to obtain the optimal value of the

virtual impedance of the droop-based control is determined.
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C.3. MULTI-OBJECTIVE OPTIMIZATION METHODS

As mentioned previously, one of the approaches to dealing with constraints
optimization problems is reducing constraints space and augmenting constraints to the
objective space. Treating constraints as objectives make the cognition of multi-objective
optimization methods essential. In this section, the most important multi-objective

optimization methods are studied.

Instead of concentrating on a single goal, the optimization algorithms in multi-
objective problems take several goals under evaluation simultaneously. Multi-objective
optimization proposes a set of optimized solutions as Pareto-optimal solutions. Fig. 8
shows a sample Pareto-front with two objective functions. To produce the Pareto-
optimal frontier, the non-dominated solutions are evaluated by the dominance concept
[111]. In (10) dominance concept is stated:

xdomy < {VI XEY (10)

3IO : XiO < yiO

The relations in (10) state that x dominates y if solution x is no worse thany in all
objectives, and solution x is strictly better than y in at least one objective. Fig. 8 shows a
two-objective problem, the solid points represent the non-dominated solutions, and the
hollow ones are the dominated solutions. The Pareto solution proposes a variety of
optimum solutions. Therefore, to select a proper solution, the solutions have to be
evaluated by considering the constraints. In the constraints problems, the limits of the
constraints can be exploited to specify the best optimal value. For instance, as can be

seen in Fig. 8, the closest solid point to the line g(x) = go is the best acceptable solution

g()_ [ e e A ——————————

A ¥ 8 2 o
convex®-e 9

non- *
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LN @S0nvex
iy

>
f(x)

Fig. 8: Sample Pareto-front for two objective functions
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to fulfill the constraint g(x) < go. Furthermore, the feature selection methods and
clustering analysis can also be applied to determine the best solution in the Pareto-

optimal solutions set.

Figure 9 demonstrates the general classification of multi-objective optimization
methods. In decomposing approaches, the multi-objective problem converts to a single
objective problem. Weighted sum, weighted metric sum, and
g-constraint are some decomposition approaches widely used in multi-objective
optimizations and constraints problems. The main disadvantage of decomposition
approaches is that the Pareto-front set will find after multiple iterations. On the other
hand, direct solutions utilize a more complicated algorithm to find the Pareto-optimal

solutions in only one single run considering all objective functions.

Multi-objective Optimization Problem
Decomposition Direct solution
e NSGA-II
e Weighted Sum e MOPSO
e  Weighted Metric Method (e SPEA-II
e &-constraint e MOEA/D
e PESA-II

Fig. 9: Multi-objective optimization methods

C.3.1. DECOMPOSITION APPROACHES
C.3.1.1. WEIGHTED SUM

This method is widely used in multi-optimization problems due to its simplicity
and usability in convex objective functions. In the weighted sum method, a set of
objective functions are scalarized into a single objective function considering different
pre-multiplier weights for each objective function. Mathematically, the weighted sum

method is expressed as [112]:

mianS(x):ZN:V\/ifi(x) xeX, ie{l2,..,N} (11)
Subject to:
g,(X) <9, (12)
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where the weights Wi determine the relative importance of the objective functions,
f(x) is the objective function, and N is the number of objective functions. There are two
main disadvantages to using this method. Determine a weight vector set to obtain the
Pareto-optimal solution in the desired region in the objective space is complex. Also,
this method is not able to detect the Pareto-optimal solution for the non-convex part of
the objective space. In the case of facing non-convex cost function in the MG
application, the linearization methods can be used to obtain an approximate convex cost
function. According to the constraints in (12), the best solution among the Pareto-
optimal set can be determined. However, as discussed for the penalty function method,
by considering the violation, the constraints can also integrate with the objective
function:

min{f,.s(x)19;(x) <g,} = mianS(x)+%ian:y/(vi(x)) (13)

In [99], an incentive-based demand response program is implemented to achieve
the optimal economic status. The multi-objective problem in this article involves
maximizing the MGs’ demand response program profit, minimizing the generator cost
and trading cost. To produce the Pareto-optimal solutions, the weighted sum technique
is applied in this chapter. In [113-116], also weighted sum method is used for multi-

objective optimization.

C.3.1.2. WEIGHTED METRIC METHOD

This method combines multiple objective functions to minimize the distance metric

between all solutions and an ideal solution To. In (14), the formulation of this method is

expressed:
minf,, (x) = i(w [£.00-Tal,., )é xeX, iefl2,.,N} (14)
Subject to:
9;(X) <9, (15)

where Wi can effectively utilize to normalized the distance between objective
functions and the target To that this distance calculation method is dependent on P.
If P is equal to 1, the distance calculates by city block distance norm, and if P is equal to
2, the distance calculates by Euclidean norm [117]. In these cases (P = 1 or 2), the

weighted metric method is known as goal programming. In addition, if P tends to
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infinity, the distance is considered the maximum distance between objective functions
and To, which this method is known as goal attainment or the Tchebycheff method
[118]. Compared with the weighted sum technique, the main advantage of this method
is producing the whole Pareto-optimal solution, either convex or non-convex problem,
by ideal solution To. However, knowledge about minimum or maximum objective

values is required to choose a proper ideal solution To.

In [119], a multi-objective optimization problem in order to maximize the
investor’s profit and MG operational cost considering the optimal storage power rating,
energy capacity, and the year of installation is solved using a goal programming
approach. Also, goal programming is applied in [120] to minimize the emission, storage
operating, and startup/shutdown cost of DG units and maximize their efficiency. In
[121], a multi-criteria decision analysis (MCDA) uses goal attainment programming to
solve the multi-objective dispatch function for scheduling the dispatch in MGs. Goal
programming and goal attainment are used in many articles for the purpose of
optimization [122-125].

C.3.1.3. e-CONSTRAINT

In this method, unlike the two previous methods, only one objective function keeps
the main objective, and the rest of the objective functions are considered the constraints
[126]. This method is expressed mathematically in (16):

min f,, (X) X e X (16)
Subject to:
f(x)<e i=12,...,N(N=M) (17)

where fm(X) is the main objective function, and the other objective functions fi(x)
are considered constraints restricted to €. This method is also able to find all Pareto-
optimal solutions for either convex or non-convex objective functions. However, the
main disadvantage of this method is that the & vector has to be chosen precisely
considering the minimum and maximum values of the individual objective functions. In
[127], an augmented e-constraint method is implemented to solve the multi-objective
optimization problem in order to achieve economic optimization and peak-load
reduction of the combined cooling heating and power (CCHP) MGs model. In [128], an

optimal energy management technique using the e-constraint method for grid-tied and
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stand-alone battery-based MGs is studied. The e-constraint method is applied in further

researches [129-133] as an optimization technique.

C.3.2. DIRECT APPROACH

The main difference between single-objective optimization algorithms like GA,
PSO, DE, and multi-objective optimization algorithms like NSGA-1I, MOPSO, PESA-
I, SPEA-II, and MOEA/D is referred to the population sorting algorithm.

The non-dominated sorting genetic algorithm (NSGA) [134] is one of the first
multi-optimization methods which produce a set of Pareto-optimal solutions in a single
run. However, the high computational complexity of non-dominated sorting, lack of
elitism, and need for specifying the sharing parameter led to proposing the modified
version of this method as NSGA-II [135]. In this algorithm, in the initialization phase,
the main population P(t=0) is produced. The population P(t) merges with offspring
population Q(t) and mutation population R(t) in each iteration. Then, the merged
population is sorted considering the rank and crowded distance of individuals to
determine the non-dominated solution. NSGA-II is utilized in MG applications for
different purposes. In [136], NSGA-II is used in order to establish a smart networked
MG with the lowest operating cost and the most negligible pollutant emission. In [137],
the membership functions (MFs) of a fuzzy logic-based energy management system
(FEMS) are optimized by the NSGA-II algorithm. The proposed FEMS is responsible
for reducing the average peak load and operating cost. Moreover, in [138], NSGA-II is
applied to the controller of the inverters of distributed generators with inner and outer
control loops to seamless transition operation between grid-connected and islanding
mode. In [139-142] the more applications of NSGA-II are presented.

The Strength Pareto evolutionary algorithm (SPEA-II) is proposed by Zitzler and
Thiele as an efficient algorithm to face multi-objective optimization. The second version
of SPEA could eliminate the potential weaknesses of the first edition by improving the
fitness assignment scheme, more accurate guidance of the search process by
incorporating a nearest neighbor density estimation technique, and preserving boundary
solutions by a new archive truncation method [143]. This algorithm presents an
acceptable performance in terms of convergence and diversity by introducing the
concept of strength for non-domination solutions. SPEA-I1I is applied in multiple studies
in MG application [144-146]. In [147], SPEA-II is used in demand response
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management (DRM) to meet the peak load demand and decreasing customer
expenditure. In [148], a multi-level algorithm is proposed to optimize the revenue and
expense while preserving the quality of service (QoS) of the data center and power
network stability. The proposed algorithm uses SPEA-II for the multi-objective
constrained optimization problem. A multi-objective algorithm based on the Six Sigma
approach is proposed in [149] to solve the sizing problem of the hybrid MG system
consists of multiple resources and multiple constraints. Among MOPSO, PESA-II, and
SPEA-I1I, which are applied to the optimization algorithm, the results show SPEA-II has

better performance in this article.

The Pareto envelope-based selection algorithm (PESA-II) uses the GA mechanism
by applying hyper-grids to make the selections and create the next generation. The
individuals-based selection in the first edition of PESA is replaced by the region-based
selection in PESA-II for objective space [150]. This technique shows more sensitivity to
ensure a good spread of development along the Pareto-front. In [151], the techno-
economic objectives are optimized by the iterative-PESA-II algorithm to optimally

sizing a stand-alone MG with PV and battery storage resources.

Multiple objective particle swarm optimization (MOPSOQ) is also one of the
practical algorithms among swarm intelligence methods. MOPSO applied the same
technique used in PESA-II by replacing GA with the PSO algorithm. In MOPSO, the
particles dynamically change their position according to the velocity vector by
considering the individuals' best and global best. In [152], the MOPSO algorithm is
proposed by using an external repository of non-dominated vectors to guide the other
particles in each iteration meanwhile maintaining the diversity. Multiple studies were
carried out by applying MOPSO in order to optimize the multi-criteria objectives in
MGs. In [153], MOPSO is used to find the best configuration and sizing the components
of a hybrid PV, WT, DG, and battery storage system, considering a tradeoff between
cost and reliability of the system. In [154], the energy management unit employed the
MOPSO algorithm to ensure the maximum utilization of resources by maintaining the
state of charge (SOC) in batteries to manage power exchange between MGs. In [155],
MOPSO makes able the proposed EMS to minimize the operation cost of the MG
concerning the renewable penetration, the fluctuation in the generated power,
uncertainty in the power demand, and utility market price. More uses of MOPSO are

investigated in MG application in various researches [156-159].
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The multi-objective evolutionary algorithm based on decomposition (MOEA/D) is
one of the algorithms in multi-objective optimization problems. The main difference
between MOEA/D and the other algorithms discussed for direct approach solutions is
not using the concept of dominance to produce the Pareto-frontier. In this algorithm, a
multi-objective optimization problem decomposed into several scalar optimization sub-
problems and optimized them simultaneously. Weighted sum, Tchebycheff, and
boundary intersection (BI) are three approaches discussed in [160] to decompose a
multi-objective optimization. Despite the weighted sum and weighed metric method
discussed in the previous section, in the MOEA/D algorithm, the Pareto-front produces
in only a single run. Multi-objective optimization using MOEA/D also draws attention
to be used in MG applications. In [161], the optimal design of a hybrid MG system
consists of PV, WT, DG, and storage devices considering load uncertainty is analyzed.
MOED/D and transforming to a single objective function are two optimization methods
applied in this article to optimize the loss of power supply probability (LPSP) and cost
of electricity (COE). In [162], a three-level hierarchical control architecture is proposed
in order to mitigate the unbalance currents through the MG’s point of common coupling
(PCC) and degradation of power factor (PF). The MOEA/D in the second level is
employed to maximize the active power injection and minimize the currents unbalance
into the main grid. MOEA/D is widely used for optimization purposes in distribution
networks and MGs [163-166].

Table IV compares the performance of the direct approach algorithms discussed in

this section.
TABLE IV
OPTIMIZATION IN MGC APPLICATION
Algorithm Time execution Complexity Accuracy & performance

NSGA-II High High High

SPEA-II Relatively high Moderate Moderate

PESA-II Relatively high Moderate Moderate

MOPSO Relatively low low Relatively high
MOEA/D High High Moderate

D. CO-EVOLUTIONARY APPROACHES

In the case of facing an extremely complex problem, the evolutionary approaches
may not be able to attain the solution with adequate accuracy. Therefore, co-
evolutionary approaches proposed a computational procedure by converting a large
problem to smaller ones and do parallel calculations by applying several optimization

algorithms simultaneously. Fig. 10 illustrates the general performance of a co-
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evolutionary approach. As it can be observed from Fig. 10, a meta-algorithm is in
charge of coordinating other algorithms in order to obtain the optimum solution

amongst the optimum feasible solutions by the sub-algorithms.

Meta-Algorithm
S s
Alg Alg Alg
1 2 n

Fig. 10: Co-evolutionary Algorithm

Dynamic programming as the most popular co-evolutionary approach is a
promising optimization method specifically in large-scale MGs and MGC to tackle
dimensionality. In [104, 105], a dynamic programming method is developed to achieve
the maximum profit from energy trading in a day. Furthermore, in the hybrid meta-
heuristic approach, a heuristic algorithm combines with other optimization methods in
order to exploit the complementary identity of different optimization methods. Vector
evaluated genetic algorithm (VEGA) provides a robust search technique for a
complicated multi-objective optimization problem. VEGA divides the population into
multiple sub-population, and by considering Pareto dominance, only in the process of
optimization, the individuals evolve toward the single objective. In consequence, the
optimal non-dominated solution evaluates by a non-Pareto optimization algorithm
[106]. The same policy is applied in parallel meta-heuristic approaches by taking

advantage of multiple meta-heuristic algorithms.

In Table V, an overview of the different optimization methods in MGC applications

is presented.

TABLEV
OPTIMIZATION IN MGC APPLICATION
No. Ref Optimization No. of Objective Functions
Method OFs
1 [65] logarithmic-barrier method 4 Minimizing the cost function of 4 MGs
2 [110] Feasibility method + PSO 1 comprehensive assessment indices such as node
voltage, power decoupling, system damping, and
reactive power sharing
3 [99] Weighted sum method 3 Maximizing MG’s demand response program profit,
minimizing generators cost and trading cost
4 [113] Weighted sum + Fuzzy 2 Carbon emission and operation cost
[114] techniques
5 [115] Weighted sum + Fuzzy 3-4 Loss minimization, minimizing apparent power
techniques transmitting, voltage deviation index (VDI), and
system load balancing index (SLBI)
6 [116] Weighted sum 3 Generation cost, pollutant gas emission and

expected energy not supplied (EENS)
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7 [119]
8 [120]
9 [121]
10 [122]
11 [123]
12 [124]
13 [125]
14 [127]
15 [128]
16 [129]
17 [130]
18 [131]
19 [132]
20 [133]
21 [136]
22 [138]
23 [139]
24 [140]
25 [141]
26 [142]
27 [144]
28 [146]
29 [147]
30 [148]
31 [149]
32 [151]
33 [153]
34 [154]
35 [155]
36 [156]
37 [157]
38 [158]
39 [159]

Goal programming

Goal programming

MCDA + goal attainment

Goal programming

Goal programming

Goal attainment
Weighted metric method
Augmented

e-constrain

e-constrain

e-constrain

Augmented

e-constrain
e-constrain

Augmented

e-constrain + fuzzy decision

making

e-constrain
NSGA-II
NSGA-II
Game theory + NSGA-II
NSGA-II
NSGA-II
NSGA-II
Modified
SPEA-II
Improved
SPEA-II
SPEA-II
SPEA-II
MOPSO,
PESA-I],
SPEA-II
PESA-II
MOPSO
MOPSO
MOPSO

MOPSO

MOPSO

MOPSO + fuzzy decision

making
MOPSO,

Storage power rating, energy capacity, and the year
of installation

Minimize the emission cost, the storage operating
cost, startup/shutdown cost of the generation units,
and maximizing their efficiency

Cost of operation, peak load reduction, and
emissions

Minimize the operational costs, the emissions
produced, and the loss of life of assets exposed to
excess temperatures

Minimize the deep discharge of battery,
overcharging of battery, the curtailment amount of
REs and Loads

Minimize the energy cost, the active electrical
losses, the natural gas losses

Minimizing fuel consumption and Dbattery
degradation costs

Minimizing total cost and peak load

Minimizing the MG total generation cost and the
active power losses in the LCL filter of each inverter
Minimization of total investment cost and loss of
load expectation

Minimizing the ship operating cost and gas
emissions

minimizing the cost of installing power/heat
generation sources and the expected energy not
served (EENS)

Economical (active and reactive power transfers
from the external network, dispatchable distributed
generations operations cost, degradation cost of
plug-in electric vehicles battery), technical (Voltage
deviation index)

Minimizing operating cost, maximizing power
quality

Minimizing operating cost and the pollutants
emission

Optimally calculate the parameters of the system
and the controllers by minimizing the maximum
real part of the eigenvalues

Cost function of N microgrids (in this paper N=10)
Minimizing total cost of electricity and the peak
demand

Minimization of operational cost, total emissions
and power losses

Minimize power generation cost and maximize the
useful life of lead-acid batteries

Maximizes social welfare and minimizes losses

Minimizing economical cost, maximizing the
average utilization rate of chargers and user’s
charging convenience

Minimizing peak load demands and the expenditure
to the costumers

Maximizing revenue and minimizing expenses
Minimizing the Net Present Cost, the penalty cost of
emission and the quantity of the CO2 released into
the atmosphere

Minimizing the loss of load probability, life cycle
cost, and levelized cost of energy

Minimizing the Cost of Electricity (COE) and Loss of
Power Supply Probability (LPSP)

Maximize the consistency of the generation system
and maximum utilization of resources

Minimize the operation cost of the microgrid and
maximize the generated power by each source
Minimizing the total cost of the system optimal
design with hybrid RESs in a smart microgrid to
increase the availability

Minimizing annualized cost of the system, loss of
load expected and loss of energy expected

Optimal operation time (OT) and optimization
constraints

Minimizing the operation cost and pollution rate
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NSGA-II
40 [161] MOEA/D Minimizing the Loss of Power Supply Probability
(LPSP) and Cost of Electricity (COE)

41 [162] Cone-based multi-objective Maximize the active power injection by single-
evolutionary algorithm phase units, and minimize the currents unbalance
based on decomposition into the main grid

42 [163] Adaptive MOEA/D, MOEA/D Minimizing the transmission losses, operating costs,

and carbon emissions of multiple microgrid
systems

43 [164] Improved MOEA/D 4 Minimization of total operating cost, active network

loss, voltage deviation and the total output
reduction rate of renewable energy

44 [166] MOEA/D 2 Maximizing the active power generation,

minimizing the reactive power circulation and
current unbalance

45 [104] Dynamic programming 5 Maximizing Profit (Profit = Revenue - Cost)

Cost = Generation cost + Start-up and Shut-down
cost + Electric buying cost + Battery wear cost

46 [105] Dynamic programming 2 Minimize the cash flow of the system and

maximizing the net power import from the main
grid
15. FEATURE SELECTION AND CLUSTERING ALGORITHMS

In multi-objective optimization problems, a wide variety of optimum solutions are
proposed by the algorithm. Therefore, a supplementary evaluation is typically essential
to select the proper Pareto-front solution. Various methods can be applied to these
problems in order to evaluate the Pareto-front solutions. The first and preliminary
approach that could be utilized in these problems is exploiting the experience of the
designer. For instance, in [167], a certain amount of Pareto-front solutions is tabulated
for three different cases, and the results can be evaluated for each solution to select the
final proper solution according to the best operation of the system. Moreover, the knee
point for convex Pareto front is typically an appropriate solution as a trade-off between
two or several objective extremes. In [78, 129], the knee point is used as a compromise

solution.

A sort of intelligent approach has been introduced in recent years that can be
effectively applied in selecting a proper solution amongst a set of optimal solutions
presented in Pareto-front. Feature selection and clustering algorithms are two important
approaches in data miming science that can apply in data analysis related to the Pareto-
optimal set.

Artificial intelligence (Al) is a practical tool using in feature selection and
clustering data analysis. Feature selection is a process of selecting a small subset of
essential features from the data. On the other hand, in clustering analysis, the data points
are assigned to belong to the clusters such that items in the same cluster are as similar as

possible from the aspects of similarity measurement like distance, connectivity, and
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intensity. Supervised learning artificial neural networks (ANN) such as multilayer
perceptron (MLP), radial basis function (RBF), and unsupervised learning ANN like
self-organized map (SOM) and Hopfield neural network are able to apply to the
algorithms in feature selection or clustering applications. Support vector machines
(SVM) are also a kind of neural network that, unlike MLP and RBF, minimizes the
operational risk of classification or modeling instead of minimizing the error between

system and model.

The k-means (KM) problem is also one of the famous clustering problems that can
be solved by the Lloyd algorithm. In the k-means problem, the data partition to K
cluster in which each data belongs to the nearest mean of the partitions [168]. Fuzzy
clustering algorithms are another clustering method such that data points can belong in
more than one cluster. Easier creating the fuzzy boundaries is the main advantage of this
method from the computation point of view. In [127], a fuzzy clustering method is
applied to the multi-optimization problem to deal with the large scale of the solution set.
It is shown that the selection of the Pareto optimal set depends on the preference of the
decision-maker. Fuzzy C-means (FCM) clustering is one of the most popular fuzzy
clustering algorithms. FCM is very similar to the KM algorithm; however, FCM is
extremely slower than KM due to iterative fuzzy calculation [169]. In [170], FCM
clustering is utilized to reduce the total output scenarios generated by Latin hypercube
sampling (LHS) to analyze the uncertainty of RE output. Fig 11 represents the different
clustering methods. In Table VI, different methods to find the best compromise solution

in multi-objective optimization for microgrids applications are reviewed.

| Clustering algorithm l

l Artificial Neural Network (ANN) ||Fuzzy clustering|| K-means I
Supervised Unsupervised Fizzy € means
Learning Learning i
A 4
e MLP ¢ SOM 5
e RBF o Hopfield NN A

Fig. 11: Clustering methods

TABLE VI
FEATURE SELECTION AND CLUSTERING METHODS IN MULTI-OBJECTIVE OPTIMIZATION
No. Ref Clustering Explanations
Method
1 [171] k-means To significantly reduce the computation time by
determining a representative load profile.
2 [172] k-means To generate typical daily load scenarios and used

the upper and lower ranges to describe the load
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[173]

[174]

[175]

[127]
[176]
[177]
[178]
[179]
[159]
[148]
[162]
[164]
[129]

[78]

[157]

[180]

[137]
[113]

[1321,[99],
[116],[181]

Wasserstein distance +

k-means

Monte Carlo + k-means

Latin  hypercube sampling
(LHS) algorithm +
k-means

Fuzzy clustering method

Fuzzy satisfying technique
Fuzzy clustering approach
Fuzzy

C-means clustering + grey
relation projection

Fuzzy decision-making method
Fuzzy decision-making

Two extremes and the middle
of a Pareto front

VIKOR multi-criteria decision-
making methods

Fuzzy decision method

Knee point

Knee point

Trade-off solution by fuzzy set

R-NSGA-II

Fuzzy set
max-min fuzzy technique

Fuzzy decision-making

and uncertainty to build a robust optimization
model.

To generate optimal scene and reflecting the
random feature of distributed generation
accurately.

To predict the load on the source-side and load-
side.

To generate all uncertainties

To select the final scheme according to the
preference of decision maker.

To determine the best solution among the obtained
solutions.

To control the size of repository up to a limit range.
To identify the best compromise solutions from the
entire solutions.

To enhance the decision makers obtain a solution
from Pareto front.

To choose a better solution from optimal solutions
to manage the MG.

To analyze the optimum solution

To select the solution that best suits the
preferences of the Decision-Maker.

To select the best solution to be used in the
scheduling scheme.

Minimization of total investment cost and loss of
load expectation

To find the best compromise solution as a trade-off
between two quality goals i.e. shifting and
shrinking in convex curve.

The best compromise solution is chosen based on
the distance of non-dominated solutions and the
nearest solution to the fuzzified origin.

A combination of the classic NSGA-II with a multi-
criteria decision-making approach to find a single
optimal solution.

To determine the best compromise solution from
the set of Pareto optimal solutions.

To select the best solution which compromises
both objective functions

To select the trade-off solution amid the obtained
solutions

2. POWER ELECTRONICS INTERFACE FOR MGs

By increasing the tendency of renewable energy resources penetration to the power

system, inevitably the significance of power electronics interfaces in MGs is revealed.

Depending on the MG system, various power electronics interfaces can be utilized in

order to meet the system requirements. The typical structure of a power electronics-
based DC and AC microgrid is depicted in Fig 12 and 13 respectively [182]. The cost

and efficiency of DC MGs propose a superior performance compared with AC MGs.

However, the application of DC MGs is limited to telecommunication systems [183],

electric vehicles [184], and shipboard power systems [185].
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Fig. 13: Typical structure of a power electronics-based AC MG [182]

Accordingly, the electrical coupling of distributed energy resources (DERS) is
illustrated in Fig. 14 [182]. Fig. 14. (a) represents an isolated single-stage power
conversion system. This structure is normally utilized in high-power PV systems with
series connections of panels to provide appropriate input voltage for the inverter. The
bulky line frequency transfer is employed for power systems with isolation
requirements [186]. Fig. 14. (b) depicts a non-isolated power conversion system with a
DC-DC converter connected to RESs to step up the produced voltage and inverter
operation [187]-[189]. Various non-isolated step-up converters with different voltage
boost techniques are widely employed in this structure. Fig. 14. (c) demonstrates an
isolated structure with a direct inverter connection to RESs and line frequency
transformer with isolation purposes. Eventually, Fig. 14. (d) shows a popular structure
with an isolated DC-DC converter to avoid using the line frequency transformer. The
two-stage power conversion system is the most common structure, especially for low
and medium MG systems. In this configuration, the first stage is used to extract the
maximum power from RESs, step-up the generated voltage, and isolate the energy

generation units in case of power system regulations.
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PV Inverter Line Frequency Transformer Grid

(a) Single-stage power conversion system
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= ’1:@
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AC Link

Fuel Cell Inverter AC-AC Converter Grid

(c) High frequency link direct dc-ac power conversion

= 273 2:156)

Fuel Cell Isolated DC-DC converter Inverter Grid

(d) High frequency two-stage isolated power conversion

Fig. 14: structures of electronically-coupled DER units [182]

2.1. STEP-UP DC-DC CONVERTER

Step-up converters are widely used in hybrid MGs integrated with renewable
energies especially by growing up the residential and small-scale MGs in the power
system to increase the RE penetration. In recent years, different high step-up topologies
are proposed in order to tackle the high-stress voltage and current of semiconductor
devices and the reverse recovery problem of output diode. Therefore, the main
challenge of high step-up converters is obtaining high gain voltage with a lower duty
cycle. Accordingly, various voltage boost techniques are reviewed in [190]. Fig. 15

shows the voltage boost techniques classification for DC-DC converters.

In this thesis, LLC resonant converter as a high-efficiency isolated converter is
studied. The high-frequency transformer of the LLC resonant converter is considered a
magnetic coupling in order to step-up the voltage. Moreover, in [191] a novel high step-
up interleaved LLC converter is proposed. The proposed topology consists of a two-
phase interleaved full bridge with secondary and tertiary windings to increase the

voltage gain.
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Fig. 15: Voltage boost techniques classification for DC-DC converters [190]

In addition, impedance source networks or Z-source converter is investigated in this
thesis for both DC-DC and DC-AC converters. The z-source converter has been
proposed by Fang Zheng Peng in 2002. These kinds of converters can be used for DC-
DC, DC-AC, AC-DC, and AC-AC power conversion purposes [192]. Fig. 16 indicates

the general structure of the z-source converter.

DC (voltage or

current) Source ' Z Source Cong?rter
or load Inverter
| |
—
@or(® '

| To (DC or
] AC) Load
or Source

Fig. 16: Z-source converter structure [192]

Various impedance-network-based power converter with magnetic coupling
technique has emerged in recent years. Fig. 17 depicts the most popular magnetically
coupled impedance source network. Although the leakage inductance of coupled
inductances can cause limitations for the normal operation of the converter, several
methods such as switch cell capacitors are proposed in pieces of literature to eliminate

this adverse effect.

I:n
A Dy =.—~——:—,_ A
—0
Ny N
C"T S\
° L °
B B’
(a) (b)

Fig. 17: Different magnetically coupled impedance source networks, (a) Trans-Z-source, (b) T-

source, (¢) Y-source, (d) Quasi-Y-source [190]
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Fig. 17. (a) shows a trans-Z-source impedance network with a coupled inductor
used to increase the voltage gain. A I'-source impedance network that also exploits a
coupled inductor is shown in Fig. 17 (b). The voltage gain of a trans-Z-source structure
increases by increasing the turns ratio, while in a I'-source structure gain increases by
decreasing the turns ratio [190]. A three-winding coupled-inductor-based dc—dc
converter that employs a novel impedance network is presented in [193]. Fig. 17. (c)
shows a Y-source impedance network, which has more design degrees of freedom in
comparison with Trans-Z-source topology. Fig. 17 (d) presents a continuous input

current version of this converter, known as a quasi-Y-source dc—dc converter [194].

The variety of impedance source network topologies is not restricted to the
proposed magnetically coupled inductor in Fig. 17. A zero-voltage switching high step-
up three-level coupled inductor-based boost converter is proposed in [195]. Fig 18
represents the proposed structure of a high step-up converter. Three level structure of
the proposed converter results in a significant reduction of the switches and diodes'
voltage stress. The leakage inductance by coupled inductor leads to voltage ringing, the
use of the active-clamp circuit in this structure eliminates the voltage ringing and makes

all switches turn on and off under ZVS condition that results in improving the

efficiency.
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Fig. 18: The proposed ZVT high step-up three level coupled-inductor-based boost

converter [195]

In [196], as can be seen in Figure 19, the proposed converter achieves high voltage
gain and low switch voltage stress with a magnetic-coupling-based voltage multiplier
technique. Also, due to a boost inductor at the input, the continuous input current is
obtained, which is beneficial for battery, fuel cell, and photovoltaic applications.

Moreover, zero voltage switching of the MOSFETSs is achieved by utilizing an active
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clamp technique, leading to low switching losses. Furthermore, zero DC bias of the

coupled inductor is realized, resulting in small magnetic size and low core losses.
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Fig. 19: The schematic of the high step-up converter presented in [196]

Flyback-boost converter with a coupled inductor is an attractive method for step-up
converters. Fig. 20 shows a flyback-boost topology [197]. As can be observed in Fig.
20, the flyback converter transformer is combined with the output filter inductor of
boost converter. It consists of two diodes Do and Doz, one active switch S, and two
output capacitors Co1 and Co2. Generally, this converter works like the conventional
boost or flyback converter. The energy is stored in the mutual core of the transformer
when switch Sis on and it is transferred to the output when switch Sis off and

diodes Do1 and Dgy are on.

Fig. 20: Flyback-boost converter topology [197]

Fig. 21 shows another step-up topology employing a flyback boost converter [198].
As can be seen for the flyback-Boost converter with a coupled inductor, positive and
negative voltage pulses have been applied across inductor L1 when active switch S is
turned on and off. Therefore, similar voltage pulses were induced across inductor Lo,
then these pulses were rectified with an output diode, and then this rectified voltage was
used to charge the output capacitor. So negative pulses were just used to charge the
output capacitor in the previous converter. However, in this converter, both positive and

negative pulses are used to charge output capacitors.
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Fig. 21: Flyback-boost converter with voltage multiplier topology [198]

Various step-up topologies are proposed by researchers in order to enhance the
performance of these converter. However, specific system requirements lead to evaluate
the proposed structures with their potential pros and cons. A comprehensive review is
conducted in [199]-[202].

3. CONCLUSION

According to the literature researches, master-slave, peer-to-peer, and hierarchical
architecture are considered as the most prominent control strategies in grid-connected or
isolated MGs. Each control strategy proposes specific features to MG and MGC
operation from the efficiency and reliability perspective. The analysis verifies that the
hierarchical structure could provide more reliable operation by employing different
control strategies such as centralized, decentralized, hybrid, and distributed control.
Furthermore, planning and scheduling programs for MGs are investigated in order to
determine the practical and technical specifications of the operating system. Therefore,
an energy management system is essentially required not only to guarantee the optimal
operation and economic feasibility but also to follow specific practical and technical
considerations determined by planning and scheduling. Consequently, the optimum
operation assessment of MGs is the main purpose of energy management system in
MGs. The optimum operation of MGs from the mathematics point of view is considered
an optimization problem. Obviously, a more appropriate utilized optimizer results in a
more reliable MG operation. To this end, this chapter concentrates on various
optimization methods to fulfill the performance of MGs associated with practical and
technical constraints, calculation burden, information communication delay, etc. A
classification of optimization methods in order to solve the single objective and multi-
objective problems is presented. Several multi-objective approaches are discussed, and

it was observed that by applying the concept of dominance, the advanced single-
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objective algorithms like GA, PSO, etc., turn to multi-objective algorithms like NSGA,
MOPSO, etc. The multi-objective algorithms produced the Pareto-front set. Unlike
single-objective optimization, in multi-objective optimization, a set of optimum
solutions is offered by the algorithm. Therefore, the optimum solutions are required to
be evaluated in order to select the proper solutions. Ultimately, various methods such as
feature selection and clustering methods are proposed to analyze the Pareto-optimal
solutions. The performance of the optimization algorithms can enhance by incorporating
deep learning approaches. In this case, the optimal solutions can be produced properly
employing deep learning algorithms. Therefore, the performance will be improved by
reducing the calculation burden and obtaining more accurate solutions. This

incorporation can be surveyed in future works.

On the other hand, by proposing an NMG system it is expected the size of the
power generation units reduced. The low voltage generation of RESs units resulting
from the parallel connection of RESs units makes using isolated or non-isolated step-up
converters -depending on the power system requirements- essential to meet the required
input voltage for inverters. Therefore, an overview of various step-up topologies is

conducted in order to represent different voltage boost methods.
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Chapter 2
Objectives and Thesis Structure

1. THESIS OBJECTIVES AND METHODOLOGY

The main objective of this thesis is to concentrate on the two main prominent
subjects in the MGs system. The optimal operation of MGs systems is the most
important and perpetual issue connecting with two subjects: energy management and
power electronics interfaces. Advanced proposed energy management algorithms lead
to cooperating multiple MGs with novel energy management methods. The concept of
NMG is prone to provide several advantages to MGs' performance. The energy
management system (EMS) in MGs is potentiated to control: the power generation,
demand consumption, and energy storage system (ESS) in an optimal and economical
manner. However, in NMG, the responsibility of EMS is expanded due to the possibility
of energy sharing amongst MGs. Several EMS methods have emerged based on the data
acquisition infrastructure over the last years, such as centralized, decentralized, and
hybrid methods. However, recently distributed methods are developing more to cover

previous methods' drawbacks.

In the collaborative operation mode of several MGs, the surplus and shortage of
energy can be exchanged between MGs employing EMS. Therefore, it is expected the

following consequents can be obtained in NMG operation mode:

1) Increasing the reliability of the whole system due to the possibility of supplying
power demand from the collaborative MGs;

2) Improving the cost of power generators due to decreasing the capital cost,
replacement cost, and O&M cost;

3) Enhancing the energy management system due to the possibility of controlling
produced energy in each MG.

Furthermore, power electronics interfaces play a crucial role in MGs applications.
DC-AC converters -known as inverters- are the most important part of grid-connected
MGs. Providing proper voltage amplitude and frequency and coordinating the energy
transfer between power lines are the main responsibility of inverters. On the other hand,
standard available inverters require minimum input DC voltage for operation. However,

the produced voltage of renewable energy sources (RESs) such as PVs and FCs are not
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sufficient for normal inverter operation. Therefore, DC-DC converters are inevitability
used in hybrid MGs.

Multiple DC-DC converters with various topologies are used in the MG system,
primarily to step up the produced voltage of RESs and make them compatible for
inverter operation. LLC resonant converter is one of the valuable DC-DC converters
amongst power electronics interfaces. Parasitic elements of components can effectively
exploit in this converter to achieve soft switching for MOSFETs and makes the
converter able to operate at a higher frequency. Higher frequency resulted in smaller
transformer volume. Therefore, optimal design of LLC converter leads to high-

efficiency converter with ability power conversion at a smaller volume.

DC-DC converters usually suffer from high-stress voltage and current by increasing
gain voltage. Consequently, various high step-up topologies have recently been
proposed to suppress the drawbacks. A modified cascaded Z-source DC-DC converter is
proposed in this thesis to obtain a high gain voltage; meanwhile, the stress voltage of

semiconductor devices is low.

To sum up, the first part of this thesis focuses on the energy management algorithm
and the benefits obtained from intelligent energy management for NMG. The second

part is focused on the power electronics interfaces utilized in MGs systems.

2. THESIS CONTRIBUTION AND THESIS STRUCTURE

This PhD thesis is structured based on the published papers. The first part of the
thesis involves the networked MG control strategies and energy management methods.
The most prominent control strategies are discussed in chapter 1, and the optimization
methods are reviewed for obtaining optimal operation of individual and networked MG.
Accordingly, a novel networked microgrid energy management based on supervised and
unsupervised learning clustering is proposed in chapter 3. The clustering in this method
is performed by considering the maximum load demand (MLD) and operating reserve
(OR). The k-means algorithm as an unsupervised clustering method and the self-

organizing map (SOM) algorithm is utilized as a supervised clustering method.

Furthermore, a novel component sizing for dispatchable power generation units in
hybrid MGs is surveyed in chapter 3. The proposed component sizing is based on the
operating reserve of each individual MG. However, the possibility of power-sharing
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amongst MGs results in introducing a method by considering the peak load intervals to

reduce the size of dispatchable units.

The second part consists of a comparative study of different optimization methods
for resonance half-bridge converter in chapter 5. The soft-switch operation of LLC
resonance converters makes the converter operates at a higher switching frequency, and
consequently, power density can increase; meanwhile, the passive components such as
inductors and capacitors can decrease. Chapter 6 introduces a modified cascaded z-
source high step-up boost converter. Two z-source networks are cascaded in this
converter to create a quasi-z-source networked conventional boost converter. The gain
voltage of the proposed topology is improved effectively; meanwhile, the stress voltage
of semiconductor devices is decreased. Eventually, a neural networks-generalized
predictive control for MIMO grid-connected z-source inverter is investigated in chapter
7. The proposed control methods for the z-source inverter enhance the converter
performance when the current and voltage set points vary. This transient enhancement is
obtained by predicting the state variables by means of the generalized predictive control
(GPC) algorithm and providing the forced response for the model predictive control
(MPC) method.

Figure 2.1. represents the general structure of the thesis. The main objectives of this
PhD thesis are summarized as follows:

Proposing a novel networked MG energy management employing artificial
intelligence approaches such as k-means and self-organizing map (SOM)

algorithm.

- Proposing a novel component sizing based on the operating reserve of
dispatchable units, involving the laboratory results by analyzing the obtained

results from three collaborative MGs.

- Studying the optimal operation of LLC resonant half-bridge converter for the

different operating conditions, involving practical results.

- Proposing a modified high step-up Z-source boost converter with high voltage
gain and low-stress voltage for semiconductor devices, involving practical

results.

- Proposing a novel control algorithm based on model predictive control in order

to enhance the transient operation of the Z-source inverter.
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Chapter 3

Networked Microgrid Energy Management Based on
Supervised and Unsupervised Learning Clustering

3.1.  INTRODUCTION

By realizing the affirmative effect of MGs on the conventional power system, the
idea of networked MG is raised to expand the potential pros of MGs operation. This
chapter proposes energy management for a large-scale networked MG. MGs are
clustered by considering two main factors: maximum load demand (MLD) and
operating reserve (OR). Two clustering methods are exploited in order to cluster the
MGs, considering MLD and OR. K-means algorithm as an unsupervised learning
clustering and self-organizing map (SOM) algorithm as a supervised learning clustering
is used for the proposed energy management. The results obtained from these two
clustering methods are similar. However, SOM is a more powerful algorithm, especially
if clustering criteria increase to more parameters such as SoC and DoD of batteries, etc.

3.2. CONTRIBUTIONS TO THE STATE OF ART

By emerging the concept of NMG, several energy management algorithms are
investigated by researchers in order to enhance the performance of the whole system.

Mainly, the proposed energy management for NMG pursues the following aims:

Improving reliability, stability, and resiliency [1-3];

Improving environmental benefits [3];

Improving power quality [1], [3];

Improving economic purposes [4],

A dynamic clustering scheme in a community home energy management system is
conducted in [1] to improve the stability and resiliency of MGs. A sample population of
1000 residential consumers are clustered to study the proposed energy management
based on time overlap criteria. The study is focused on electricity cost reduction for
consumers and load profile peak to average ratio (PAR) curtailment for a large
consumer population. Self-organization and decentralized energy management of an
isolated microgrid cluster are proposed in [2]. The self-organization stage is responsible
for deciding on whether to connect each MG to the cluster based on the available
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generation resources. Then, decentralized energy management guarantees the energy
reliability of critical loads and overall energy efficiency by managing the generation and
storage resources of each MG. In addition to decentralized energy management, the
two-level optimization model is an attractive method widely exploited in studies. An
interactive model for energy management of clustered MGs is studied in [3]. A two-
level optimization model consisting of the upper and lower level for the coordinated
energy management between the distribution system and clustered MGs is proposed in
this reference. The upper level deals with the operation of the distribution network,
while the lower level considers the coordinated operation of multiple MGs. The
proposed model demonstrates the improvement of power quality, reliability, and
environmental benefits. Sixteen commercial MGs are considered in [4] to evaluate the
proposed mathematical models for microgrid clusters using a transactive energy
structure to manage energy exchange in the smart grid. The chance-constrained
programming is employed in this reference to consider the uncertainties in balancing
collective and individual interests under transactive energy management. In [5], a

review of optimal energy management problems for industrial MGs is conducted.

In this chapter, a cluster of MGs involving residential, commercial, and industrial is
under investigation. The MGs are connected to the grid by star connection topology.
The main grid plays the role of energy trader. However, the shortage of energy can be
compensated by the grid as well. Different load patterns of MGs result in facing
different peak load demands at various time slots. Consequently, the maximum load
demand (MLD) and operating reserve (OR) of each MG for the different intervals are
evaluated for clustering purposes. Two well-known clustering methods are exploited to

cluster the MGs in order to achieve a reliable and efficient operation for MGs.
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Abstract: Networked microgrid (NMG) is a novel conceptual paradigm that can bring multiple ad-
vantages to the distributed system. Increasing renewable energy utilization, reliability and efficiency
of system operation and flexibility of energy sharing amongst several microgrids (MGs) are some
specific privileges of NMG. In this paper, residential MGs, commercial MGs, and industrial MGs are
considered as a community of NMG. The loads’ profiles are split into multiple sections to evaluate the
maximum load demand (MLD). Based on the optimal operation of each MG, the operating reserve
(OR) of the MGs is calculated for each section. Then, the self-organizing map as a supervised and
a k-means algorithm as an unsupervised learning clustering method is utilized to cluster the MGs
and effective energy-sharing. The clustering is based on the maximum load demand of MGs and the
operating reserve of dispatchable energy sources, and the goal is to provide a more efficient system
with high reliability. Eventually, the performance of this energy management and its benefits to
the whole system is surveyed effectively. The proposed energy management system offers a more
reliable system due to the possibility of reserved energy for MGs in case of power outage variation or
shortage of power.

Keywords: networked microgrid; energy management; clustering; SOM algorithm; k-means algorithm

1. Introduction

Microgrids (MGs) are inevitably a prominent part of the power system due to the
capability of diminishing concerns related to rapid energy growth. Therefore, an optimal
design of MGs has been one of the main issues between researchers and electricians. An
optimal design can bring the following benefits to the system: lower investment cost,
lower maintenance and operation cost, lower power loss, and higher reliability [1,2]. These
benefits can be achieved by utilizing an energy management system (EMS) to coordinate
the production and consumption energies optimally. After the achieved successes in MGs
performance, the idea of networked MG (NMG) came up to enhance MGs’ operation in
grid-connected and specifically in an isolated system [3]. Although EMS in NMG is more
complicated in comparison with individual MG, the flexibility of energy sharing amongst
several MGs can offer extra benefits to the system. Increasing the reliability of the system,
specifically in an isolated operation mode, and the possibility of power management in an
interactive manner between MGs to provide the demand are some of the advantages that
can be gained in NMG [4,5].

Besides MG and NMG, another structure to handle distributed energy resources
(DERs) is known as a virtual power plant (VPP). Although a VPP is able to integrate
demand response, renewable energy generation, and storage energy into the energy storage
system (ESS) in the same way as MGs, there are some particular features in the association
of VPP [6,7]:

- VPPs often are considered as grid-connected systems,
- Due to the non-isolated operation mode of VPP, the absence of ESS is possible in VPP,
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- Due to the dependency of VPP on information technology and data analysis, a wide
variety of energy resources can combine regardless of their deployment distance,

- Due to no particular restricted regulation being associated with VPP, they can partici-
pate in the wholesale trade market.

Like MGs and NMGs, the energy management system plays a crucial role in coordi-
nating the power flows of various power generation units and power demand units in
VPP. Several energy management strategies are proposed in the literature. Centralized
and decentralized control are the most common strategies; however, distributed control
schemes have recently received more attention [8,9]. A review of the cooperation and
operation of microgrid clusters is performed in [10]. Several aspects of the interconnected
MGs are investigated in this reference, such as control and energy-management strategies
and architecture configurations in terms of layout, power conversion technology, and line
frequency technology. Furthermore, energy trading and suitable energy-market designs
for microgrids cluster implementation are addressed. In [11], the microgrid as a single
entity and its possible interactions with external grids is defined. Moreover, the possible
multi-microgrid architectures are defined in terms of layout, line technology, and interface
technology. Parallel connected microgrids with an external grid, a grid of a series of inter-
connected microgrids, and mixed parallel-series connection are three layout architectures
analyzed in [11]. Eventually, a comparison between the different architectures is performed
from the aspect of cost, scalability, protection, reliability, stability, communications, and
business models. A scalable and reconfigurable hybrid AC/DC microgrid clustering archi-
tecture is surveyed in [12]. The proposed energy networking unit (ENU) is used to interface
the AC and DC subgrid in a single hybrid microgrid and also facilitates the connection with
the external power grid. The ENU-based hybrid microgrid clustering architecture provides
scalability, reconfigurability, and modularity architecture. Consequently, this architecture
could realize flexible AC/DC interconnection between microgrids by the same converter
modules with fewer power conversion units.

Based on the proposed energy management systems, various control methods for
NMG and VPP have been presented recently. Blockchain technologies are utilized in [13] to
optimize the financial and physical operations of power distribution systems by providing
a powerful and reliable path for launching distributed data storage and management.
The socioeconomic requirements of transactive energy management at the power distri-
bution level are examined by blockchain technology. In addition, secure optimal energy
transactions between networked microgrids and the local distribution grid are presented
in [13].

A two-stage energy management strategy for networked microgrids with high renew-
able penetration is developed in [14]. In the first stage, a hierarchical hybrid control method
is utilized for networked microgrids to minimize the system operation cost. In the second
stage, the components in microgrids are adjusted optimally in order to minimize the imbal-
ance cost between day-ahead and real-time markets. A cooperative energy management
optimization based on distributed model predictive control (MPC) in grid-connected NMG
is conducted in [15]. In this scheme, a virtual two-hierarchy NMG structure including MGs
and distributed energy resources (DERs) is proposed such that all the DERs represent a
virtual MG (VMG as an upper level and the MGs belong to the lower level. The VMG can
exchange power with the utility grid, and MGs at the lower level have to use VMS to share
the energy. In [16], a three-level planning model for optimal sizing of networked microgrids
is suggested. This research considers a trade-off between resilience and costs in the form
of three levels. The first level is employed to tackle the normal sizing problem, while
a time-coupled AC optimal power flow (OPF) is utilized to capture stability properties
for accurate decision-making. The second and third levels are combined as a defender-
attacker-defender model. First, the suggested adaptive genetic algorithm (AGA) is utilized
to generate attacking plans that capture load profile uncertainty and contingencies for load
shedding maximization. Then, a multi-objective optimization problem is suggested to
obtain a trade-off between cost and resilience.
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A novel cooperative MPC-based energy management for urban districts consisting of
multiple microgrids is proposed in [17]. The proposed energy management coordinates the
available flexibility sources of microgrids in order to obtain a common goal. MGs employ
an MPC-based EMS to optimally control the loads and generation devices. The distributed
proposed coordination algorithm guarantees cooperation amongst the microgrids. In [18],
a community-based multi-party microgrid in grid-connected and islanded mode with
different structures and a unique operating point is discussed. An iterative bi-level model
simulates the interaction between the community microgrid operator and multiple parties
for deriving good enough market-clearing results during the microgrid’s normal operation
status. A multi-agent framework for the energy optimization of NMG is proposed in [19].
The game theory optimization model is applied to this paper in order to optimize the
capacity configuration of the agents. In [20], a comprehensive overview of a multi-agent
system-(MAS) based distributed coordinated control in NMG is presented.

This paper proposes a novel control strategy for NMG based on MGs clustering. The
residential, commercial, and industrial MGs with various load patterns are involved in the
NMG. The NMG is structured as a star connection such that all MGs are connected to the
VPP. Therefore, the whole system can operate in either grid-connected or isolated mode.
A similar structure is presented in [15]. However, the collaborative MGs are considered
as a single cluster. In this paper, MGs are clustered by employing two different clustering
algorithms. The k-means and self-organizing map (SOM) algorithms are two well-known
methods of unsupervised and supervised learning clustering. The MGs clustering is based
on the maximum load demand (MLD) and operating reserve (OR) of dispatchable energy
sources such as diesel generators (DGs) for each time step. By determining the MG clusters,
the EMS is responsible for supplying the demand economically. By this approach, the MLD
of the MGs in a particular cluster can be met by the operating reserve of the dispatchable
energy sources. Consequently, the reliability of the system increased significantly, and it
could be concluded that the peak load alleviation in the clustered MG results in efficient
changes in the design of MGs from the capital, replacement, and maintenance and operation
(M&O) cost perspective. The clustering approach makes the performance of EMS more
efficient, especially in large-scale NMG, by concentrating on some specific MGs.

The rest of this paper is organized as follows: in Section 2, the system configuration of
the NMG is presented. Moreover, the k-means algorithm and SOM clustering method are
discussed in this section. In Section 2.4, the applied control strategy and EMS is analyzed.
The simulation results are presented in Section 3, and a comparative analysis is performed
in Section 4. The paper ends with a discussion of conclusions reached.

2. System Configuration, Clustering Methods, and System Operation
2.1. System Configuration

The NMG under study in this paper involves three residential MGs, two commercial
MGs, three industrial MGs, and a VPP. In [21], different types of NMG configurations
with their potential pros and cons are reviewed. Star-connected NMG, ring-connected
NMG, and mesh-connected NMG are the three usual configurations in NMG. As shown
in Figure 1, the star-connected configuration is used for the NMG. In this configuration,
all MGs are connected to the VPP as the central point at the point of common coupling
(PCQ). Therefore, the power transaction amongst MGs can be realized through the VPP.
As mentioned, the VPPs are usually grid-connected systems. Therefore, the discussed
configuration is connected to the main grid through the VPP.

Moreover, each MG consists of renewable energy sources (RESs) like photovoltaic
(PV) and wind turbine (WT) conventional energy sources such as DG, and energy storage
systems (ESSs) like batteries. In addition, the VPP is considered to consist of only renewable
energies like PV and WT, a battery bank, and a group of loads. In Table 1, the component
size of each MG is listed. The HOMER is utilized to obtain the size of components. To this
end, the load profiles and geographical location are introduced to evaluate the renewable
resources production.
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Figure 1. Star-Connected Configuration of NMG.
Table 1. Component size of MGs and VPP.
PV (kW) WT (kW) DG (kW) Battery (kWh)
MG1 6.5 2 6.8 29
MG2 8.31 3 9.1 38
MG3 16.8 4 15 57
MG4 29.1 0 17 86
MG5 20 0 12 56
MG6 20.6 0 24 36
MG7 14.1 0 29 2
MG8 19 0 23 30
VPP 15 2 - 10

2.2. K-Means Clustering Algorithm

Unsupervised learning is one of the significant problems in artificial intelligence and
machine learning. Clustering-based methods, feature extraction-based methods, and artifi-
cial neural network-(ANN) based methods are the three main approaches to unsupervised
learning. The k-means problem is one of the well-known algorithms widely used in clus-
tering [22]. In this algorithm, the data are clustered based on similarity. It has to be noted
that similarity is a general concept, and it can be inferred as distance, size, etc. Figure 2
illustrates the k-means algorithm. As can be seen from Figure 2, each data x is compared
with the center of clusters, and the norm of the vector is calculated by the norm function
block to evaluate the distance of data and the cluster’s center. In this paper, the Euclidean
norm is utilized as a distance metric. Therefore, the clustering problem can be stated as [22]:

1 N
minE = <Y [ — cll, 1)
Ni:l

where N is the number of data, x is data, k is the number of clusters, and ¢y is the center of
the cluster. To minimize this problem, the k-means algorithm assumed that the following
equation is established for each cluster S; with the center of ci:

1
Ck:mzx )

X€ES;
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min —»
Winner

\ 4

Figure 2. K-means algorithm.

The k-means algorithm employs two steps to solve the problem: the competition step
and the update step. Each observation is assigned to the cluster in the competition step
with the nearest mean. In addition, in the update step, the clusters’ centers are updated
with the mean value of the cluster’s members. This algorithm proceeds in an iterative
interaction until the converging by observing no significant change in the clusters. This
algorithm does not guarantee the finding of optimum solutions. In addition, the initial
random cluster’s centers have a great effect on the final results. However, the k-means
algorithm can provide a simple solution without mathematical complexity.

2.3. Self-Organizing Map Algorithm

The self-organizing map (SOM) is one of the artificial neural networks that, by employ-
ing supervised machine learning techniques, is widely used in clustering applications and
dimension reduction of high-dimensional data [23]. Figure 3 presents the SOM algorithm
structure. As observed, each data x is applied to the lattice involving a network of neurons.
This stage is similar to the k-means algorithm at the phase of competition in order to evalu-
ate the winner neuron. However, in SOM, the other neurons depending on the distance
from the winner neuron will be stimulated as well. Eventually, the vector quantizer unit
declares the winner neuron.

Lattice

.. Winner

LA
Vector

Quantizer
X

Figure 3. SOM algorithm.
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Three main phases are involved in designing a SOM, the competitive, cooperative, and
adaptation phases. In the competitive phase, the winner neuron is evaluated by comparing
the similarity of data and neurons. In the cooperative phase, the effect of the winner neuron
on other neurons is evaluated. The neurons with a smaller distance from the winner neuron
are stimulated more in comparison with most far neurons. To this end, the Gaussian
function is an appropriate function to assess the stimulation of neurons [23]:

hii(x, 1) = ex LG €)
ij\Ar P 20’(t)2 7)

where i is the index of the winner neuron, j is the index of other neurons, d is the distance
of the winner neuron with others, and ¢ is the standard deviation.

The adaptation phase is based on the Kohonen Learning Rule. This rule determines
the clusters’ centers based on the winner neuron and the adjacent stimulation neurons
as follows:

wi(t +1) = wi(t) — nhij(x,t) x (x — w;(t)), @)

where w is the cluster’s center, 7 is the Kohonen learning rate usually equal to 0.01, and the
other parameters are defined in (3).

2.4. Control Strategy and Energy Management Algorithm

As mentioned, the proposed control strategy in this paper is based on MGs clustering
by means of unsupervised and supervised algorithms. It means the MGs are clustered
according to their similarities such that the MGs with higher load demand can be supplied
by the operating reserve of dispatchable energy producers such as DGs and micro-gas
turbines. Therefore, the MGs’ similarities are maximum load demand and the operating
reserve of dispatchable energy producers of each MG at each time slot. With this control
strategy, the system’s reliability will increase, and the size of energy production units will
decrease as well. The proposed control strategy consists of three steps:

(1) Load and energy generation units analysis in a certain time step;
(2) MGs clustering by k-means and SOM algorithm;
(3) MGs clustering optimization by EMS.

2.4.1. Load and Energy Generation Units Analysis

In each time step, the load and energy generation units are analyzed in order to evalu-
ate the maximum load demand (MLD) and operating reserve (OR). MLD and OR amounts
of each MG are essential data used by unsupervised and supervised learning clustering
methods to cluster the MGs. The operating reserve is the difference between electric load
and operating capacity. The maximum load for each time step can be obtained according
to the MGs’ load profile in Figure 4. However, to obtain the OR of dispatchable energy
generation units, the optimal operation of each individual MG is evaluated according to
the control strategy illustrated in Figure 5.
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Figure 4. Residential, commercial, and industrial load pattern. (a) Residential load profile,
(b) Commercial load profile, (¢) Industrial load profile.
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Figure 5. Control strategy of individual MGs.
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As it can be seen from Figure 5, the optimal values of DG and Batteries of each MG
are calculated by the PSO algorithm. In this control strategy, the loads are preferably met
by renewable energies. However, in case of demanding more energy, the DG and battery
power are used considering the state of charge (SoC) of batteries.

2.4.2. MGs Clustering by K-Means and SOM Algorithm

According to the MLD and OR of each MG obtained in the previous step, the k-
means and SOM algorithms cluster the MGs in a manner that the MGs with higher MLD
are clustered with the MGs with higher operating reserve. Therefore, the reliability of
the system increases significantly due to the possibility of supplying the MLD by the
operating reserve of the clustered MGs. The x for both supervised and unsupervised
clustering methods introduced in this paper is considered (MLD, OR). However, the SOM
algorithm is able to do the clustering by considering ultra-multi-criteria due to mapping the
high dimensional data to reduce data. In order to enhance the performance of clustering
algorithms, the MLD is normalized by considering the peak load (PL) of the load profile,

as follows: MLD
T
M PL 5)

Furthermore, the clustering algorithms are based on similarities, and the similarity
meters are the distance between the data. Euclidean distance is utilized for the clustering
algorithms in this paper. Therefore, the ORs are applied to the clustering algorithm by
means of the following equation:

OR

OR=1-
ORmax

©)

The maximum number of clusters is theoretically equal to the number of MGs. How-
ever, in this case, MGs operate individually. In this paper, the clusters’ number is deter-
mined by considering the various load patterns in the NMG, i.e., three clusters.

2.5. MGs Clustering Optimization by EMS

An EMS is applied to each cluster in order to coordinate the MGs in an optimal manner.
The EMS is responsible for supplying loads of the MGs involved in a particular cluster
cost-effectively. Therefore, the performance of the EMS is based on the minimization of
power generation cost functions. The optimization problem can be defined by the objective
function below:

minCF=min{CF<Z PV,) +CF<Z WT,-) +CF(Z DG,-) +CF(E BAT;)} @)

i€Cy ieC, i€Cy i€Cy

This minimization is performed for the MGs involved in cluster C,,. The cost functions
of the generation units are presented in [24,25]. Moreover, the optimization problem in MG
applications is constrained to technical and practical considerations. These constraints are
stated below:

Y Poc+ Y Pear+ ), Pev+ Y, Pwr, +) VPP =Y Proa ®)
i€Cy i€Cy, i€Cy i€Cy i€Cy

PRI < Ppg < PR ©)

0 < Pgar < PR (10)

SoC™Min < SpC < SoC™a* (11)

(8) represents the power balance in the clustered MG. In (9) and (10), the power
restriction of diesel generators and batteries is presented, respectively. In (11), the state of
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charge (SoC) restriction of batteries is stated. In addition, PV and WT also produce energy
as non-dispatchable generators.

The minimization problem in (7) is solved using the particle swarm optimization (PSO)
algorithm. Amongst different heuristic optimization methods, PSO proposes a robust and
reliable solution over a short-time calculation. In the PSO algorithm, the particles are
identified by position and velocity. At the initial phase, the particles’ position and par best
position are initialized. Then over the several iterations, the particles’ position and velocity
will be updated such that the particles propel toward the global best.

To apply the PSO, the introduced objective function (OF) in (7) has to convert to a
closed-form formulation:

OF = {CF(Z DG,-) +CF(Z BAT,-)} x (14 a x PBV), (12)
i€Cy i€Cy

where PBV is power balance violation:

X Ppg + PBAT,)
0

ieC,
PBV = max|1— ('E i ; (13)
Y (Proad; — Prv, — Pwr;)

ieCy

The power balance violation is considered as a multiplicative term for the OF equation
expressed in (12). In addition, a is the co-state variable that determines the amount of
penalty imposed on the OF in the case of existing PBV. The co-state a can be defined as a
constant value, or it could be defined as a variable value in an adaptive problem. Here, « is
considered as a constant value equal to 1000.

Consequently, the EMS determines the optimal operation of each generation unit in
the corresponding cluster. And the same happens to other clusters.

3. Results Analysis

In order to analyze the proposed control strategy, the simulations are performed in
MATLAB. In this paper, to reduce the burden of calculations, the simulation time step
is considered to be 1 h. For instance, for the first step, the load analysis is carried out to
determine the MLD of each MG. Figure 4 shows the load profile of MGs. As can be seen,
the load patterns are different for residential, commercial, and industrial MGs. Therefore,
in each time step, the maximum load power of the MGs is distinct. Afterward, according to
the optimal operation of MGs, the operating reserve of the MGs is evaluated. In Table 2,
the MLD and OR of the MGs for 24 h are presented.

According to the evaluated MLD and OR, the k-means and SOM algorithms are
applied to cluster the MGs. Because [MLD, OR] are applied to both k-means and SOM,
therefore the obtained results of clustering for these methods are similar. However, as
mentioned, the SOM algorithm is potential to cluster the MGs by considering more criteria
such as the produced power of each power generation unit, SoC, and depth of discharge
(DoD) of batteries.

Higher MLD and higher OR define the similarity criteria of clustered MGs. In this
simulation, the number of clusters is considered to be three due to the existing three
different load patterns. The k-means and SOM clustering results for 24 h are presented in
Table 3. As can be seen from Table 3, over the 24 h simulation period, 9 different clusters
appear. Figure 6 illustrates the MGs clustering based on the defined similarities for the
time step 1, 8, and 16.
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Table 2. Maximum load demand (MLD) and operating reserve (OR) of MGs for different step time.

1 2 3 4 5 6 7 8 9 10 11 12 3 14 15 16 17 18 19 20 21 22 23 24
MLD 032 03 029 03 097 15 171 14 125 126 133 167 199 153 121 123 112 212 363 318 209 133 093 038

MG2  OR  s6s 87 87 87 781 711 683 724 744 743 733 638 645 706 749 746 761 628 427 487 632 732 786 833
My MLD 125 135 13 136 125 L% 335 42 513 504 463 54 49 509 495 535 533 693 7e2 819 799 72 603 307
3 OR 17 136 1B7 16 B7 13 16 107 957 99 103 96 10 991 10 965 967 807 738 681 701 779 897 119
Moy MDD 2 2 2 2 2 2 2 4 s s s s 9 9 a s 6 5 1 2 2 2 2
! OR 15 15 15 15 15 15 15 13 9 9 9 9 s s s 9 1 12 13 15 15 15 15
Mmes MDD 1515 15 15 15 15 15 4 6 6 6 6 65 65 6 6 5 4 3 15 15 15 15
! OR 105 105 105 105 105 105 105 8 6 6 6 6 55 55 6 6 7 8 9 105 105 105 105
Mee MID 125 125 15 125 25 125 1 1B B2 B2 B2 B2 B2 B2 B2 B2 13 13 3 13 1B 127 125
MG or 15 15 m5 15 15 us o1 1 108 08 108 108 108 108 108 108 11 1 11 11 1 13 us
ey MID 18 15 15 15 15 15 155 155 157 157 157 157 157 157 157 157 155 155 155 155 155 152 15
MG orR  u 1 1u 12 1 4 B35 B3 133 B3 133 133 133 133 133 133 135 135 135 1B5 135 138
Mes MO 10 10 10 10 10 0 n2 nz uz 25 125 125 125 125 125 1B 13 125 125 125 12 10 10
X OR 1B 13 3 13 13 B o1us 18 13 105 105 105 105 105 105 10 10 105 105 105 18 13 13
Table 3. K-means and SOM clustering results.
r 2 3 4 5 6 7 s 9 10 11 12 13 14 15 16 17 15 19 20 21 2 23 2
MG1
MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl MGl
Cluster1 MG M M Mo MOY MOl MGl MG MG MG MG MG2 MGz MGz MG2 MG2 MG M2 MGz MGz MG2 MG2 MG MG2
< MG MG MGS MGS MG5S MG5 MGS MGS MGS MGS MOl MG3 MGl MGl MG3 MGl MG3
MOy Moy Moy MO umm omes NS Mo M@ ames (MSY MG Mos MG MGi  MGS MG MGS  MGS
MG5 MG5 MG5  MGs MG5 MGi MGi MGi MG3 MG3 MG3  MGi MGs  MGs
Cluster2 MG6  MG6 MG6  MGi  MGi MG6  MG6 MG6 MG6  MG6
MG6 MG6 MG6 MGe MO8  MES  MGe MOS  MO! ME! MGe MG MG MGE  MGi  MGE  MGs wot  MEE MO MO MES  MGe  MGe
MGS MGS MGS  MGS MGs MGS  MGS  MGS MGs
MG3  MG3 MG6  MG6  MG6 MGi  MG4
Custers MO MO M Moy MG MGs  MOI MGL MOT MG7  MG7 MG7  MG7 MG7  MG7 MG7  MG7  MG7 MOt MOS MO MEL mMG7 MGy
MG7  MG7 MGS MG MGS MGS  MGS
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Figure 6. K-means and SOM clustering for time steps 1, 8, and 16. (a) Time step 1, (b) Time step 8,
(c) Time step 16.

Eventually, an EMS is exploited for each cluster to optimize the operation of MGs.
By this optimization approach, the MLD of MGs can be met by the operating reserve of
the clustered MGs even if the MGs’ power generation units are not capable of supplying
the load. In other words, the reliability of the system increases significantly by clustering
the MGs such that MGs with high MLD are grouped by MGs with high OR. To this end,
the OR of individual MGs is compared with clustered MGs in next section. Moreover,
increasing the reliability of the whole system can result in increasing the efficiency and
enhancing the performance of NMG due to the possibility of reducing the component size
of the power generation units and consequently reducing the capital, replacement, and
M&O cost. However, the possibility of the effect of clustering on component sizing is not
analyzed in this paper.

Furthermore, the virtual microgrid operates as an energy exchange node in this
configuration. However, in the case of an existence shortage of energy or extra energy, the
energy can be traded by the main grid.

Consequently, the proposed control strategy provides a reliable operation in NMG
to supply the load. In this paradigm, even by accidentally losing the energy generators,
the loads can supply efficiently by utilizing the operating reserve of adjacent MGs in the
clustered MG.

4. A Comparative Analysis

The SOM clustering is able to cluster the MGs based on the multi-criteria considered
in NMG. However, in this paper, the results of k-means and SOM are almost similar due to
clustering 8 MGs and considering two criteria (MLD and OR) for both clustering methods.
The PSO is utilized as an optimization method to obtain the optimal operation of MGs.
The clustered MGs are able to exchange energy via VPP, and the extra energy or energy
shortage can be compensated by VPP. In [14,15], the same structure is proposed to share
the energy of MGs in the lower level via virtual MG as an upper level. In [10], an algorithm
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is proposed to allow multiple MGs to exchange their excess energy when one or more
MGs require a supply of energy. The scalable networked microgrids in [13] are able to
offer reserves for their peers to reduce the probability of power outages in the utility grid.
Table 4 presents a comparison of proposed energy management.

Table 4. Energy management comparison.

k-Means SOM Ref [15] Ref [14] Ref [10] Ref [13]
Num. of MGs + VPP 8+1 8+1 3+1 3+1 5 7
Num. of clusters 3 3 i | 1 2 1
Optimization method PSO PSO Logan;:::;:;barner Mixed mteger'lmear Lmear' ,E‘EECkfhal-n
prog| L Prog 8
Grid-connected & Grid-connected & Ciilcconnecied Gridconnected Grid-connected &

Operation mode Grid-connected

isolated isolated isolated

Moreover, in order to investigate the NMG operation from the reliability point of view,
Figures 7-9 are provided to compare the operating reserve of MGs in individual operation
mode and NMG operation mode. To this end, the OR is illustrated for the first time step.
As can be seen from Figures 7-9, in clustered operating mode, the MLD is the maximum
MLD of MGs that existed in the cluster. However, the OR is the summation of OR that
existed in the cluster.

Cluster 1, Step time 1

_____ e |
| 1516 |
16 | |
14 I |
s 8.68 | I
10
s 6.48 | |
6 | :
3 03 0.42 1 0.42 |
0 | |
MG1 MG2 | NMG |

EMLD mOR

Figure 7. MLD and OR of MG1 and MG2 in individual and clustered operating mode.
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Figure 8. MLD and OR of MG3, MG5, MG6, and MGS8 in individual and clustered operating mode.
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Figure 9. MLD and OR of MG4 and MG?7 in individual and clustered operating mode.

5. Conclusions

This paper applies supervised and unsupervised learning clustering to an NMG
consisting of residential, commercial, and industrial MGs. By means of the SOM and
k-means algorithm, the MGs are clustered such that the higher peak load MGs collaborate
with higher operating reserve MGs in order to supply the loads efficiently. This control
strategy can also affect component sizing and, consequently, the capital, replacement,
and M&O cost of components by reducing the MGs’ peak loads. The employed EMS
offers several advantages to the system: the clustered MGs can perform effectively in this
control strategy due to providing reliable and efficient operation for the clustered MGs
even if losing power generation units accidentally; the efficiency, security, and dynamic in
the proposed networked microgrids is improved due to contributing the MGs in case of
encountering DER output variation; the system can expedite the restoration of electricity
services in case of facing extreme event disruptions such as natural disasters and massive
cyber or physical attacks.
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Nomenclature

The following abbreviations are used in this article:
AGA  Adaptive Genetic Algorithm
ANN  Artificial Neural Network
DER  Distributed Energy Resource
DG Distributed Generation
DoD  Depth of Discharge
EMS  Energy Management System
ENU  Energy Networking Unit
ESS Energy Storage System
MAS  Multi-agent System
MG Microgrid
MILP  Mixed Integer Linear Programming
MLD  Maximum Load Demand
M&O Maintenance and Operation
MPC  Model Predictive Control
NMG  Networked Microgrid
OF Objective Function
OPF  Optimal Power Flow
OR Operating Reserve
PBV  Power Balance Violation
PCC  Point of Common Coupling
PSO Particle Swarm Optimization
PV Photovoltaic
RES Renewable Energy Source
SOM  Self-organizing Map
SoC State of Charge
VPP Virtual Power Plant
WT Wind Turbine
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Chapter 4

Component Sizing of Isolated Networked Hybrid
Microgrid Based on Operating Reserve Analysis

41. INTRODUCTION

Energy sharing amongst MGs in NMG is a promising solution introduced in the
MG system in order to increase the reliability of the system. Energy management in
NMG plays an important role in achieving a reliable, efficient, and economic system.
Mainly, an efficient system is structured based on an optimization problem. Therefore,
the primary duty of EMS is to achieve an optimal feasible solution for the system.
Enormous energy management algorithms and optimization methods are proposed and
studied in the literature. However, there are few pieces of research to propose a
straightforward procedure to calculate the size of the components in NMG. With the
possibility of energy sharing amongst MGs in NMG, the size of the components can be
under effect accordingly. This chapter proposed a novel component sizing procedure
based on the operating reserve of MGs. The introduced reduced factor (RF) affects the

size of dispatchable units such as diesel generators and storage systems.

4.2. CONTRIBUTIONS TO THE STATE OF ART

Energy sharing in NMG usually is remarkable due to increasing the reliability of

the whole system. However, NMG can introduce more advantages beyond reliability:
- Penetrating maximum renewable energies [1];
- Increasing lifetime of storage systems like batteries [2];
- Providing required energy for critical loads [3];

Moreover, the size of the components can reevaluate in NMG operation due to the
possibility of using the stored energy of energy storage systems (ESS) in other adjacent
MGs. In addition, the operating reserve (OR) of dispatchable units of each MG can
effectively provide the shortage energy of other MGs. From the economic perspective,
the stored energy of ESS and OR of dispatchable units can be traded based on the
profitable algorithm.

In [4], the optimum sizing of the NMG is evaluated through the game theory

technique. The capacities of generation resources and batteries are considered players,
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and annual profit is the payoff. A three-level defender-attacker-defender model with
decentralized control to realize a resilience-driven optimal sizing of mobile energy
storage systems in NMG is developed in [5]. The upper level is respectively responsible
for obtaining optimization results against a certain contingency. However, the middle
and lower level problem jointly select a contingency that can cause the most severe
damage. Another optimal energy storage sizing for NMG is conducted in [6]. The bi-
level optimization model is responsible for both optimizing energy storage sizing
problems aiming at maximizing annual profit and optimizing the operation under
multiple operating scenarios. The results show that the required energy storage size can
be reduced while the operating profit is improved by interconnecting the microgrids
(MGs).

This chapter develops a novel component sizing for NMG consisting of three
isolated hybrid MGs. The proposed component sizing is based on operating reserve
analysis. Therefore, the component size reduction affects the dispatchable components
such as diesel generators and storage systems like batteries. To this end, a reduced
factor (RF) is introduced for each MG. In order to diminish the adverse effect of
component size reduction on MG’s reliability, the RF is moderated by the peak load
(PL) and correlation of load profile. The results represent the effective size reduction for
dispatchable units; consequently, the capital, operational, and M&O cost of MGs

reduce.
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Abstract: The power-sharing possibility amongst microgrids (MGs) in networked microgrids (NMGs)
offers multiple profits to the NMG by employing an applicable energy management system. An
efficient energy management system can provide an adequate compromise in terms of the component
sizing of NMGs through MG collaboration. This paper proposes a procedure to size the component
for an isolated networked hybrid microgrid. The proposed design procedure relies on the optimum
operation of individual MGs. The defined Reduced Factor (RF) identifies the possible size reduction
for the dispatchable components, such as diesel generators and the energy storage system of each
MG. The introduced RF is based on the operating reserve evaluation obtained from the optimal
operation of individual MGs and the correlation between load profiles. Eventually, the simulation
and practical results of a networked hybrid MG consisting of three MGs are presented to verify the
proposed component sizing procedure. The practical results verify the theoretical expectations. The
results show that NPC and capital costs are reduced up to 13% and 17%, respectively.

Keywords: networked hybrid microgrid; operating reserve; peak load; component sizing; optimization

1. Introduction

Conventional power systems have adopted microgrids (MGs) to address concerns
about fossil fuel source depletion, environmental pollution, and climate change. Distributed
energy resources (DERs) in an MG can consist of conventional power generators, such as
diesel generators (DGs), or they can be integrated with renewable energy sources (RESs),
such as photovoltaic (PV) and wind turbine (WT), as a hybrid MG (HMG). MGs propose
valuable features to the power system, such as improving the operation and stability of
the distributed system, reducing transmission line losses, and efficient harvesting of REs.
These features can be obtained in both grid-connected and stand-alone MGs. However, the
stand-alone operation mode in MGs is more delicate to provide the system’s power balance
due to the intermittency and uncertainty of RE sources (RESs). To this end, energy storage
systems (ESSs), such as batteries and fuel cells, are inevitably utilized in the MGs. The ESS
makes the system controllable to effectively manage the energy to supply the demand load.
Therefore, the energy management system (EMS) is the other vital part of MGs, not only to
provide the stability of the system but also to optimize the operation of the MG [1].

Accordingly, the configuration and the size of the components of the power generation
units in an MG have attracted the attention of researchers in this industry to propose
effective solutions for MGs. In [2], a multi-objective optimization problem was defined
for an HMG to obtain the optimum size of the components. The net present cost (NPC),
emission penalty cost, and CO2 released quantity are three objective functions defined as
a minimization problem. Moreover, the results from three multi-objective optimization—
MOPSO, PESA-II, and SPEA-II—were analyzed to achieve the best solution to fulfill the
objectives. A similar study was conducted in [3] to optimize the size of HMG components.
The multi-objective self-adaptive differential evolution (MOSaDE) was assigned to the
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optimization approach to propose the optimal HMG configuration. The loss-of-power
supply probability (LPSP), the cost of electricity (COE), and the renewable factor are the
three objective functions of the optimization problem that are restricted with HMG cost
and reliability. The paper presented the optimally sized HMG components considering the
load supply with a minimum energy cost and high reliability. Additionally, an optimal
sizing methodology for an MG consists of a stand-alone photovoltaic system (SAPV),
and the battery were studied in [4]. A mutation adaptive differential evolution (MADE)
optimization algorithm was performed to optimize the configuration of the off-grid MG.
The loss-of-load probability (LLP), levelized cost of energy (LCE), and life-cycle cost (LCC)
are three objective functions that are normalized, weighted, and aggregated as a single
objective for the optimization algorithm. In [5], the other HMG consists of renewable
energies, and conventional energy sources were studied by considering the load uncertainty.
To obtain the optimal configuration for the HMG, a decomposition-based multi-objective
evolutionary algorithm (MOEA /D) was applied to minimize the LPSP and COE as the
objective functions. In [6], the inconstancy and unpredictability of solar radiation were
considered in the proposed hybrid optimization method of a SAPV /battery MG to optimize
the configuration and size of the system.

Furthermore, some software tools have been introduced by several companies to plan
the MG optimally. HOMER, RETScreen, H2RES, DER-CAM, and MARKAL/TIMES are
several practical applications in MG design planning [7,8]. HOMER is widely used in
MG applications to design the optimal MG consisting of renewable and non-renewable
energy sources with different storage systems in grid-connected and isolation operation
modes. In HOMER, the optimization procedure evaluates all possible configurations of
energy generator units to meet the load. The simulation in HOMER carries out for a long
time according to the cost function of the MG components. The results in HOMER present
the most economic configurations with the lowest net total cost (NTC). In [9], HOMER
develops an optimized grid-connected MG with PV and battery configuration. This study
investigates the effect of the upsurge of grid failure frequency, and grid mean repair on the
power price. Additionally, other studies have been conducted using HOMER to design
HMG in remote areas, select and size power generators in rural MGs, and plan the micro-
source generators to accommodate the high demand of RESs and environment policy [10,11].
RETScreen is more used to analyze the MG economically rather than operationally. The
RETScreen can also be applicable for on-grid and off-grid MGs. The changes in parameters
in RETScreen can provide a comparative analysis for the system under study considering
the climate condition, RES availability, and load requirements [12]. The H2RES is also a
balancing simulation tool that can effectively be used to design an MG integrated with
RE. This tool checks the energy balance of the system hourly, considering the economic
restriction [13]. The DER-CAM optimization is a customer-based model tool that monitors
demand-side management and time-of-use under control by scheduling the DERs [14,15].
The MARKEL/TIMES energy system model can be applied to analyze the MG system as an
energy sector. This tool evaluates the energy system in various time slices by considering
the energy markets with a different objective function to obtain the least cost production
units [16].

Recently, the concept of networked MG (NMG) has emerged to enhance the successful
achievements of IMG. In NMGs, several MGs coordinate cooperatively to achieve the
following goals:

- Increasing the reliability of the system due to increasing the possibility of power
sharing and avoiding imbalanced power situation;

- Increasing the penetration ratio of REs into the MGs;

- Suppressing the uncertainties related to the RES employing the energy management
system (EMS);

- Energy trading and ancillary service management.

On the other hand, the control strategies in NMGs are more complicated than in IMGs.
In recent years, several control strategies have been introduced by researchers to control the
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NMG effectively. Centralized, decentralized, hybrid, and distributed are some of the most
prominent control strategies in NMGs. Each control strategy has its pros and cons, which,
in several studies, are comprehensively surveyed [17,18]. However, briefly explained, in
a centralized control scheme, all the MGs are controlled by a central controller; therefore,
knowing the status of all MGs to analyze the system is mandatory. This control method is
efficient and accurate. However, the enormous computing burden and dependency of the
system on the central controller are the disadvantages of this method. In a decentralized
control strategy, each MG controls separately to overcome the afore-mentioned drawbacks
in the centralized method. However, optimizing the system without knowing other MGs’
information reduces the system'’s efficiency. Therefore, in a hybrid strategy, the advantages
of both centralized and decentralized methods are exploited. However, this method still
suffers from the dependency on the central controller and the possibility of global failure
in the system by any probable fault in the central controller. Finally, distributed control
strategies have recently drawn more attention to increase the speed of analysis; meanwhile,
the system’s reliability increased as well.

In NHM, due to the possibility of power sharing amongst MGs, it is expected that
the size of the components can be reduced effectively without significantly affecting the
system'’s reliability. In [19], a three-level planning model for optimal sizing of NMG
considering resilience and cost was proposed. An adaptive genetic algorithm was utilized
for the normal sizing problem in the first level. However, load profile uncertainty and
contingency for load shedding and a trade-off between cost and resilience were evaluated in
the second and third levels, respectively. In [20], an optimal design of a hybrid distributed
generation system to enhance the load and system reliability is conducted. The optimal
sizing of the RE system considering electricity market interaction and reliability is presented
in [21]. High renewables penetration considering demand response is investigated in [22]
by proposing an optimal sizing and siting of smart MG components.

This paper proposes an optimal sizing components methodology for an isolated
networked hybrid MG. The design procedure is based on IMG optimization. Consequently,
according to the optimized operation of each IMG, a reduced factor (RF) identifies the
possible component size reduction of each MG. This paper is organized as follows: In
Section 2, the proposed NHMG configuration with RE and non-RE sources and load
profiles are presented. Then, the optimal sizing of HIMG is investigated. To this end,
HOMER is used to obtain the most economical configuration and component size for each
IMG according to the energy sources and practical restrictions of the energy generator units.
To evaluate the operation of the MGs, the optimal operation of each IMG is calculated
for 24 h by considering the defined energy management algorithm. The RF calculation is
conducted at the end of this section. In Section 3, the proposed sizing component algorithm
is evaluated, and the simulation results will be presented in order to calculate the RF for
each IMG. In Section 4, the verification of the proposed algorithm for an NHMG is analyzed
according to the simulation and practical results. Finally, in Section 5, the conclusion of the
paper is presented.

2. Proposed Optimal Sizing Procedure of an NHMG

The networked hybrid microgrid (NHMG), consisting of PV and WT with battery
storage and DG, is investigated in this section. Figure 1 shows an HNMG of three MGs
involving two residential and one industrial consumer. The MGs can exchange energy to
provide a reliable operation to meet the loads according to the defined strategy. The load
profiles are shown in Figure 4. As can be seen, the load profile of two residential consumers
have the same pattern but with a different scale, and the load profile of industrial consumer
has a different pattern. In this paper, to optimize the size of the components in HNMG, an
algorithm is proposed. In this algorithm, the optimal design of the HNMG is based on the
optimal design of each IMG. Figure 2 represents the proposed algorithm.
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Figure 2. Proposed algorithm of NMG optimal sizing.

The optimal component size for each MG was obtained by HOMER Pro to evaluate the
most economical configuration of potential candidate energy resources. According to the
optimal sizing of each MG, power management was applied to the MGs to control the power
production of dispatchable units, i.e., battery and DG. Moreover, the practical constraints
and renewable energy intermittency were taken into consideration. Accordingly, the
operating capacity (OC) and operating reserve (OR) of the individual MGs can be obtained.
The calculation of OC and OR are essential due to the dependency of the optimization
algorithm on these values. The OC and OR are defined as follows:

- Operating capacity (OC): the maximum amount of electrical generation capacity that
is operating or is able to be produced at a moment’s notice.

- Operating reserve (OR): the surplus operating capacity that can instantly respond
to a sudden increase in the electric load or a sudden decrease in the renewable
power output.

Peak load (PL) is an important factor with a significant impact on the component
sizing in MGs. Demand-side management (DSM), integration of ESSs, and integration of
electric vehicles (EVs) to the grid are considered as three methods in recent research as
a solution for peak load shaving [23]. However, power sharing amongst MGs in NMGs
results in the possibility of providing PL demand with the OR of adjacent MGs. The PLs
and ORs are considered two main factors of MGs to define a reduced factor (RF) by the
proposed algorithm in this paper. The RF represents the amount of energy that can be
reduced when the MGs collaborate as an NMG. Consequently, the RFs assess the size of
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dispatchable components while avoiding the reliability compromise due to OR reduction.
Renewable energies exploit their maximum power due to utilizing maximum power point
tracking (MPPT) to optimize the harvested energy.

2.1. Optimal Sizing of Hybrid Individual MGs

In order to obtain the optimal size of HIMGs, the power output and the cost function
of power generator units have to be considered for each time step to supply the load in
the most economical manner. The more precise power output model and cost function
equations result in more accurate calculations. Tables 1 and 2 present the most well-known
equations for power generation units and their cost functions. By considering the power
output in Table 1, the optimization problem can be defined as:

min CF = {CF(PV) + CE(WT) + CF(DG) + CF(BAT)} @

Subject to:
Ppy(t) + Pwr(t) + Ppg(t) + Ppar(t) = Praoa(t) 2)

Equations (1) and (2) expressed that the total cost functions of generation units must
be minimized considering the power balance of the system in each time step. Although
only the power balance is stated as a constraint in this optimization problem, practically
more constraints such as upper and lower limits for power generation units or battery SoC
can be defined for this problem.

Table 1. Power output and cost function of power generation units in a HIMG.

Gen Unit Ref. Power Output Cost Function
PV [324] Ppo(t) = Pn_po % gg_; % [1+ Ki ((Tams + (00256 x G)) — Tref)] Cpv = alf,PN_po + GFPN—po
Pt (t) =
WT i 0 . . . V < Veur-ins V> Vewr—in Cwr = alf,Px_ +GE Py,
, V0 (gt )~ () Vtoin SV < Vit
P Viated <V < Veur—out
DG [3] Ppc(t) = w Cpc = A+B x Ppg +C x P3
BAT 2] Poarr(T) = § poba Cpar =7 +§ X PN_pAT
Table 2. Parameter definitions in Table 1.
Parameter Description Parameter Description
Ppo output power of PV a,b fuel consumption coefficients (L/kW) [3]
P rated power under reference conditions Ep load power
G solar radiation (W/m?) AD autonomy days (typically 3-5 days)
Gref reference solar radiation (W /m?2) DOD depth of discharge
Tpef 25°¢ Nino inverter efficiencies
K —3.7 x 103 (1/°C) N battery efficiencies
Put output power of WT A=r/[1 -1 +1)N] investment annuitization coefficient
P, rated power r interest rate
v, rated wind speed N investment lifetime
Viaitin cut-in wind speed o investment costs
Veut-out cut-out wind speed GE O&M cost for solar and wind generation [24]
q(t) fuel consumption (L/h) A, B,C generator coefficients
() generated power (KW) B coefficients to linearize the cost function of batteries

according to the capital cost and operation cost of batteries
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HOMER Pro can effectively size the MG components consisting of the conventional
power generation such as DGs, REs such as solar and wind energy, and energy storage
systems (ESSs) such as batteries and fuel cells both in the grid-connected and stand-alone
modes. HOMER analyzes all feasible solutions to meet the load and sorts them from the
most economical configuration to the least one. To this end, the potential candidates for
power generation have to be defined, and the cost of each unit must be determined. The cost
in HOMER consists of capital cost, replacement cost, and operation and maintenance (O&M)
cost. The capital cost is the initial investment to provide the power generation units. The
replacement cost is the cost of replacing the units at the end of their lifetime. Additionally,
the O&M cost is referred to as annual operation and maintenance cost. Moreover, cycling
charging (CC) and load following (LF) are the two most common strategies in HOMER
to control the power dispatch in the MG. The CC dispatch strategy is more economical
when the RE generation consists of a lower portion of the total required energy. In this case,
the dispatchable generators, such as DG, operate at full output power, and surplus energy
charges the storage systems, such as batteries. On the other hand, in the LF strategy, the
dispatchable units only produce the required power to supply the unmet load by REs, and
REs can charge the storage systems if extra power is produced. The practical constraints
for each power generation unit, operating reserve, and emission and environmental effects
can be defined in HOMER effectively.

Table 3 represents the optimum design of the three MGs considering the load profiles in
Figure 2 by HOMER Pro. The considered MGs are situated in the geographical coordinates
of 41°23'04” N, 02°10'27" E (Barcelona City). The solar, wind, and temperature resources
were loaded from NASA Prediction of Worldwide Energy Resources, and Table 4 presents
the relevant costs. In order to increase the reliability of the MGs, the operating reserve
for solar and wind power output and load in each current time step was considered and
presented as the constraints in Table 4. Because forecasting solar radiation is more reliable
than wind profile, the operating reserve for WT is usually greater than PV.

Table 3. HIMG optimal design by HOMER.

(:V\\li) (m) (l?\r(\;l) (I?V?I-:-\) Co(l;(;e]l)‘ter Dispatch N(;’)C Unmet Electric Load Capacity Shortage
MG1 6.5 2 6.8 29 295 LF 80,980 0 0
MG2 8.31 3 9.1 38 4.03 LF 107,774 0 0
MG3 16.8 4 15 57 9.71 cC 234,924 0 0
Table 4. Economical and constraints parameters.
Gen Unit Parameter Value Unit Gen Unit Parameter Value Unit
Capital 2500 USD/kW Capital 3000 USD/kW
Replacement 2500 USD/kW Replacement 3000 USD/kW
PV O&M 10 USD/kW/year WT O&M 30 USD/kW /year
Derating Factor 80 % Hub Height 17 m
Lifetime 25 year Lifetime 20 year
Capital 500 USD/kW Capital 300 USD/kW
Replacement 500 USD/kW Replacement 300 USD/kW
DG O&M 0.03 USD/kW /year BAT O&M 10 USD/kW/year
Fuel Price 1 USD/L Min SOC 40 -
Lifetime 15k hour Lifetime 10 year
Capital 300 USD/kW Load in current time step 10%
CONVERTER Replacement 300 USD/kW CONSTRAINTS Annual peak load 0
O&M 0 USD/KW /year Solar power output 20%
Lifetime 15 year Wind power output 50%
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2.2. Optimal Operation of HIMGs

According to the obtained optimal size of HIMG, the optimal operation of the MGs
over 24 h was performed to calculate the produced energy (PE) and OR of each power
generator unit in the MGs. To this end, the cost functions in Table 1 were used. However,
to achieve the maximum power from REs, it was supposed that a maximum power point
tracking (MPPT) was applied to the PV and WT. Therefore, the DG and battery power as the
decision variables and battery SoC as the state variable were defined for the optimizer in
order to determine the most economical operation for MGs. Consequently, the optimization
problem can be defined as cost function (CF) minimization of the total sum of DG and BAT:

min{CF(DG) + CF(BAT)} ®)
Subject to:
Ppg(t) + Ppar(t) = Proaa(t) — Pev(t) — Pwr(t) @
PpGmin < Ppc < PpGmax ©®)
0 < Ppar < PpaTmax )
S0 Crin < S0 C(t) < S0 Cmax 7)

where the SoC of the battery can calculated by:

So C(t + At) = So C(t) + -~ p(#) ®)
Cpar
In (8), the power P(t) can be positive or negative regarding the discharging or charging
state of the battery.
To obtain the optimal operation for each MG, a power management unit has to be
applied to the system. Figure 3 represents the power management in this paper.

PV, WT, Load
profile

Time Step =T

Single Objective
Optimization

Optimal Values
Poglopt). Pyyi(opt)

Py =Pry +Pw1 Proaa

Poi = PoctPrar

if: Poc > Pomax

Py (opt)
Pyt (opt)

)
SoC(t+T) = SoC(t)+PpxT | | SoC(t+T) = SoC(t)-Pyar*T
v ¥

if SoC < 0.5%80C sy
Charge battery by Py

Figure 3. Power management algorithm for the HIMG.
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As it can be seen from Figure 4, according to the power amounts of PV, WT, and
Load at each time step, a single-objective optimization was employed to obtain the optimal
values for DG and BAT considering the constraints in (4)—(7). If the REs meet the load, this
difference power (PD) can charge the battery if the battery is not fully charged. On the
contrary, if the battery is fully charged (SoCmax), then PD identifies as extra power. In this
case, DG is not necessary to produce power to provide the power balance. On the other
hand, if the REs are insufficient to supply the load, the DG and BAT participate economically
to provide the required power for the load. In this case, the battery discharges if a portion
of load demand is supplied by battery power. Supplementary battery management is also
provided to check the SoC battery in each iteration. By evaluating the possibility of DG
generation, the battery can be charged at least at the level of 50%.

- /\l\‘\ 4 \\
-:4} /Iy ] oo / :
5l . i

1

[re——
ot poner (W)

Time (second)

Figure 4. Load profile for each MG of the NMG.

Particle swarm optimization (PSO) was utilized in this paper as a single-objective
optimization. However, other algorithms, such as differential evolution (DE), genetic
algorithm (GA), and imperialist competitive algorithm (ICA), are also able to deal with
this problem. PSO represents a robust, rapid, and reliable performance among different
optimization algorithms. In the PSO algorithm, the particles are identified by position and
velocity. At the initial phase, the particles position and particle best position are initialized.
Then, over the iterations, the particles” position and velocity are updated to propel the
particles toward the global best [25].

2.3. Evaluation of the HIMG Operation (RF Calculation)

According to the optimal operation of the HIMG, the optimal produced energy of the
energy generator units and consequently the OR of MGs can be calculated over a specific
interval. Interactive transfer or receiving energy in the MG community results in higher
OR in MGs. Therefore, optimal component sizing in the NMG can effectively reduce MGs’
capital, replacement, and M&O cost. The reduced factor proposed in this section was based
on two main factors, the PL and correlation of load profile. Due to the dependency of the
proposed RF to the OR of MGs, the RF affects the dispatchable components of the MGs.
The RF is expressed in (9):

OCye —PL 167 =47l N
[ORMG, x —o”-’cﬂm—] we, X (2 —l_gl corr(MG;, MGj)
RFme = 167 =& || N oc L llg7 =771l ©)
OCumg;—PL 1% =¢% 1 MG;—Lmax | 1% 7
ORwc, X “3e] ORye, Foeg= ity
[ MG; OCve; I Mg, N-T ; El [ MG; OCi, ]MG,
j#i
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In(9), | 16* — 7 | | represents the interval at which PL occurs, at (6* + 67)/2, and the
OR of other MGs are also calculated in this interval; therefore, only PL and the maximum
load profile (L) are identical if the load patterns are similar. For instant, when the MG,
and MG; are at PL, the MG3 is not in its PL. In addition, N is the number of MGs that
existed in the NHMG, and corr represents the correlation of the load pattern among MGs.
The Pearson’s linear correlation coefficient was utilized to evaluate the correlation of the
Load profile:
n
(MG — MG;) (MG — MG;)

corr(MG;, MGj) = —*=! . (10)

n . n PR 2

{k;l (MGjx — MG,-)Z[;1 (MG — Mc,-)}

where MG is the mean value of 1 data of MG’s load profile. This correlation coefficient
returns a value between —1 and 1, if a perfect negative correlation and perfect positive
correlation exists among the data, respectively. To obtain the ¢ for MGs, a Gaussian curve
with a mean (y) of PL (i = PL) was fitted to the load profile. The standard deviation of the
fitted curve was considered as 4. Figure 4 demonstrates the Gaussian fitted curve to the
MG load profiles. The following results can be deduced from (9):

- The calculations were based on the OR of a specific MG during the PL in the interval
I 16* — 671 |I. This time interval is considered for the other MGs that exist in the
NHMG. The ORs were calculated based on the optimal operation of HIMGs.

- The ORs are given importance by the factor of PL and OC difference. Therefore, the
higher PL led to reducing lower OR in the NMG in order to increase the MG reliability.

- The correlation represents the PL coincidence of MGs. Therefore, the correlation with
a value that is lower than the unity resulted in a higher RF due to the possibility of
sharing OR of adjacent MGs.

3. Evaluation and Simulation Results

According to the optimal design of the HIMG with HOMER and the discussed power
management algorithm in Figure 4, the ORs of HIMGs were calculated. To this end, the
simulation was conducted in MATLAB. Eventually, according to Equation (9), the RFs
were calculated in order to obtain the optimal design in the NHMG. Figure 5 shows the
optimal operation of the HIMGs. The SoC of the batteries and extra and shortage power
are also presented in Figure 5. The initial SoC of the batteries was set to 50%, and as can be
observed, the extra power leads to charging the batteries completely.

The simulation was performed for 24 h, and the time step was set to 15 min to reduce
the large quantity of data produced. The ORs were calculated for two different intervals
16 — 67 | |. The PL of MG; and MGg; is a coincidence at the same time, and the OR for
MGj3 was also calculated during the PL of two other MGs. Furthermore, the OR during
the PL of MG3 was calculated for MG and MG; to obtain the RF of MG3. To evaluate the
battery power, the C-rate was considered as 5C. The correlation was calculated by using the
“corr” function in MATLAB. The load profile of MG; and MG; are similar with different
scales. Therefore, the correlation for these two MGs is unity. However, the correlation
between MG; and MG3; was obtained as 0.8727. Table 5 presents the HIMG specifications
and RFs for the HIMGs. The RF represents the OR reduction percentage in each HIMG
when the MGs are in collaborative operation as the NHMG. Therefore, in order to evaluate
the optimal component size for the HNMG, the reduced power generation units were
obtained as follows:

min{a x CF(DG) + B x CF(BAT)} 11)
Subject to:
RF R
ppS 4 poar — REwe, x ORwe, (12)
! ! ”‘5,' B b,‘ ”
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where DG and battery cost functions are defined in Table 1, and « and p weighed the
priority of DG and battery cost functions, respectively. The reduced OR for MGs over the
time interval | |6* — ¢~ | | represents the amount of power. Eventually, the optimum result
of DG and battery power from the minimization problem in (11) was deduced from the
optimum results obtained from the algorithm in Figure 4. Due to the high M&O cost and
the lower lifetime of batteries to produce energy, 3 was considered a higher value in this
research in order to decrease the size of the more compared with DG. The optimum size of
DG and batteries according to the proposed algorithm is presented in Table 5.

(c): MGs
Figure 5. Optimal operation of the HIMGs: (a) MGy, (b) MG;, and (c) MGg3.

Table 5. HIMG specifications.

PGU MG1 MG2 MG3 Total
OR DG 44 6.45 13.44 24.29
(kWh)
for MG; and MG, BAT 9.64 12.73 19.04 4141
OR DG 1357 19.16 19.31 52.04
(kWh)
for MG; BAT 14.92 19.79 28.56 63.27
] 9. 9
ST DG 6.8 1 15 30,
BAT 5.8 7.6 114 24.8
Peak Load (kW) 6.2 8.3 13 27.5
Electric Load (EL) (kWh/day) 237.83 316.49 630.46 1184.78
Unmet load (kWh/day) 0 0 0 0
Extra power (kWh/day) 160.02 216.99 351.73 728.74
RF (%) 41 52 68 =
DG (kW) 38 48 8.2 =
BAT (kW) 32 38 6.4 2
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4. Verification of the Results in the NHMG

To verify the results of the optimal and economical sizing components in an NMG, ac-
cording to the calculated RF in Table 5, an algorithm to control the NHMG is proposed. The
optimum operation of the NHMG was evaluated considering the hybrid control strategy
defined in Figure 6. Hybrid control refers to the control strategies that take advantage of
both centralized and decentralized control strategies. The centralized controller is applied
in order to obtain the optimal operation of each HIMG. On the other hand, the decentral-
ized controller is responsible for the optimum operation of the whole system by knowing
the essential data from the centralized controller. As it can be observed from Figure 6,
multi-objective optimization was utilized in the algorithm as a centralized controller for
each HIMG.

PV, WT, Load PV, WT, Load
profile MG1 we profile MGN
Time Step=T

Multi-Objective

Optimization

Optimal
[Pocise-+sPoenl
[PsariseesPoars]

Po= PrvtPyr-Pioaa

N if: Poc > Pocmes
Py (opt) Puaorage =
Prar (0pt) Png -Pncmas

v

| SoC(t+T) = SoC(t)-PparxT

SoC(t+T) = SoC(t)+PpxT

v ¥
For i=1:N " " 'ﬂw—l e . LS_t'ep_Z
Step 1, if P,h.,",“(l)-> 0 _ i SoC(i) < 0.5%S0C (i)
Step 2, Compensation scenarios: Charge battery:
= 1) P (1) 1) P

2) Poc (j#1) 2) Ppe

Figure 6. Hybrid control strategy in the NHMG.

The multi-objective optimization was implemented with the MOPSO and PESA-II
algorithms in order to establish a comparison between these two optimization methods.
MOPSO and PESA-II are technically similar. However, in PESA-II, the PSO algorithm
is replaced with GA. In multi-objective optimization problems, the proposed algorithms
utilize different methods to discover the non-dominated solutions and produce the Pareto
frontier. The non-dominated solutions were produced using the concept of dominance in
MOPSO and PESA-II. Moreover, both of the afore-mentioned optimization methods have
region-based selection in leader and objective space in order to improve the diversity of the
Pareto frontier [25].

Then, the essential information, i.e., DG and battery power, was obtained from the
decentralized controller to provide an optimal operation for the NHMG. Compared with
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the HIMG algorithm, a supplementary control to check the possibility of power sharing
amongst MGs was applied to the algorithm in Figure 6. In this case, the extra power and
shortage power can effectively interact through the MGs to have a reliable operation. To
this end, two complementary steps were considered in order to take advantage of power
sharing in the NHMG. At the first step, the MG with a power shortage attempts to meet
the load first by the extra energy from other MGs, and if the extra energy does not existed
or is sufficient to meet the power shortage, the DGs in MGs can assist by supplying the
load completely. Moreover, in step 2, the SoC of the batteries check if they need charging if
the SoC is less than 50% and extra energy and DG power exist to charge the batteries.

4.1. Simulation Results

In order to evaluate the operation of the NHMG by considering the sizing component
design procedure in Section 3, the simulation was conducted according to the control
algorithm in Figure 6. Two multi-objective optimization methods were implemented in
MATLAB to optimize the operation of each HIMG, and the supplementary control was
exploited to optimize the operation of the entire system. The multi-objective optimization
proposed a set of optimal solutions as a Pareto frontier. To choose the proper solution,
several methods can be applied to the problem. The evaluation of the solutions, feature
selection, and clustering methods are usual methods to select a single or multi solution
amongst several Pareto solutions.

In this simulation, k-means were applied to the problem to select the center of the cluster
using Lloyd’s algorithm as a proper solution among the produced Pareto set. In Figure 7,
the operation of the NHMG by MOPSO optimization is demonstrated. Moreover, Table 6 is
provided in order to compare the obtained results from the two optimization algorithms.

ng::. =] | e = |
i e A e I
i m—— — = e

£
]
. L !
o 1 2 3 . s . 7 » )
10t
§ 10000 [T B I ] ]
z s000
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(c): MGs

Figure 7. Optimal operation of the HNMGs: (a) MG;, (b) MG, and (c¢) MG3.
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Table 6. Optimal operation of the NHMG.

MOPSO PESA-II

PGU MG, MG, MG; MG, MG, MG;

OR DG 4.40 6.45 13.44 454 6.75 13.76
(kWh/day)

for MG; and MG, BAT 9.64 12.73 19.04 9.50 12.43 18.84

OR DG 13.57 19.16 19.31 13.87 19.36 19.50
(kWh/day)

for MG3 BAT 1492 19.79 28.56 14.62 19.59 28.22

Unmet load (kWh/day) 0 0 0 0 0 0
Extra power (kWh/day) 160.02 21699 35173 15974 21655  350.66

To compare the performance of the two optimization algorithms, the simulation was
conducted in one laptop set. The results obtained from PESA-II are slightly more accurate
due to providing a more optimal solution. However, the performance of PESA-II is slower
than that of MOPSO (about 8 min for MOPSO vs. 28 min for PESA-II). In addition, the initial
parameters related to the PESA-II were more sensitive in order to be adjusted accurately.

4.2. Practical Results

The experiments were implemented using a GPiB communication protocol, and R5485
Modbus transmits the measured values. Figure 8 shows the implemented structure of the
NHMG. To achieve the performance of the batteries and WT energy, the optimal results of
the central controller affect the load profile. The solar radiation profile was applied to the
solar array simulator (SAS) to emulate solar energy. Furthermore, it is essential to define
the short circuit current (Isc), maximum power point current (Impp), open-circuit voltage
(Voc), and maximum power point voltage (Vimpp) of the solar panel for SAS:

o P [0
Le = I x (Gre_f> (13)
9 G
Impp = Ir’tf;{p X (m) (14)
Voo = Vo +aln ( e ) (15)
ref
Vmpp = M:;;{p - ﬁ(TrLf - T) (16)

where G is the solar radiation (W/m?), a is modified ideality factor (x = K x Temp/q, where
K is the Boltzmann constant, Temp is cell temperature, and g is electron charge), and f is
the temperature coefficient. The temperature is considered constant, T = Tref. Figure 9
shows the laboratory experiments’ configuration of the three MGs. Figure 10 represents the
optimal operation of the NMG according to the reduced component sizing calculated by
the proposed algorithm. As can be observed, the produced energy by the power generator
units can meet the load effectively.

As can be observed from Figure 10, the load is met by power generation units effec-
tively, and the surplus energy is transferred to the main grid through the grid-connected
inverter. The grid-connected inverter used in the laboratory has a 30 s delay in order to
start working in synchronization with the main grid. This delay can be seen in the PV
power generation graph in Figure 10.
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5. Conclusions

A component sizing procedure for a NHMG was proposed in this paper. The proposed
algorithm was based on the OR and peak loads of MGs. To this end, the optimal operation of
HIMGs was evaluated to obtain the optimal OR of each MG. Consequently, a reduced factor
(RF) was presented in order to reduce the dispatchable component size of MGs. The RF
was based on the OR, the peak load, and the correlation of load pattern. Therefore, NHMGs
with different load patterns resulted in an RF increase and component size decrease. Due
to the possibility of power sharing in NHMGs, the proposed algorithm did not affect the
reliability of MGs by reducing the OR. The simulation results for the NHMG by using
two different multi-objective optimizations, i.e., MOPSO and PESA-II, were analyzed. The
results show that, in the NHMG, the size of the dispatchable generation units can decrease
effectively. Therefore, the capital, operational, and M&O cost of the MGs can be reduced
significantly. Finally, the results of the laboratory experiments were presented in order to
verify the proposed algorithm.
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Nomenclature

CE Cycling Charging

CF Cost Function

COE Cost of Electricity

DE Differential Evolution

DER Distributed Energy Resources
DG Diesel Generator

DSM Demand-Side Management
EMS Energy Management System
ESS Energy Storage System

EV Electric Vehicle

GA Genetic Algorithm

HIMG Hybrid Individual Microgrid
HMG Hybrid Microgrid

ICA Imperialist Competitive Algorithm
IMG Individual Microgrid

LCC Life-Cycle Cost

LCE Levelized Cost of Energy

LF Load Following

LLP Loss-of-Load Probability
LPSP Loss-of-Power Supply Probability

MADE Mutation Adaptive Differential Evolution
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MG Microgrid

MOEA/D  Multi-Objective Evolutionary Algorithm Based on Decomposition
MOSaDE =~ Multi-Objective Self-Adaptive Differential Evolution

MOPSO Multi-Objective Particle Swarm Optimization

MPPT Maximum Power Point Tracking

NHMG Networked Hybrid Microgrid

NMG Networked Microgrid

NPC Net Present Cost

NTC Net Total Cost

ocC Operating Capacity

OR Operating Reserve

PE Produced Energy

PESA-II Pareto Envelop-based Selection Algorithm II
PL Peak Load

PV Photovoltaic

RE Renewable Energy

RES Renewable Energy Source

RF Reduced Factor

SAS Solar Array Simulator

SoC State of Charge

SPEA-II Strength Pareto Evolutionary Algorithm II
SAPV Stand-Alone PV

WT Wind Turbine
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Chapter 5

A Comparative Study of Different Optimization Methods
for Resonance Half-Bridge Converter

5.1. INTRODUCTION

DC-DC converters are widely used in hybrid MGs and DC MGs due to existing DC
generators such as PV, WT, FC, and Batteries. DC-DC converters are mainly applicable
for several purposes like galvanic isolation, accurate voltage adjustment, accurate
current adjustment, over-voltage, and over-current protection. Efficient power
electronics interfaces utilize in MG applications result in reliable operation for MGs.
LLC resonant converter is one of the most popular power electronics converters due to
proposing various attractive advantages to researchers. Accurate design of LLC
resonant converter leads to achieving a high efficiency and high-power density
converter. In this chapter, a resonant half-bridge converter is studied for various
operation modes. Different optimization methods are exploited for various operation

modes of the converter to obtain the optimum operation for each operation mode.

5.2. CONTRIBUTIONS TO THE STATE OF ART

Various power electronics interfaces are used in the hybrid MGs to generate a
proper voltage and high-quality power for the system. DC-DC and DC-AC converters
are widely applied in MGs to make the generated voltage by renewable resources
appropriate for consumers. LLC resonant converter is potentiated to utilize in MG
application due to high efficiency and high-power density capability of topology. In a
resonance converter, the power flow through a resonant tank. Consequently, the power
flow can be controlled by frequency modulation. Therefore, the accurate design of the
resonant tank element is essential to achieve an efficient converter. In [1], an overview
of modulation strategies for LLC resonant converter is studied. The modulation
strategies are categorized into three groups in this study: input voltage fundamental
harmonic modulation, resonant tank elements modulation, and secondary equivalent
impedance modulation. The pros and cons of each modulation strategy are summarized

to compare the topology complexity, control complexity, and voltage gain range.

One of the exquisite features of the LLC resonant converter is magnetic integrity.

The parasitic inductances of the magnetic transformer can effectively use as inductance
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elements of the resonance tank. In [2], a front-end LLC resonant converter for
distributed power system is investigated. Several integrated magnetic design is proposed
in this study to achieve: reducing the number of components and reducing core loss by
achieving the flux ripple cancellation. An LLC resonant converter with matrix
transformer is introduced in [3]. A matrix transformer can reduce leakage inductance
and the ac resistance of windings; therefore, the flux cancellation method can be utilized

to reduce core size and loss.

In [4], a study is conducted to obtain a wide-range voltage source LLC resonant
converter. Large resonant inductance increases output voltage adjustment range and
conversion efficiency, especially at light loads. Soft switching is also analyzed for all
operating conditions considering the effect of dead time and maximum switching
frequency. Theoretical analysis and optimal design of LLC resonant converter are raised
in [5]. DC characteristics and input-output response in the frequency domain are
studied, and the equivalent circuit is derived by the first harmonic approximation (FHA)
method. ZVS turn-on and ZCS turn-off of semiconductor devices for the whole

operating range are also investigated.

In this chapter, the operation of the LLC resonant half-bride converter is evaluated,
and different operation modes of the resonant converter are introduced. It is observed
that load variation and switching frequency create multiple operating modes for the
converter. Therefore, different operating modes affect the converter's operating
condition and efficiency. Consequently, to achieve a high-efficiency LLC resonant
converter, different optimization methods are applied to evaluate the performance of the

converter.
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Abstract: The LLC resonance half-bridge converter is one of the most popular DC-DC converters

and could easily inspire researchers to design a high-efficiency and high-power-density converter.

LLC resonance converters have diverse operation modes based on switching frequency and load
that cause designing and optimizing procedure to vary in different modes. In this paper, different
operation modes of the LLC half-bridge converter that investigate different optimization procedures
are introduced. The results of applying some usual optimization methods implies that for each
operation mode some specific methods are more appropriate to achieve high efficiency. To verify
the results of each optimization, numerous simulations are done by Pspice and MATLAB and
the efficiencies are calculated to compare them. Finally, to verify the result of optimization, the
experimental results of a laboratory prototype are provided.

Keywords: resonant converter; half-bridge converter; optimization; Lagrangian method; LSQ; Monte
Carlo optimization

1. Introduction

The LLC resonant half-bridge converter is used widely in different industries and applications
due to some important features such as high-power density, high efficiency, and cost effectiveness [1,2].
Zero voltage switching (ZVS) at turn-on and low turn-off current of MOSFETS in this converter makes
the switching loss negligible, so switching frequency can be increased to produce a lightweight power
supply for portable appliances [3].

One of the most popular methods for designing LLC resonant half-bridge converters is the
first harmonic approximation (FHA) [4,5]. Though the FHA design procedure only considers the
fundamental frequency harmonic and is not an accurate method to design an LLC resonant converter,
the result in resonant frequency and above resonant frequency is acceptable [6]. Generally, the results
of the FHA technique are considered as initial values for other optimization methods that need a
starting point.

By increasing the popularity of LLC resonant converters in recent years, high-efficiency and
optimum design have become more interesting for researchers. Different mathematical optimizations
are applied to solve constrained or unconstrained non-linear programs with the aid of a computer.
Most papers concentrate on optimizing a specific component. A study to optimize the performance of
planar transformers by means of finite element analysis (FEA) is carried out in [7]. In [8] a framework
for power system optimization with consideration of reliability and thermal and packaging limitation
is proposed. There are other papers focusing on optimizing different aspects of converters, such
as heat-sink design procedure [9], gate-drive circuitry [10] and the lowest possible inductance [11].
Generally, one of the common problems that apply to optimization procedures in the aforementioned
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papers is that of time-consumption, because these approaches are based on an iterative procedure
involving the trial of a wide range of parameters.

A comprehensive study to achieve high conversion efficiency for LLC series resonant converters
with the development of numerical computational techniques by using non-linear programming to
solve the steady-state equations of converter is done in [12]. In the aforementioned paper, a mode
solver by using numerical procedure is proposed to predict LLC resonant behavior at different modes.
However, there are some other methods that have different approaches to find the optimum results;
optimal design based on peak gain placement is presented in [13]. This method maximizes efficiency
while satisfying the gain requirement for the specified input voltage range, and by following this
approach the converter can minimize the conduction loss.

All applied proposed procedures to optimize the resonant converter efficiency involve different
operation modes; however, in discontinuous conduction mode (DCM), solving the LLC operation mode
equations involves transcendental equations, which makes it difficult to induce an explicit expression
of DC characteristics. Meanwhile continuous conduction mode (CCM) operation has a closed-form
solution. Therefore, in this paper, different optimization procedures are applied to different operation
modes to understand which method is most appropriate for different modes for achieving high
efficiency. The applied optimizer procedures in this paper are Augmented LAGrangian (ALAG) penalty
function technique, Least Squares Quadratic (LSQ), modified LSQ, and Monte Carlo optimization.

In this paper, after discussing different operation modes of LLC resonant converters, in Section 3 a
design procedure by FHA technique is investigated to determine the initial values for other optimizers.
In Section 4, the operational procedures of optimization methods are elaborated, and power-loss
equations for the components of LLC resonant converters are discussed in Section 5. The simulation
results are studied in Section 6 show which optimization methods lead to achieving high efficiency in
LLC resonant converter. Finally, the experimental results of a real prototype are provided in Section 7
to verify the optimization methods and obtain maximum efficiency.

2. Operating Different Modes of LLC Resonant Converters

The LLC resonant half-bridge converter topology is shown in Figure 1. In this topology there are
three reactive elements at the resonant tank, including two inductors and one capacitor. Consequently,
there are two resonant frequencies in this converter f,1 and f;,:

1
fn= M—m’ 1

1

fr2 - 271'\/ (Lr + Lm) Cr,

where Ly, Ly, and C; are resonant inductor, magnetizing inductor, and resonant capacitor, respectively,
and f1 usually considers as resonant frequency (f;). Depending on the switching frequency and load,
the converter operates in different modes. Although all the operation modes cannot be practical in this
converter due to MOSFET failure in capacitive mode [14], as a general classification it is possible to
illustrate the diverse operation modes as shown in Figure 2, where fs;, is the switching frequency, and
Rt is a critical value that determine the input impedance of resonant tank (Z;,(jw)) is inductive (R, >
R.it) or capacitive (R, < Ri), Rei can be stated as R.iy = /Z,1.Z42, where Z,; and Z,, are resonant
tank impedances with the source input short-circuited and open-circuited, respectively [15].

@

96



Chapter 5: A Comparative Study of Different Optimization Methods for Resonance Half-Bridge Converter

Electronics 2018, 7, 368 3of16

0 Cis
—-JE Resonant Tank
P -
I AR T R B
Vo (©) Node 118 s e I L
(& : i”"l : 3¢
. oss | 1
“HIT e T
i i
ol || :
™I 1 L
/ l.-.-?; ....... i D,

Z,(jo)

in

Figure 1. LLC resonant half-bridge converter.

”
- fw<f — DCM!

DCMAB?Z: at medium-
light load

R> Rcrit

e DCMB?: at heavy load
_"frZ < fsw< fr1

T —
Operation Modes—
s R < Rarit — CCMB?
|

! CCMA?: at heavy load
L

[ 1 6 -
L f>f DCMA & l[llii medium

L

[ DCMABY: at light load

Figure 2. LLC resonant half-bridge converter.
3. LLC Resonant Half-Bridge Converter Design Procedure by FHA Technique

Figure 3 shows the equivalent circuit of an LLC resonant half-bridge converter at the half period
in the continuous conduction mode above resonant frequency (CCMA) operation. This operation
mode, as a popular mode in LLC resonant converters, can provide ZVS conditions for MOSFETs of
the half-bridge converter; thus, the design procedure considers ZVS constraints. By considering the
equivalent circuit voltage gain, the following equation can be obtained:

Mo Vo _ . ®)

Vi (1+A-$)+jQ(fu—F)

where A = L,/Ly, is the inductance ratio, fi = fsw/fr is the normalized frequency, Qs = Zs/Req is the quality
factor, Zs = \/L,/C; is the characteristic impedance, Ry = 8 nV?2/ 7% P, is the effective resistive load
that is transferred to the primary side of transformer, where 1 is the turn ratio of transformer, V,, is the
output voltage, and P, is output power. Although Vi is a square wave, in this calculation only the first
harmonic of its Fourier is considered.
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Figure 3. Equivalent circuit of LLC resonant converter.

Table 1 shows the procedure of the LLC resonant half-bridge converter design. Step 1 determines
the turn ratio of the transformer by considering the nominal input voltage. Minimum and maximum
voltage gain can be calculated by using Equation (3) in step 2. Steps 3 and 4 calculate the maximum
normalized frequency and effective load resistance transfer to the primary side of the transformer,
respectively. Also, by considering Equation (3), inductance ratio can be obtained; step 5 shows
this value.

Table 1. Procedure of LLC resonant half-bridge converter design [14].

Steps Comments Equations
Step 1 Calculating transformer turn ratio n= % ZW
Step 2 Calculating max. & min. voltage gain Mmax = an, Mpin = 2)1‘%:?“‘;
Step 3 Calculating max. normalize frequency Srmax = “F*

Calculating effective load resistance transfer to s 2V
Stepd the primary side of transformer Req = 720’ p?
Step 5 Calculating inductance ratio A= Lﬁ‘ﬂm ~{-&7_1

i i = _iA G M2
seps  ClsioglenmQuunkuZiogmns  Qun= gy}
1P & Qzvsa = 0.95 X Qmax

Calculating the max. Q to work at ZVS region _ 2 A Tp

Step? at no load condition and max. input voltage Qzvs2 = = (A+1).£2 o —A ReaCzvs
Selecting max. Q for ZVS in the whole 3
g < = Gire
Step 8 operation range Qzvs < min{Qzys1,Qzvs2}
3 . & S — 1
Step9 Calculahr;g t(lj\e m‘;n. Qpe'raho:\ fmltquency at full fmin = fr s e
oad and min. input voltage W B
Calculating the value of res t tank”

Step 10 alculating the value of resonant tank'’s 2= Qs Res Cirm n.l,z,,'Lf o 2%_..",[‘"‘ - %{

component

Steps 6, 7, and 8 guarantee the ZVS constraints of primary MOSFETs at whole range load
variations, where Czyg = 2C055+Cmay (Coss and Cslray are, respectively, the effective drain-source
capacitance of the power MOSFETs and the total stray capacitance present across the resonant tank
impedance at node HB). The converter could work properly at V. i and minimum frequency, and
at Ve g and maximum frequency. To find a minimum operating frequency in the ZVS operation
mode, the converter should be analyzed in full-load and minimum input voltage conditions. Step 9
represents an approximate equation to find a minimum frequency [14]. Finally, in step 10, reactive
elements of the resonant tank are calculated.

4. Introducing Optimization Methods

To achieve a high-efficiency converter, it is essential to consider a proper optimizer to determine
the best values for different components of the converter. Generally, to achieve a high-efficiency
converter, an optimization process tries to reduce the losses. Since the LLC resonant converter has
non-linear behavior mostly in different modes, closed-form solutions are impossible to apply for
solving equations. In this work, four usual optimization methods that can deal with non-linear
equations are presented. The main aim of this paper is to determine proper optimization for each
operation mode of the LLC resonant converter.
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4.1. The Lagrangian Method

The Lagrangian method is one the most common mathematical solutions to find the extreme
values of a function [16-18]. However, in our problem, of optimizing the efficiency by reducing the
losses, the Lagrangian method tries to find a minimum feasible value by solving the optimization
problem with linear and non-linear constraints. A complete optimization problem solved by the
Lagrangian method can be defined as:

min f(x1,Xp,...,X,) = min f(x), (4)

8i(x1,x2,...,%4) =0 i=1,2,...,k

hj(xlrlen-rxn)So j=1,2,...,m
subject tog  Aeg(x1,X2,...,Xn) = beg

A(xy,x2,...,x0) < b

Ib<x, <ub

To solve this optimization problem by the Lagrangian method, the Lagrangian is defined as:

k n
L(x, A pj) = f(x)+ Y Aigi + Y wihj, )
i=1 j=1

Finally, the optimization problem can be defined as:
minL(x,/\,',yi), 6)

In general, the Lagrangian is the sum of the original objective function and a term that involves
the functional constraint and Lagrange multipliers such as A; and ;. In Equation (4), g; is equality
constraints, ; is non-linear inequality constraints, m is the total number of non-linear constraints, k is
the number of non-linear inequality constraints, A,y and b, are linear equalities, A and b are linear
inequalities, /b is the lower boundary and ub is the upper boundary of variable x. In addition, f(xy,x,

.. Xy) is the sum of loss equations of all components in the LLC resonant converter. Therefore, finding
the accurate loss model for each component is very important in the final result of the optimization.

4.2. Least Squares Quadratic (LSQ) Optimization

The LSQ problem is based on iteratively calculating to meet some specific goals by adjusting
different parameters [19]. The LSQ problem tries to minimize the total error:

n
min E = e (7)
V i=1

where E is the total error and ¢; is the error of each parameter determined in the goal function.
Therefore, in the LSQ method, the measurement goal is regularly compared with the goal to minimize
the difference between these two values. Initial values play an important role in the LSQ optimizer. If
the initial value will be close to a local minimum, it may not be an optimal solution. To find the global
minimum solution, it may require extending the search space of starting points.

4.3. Modified LSQ Optimization

Modified LSQ is generally similar to the LSQ optimization [20]. However, it runs faster than LSQ
for the sake of reducing the number of incremental adjustments into the goal. This optimizer can
consider both constrained and unconstrained minimization problems. To implement the optimization
procedure, two general algorithms are supposed to apply: least squares and minimization. Modified
LSQ uses least squares algorithm when optimizing for more than one goal, then tries to reduce the
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sum of the squares to zero. By increasing goals, it will be more complicated for the optimizer to reduce
the sum of the squares to zero.

4.4. Monte Carlo Optimization

Monte Carlo optimization is one of the stochastic optimization methods that generates and
uses random variables [21,22]. This optimization method relies on iteration as well as LSQ and
modified LSQ. However, by using random values in the Monte Carlo method to solve the problem, the
probability of getting stuck in an unacceptable local minimum is reduced. In this method, the initial
values for the variables are not essential, but a domain of possible inputs need to be defined. Thus, a
sample of a probability distribution for each variable produces numerous possible outputs. Generally,
the Monte Carlo method follows the following steps:

1. Determine the statistical properties of possible inputs;

2. Generate many sets of possible inputs which follows the above properties;
3.  Perform a deterministic calculation with these sets; and

4. Analyze statistically the results.

5. Power-Loss Calculation

Table 2 shows power-loss equations of each component using an LLC resonant converter. Since
the switches usually turn on under ZVS condition, switching losses at turn-on can be neglected.
In [12,23] the power-loss equations are elaborated specifically. The voltage and current of LLC resonant
converters in different operation modes are presented in [12]; these voltage and currents are essential
for loss calculation.

Table 2. Power-loss equations of LLC resonant half-bridge converter [12,23].

Components Loss Characteristic Power-Loss Equations
Conductive Loss Peon = Rd*"szwunm
Half-Bridge Switching Loss St mvon 2
MOSFETs At turn-off PoworF = - fru
Driving Gate Loss Atumon Py oN = 375 [Q.\' —(Qgs + Qqa) | -fsw
At turn-off Py orr = Q"T,;Lr,;;, [(Vés + V,%q)(Qx = Qqa) — Vos(Ves + VM)Q,\'~] Ssw
Copper Loss
Transformer Cf“ll ik
Secondary rectifier Conductive Loss of Vy
diodes Conductive Loss of r¢ Py =rpdf o

Input capacitance
Capacitors Loss Output capacitance P.= RFSR.I,ZWS
Resonant capacitance

To calculate the conductive loss of switches, R represents the drain-source on-state resistance,
and Is;(ms) is the RMS value of switch current. Also, Irg is the current of resonant tank at half period,
which can be stated as:

B
Iro = ir, ( ;u): ®)

Moreover, CHB is considered to be a capacitor at node HB that involves the sum of Cpgss of
MOSFETSs and stray capacitance. Ty is the time that the current of each switch takes to become zero. To
calculate the driving gate losses, Qg, Qgs, and Qg indicate total gate charge, gate-source charge, and
gate-drain charge of the switch, respectively. Also, Vs is the voltage level of the driving signal, and
Vi is a plateau voltage value that lets MOSFET carry the specified current.

Furthermore, to compute the copper loss of transformer, AC resistance of wire (Ry¢c) and the
RMS values of the primary and secondary side of the transformer (Irys) are necessary. The volume of
transformer core (V,), transformer flux density (B,;), and k, &core, Pcore that are Steinmetz coefficients,
are essential for core loss calculation as well. Rectifier diodes losses comprise conduction losses
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associated with forward voltage (Vy) and dynamic resistance (r¢). Finally, capacitor loss is calculated by
considering the equivalent series resistance (Rgsg) and the RMS value of each capacitor current.

6. Simulation Results

The introduced optimization methods apply to different operation modes of the LLC resonant
converter to obtaining a high-efficiency converter. In this paper, to perform the optimization
procedures, different optimization engines in Pspice and solvers in MATLAB are employed. The
solvers such as “fsolve” to solve the non-linear equation problem, and “fmincon” to find the minimum
constrained non-linear multivariable function are used as the Lagrangian optimization method. In
addition, the LSQ, modified LSQ and Monte Carlo optimizer engines in Pspice are used to employ an
optimize LLC resonant converter.

To compare the results of different optimization methods, the same conditions such as input
and output voltage, load condition, design variables, and initial values for optimizers are provided.
Consequently, design variables will be computed by applying different optimization methods, and
power loss of components are calculated to find out the minimum power loss.

The optimization procedures consider the switching frequency, resonant inductance, magnetizing
inductance of transformer, resonant capacitance, and turn ratio of the transformer as design variables
to find the optimum values. The following vector shows these design variables:

X = Lf;zm Ly, L, Cr, ”]/ (9)

Moreover, the lower and upper boundary of each variable is defined in Table 3 to obtain the
possible components’ values. Finally, to find the optimum values for design variables, the objective
function Pjy(x), ie., the sum of the power-loss equation of each component, is minimized by
considering the defined constraints:

min Plvss(x) ’ (10)

Table 3. Load condition, constraints and switching frequency range.

" Lower Upper Operation Load Condition yisoy

Variables Boundary Boundary Mode Vout (V)&lout(A) Switching Frequency
L, 30 uH 250 uH DCMB Vout = 18, Ioyy = 8.44 69kHz < fo < 410kHz
L 30 uH 800 uH DCMAB Vout = 60, Ioyt = 2.53 69kHz < fu < 410kHz
Cr 5nF 100 nF CCMA Vout = 20, Lyt = 7.6 31kHz < fo < 410kHz
n 1 turn 25 turns DCMA Vout = 40, Ipyy = 3.8 31kHz < fy < 410kHz

To solve the problem with the Lagrangian method, the “fmincon(x)” solver of the MATLAB
optimization toolbox is employed. The “fmincon(x)” tries to find a constrained minimum of a function
of several variables at an initial estimate. The starting points are very important for the solver to
converge the problem, and to find the feasible points.

The optimization procedure is shown in Figure 4. Based on the input/output specifications, the
start points are calculated by the step-by-step design procedure in Table 1. Then, variables with lower
and upper boundaries are determined. After applying the constraints to the solver, the optimization
procedure starts. Therefore, efficiency can be calculated easily by knowing the output power of the
converter and power losses by [(output power)/(output power + power losses)].
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(feasibility)
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results

Figure 4. Optimization procedure of LLC resonant half-bridge converter.

Table 3 shows the load conditions and constraints of variables and the switching frequency range
for four different operation modes. In addition, Table 4 shows the list of the components with their
manufacturer information to calculate their losses.

Table 4. List of components.

Components Model Description
MOSFET IRFP460 Vps =500V, Ip =20A
N Primary: 30 x 0.1 mm
Transformer EE3314 PC40 Secondary: 60 x 0.1 mum
Resonant inductor EE28/11 PC40 30 x 0.1 mm
Dual center tap ultrafast rectifier
Rectifier diode BYV42E Vrrm = 100 V
Ir(av) =2 x 154
Resonant Capacitor 10 — 45 nF, 1000 V MKP film cap
Output capacitor 4.7 uF MKT film cap

Tables 5-8 show the power loss of each component, and the efficiency is calculated regarding
optimum values of variables obtained by the different optimization procedures.
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Table 5. Losses Profile of LLC resonant converter by Lagrangian optimization method.

Optimum Values: [fozor Lrs L, Cr, 1) [fswr Les Lin, Cry 1) [fsxor Les L, Cry 1] [fsxor Lre L, Cry 1]
x=[f,, (kHz), L,(uH), Ly(pH), C,(nF), n| (80, 150, 420, 22, 9] 190, 140, 380, 18, 2.2] (115, 130, 330, 15, 7.5] (145, 95, 480, 15, 4]
Mode DCMB DCMAB CCMA DCMA
Components Power Losses w) W) w) w)
Transf core 1.186 1.186 1186 1.186
St copper 0.257 0.202 0.142 0222
R ind core 0.481 0.481 0.481 0.481
penantinductor copper 0212 0111 0.091 0119
Conduction 0.901 0.775 0.325 0.712
MOSFETs Gate driving 0.019 0.019 0.019 0.019
Switching 0.081 0.078 0.028 0.029
Rectifier diod Conductive loss of Vi 2.603 1.967 1.568 1.771
ecxiten dlides Conductive loss of rf 0974 0.804 0.394 0741
: Resonant capacitor 0.161 0.098 0.078 0.092
Capacitors Output capacitor 0.188 0.181 0.171 0177
Total losses 7.063 5.902 4483 5.549
Efficiency 95.55% 96.26% 97.07% 96.47%
Electronics 2018, 7, 368 100f16
Table 6. Losses Profile of LLC resonant converter by LSQ optimization method.
Optimum Values: [fzor Lrs L, Cr, 1] [fewws Les Lin, Cry 1) [fexor Lrs L, Cry 1) [fsxor Lrs Lms Cry 1]
x=[f, o (kHz), L,(pH), Ly(uH), C,(nF), n) 67, 166,470, 25, 8.5] [86, 140, 380, 18, 2.5] 150, 115, 380, 10, 8] 140, 100, 350, 19, 5.5
Mode DCMB DCMAB CCMA DCMA
Components Power Losses w) (W) (W) w)
Transf core 2.328 1.996 1.222 1.387
AN copper 1.692 0.952 0.119 0.228
R ind core 1.643 1911 0.496 0.499
esonantinductor copper 0.792 0.500 0.091 0189
Conduction 1.331 0.909 0.423 0.924
MOSFETs Gate driving 0.019 0.019 0.019 0.019
Switching 0.361 0.260 0.081 0.101
Rectifier diod Conductive loss of Vi 2192 2249 1.393 1.598
sctifierdiodes Conductive loss of rp 1.674 1423 0.592 0.795
Cavacitors Resonant capacitor 0.366 0.279 0.192 0.310
4P Output capacitor 0.261 0.181 0.110 0.293
Total losses 12,659 10.679 4.738 6.343
Efficiency 92.31% 93.43% 96.97% 95.99%
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Table 7. Losses Profile of LLC resonant converter by modified LSQ optimization method.

Optimum Values: [feor Lrs L, Cr, 1] [fsor Les Lin, Cry 1] [fsxor Les L, Cry 1] [fsxor Les L, Cr, 1]
x=[f,, (kHz), L,(uH), Ly(pH), C,(nF), n| (70,177,455, 22,9.5) 190, 155, 360, 15, 2.6 (135, 110, 370, 13, 8.8] [130, 120, 360, 15, 5.2
Mode DCMB DCMAB CCMA DCMA
Components Power Losses w) W) w) w)
Transf core 2,088 1.994 1.310 1224
St copper 1.698 0.993 0.121 0278
R ind core 1.697 0.998 0.424 0.437
esonant inductoe copper 1.239 0797 0.298 0211
Conduction 1179 0.990 0411 0.632
MOSFETs Gate driving 0.019 0.019 0.019 0.019
Switching 0.372 0.299 0.072 0.195
Rectifier diod Conductive loss of Vi 2.810 2,657 1.287 1.398
ecxiten dlides Conductive loss of rf 1.762 1.480 0.614 0.889
: Resonant capacitor 0.398 0.298 0.162 0292
Capacitors Output capacitor 0.297 0.254 0.103 0203
Total losses 13.559 10.779 4.821 5778
Efficiency 91.76% 93.37% 96.92% 96.33%
Electronics 2018, 7, 368 120f16
Table 8. Losses Profile of LLC resonant converter by Monte Carlo optimization method.
Optimum Values: [fzor Les L, Cr, 1] [fezws Ler Lin, Cr, 1) [fexor Les L, Cry 1) [fsxor Lre L, Cry 1]
x=[f, o (kHz), L,(pH), Ly(uH), C,(nF), n) 75, 155,420, 22, 9] [85, 145, 380, 18, 2.8] [120, 130, 330, 15, 8.5 135, 85, 390, 18, 4]
Mode DCMB DCMAB CCMA DCMA
Components Power Losses w) (W) (W) w)
Transf core 1.691 1212 1.090 1.328
SAnanmer copper 0397 0.183 0122 0.298
R ind core 0.599 0.410 0.599 0.582
esonantinductor copper 0.329 0143 0.102 0.169
Conduction 0.892 0.693 0.391 0.690
MOSFETs Gate driving 0.019 0.019 0.019 0.019
Switching 0.096 0.067 0.027 0.030
Rectifier diod Conductive loss of Vi 2174 1779 1.633 1.907
sctifierdiodes Conductive loss of r: 0.899 0.785 0.654 1.008
Cavacitors Resonant capacitor 0.178 0.100 0.085 0.109
ap Output capacitor 0.208 0.191 0.191 0.218
Total losses 7.482 5.582 4.913 6.358
Efficiency 95.30% 96.45% 96.86% 95.98%
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The efficiency is calculated by the following:

Puut

I 11
1 Puul -+ Ploss ( )

As can be observed from simulation calculations in Tables 5-8, optimization by the Lagrangian
method led to more possible efficiency in all different operation modes. However, this method is

very time-consuming due to do many mathematical calculations in comparison with other optimizers.

Moreover, the results of the LSQ and modified LSQ are quite similar, though for switching frequencies
below the resonant frequency the LSQ optimizer is slightly more efficient than modified LSQ. On the
other hand, by comparing the optimum results of Monte Carlo and LSQ, it can be seen that for the
operating frequency below resonant frequency the optimum values of variables result in obtaining
more efficiency by Monte Carlo optimization procedure, although for upper frequencies, from resonant
frequency, the results of LSQ are more valuable.

To compare the efficiencies for different load ranges, Figures 5-8 are provided for each operation
mode based on the optimum values which are calculated by different optimizers. The figures show
that although efficiency decreased by reducing the load, the LLC resonant converter is suitable for
high-efficiency power supply in a wide load range.

9% %
94 4 94
g 2 Ean
P
g g
2w g %
g b
88 88
& @ Lagrangian 46 ————  Lugrangian
86 ,/ ....... Qesesse LSQ 86 Y ] eeseeen Osossss LSQ
v = gm e Modified LSQ = eymee-  Modified LSQ
— ) - Monte Carlo — — o — Monte Carlo
84 T 84
25% Load 50% Load 75% Load 100% Load 25% Load 50% Load 75% Load 100% Load
Load Load
(a): Different load condition for DCMB (b): Different load condition for DCMAB
98
9%
9%
—_~ —~ 9%
3 £
94 4
g g
8 S n
= &
w g -
/;" Lagrangian 90 ,{' ———  Lagrangian
v LSQ - 1SQ
oy M -y Modificd LSQ =g == Modificd LSQ
aiebvames:  Monks Catto ——eiemmee Monte Carlo
T 88
25% Load 50% Load 75% Load 100% Load 25% Load 50% Load 75% Load 100% Load
Load Load

(c): Different load condition for CCMA

(d): Different load condition for DCMA

Figure 5. The efficiency at different load conditions.

105



Chapter 5: A Comparative Study of Different Optimization Methods for Resonance Half-Bridge Converter

Electronics 2018, 7, 368 14 of 16

Figure 6. Photo of the implemented prototype.
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Figure 7. Input and output voltage and current of LLC resonant converter in CCMA.
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Figure 8. Measured optimized efficiency of the implemented prototype.

7. Experimental Results

A laboratory prototype of the LLC resonant converter is implemented to calculate the efficiency in

different operation modes by the optimum values which are obtained by applying different optimizers.

Figure 6 shows the implemented prototype and Figure 7 demonstrates the input and output voltage
and current for CCMA operation mode. The efficiency for each operation mode is calculated by
[average (output voltage x output current)] / [input voltage x average (input current)].
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Figure 8 demonstrates the maximum measured efficiency which is possible based on the
optimization results; therefore, for all optimization procedures the converter is designed for CCMA.
The slight difference between practical result and simulation result refers to unconsidered power loss
in the simulation such as printed circuit board (PCB) loss.

8. Conclusions

This paper presents different optimization methods to obtain a highly efficient LLC resonant
half-bridge converter. Due to the operating frequency of converter and load condition, the LLC
resonant converter can operate in different modes. In this paper, four common optimization methods
are applied to the LLC resonant converter in different modes to determine the optimum values
for resonant tank components and switching frequency. The results verified that the Lagrangian
method is appropriate for all operation modes in LLC resonant converters, although more complicated
mathematical calculation is required. However, the results for LSQ and modified LSQ are validated
for operating frequency higher than resonant frequency; for below resonant frequency, Monte Carlo
led to a more-efficient converter.
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Chapter 6

Modified Cascaded Z-Source High Step-Up Boost
Converter

6.1. INTRODUCTION

By emerging the concept of MG and NMG afterward, the tendency to penetrate
renewable resources increased substantially. The harvest of clean energy from
renewable resources made the horizon of the future energy state bright regarding
existing concerns about the future energy crisis. Although, intermittent availability of
renewable resources is a challenging issue in MGs to continuously provide energy for
consumers. However, energy management systems could tackle this issue. On the other
hand, low voltage level production of renewable resources units like PV and fuel cells
express extra issues, especially for AC MGs. AC MGs, either in a grid-connected or
stand-alone system, inevitably employ an inverter to produce the proper AC voltage for
consumers. However, the voltage level of renewable resources is significantly lower
than the minimum required input voltage of inverters. There are various methods to
tackle this problem. PV panels can connect in series for high-power MGs to increase the
voltage. But, in case of failure in one panel, the whole string stops generating power.
Therefore, the other solution is utilizing high step-up converters to elevate the voltage.

This chapter proposed a high step-up converter for solar application.

6.2. CONTRIBUTIONS TO THE STATE OF ART

Step-up converters are introduced in power electronics to elevate the DC voltage.
However, step-up converters' operation is usually restricted by increasing the duty cycle
to obtain a higher voltage gain. The high-stress voltage of semiconductor devices and
the reverse recovery problem of diodes restrict the operation of step-up converters at
duty cycles close to unity. To overcome the drawbacks mentioned earlier, various high
step-up converters with different topologies are introduced by researchers. An overview
of non-isolated high step-up DC-DC converters is surveyed in [1-2]. Coupled inductor
step-up converters, interleaved converters, integrated step-up converters, and converters
with switched capacitors/inductors cells are the four main categories of high step-up

converters.
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Impedance sources converters-known as z-source converters- proposed an attractive
feature for DC-DC, DC-AC, AC-DC, and AC-AC converters in order to decrease
voltage stress of semiconductor devices with a lower duty cycle of the switch and low
reverse recovery problem of output diode. These converters employ a z-source network
between the input source -that can be either voltage source or current source- and the
main converter and result in various operating conditions for the main converter [3]. In
[4], a non-isolated high step-up DC-DC converter with high voltage gain and low duty
cycle is presented. The proposed topology makes the energy of leakage inductances
absorbed and transferred to the load; therefore, the efficiency of the converter improves.
In [5], a soft-switched non-isolated high step-up dc-dc converter based on the quasi-
impedance-source structure is proposed. This study replaces the diode of the Z-source
network with an active switch. Therefore, the conduction loss reduces, and zero voltage
switching condition is provided for power switches. Moreover, the output diodes are
switched under zero current switching, resulting in reduced reverse recovery loss. A
review of impedance source galvanically isolated DC-DC converters for distributed

generation systems with renewable energy sources is presented in [6].

In this chapter, cascaded technique is merged with the Z-source network in order to
take advantage of both methods. The proposed topology provides high voltage gain
while the voltage stress of semiconductor devices keeps low. High input current is
addressed as one of the main intrinsic drawbacks of impedance source converters.
However, the input current of the proposed topology is reduced significantly; therefore,

the current stress of the input diode of the Z-source network decreases as well.
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Abstract: To improve the voltage gain of step-up converters, the cascaded technique is considered as
a possible solution in this paper. By considering the concept of cascading two Z-source networks
in a conventional boost converter, the proposed topology takes the advantages of both impedance
source and cascaded converters. By applying some modifications, the proposed converter provides
high voltage gain while the voltage stress of the switch and diodes is still low. Moreover, the low
input current ripple of the converter makes it absolutely appropriate for photovoltaic applications
in expanding the lifetime of PV panels. After analyzing the operation principles of the proposed
converter, we present the simulation and experimental results of a 100 W prototype to verify the
proposed converter performance.

Keywords: high step-up converter; impedance source converter; Z-source converter;
cascaded technique

1. Introduction

Given the lack of energy and the climate changes due to increasing fossil fuel consumption over
the last few decades, using renewable energies could be a way to help the planet Earth survive in
a future energy crisis [1]. However, in order to utilize the renewable energies, power electronics
converters are inevitably essential to produce the required voltage and current for different applications.
Among different types of renewable energies, solar energy is more popular as a limitless source of
energy, which is spread all over the world. Although the output voltage of photovoltaic (PV) cells
are relatively low, applying high step-up DC-DC converters can lead to increasing the voltage level
without connecting in series numerous PV panels to enhance the operation of photovoltaic systems,
especially in low-power applications [2].

Research on high step-up converters in recent years has led to the present diverse topologies
that are used to resolve existing drawbacks such as high voltage stress of semiconductor devices,
reverse-recovery problem of diodes, and intense spike on switches which mostly appear in conventional
boost converters by increasing the duty cycle [3,4]. Consequently, the topological alteration of the
conventional boost converter was proposed by researchers to extend the input-to-output voltage
ratio while the circuit operation is enhanced as well. To overcome the drawbacks of boost converters
with high efficiency and their simple control scheme, boost converters based on different techniques
were proposed by researchers, such as a coupled inductor based boost converter, switched-capacitor
based boost converter, cascaded boost converter, and interleaved boost converter [5]. All introduced
converters have some weaknesses and strengths that make them restricted for specific applications.
A better performance of a high step-up converter may be obtained if it could be possible to apply
different techniques in a converter.

Electronics 2020, 9, 1932; doi:10.3390/electronics9111932 www.mdpi.com/journal/electronics
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Inserting coupled inductors into the DC-DC converters is an effective method to increase the
voltage gain by adjusting the turn ratio between the windings in a topology. Although by increasing
the leakage inductance, the reverse-recovery problem of diodes can be reduced effectively due to
inserting coupled inductors, the leakage energy induces high voltage spikes across the semiconductor
switches. One approach in order to solve this problem is employing a switched-capacitor technique as
an active clamp circuit in order to recycle the leakage energy [6]. To reduce the topology complexity
and cost, passive clamps are also considered as a possible solution. In [7], a passive clamp was
replaced with an active clamp in a flyback converter to enhance the performance of the converter by
alleviating the reverse-recovery problem and lowering the circulating current into the clamp circuit.
Switched-capacitor converters are able to provide high voltage ratio for high power applications;
however, the high input ripple current in these converters make them inappropriate for solar PV
applications [5].

The other step-up converter topologies, such as cascaded boost converters, interleaved boost
converters, and three-level boost converters, can effectively take the advantages of the mentioned
techniques such as coupled inductors, switched capacitors, and switched-inductors to cover
the mentioned weaknesses and improve their performance. For instance, the reverse-recovery
problem of cascaded boost converters can be compromised with the coupled-inductor technique,
although the converter efficiency in cascaded converters will be decreased due to the two-time energy
processing [8—18]. Moreover, low input current ripple of interleaved converters can effectively employ
switched-capacitor configurations to improve their static voltage gain and alleviate the adverse
effect of their pulsating input current [9]. In [10], a three-level boost converter was proposed by
employing coupled inductors to increase the voltage gain and an active clamp to recycle the leakage
inductance energy of the coupled inductors. Consequently, it can be observed how incorporating
step-up techniques can appropriately influence the operation of different step-up topologies.

Impedance source converters are the other recent popular methods that are used widely in power
electronic converters by inserting an impedance network between the power source and main circuit.
The first impedance source converter was proposed by authors in [11] in 2003 for implementing
DC-AC, AC-DC, DC-DC, and AC-AC power conversion. The impedance source converters are able
to totally change the operational characteristics of the main converter [11,12]. An impedance network
could provide the following features for high step-up DC-DC converters [13]: high voltage gain,
low voltage stress for semiconductor devices, inherent short circuit immunity, and inherent open circuit
immunity. An impedance source network consists of inductors, capacitors, and diodes with different
configurations, such as Z-source, Y-source, A-source, T-source, I-source, TZ-source, sigma-Z-source,
and so on [14]. A Y-shaped impedance network by a coupled-inductor implementation in order to
obtain high voltage gain in small duty ratio was presented in [15]. In [16], a A-source converter was
investigated by employing three coupled inductors and comparing it with a Y-source impedance
network. The investigation demonstrated that in a A-source converter, smaller magnetizing current
and winding loss can be attained compared with a Y-source converter. Moreover, the adverse effect of
leakage inductance caused by coupled inductors is reduced significantly in a A-source converter. In[19],
the other Z-source high step-up converter was presented by utilizing two cores for two sets of coupled
inductors. Although the voltage conversion ratio increased in the mentioned proposed converter
in [19], the core loss of the ferrite reduced the efficiency of the converter. In [13], different topologies of
a galvanically isolated impedance source DC-DC converter with a wide range of input voltage and
load regulation for distributed generation systems were surveyed. By contrast, the operating principle
of a common grounded Z-source DC-DC converter for photovoltaic applications was proposed in [17].
The proposed converter with a common ground for the input and output resulted in having a low cost
and a small-sized step-up converter compared with the isolated ones.

Investigation in different types of high step-up converters resulted in the proposal of
a novel impedance source converter by cascading two Z-source networks and employing
switched-capacitor-inductor cells in order to obtain a converter with high voltage gain ratio, low voltage
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stress on semiconductor devices, and low input current ripple, as expected from impedance source
converters. However, the conventional configuration of cascading two Z-source networks between
input source and main converter leads to the system suffering from very high input current ripple and
high voltage stress for the switch. By modifying the proposed configuration, the converter can become
appropriate for high step-up applications with low input current ripple. Furthermore, further research
can be done to find out how cascading other impedance network configurations could affect the
converter operation.

In this paper, after elaborating the topology of the proposed converter and investigating the
operational modes in Section 2, the analysis and design consideration of the proposed converter are
given in Section 3 in order to find out the voltage conversion ratio and voltage stresses of the switch
and diodes. Finally, Section 4 presents the experimental results of a prototype converter to validate the
theoretical analysis.

2. Proposed Converter and Principle of Operation

As it can be seen from Figure 1, the proposed high step-up DC-DC impedance source based
boost converter includes two cascaded Z-source networks and two switched-capacitor-inductor cells.
The converter hires a single ferrite core with six coupled inductors, which are part of the impedance
network and cells. The very high input current ripple and the high voltage stress of the switch are two
main problems in this converter. Therefore, some inevitable alterations are required in order to make
the converter practically applicable. Although by adding a capacitor as shown in Figure 2, the voltage
stress of the switch clamps at a specific value, the high input current ripple is still considered as a
drawback in this converter. The dashed line in Figure 2 represents how the KVL (Kirchhoff’s Voltage
Law) loop clamps the switch voltage at a specific value. Eventually, the final modification into the
converter configuration resulted in obtaining a high step-up converter with low input current ripple
and low voltage stress for semiconductor devices. Figure 3 shows the modified proposed high step-up
impedance source converter with an equivalent circuit of coupled inductors. The proposed converter
is composed of a single switch Qy; one diode D; in the impedance network; two diodes in the cells D,
and D3; and one output diode Dy; six coupled inductors Ly, Ly, L3, Lg, Ls, and Lg; four capacitors Cy,
(3, C3, and Cy in the impedance network; two switched-capacitors Cs and Cq; and output capacitor Cy.

Two cascaded Z-source network

D, , WSOy e < D
Switched-capacitor-
> G & inductor cell

l’.,:.i ' : JE L4 Ll
. Switched-capacitor-
inductor cell
—————————
; ; ! i m
1900} 1000} H 1000/ 1T
i il L7 i, | L Dg :
 FEPEOREESG -
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R,
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1000t
Le":Bui ¢

Figure 2. Modified converter by a clamp capacitor.
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Figure 3. Circuit diagram of proposed converter with equivalent circuit of coupled inductors.

The converter has four time intervals within a switching cycle in the steady state operation.
Figure 4 illustrates the equivalent circuits for each operating interval; the capacitor C; can be considered
not in the circuit due to being in parallel with input voltage source, and Figure 5 is provided to show the
theoretical waveforms of the proposed converter. To simplify the steady state analysis, the following
assumptions are made:

e The converter operates in continuous conduction mode (CCM);

e  The switch, diodes, and all inductors and capacitors are assumed ideal;

e The magnetizing inductance is large enough to ignore its current ripple;

e  The leakage inductances of all windings are equal;

e  The output capacitor Cy is large enough to make the output voltage constant;
e  The switching capacitors Cs and C¢ are equal.

Operation Principles

Interval 1 [ty < t < 1] (Figure 4a): Before the ty input, diode D is conducting, and the other
semiconductor devices are off. At ty, the switch Q turns on, diode D becomes reverse-biased,
and (2 + n)V¢ — Vj, is applied across it. In addition, the current direction of capacitors C3 and Cy4
become reverse. In this operation mode, the capacitor voltage of C3 and Cy applies to inductors L3
and L4, and consequently this voltage will be induced to other coupled inductors Ly, Ly, L5, and Lg
by considering the turn ratio. In this stage, the energy of leakage inductances L; and L, are recycled
to the input voltage source, and the energy of leakage inductances Ls and Lg are absorbed by
switched-capacitors Cs and Cs. The following equations are established in this time interval:

Ve, = Ve, = Ve, @)
Vi, = Vi, = Ve, @
Vi, =V, =V, =V, =nVc, 3)

where 1 is the turn ratio of coupled inductors:
n=ny/n3 =na/n3 =ns/n3 =neg/n3, and n3 = ny 4)

Ves(to) and Vie(to) are less than the coupled inductor’s voltage in their corresponding cells, so a
resonance occurs between the leakage inductances and both C4 and Cs to charge the capacitors through
D, and Dj3 over the half resonance period. The current and voltage of capacitor Cs can be expressed as:

_ VC5 (l’()) -nVe

ics(f) = ——— ——— sinwns(t ~to) ®)
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ves () = nVe + [Ves (to) — nVc] cos wres(t — to)

where wres = 1/ VLxCs and Zyes = +/Li/Cs.

The capacitor C3 and switch Q current are determined as:
icy = I, + ity = I, +nic

iq = I, + 2nic,

where ics is given by (5).

This mode ends after a half resonance period once the current direction changes.

the diodes D, and Dj turn off at zero current.

(d)

50f15

©)

@)
®)

Therefore,

Figure 4. Equivalent circuits of the proposed converter for each operation mode. (a) interval 1,

(b) interval 2, (¢) interval 3, (d) interval 4.
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Figure 5. Theoretical waveforms of the proposed converter.

Interval 2 [t; <t < t;] (Figure 4b): At this operation mode, the switch Q is still on and all diodes are
at the off state. In addition, the magnetizing inductance L, is still charging by C3 and Cy. Diodes D,
and Dj are off in this stage due to reversing the current of inductors Ls and Lg, which are blocked by
diodes D; and D3, respectively. Therefore, the stored magnetic energy of the transformer leads to
slightly increasing the current of other coupling windings. This mode ends when the switch Q turns
off. The current of inductor L; can be expressed as:

i, (t) = &ZM SIN@W yes (= t1) + I1 cOS @' res (t — 1) )
res

where @’yes = 1/ V2LyCq, Z'es = /2Ly /C1, and regarding Equation (5), I is also equal to ic4(t1) by

considering the turn ratio.

Interval 3 [t; < t < f3] (Figure 4c): At t = t;, the switch Q turns off, diodes Dy and Dy turn on,
and the energy transfers from the input to the output during this stage. The stored energy of the
magnetizing inductance and of capacitors Cs and Cg also transfers to the load, and capacitors C3 and
C4 will be charged through diode Dy; however, capacitor C; is discharged in this operation mode.
The resonance between leakage inductance Ls and Cs and also leakage inductance L and Cg occurs
during the maximum time of the half-resonant interval. This stage ends when the resonant current of
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ics becomes zero and provide the ZCS (zero current switching) turn-off for diode Dy. In the following,
the corresponding voltage and current equations are expressed:

Ve, (ta2) =nVe

ics(t) = 7 SIN Wyes (t — 12) (10)

res
ves(t) =nVe + [Vcs(tz) = )1Vc] COS Wres (1 — 12) (11)
iDl = iL,,, S iL3 (12)

Interval 4 [t3 <t < t] (Figure 4d): In this stage, the switch is still off and the output diode Dj is also
off by reversing the current of Ls, which occurred in the previous operation mode. However, the input
diode D; remains on in this stage, which causes the capacitors C3 and Cy4 to keep their charging state
on from the previous stage. In addition, capacitor C; is discharged the same way as operation mode 3.
The current of L can be stated as:

_ nVe—Ve,(h)

i, (t) = 7 SIN @ yes (£ — 13) + 1308 @' res (t — 13) (13)

where I3 is equal to ic4(t3) by considering the turn ratio.
Moreover, the other current equations can be expressed as:

ip, = lin +ir, (14)

I, =ics +ic, —iL, (15)

This operation mode ends when the switch is turned on again.

3. The Proposed Converter Analysis and Design Considerations

In this section, different features of the proposed converter, such as voltage gain and voltage
stresses of the switch and diodes, are discussed and compared with other high step-up converters.
Then, in order to compare the performance of the proposed converter’s features, some graphs and
tables are provided.

3.1. Conversion Ratio

When the input diode D; is on, the capacitors C3 and Cy4 charge by the input voltage source
through magnetizing inductance L,,. However, at the on-state of switch Q, the capacitors C3 and Cy4
discharge themselves to L,;, which causes the voltage gain of the converter to increase. By applying
the magnetizing inductor L,,, the voltage-second balance equation V¢ can be calculated as:

1-D

Ve = 1-(2+n)D

Vin (16)

According to interval 3, by applying a KVL the output voltage can be obtained as:
Vo=Vin+ (Vi + VLJ) + (Vi + Vig + Vi) + (Vc5 <+ Vcé) (17)
where the V5 and Vg can be expressed as:

(1-D)

Vior = Vi = fimte—?
&= Ve =" Gymp ™
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Therefore, the voltage gain of the proposed converter is equal to:

Vo 2n+1

M=%

G 1= (2+n)D

8of 15

(19)

Figure 6 shows the voltage gain of the proposed converter by variation of the duty cycle for
different turn ratios of the coupled inductors. As it can be seen, although by increasing the turn
ratio of the coupled inductors a larger voltage gain can be obtained at a lower duty cycle, the duty
cycle range for the step-up purpose in the Z-source converter will be restricted. In fact, the following
equation represents the range of duty cycle for the proposed impedance source converter in a step-up

operation mode:

1
D e
s <2—f—n

Voltage Gain

Figure 6. Voltage gain of the proposed converter for different turn ratio of coupled inductors.

Moreover, a higher turn ratio results in higher power loss due to increasing the leakage inductance
of coupled inductors. Moreover in Figure 7, the voltage gain of the proposed converter is compared
with converters in [12,18,19]. As it can be observed, the voltage gain of proposed converter is higher
than that of the other three converters for variation of duty cycle from 0 to 0.33 due to considering the

0.1 0.2 0.3 04

Duty Cycle

unity turn ratio of the coupled inductors.

80

————— Proposed converter ]
--------- Converter in [19] 1
- —— Converter in [12] !
60 Converter in [18] l'
!
£ !

el l .

[&] ] S

] " :
3 1 :
S ) 4
.
] & !
20 o 1
- !
L = ATITT o essnsssesense? _./
o T T T
0.0 0.1 0.2 0.3 0.4 05
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Figure 7. Voltage gain of the proposed converter vs. converters in [12,18,19].

(20)
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3.2. Voltage Stresses of Switch and Diodes

By considering the corresponding time interval of the converter operation mode, the voltage stress
of the semiconductor devices can be calculated. According to the interval 1, voltage stress of D; and
Dy can be determined as:

1+n

Vp, = (2+n)Vc—-Viy = 1-Cz+nD 2+nD in

(21)

Vp, = Vo (22)
In addition, the voltage stress of diodes D, and D3 can be determined by considering interval 2 as:

Vi
Vp, = Vp, = ?O (23)
To calculate the voltage stress of switch Q, a KVL is applied by considering interval 3; therefore,
the following equation is obtained:
VC - Vin

sz = 2VL3 T nVL3 + Vin = (2 + n)(ﬁ) T Vin (24)

According to Equation (16), the voltage stress of the switch can be expressed as:

1

Vow = ———=V;
S 1—(2+n)D m

(25)

Figure 8 shows the voltage stress of the switch for different turn ratios of coupled inductors by
varying the duty cycle; as it can be observed, by increasing the turn ratio, the voltage stress increases
as well. Moreover, Figure 9 demonstrates the voltage stress of the proposed converter compared
with converters in [12,18,19]. The voltage gain varies from 5 to 15, and the voltage stresses of the
switch for the converters are compared with each other. As it can be seen from Figure 9, the stress
voltage of the switch in the proposed converter and the converter in [19] is lower than that of the two
other converters.

25

eecee n=0.5
— =1
20 | | == n=2
- =3

Voltage Stress Normalized
by Vin

0.4
Duty Cycle

Figure 8. Voltage stress of the switch for different turn ratios of coupled inductors.
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30 | = eme=eme= Proposed converter & converter in [19]
Converter in [18]
w=sememme  Converter in [12]

Voltage Stress of th Switch
Normalized to Vin (V)

Voltage Gain

Figure 9. Voltage stress of the switch in the proposed converter and the converters in [12,18,19].
3.3. Converter Analysis and Design Guideline

The ZCS occurs for the diodes D,, D3 and D; for the sake of resonance between leakage inductances
of Ls (or Lg) and Cs (or Cg). The full-resonance can be done if the following equation is satisfied:

TT < DTsw (26)

In order to stabilize the input current, Equation (26) is not satisfied in the proposed converter.
However, the ZCS condition is still established because even just the beginning part of the resonant
waveform will be affected.

In addition, diode Dy is conducting current only in time interval 3 (f < t < t3). Therefore, it can be
concluded that the average current of D is equal to the output current:

(In,)=To 27)
Consequently, the leakage inductance can be calculated as:

Vs

s —hVc
Ly = T(l —€OS Wres (t3 — 12)) (28)

The duration t3 — t; can be considered as the maximum DTgy. In addition, the magnetizing
inductance can be also calculated as the following by considering the desirable current ripple Al :

DVe
fswAlIL

Lm = (29)

Moreover, capacitor C3 can be calculated with regard to the current flow over the
switched-on interval:
D(IL,,, + nicﬁ)

fswAVe

The other capacitors in the impedance network have the same value as capacitor Cs.

3= (30)

3.4. High Step-up Converters Comparison

In Table 1 the performance of the proposed converter is compared with the other high step-up
converters in [12,18,19]. As observed, the proposed converter provides a higher voltage gain meanwhile
the voltage stress of the switch is lower than that of others. Moreover, the proposed converter employs
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a single ferrite core which make the converter more efficient due to reducing the core loss of the
transformer in comparison with the converter in [18,19] with two ferrite cores and the converter in [12]
with three ferrite core. In addition, the input current of proposed converter is continuous with a low
current ripple; however, the input current of the other compared converters are discontinuous.

Table 1. Comparison of proposed converter with other Z-source DC-DC converters.

Converter Voltage Gain (M) Swit;l;mvsosltage Input Current ;: ::::g;fe
Coniwionsl {2 @M - 1)V, Discontinuous 3
Z-source [12]

Converter in [18] 1/(1 - D)? MV, Discontinuous 2
Converter in [19] 2n+1/1-2D Vin/1 —2D) Discontinuous 2
g;i%‘;ff:r et }l/)%)‘ it Vinl(1 = 2+ mD) Contintiois 1

4. Experimental Results

To compare the performance of the proposed converter in practice, a real prototype of the converter
was implemented, and experimental results are provided in order to verify the theoretical analysis.
Figure 10 shows the real implemented prototype. The implemented converter operated at 50 kHz to
convert the 25 V input voltage to 300 V with a nominal power of 100 W for the load.

L, LyLy
LolLaly

i il

Figure 10. Implemented prototype of the proposed converter.

Table 2 reports the parameters of the designed converter. The drain-to-source breakdown voltage
of the selected MOSFET was much lower than the output voltage, and therefore a low Rps of the
MOSEET resulted in low conduction power loss.

Experimental waveforms of the implemented prototype are illustrated in Figures 11-15. The input
current and voltage of the converter are shown in Figure 11; the low input current ripple can be
observed in this figure. Figure 12 shows the voltage and current of diode D;; the voltage and current
waveforms of the switch are shown in Figure 13. It can be seen that regarding the output voltage of
300 V, which is illustrated in Figure 15, the stress voltage of MOSFET is 100 V. Finally, the voltage and
current of diode Dy can be seen in Figure 14.
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Table 2. Important parameters of the implemented prototype.

Parameters Value
Input voltage V;, 25V
Output voltage V, 300V
Output power P, 100 W
Switching frequency (fsw) 50 kHz
Switch Q IRFP3710
Input diode D, MURS880
Diodes D5, D3, Dy MUR460
Coupled inductors core
Ly, Ly, L3, Ly, Ls, Lg SAuH
Turns of (Ly ... Lg) 90 turns
Turns ratio n &
Z-source network capacitors (Cy, Cy, C3 and Cy) 15 uF/100 V
Switched capacitors Cg, C7 560 nF/100 V
Output capacitors Cg 10 uF/400 V
L]
-
Sps
°
l l | {
»
B S P T e RN
= © = 504431 K0z

Figure 11. Input Voltage and current of the converter.

v
Vpr [100V/div] <

Ip: |7A/div]

o<1z

Figure 12. Voltage and current waveform of the diode D;.

== FF
A%

Io; 113A/div]

¥ 1

r X0

Figure 13. Voltage and current waveform of the switch Q.
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Ve [100V/div]

Figure 14. Voltage and current waveform of the diode Dy.

§ v

{ Vo [100V/div]

4 25us
» .
» Iy [1A/iv]
L

o<tz
Figure 15. Output voltage and current waveform of the high step-up converter.

The efficiency of the proposed converter was calculated by measuring the input and output
current and voltage of the converter by means of DC current and voltage meters, respectively. Figure 16
shows the efficiency of the implemented proposed converter from 50% to 100% of a full load condition
and it is compared with the converter in [19]. As it can be observed, by increasing the output power,
conduction losses increase as well and lead to dropping the efficiency slightly. Moreover, under a full
load condition, the measured efficiency is 93%.

o5
Proposed converter
w=cmmemmes  Converterin [19]
9%
3
< 93
>
o
£
2
2]
£ %2
=
91
%0

50 60 70 80 %0 100
Output Power Percentage (%)

Figure 16. Efficiency plot of the implemented prototype under different load conditions.

5. Conclusions

Among the different step-up techniques that were applied on boost converters in order to improve
the input-to-output voltage ratio, the cascaded technique was chosen in this paper in order to cascade
two Z-source networks and take advantage of both the cascade and impedance source converters.
Allinductors were coupled together in the proposed converter; therefore, the voltage gain increased only
by utilizing a single core in the proposed configuration. A low duty cycle of the switch lead to reducing
the reverse-recovery problem of the output diode significantly and results in enhancing the efficiency
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due to a reduction of power loss of the switch and diodes. Furthermore, diodes D5, D3, and D4 turn
off under a ZCS condition. The low input current ripple of this converter makes it appropriate to apply
in renewable energy sources. A laboratory prototype of the proposed converter in order to justify
the theoretic analysis was built, and experimental waveforms were presented for a 100 W output
power converter.
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Chapter 7

Neural Networks-Generalized Predictive Control for
MIMO Grid-connected Z-source Inverter Model

7.1. INTRODUCTION

The reliable operation of inverters has a great effect on the reliable operation of the
MG system. Inverters play a crucial role in both grid-connected and stand-alone
operation modes and especially at transient between these two modes. Accordingly, an
appropriate control method enables the inverter to operate robustly, especially at
transients when the set points change. In this chapter, a single-phase Z-source inverter is
under investigation. The non-minimum phase characteristic of this converter resulted in
proposing a novel control method to enhance the performance of the converter. Model
predictive control (MPC) has been presented recently as a potential solution to improve
the operation of non-minimum phase systems. MPC is based on predicting the state
variables. Therefore, the intrinsic delay of the non-minimum system can be
compensated by predicted signals. A novel MPC based on the transfer function of the
converter is proposed in this chapter. The predicted signals are obtained by the neural
networks approach. Consequently, more accurate predicted signals resulted in

performance enhancement of the converter.

7.2. CONTRIBUTIONS TO THE STATE OF ART

Inverters are a vital component of MG in order to provide the appropriate energy
and control energy flow in individual and networked MG systems. Inverters can be
surveyed from a different point of view according to their applications in MGs. Fig 7.1.
demonstrates a general classification of inverters based on input supply source and

output produced state.

Employing Z-source inverters brings the advantage of the voltage source and
current source exhibition in only one single-stage conversion. Furthermore, the non-
minimum phase behavior of the Z-source inverter makes this control attractive for
advanced control methods such as MPC-based controllers. A comprehensive study on
Z-source inverters and topology improvements is conducted in [1]. In [2], different
structures of switched Z-source networks with high boost capability are reviewed and

categorized.
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Inverter

/\

Input Supply Output produced
Source State

A 4
VSI || ZSI || CSI Single Multi
Level Level

2 he

Classical Hybrid

MLI MLI
VSI: Voltage Source Inverter
ZSI: Z-Source Inverter /\
CSI: Current Source Inverter Single DC Multiple
MLI: Multi-Level Inverter Source DC Source

Fig. 7.1: Inverter classifications

Different control methods are applied to the Z-source inverter in order to obtain a
robust performance due to the existing non-minimum phase characteristics of the
converter. In [3], sliding mode control (SMC) is applied to a Z-source converter in
continuous conduction operating mode to control the output DC voltage of the
impedance network. A fuzzy logic controller (FLC) is presented in [4] to control a grid-
connected photovoltaic system through a Z-source inverter. The proposed FLC is
designed to improve the system's reliability. In [5], a model predictive control of dual-
mode Z-source inverters with the capability to operate in grid-connected and stand-
alone operation modes is developed. The proposed controller is addressed to mitigate
the deviation in voltage and current due to mismatch in phase, frequency, and amplitude

of voltages in the transition from island to grid-connected mode and vice versa.

This chapter applies a generalized predictive controller (GPC) to the single-phase
Z-source grid-connected inverter. The GPC is one of the predictive controllers based on
the transfer function of the system. Accordingly, the multi-input multi-output model of
the converter is obtained. The GPC consists of two parts: free response related to past
signals and forced response related to future signals. The forced response of the
proposed controller in this chapter is replaced by feed-forward neural networks in order
to predict future signals accurately. Therefore, the performance of the converter is
enhanced, especially at set point transients. The performance of the converter is
evaluated in MATLAB/SIMULINK.
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Abstract

This paper presents a neural network-generalized predictive control (NN-GPC) for a single-phase grid-
connected z-source inverter. The NN forecasts the predictive horizon, and the conventional GPC
algorithm calculates the control horizon. The results verify the proposed NN-GPC effectively
enhances the dynamic operation of z-source inverter regarding the non-minimum phase characteristics
of these converters.

Introduction

As a sustainable solution to provide the world’s electrical energy, distributed energy resources (DERs)
integrated with renewable energies (REs) are strongly regarded by researchers. Inverters in microgrids
(MGs) and DERs systems provide standard AC electricity for customers and play a special role in the
stability and optimal operation of the system. By introducing the concept of impedance source
converters, z-source inverters (ZSI) are investigated rapidly in order to improve their performance.
ZSI proposes a single-stage inverter with inherent buck-boost ability due to implementing an
impedance network into the DC link. Therefore, the ZSI can operate as a voltage source inverter (VSI)
and current source inverter (CSI) simultaneously by controlling the duty cycle of the converter.
Although the reliability, efficiency, and cost-effectiveness are improved in ZSI, some weak points led
to the proposal of different impedance network topologies [1]. The main disadvantages of impedance
source converters are the high current and voltage stress of the input rectifier diode and the inability to
inject reactive power into the grid [2]. Various topologies are proposed to alleviate these weaknesses.
However, inherently impedance source converters suffer from the mentioned problems. In [3], a
modified cascaded Z-source high step-up boost converter is proposed in order to obtain a high
conversion ratio with low voltage stress of semiconductor devices. In addition, the results verify that
the proposed topology operates at continuous current mode (CCM) with low current and voltage
stress.

EPE'22 ECCE Europe ISBN: 978-9-0758-1540-5 — IEEE: CFP22850-USB P
Assigned jointly to the European Power Electronics and Drives Association & the Institute of Electrical and Electronics Engineers (IEEE)
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Neural Networks-Generalized Predictive Control for MIMO Grid-Connected Z-Source
Inverter Model

The control techniques in ZSI are normally deployed to control the capacitor voltage and inductor
current of the impedance network and the inductor current of the inverter’s AC side. However, the
control strategies in ZSI are a challenging issue due to the existing right-half-plane (RHP) zero into the
control to capacitor voltage transfer function of the impedance network. Accordingly, different control
strategies are adopted to ZSI as a non-linear and non-minimum phase system [4]. The proportional-
integral-derivative (PID) controller can be applied to the ZSI to control the converter around a specific
operating point. Therefore, the converter operation is restricted, and the converter dynamic is affected
by operating point variation. In [5], a PID-like fuzzy control strategy is established to control the peak
dc-link voltage. The PID parameters are determined according to the fuzzy logic-based rule sets. The
rule sets in this paper are modified based on the trajectory performance of the phase plane in order to
enhance the transient performance. Sliding mode control, fuzzy logic controller, model predictive
control (MPC), and neural networks control are some other controllers that can effectively apply to the
ZSI. In [6], a neural networks control technique is exploited to control DC boost and AC output
voltage of ZSI. The space vector pulse-width-modulation (SVPWM) is modified in this paper in order
to control the shoot-through (ST) duty ratio to boost dc voltage.

Model predictive control (MPC) is also widely applied to the ZSI control scheme. In [7], MPC
predicts the capacitor voltage, inductor current, and output load current of a switched-inductor quasi
ZSI to compare with the corresponding reference values. Then, the switching states are selected to
achieve the minimum cost function. In [8], MPC is used in islanded and grid-connected operation
modes to achieve a seamless transition between operation modes, fast dynamic response, and small
tracking error under the steady-state condition of controller objectives. In [9], MPC is applied to the
quasi ZSI to reduce the inductor current ripple and the output current error. In recent years, different
MPC algorithms based on the predictive process model and defined cost function have been
introduced. Dynamic matrix control (DMC) and model algorithmic control (MAC) are two MPC
algorithms based on system step response and impulse response. Moreover, generalized predictive
control (GPC), which is based on the system’s discrete transfer function, and predictive functional
control (PFC) based on the system’s state space are two advanced MPC algorithms. Neural networks
MPC (NN-MPC) can also be used specifically in complicated systems that conventional system
identification methods such as step response, impulse response, transfer function, or state space of the
system cannot be applied straightforwardly. The NN-based MPC algorithms are not fast due to high
burden calculations. Therefore, NN-MPC is not developed in recent years compared to other MPC
algorithms.

In this paper, neural networks GPC (NN-GPC) is applied to the ZSI in order to predict the capacitor
voltage and inductor current of the impedance network and output inductor current. In this algorithm,
the forced response of the predictive control is obtained by neural networks. The analysis shows that
the proposed MPC algorithm enhances the dynamic response of the ZSI without increasing the
calculation burdens. To verify the theoretical analysis, the simulation results are compared with
conventional GPC. The rest of the paper is structured as follows. First, the multi-input multi-output
(MIMO) model of the ZSI is presented. Then, by obtaining the discrete transfer functions of the ZSI,
the proposed NN-GPC is introduced. Eventually, the simulation results are shown in order to verify
the theoretical analysis.

MIMO z-source inverter model

As it can be seen from Fig. 1, the single-phase Z-source inverter consists of an impedance network and
an H-bridge inverter. The impedance network involves two inductors L; and L, and two capacitors C,
and C,. In addition, a rectifier diode is in series with the input DC voltage source. The impedance
network components are symmetrical i.e. the inductors L; and L,, and capacitors C; and C; are equal
(Li=L>=L and C,=C>=C). Therefore, the inductor current and capacitor voltage are identical.
Furthermore, the parasitic resistor of the inductors is considered in the inverter model. This inverter
has three operating intervals over a complete duty cycle. In the first interval (Ton), the switches Q, and
Qs are conducted in a positive active switching state. During the second interval (Torr), the switches
Q: and Q3 are conducted in a negative active switching state. Finally, the third interval (Tsr) is related
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to the shoot-through (ST) switching state that all switches are turned on simultaneously to boost the
input voltage. According to the z-source converter operation and considering the inductor volt-seconds
balance, the following relations are established in ZSI [10]:

Vc'lecszcz—NXVD(' (D

XV 2

where Dsr is the shoot-through duty cycle (Dsr= T'si/T). To obtain the state-space of the ZSI, the
average model of the operation modes is considered in this paper. To this end, according to the
operation modes of ZSI, the average of three different state-space are evaluated:

X =4 X+ByUs 3)

where X is the inductor current and capacitor voltage of impedance network, and inductor current of
inverter AC side as the state variables, X=[/;, Ve, 11s], and U is the input DC voltage and grid voltage,
Uz[VD(‘, V(;,-,',]]. Moreover, the AA VG and BA yG are defined as (A_,; VG, A(),\r, A()FF, AsT, BA VG, B():\', B()FF, and
Bgr are matrices):

1
AA VG = T(TONAON + TOFF AOFF * TST AST ) (4)

| . - -
B.{ VG = 7(1()3\’ I}()AV + IUFF I;()l"l" + IST liST ) 2 (5)

where Ton=(um+1-Dsi/2)%X T, Topr=(1-Ton-Ts1), and u,, is amplitude modulation index. To obtain the
state-space of ZSI, presented in Fig 1, the ZSI is simplified into two separated systems. The H-bridge,
Ls, and grid are considered a simple switch and constant current source (Is) in the first system.
Therefore, the first system consists of the input voltage source, impedance network, and equivalent
circuit of the switch and current source. Moreover, the second system involves the constant DC
voltage (Vinv), H-bridge, grid impedance, and grid voltage. In [11-12], the state-space ZSI is analyzed
with a similar procedure. Accordingly, the state-space of ZSI is obtained as:

D, iy, Ru
e

<_ Ve
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12

Fig. 1: Single-phase grid-connected z-source inverter
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Therefore, the small-signal analysis can be performed in order to obtain the transfer functions of ZSI:

C(Vpe =2Dg Ve =211, ) s +(2-8Dg, +8D%. ) I

I
G)=p—= ; , ®
U Dy (2Dg-1)(CLS*+Crys+4D% —4Dg +1)
T (2DS,-—1)(215Ls+4ISrL—(l—ZQST)VDC) 5
o C(Vpe =2Dg Voo —21L,1, )s + 21 +8D% I, —8D, I

i Ve
G;,(S):i:izy‘ Vi (10)

. Lgs+r

In G,(s) to Gs(s), capital letters represents the variables at the operating point. Therefore, /s and Vpe
are the constant value at the operating point. As it can be seen, G(s) represents a non-minimum phase
system due to the existing RHP zero into the transfer function. Fig. 2 represents the pole and zero
trajectories of control-to-capacitor with system parameter variations (C is considered constant and L is
varied). Consequently, a MIMO ZSI is presented that the input variables (control variables) are shoot-
through duty cycle (Dsr) and amplitude modulation index (u.), and the outputs are capacitor voltage of
DC side and inductor current of inverter AC side.
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Fig. 2: Pole and zero trajectories with system parameters variations

Proposed neural networks-generalized predictive model

The GPC algorithm is exploited based on the transfer function that can possibly be a non-minimum
phase and unstable system by considering the challenges regarding disturbances and noises. In MPC
algorithms, the response is consists of free response and forced response. The free response refers to
the signals in the past, and the forced response is related to the signals in the future. In this paper,
controlled auto-regressive integrated moving average (CARIMA) is used to model the system in GPC:

e(t)
a-z"

A(z")y(t)=z"'B(z")u(t—l)+(“(z“) (11)

where d is the system delay, e(t) is the noise that in this paper noise is not considered into the model,
and A(z") and B(z”) are obtained from the discrete-time model of transfer functions:

-1 -1 -2 -n,
Az )=1+az" +a,z" +..+a,z”" (12)
B(z")=b, +blz"1 +b:z"2 +..+b 2z (13)
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According to the Diophantine equation in (13), the £(z ') and F(z') can be calculated as a recursive
relationship in (14) and (15) in order to predict the signals:

E(z)(1-z) Az ) +z7F,(z") =1 (14)
B (z")=E(2")+ f027 (15)
Lo =Fia—JS il i=0,1,..,n,-1, (16)

where j is the prediction horizon, and i represents the corresponding terms of the F;(z”). In addition, 4,

is i th term of (1-z")A(z™"). Therefore, according to (10) and considering e(¢)=0, the estimated outputs
at the predictive horizon can be obtained:

P+ jIn=BEE (" )A-z Y+ j—d-1)+F,(z)y@) (17)

In (16), Fj(z")y(r) is dependent on the past control signals. However,
B(zYE j(z’l Y(1—z"Yu(t+ j—d —1) is included both past and future control signals. In conventional
GPC, the free response and forced response are separated by the following equation:

y=@y +Iu_ +Qu (18)

The first two terms in (17) are related to the past control signals, and the third term is related to the
future control signals. The matrixes# , /7, and 2 are defined as below in the conventional GPC

algorithm:
Tias f,m_,," i -+ Edvn, Zao O 0
D= .. IIr=| .. = (19)
Sawo o f.u,w.,, any o 8asngy, i o Basno

In the proposed NN-GPC algorithm, the forced response presented as @Qu in conventional GPC is
replaced with feed-forward neural networks in order to predict the control signals. Therefore, the 2
matrix components are obtained by NN. In this algorithm, the GPC calculations reduce, instead the
neural networks calculations are put in the algorithm. Fig. 3 represents the NN structure to predict the
state variables. More accurate predicted state variables for the GPC enhance the algorithm operation
and dynamic response of the ZSI. Fig. 4 shows the proposed NN-GPC. The inductor current and
capacitor voltage of the impedance network and inductor current of inverter AC side as the feedback
signals are inputs of the feed-forward NN and GPC. After algorithm calculations, the cost function
units evaluate the optimum output control signals according to the predicted signals and reference
signals. Eventually, the output control signals are applied to the gate drive to switch on or off the
switches.

The cost function can be define as:

CF=R-Y) (R-Y)+au"u, (20)
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Fig. 3: Neural networks structure to predict the control signals

where R is the reference values R=/R(t+d+1), R(t+d+2), ..., R(t+d+N)], Y is defined in (17), and a is
a constant value. Therefore, the optimum control signal can be stated:

u=(2'Q+al)' Q"(R-Py —ITu) 1)
Qi Q: Q3 Qq
ipg|k] — B :
Veilk] — Neural Networks Prediction Iaol::)t:;il:_.ate
ips|k] —>
liulkﬂl lVr/lk“l l"Ls[kH] 2
_Generalized Prediction Control | Reference
] ) Values
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Fig. 4: Proposed NN-GPC

Performance evaluation and simulation results:

To evaluate the performance of the proposed NN-GPC on ZSI control, a ZSI with the specifications in
Table I is considered. The NN is trained offline based on the obtained data of the ZSI simulation
performance. Consequently, the NN offers the components of matrix £2 that are related to the future
signals according to the instant values of state variables. On the other hand, the GPC algorithm
evaluates the components of the matrices @ and /7 that are basically referred to the past signals. The
NN parameters and GPC algorithm parameters are presented in Table 1.

In order to evaluate the ZSI operation with the proposed NN-GPC, the simulation is carried out in
MATLAB/ SIMULINK, and the results are compared with the conventional GPC. The neural
networks toolbox is utilized to predict the state variables, and the GPC is set up by MATLAB codes.
Eventually, the output signals of the cost function minimization are applied to the gate driver. The
switching method in this simulation is the unipolar method. Figure 5 and 6 show the capacitor voltage
and inductor current of the impedance network, coupling inductor current (Ls), and H-bridge inverter
input voltage. It can be observed that the state variables follow their reference values effectively. In
order to evaluate the dynamic response of ZSI in transients, the output current reference at 0.1ms is
changed from 10A to 20A. The performance of NN-GPC and conventional GPC in transient can be
seen in Fig. 5 and 6. The state variables in the conventional GPC are not able to trace the reference
values in transition when the current reference is changed. However, the accurate prediction of state
variables by feed-forward NN in NN-GPC makes the voltages and current track the reference values
effectually. Although the MPC-GPC is also shown a favorable result in general specially comparing
with PID controller, the proposed NN-GPC presents an effective performance specifically from the
dynamic response perspective. Table I represents a characteristics comparison of GPC and NN-GPC.
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Table I: Z-source inverter and NN-GPC specifications

ZSI parameters NN-GPC parameters
Vbe 100Vde Input Data 3x100
V6ria 110Vrms Output Data 3x100
Ci &G ImF NN Training 70%
L &L, 5.1lmH specifications Validation 15%
Ru & RLz 0.25Q Testing 15%
Ls 5.1mH No. Hidden Neurons 3
Ry 0.25Q Sample T 2us
GPC — :
lour 20A sjiecifications Predictive horizon 4
VCiret 230V Control horizon 4
Table II: Comparison of GPC and NN-GPC characteristics
Specification GPC NN-GPC
- Linear system - Linear system
O - Nonlinear system - Nonlinear system
4 - Minimum phase system - Minimum phase system
- Non-minimum phase system - Non-minimum phase system
Complexity Lower Higher
Dynamic response Lower Higher

iLs & iLs_ref
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Fig. 5: Simulation results of ZSI control by GPC
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Fig. 6: Simulation results of ZSI control by NN-GPC
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Conclusion

In this paper, an NN-GPC algorithm is proposed in order to control a ZSI. As discussed, the ZSI has
non-minimum phase characteristics due to existing RHZ zero in control to capacitor voltage transfer
function. Therefore, conventional linear control methods such as PID controllers make the ZSI
operation unreliable and inefficient. The MPC algorithms as a promising control method for non-linear
and non-minimum phase systems is considered recently to optimum control of ZSI. Eventually, the
GPC algorithm is applied in this paper according to the MIMO model of ZSI. By deploying a feed-
forward NN and improving the system identification to predict the state variables of the converter, the
performance of the GPC algorithm is enhanced. Eventually, the simulation results for a specific ZSI
are presented to verify the proposed NN-GPC algorithm.
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Chapter 8
Conclusion and Future Work

This PhD thesis addresses the conception, study, and development of two major
points of view in MG and NMG systems. Energy management for networked MG and
the consequence pros of sharing energy in networked MG is developed in the first part.
Moreover, new topology and control methods for practical power electronics interfaces

in MGs are expanded in the second part.
The major achievements of this PhD thesis are:

- Networked MG energy management

This study proposed a supervised and unsupervised learning clustering to cluster a
number of residential, commercial, and industrial MGs. The clustering is based on the
maximum load demand (MLD) and operating reserve (OR) of each MG evaluated for
each interval considered for the load profile. Different load profile pattern of MGs lead
to cluster the MGs such that the reliability of MGs increase. The proposed energy
management is implemented for three residential MGs, two commercial MGs, and three
industrial MGs. The performance of the proposed energy management is evaluated by
MATLAB. The results represent that reliability of MGs and the whole system increased
due to the possibility of sharing the operating reserve of MGs.

- Component sizing for Networked MG

This work presents a component sizing procedure for NMG. The proposed
algorithm is based on the operating reserve of dispatchable units existing in MGs.
Therefore, the proposed algorithm affects only the size of the dispatchable units. The
size of the dispatchable units is reduced by a factor introduced as the Reduced Factor
(RF). The peak load (PL) and correlation of load profiles are effective on RF. The
proposed algorithm is evaluated for three MGs by simulation and practically at the
laboratory. The results show that the size of dispatchable units can decrease

significantly for the sake of the possibility of operating reserve sharing amongst MGs.

- Optimum design of LLC resonant half-bridge converter

This work addresses a practical optimum design procedure for LLC resonant half-
bridge converters. LLC resonant converter proposes a galvanic isolated topology with
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the possibility of voltage boosting by adjusting the turn ratio of the high-frequency
transformer. Step-up converters are more applicable for MGs with low-power RESs
generation such as low-scale PV systems. In this case, the PV panels are connected in
series in order to provide a higher efficiency and reliability system. Moreover,
networked MG systems result in a smaller size of energy generation units. Therefore,
employing step-up converters is mandatory to meet the inverter input voltage. On the
other hand, depending on the power system requirement, galvanic isolation of power
generation units is obligatory by standards. LLC resonant converters are able to have
different operation modes based on switching frequency and load demand. Accordingly,
different operation modes indicate an exclusive performance of the converter. Different
optimization methods are exploited in this study to investigate the best operation of the
converter in various operation modes. To evaluate the proposed design procedure, the
theoretical analysis is performed for the optimization methods and all operation modes
of the converter. A real prototype of the LLC resonant half-bridge converter is also built

to verify the obtained results of the proposed design procedure.

- Z-source DC-DC high step-up converter

This work presents a non-isolated high step-up DC-DC converter for hybrid MGs
applications. Step-up converters are widely used for PV applications specifically for
low-power PV systems with series connection of panels. Non-isolated converters can
offer high efficiency and simple control solution for power systems with no galvanic
isolation requirements. The proposed topology takes advantage of the cascading
technique for two Z-source networks. The cascaded network leads to decreasing the
input current peak and current stress of the Z-source network input diode. In addition,
the Z-source networks provide low voltage stress for semiconductor devices with high
gain voltage. The theoretical analysis is performed in this study to obtain the voltage
gain and voltage stress of devices equations as a function of the duty cycle. The results
of a laboratory prototype are obtained to validate the theoretical analysis. The results
represent that the proposed topology is suitable for PV application in order to elevate

the voltage at a proper level for grid-connected or isolated inverters.

- Control method for grid-connected Z-source inverter

This study addresses the non-minimum phase behaviour of the Z-source inverter.

The control of non-minimum phase systems is challenging due to the existence of
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intrinsic delay of state variables. The proposed control method is based on generalized-
predictive control (GPC). However, the forced response of GPC is replaced by a feed-
forward neural network in order to predict the state variables. The results show the
enhancement of converter operation, especially at transients. Therefore, the proposed
control methods make the inverter operation appropriate for grid-connected and NMG
applications with multiple power reference changes due to energy sharing amongst
MGs.
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Future Work

The reliability of MG is a challenging topic, especially in hybrid MG integrated
with renewable energies. This thesis has been developed to address challenging issues
such as energy management in networked MG, the effect of energy sharing on the size
of the components, the step-up converters to elevate the voltage level of renewable
energies, and enhanced control method for Z-source inverter to improve the

performance of the converter in transients.
However, the following topics can be addressed as future work:

- Novel control strategies and energy management based on machine
learning strategies: microgrid clustering and associated tasks such as the
integration of a considerable number of heterogeneous devices, real-time
support, information processing, massive storage capabilities, security
considerations, and advanced optimization techniques usage could take place in
an autonomous and scalable energy management system architecture under a

machine learning perspective.

- Analyzing the effect of energy sharing on non-dispatchable units for grid-
connected and isolation operating mode in NMG: efficient energy
management can propose an accurate procedure to evaluate the renewable
energy generation economically in order to survey the possibility of RE size
reduction in NMG.

- Analyzing and investigating Z-source topologies to tackle the inherent
restrictions: Z-source converters propose a high voltage gain with low voltage
stress for semiconductor devices; however, the high input current level and
unidirectional operation of these converters make their application restricted for

some specific purposes.

- Investigation on multi-port converters for NMG: multi-port converters are
prone to propose an efficient solution for networked MG in order to share the
energy amongst MGs. Multiple advanced control method such as MPC

algorithms can exploit in these converters to enhance the converter operation.
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