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Abstract

This thesis investigates the role of human capital in unidedsng recent devel-
opments in the U.S. labor market. Chapter 1 provides novelrarapevidence

suggesting that an increasing importance of on-the-jobamoapital accumula-
tion is behind the declining dynamism in job turnover. Theufitative results

of a theoretical model show that the proposed explanatiaracaount for almost
one-third of the decline in job turnover. Chapter 2 shows figiulation aging

and rising educational attainment are two crucial factaiitd the downward
trend in unemployment flows since mid-1970s. A theoreticatiet where older

and more educated workers posses more job-specific huméalcam account
for the observed trends. Chapter 3 finds that more educatetbingls experience
lower and less volatile unemployment due to a lower hazaedaflosing a job.

A theoretical model with initial on-the-job training illtrates that accumulation
of match-specific human capital can explain this empiricalgyn.

Resum

Aquesta tesi investiga el paper del capital lduem la comprengide certs esdeve-
niments recents en el mercat de treball dels Estats Unitsagidbl 1 proporciona
nova evi@ncia emfrica que suggereix que la creixent imgortia de I'acumula-
ci6 de capital hura en el lloc de treball edtdarrere de lagrdua de dinamisme
en el mercat laboral. Els resultats quantitatius d’'un moalgic mostren que la
hipotesi que es proposa pot explicar gagein ter¢c de la@rdua de dinamisme en
el mercat laboral. El cafl 2 mostra que I'envelliment de la pobléadil’augment
del nivell educatiu 8n dos factors crucials darrere de la téndia a la baixa dels
fluxos d’entrada i sortida de I'atur des de mitjans dels amyardga. Un model
teoric en q els treballadors de&s edat i res educadi tenen un major nivell de
capital huna espeffic pot explicar les tenehcies observades. El dag 3 mos-
tra que els individus amb major edudaexperimenten un nivell de desocugaci
més baix i menys vaitil, degut a una menor probabilitat de perdre el lloc de tre-
ball. Un model téric que incorpora formagiinicial al lloc de treball Hlustra que
I'acumulacd de capital hura espeftfic pot explicar aquesta regularitat emipa.

Vil






Foreword

This thesis examines several macroeconomic aspects ofri@diets. It consists
of three self-contained chapters that highlight the imgooece of human capital
in understanding recent developments in the U.S. labor ehafkhis thesis uses
recent empirical and theoretical advances in the area of labrket flows analysis
and search and matching models.

Chapter 1, “The Slowdown in Business Employment Dynamics: Rbk
of Changing Skill Demands”, studies the observed decline.fB. Business em-
ployment dynamics over recent decades. | propose and tptavaly evaluate the
hypothesis that on-the-job human capital accumulationbeasme increasingly
important over time. Indirect empirical support for thigayhesis relates to sec-
ular trends of rising educational attainment and changkill) demands due to
technical advances. The chapter also provides more direchavel empirical
evidence, showing that job training requirements havenr®eer time. | con-
struct a multi-worker search and matching model with endogse separations,
where training investments act as adjustment costs. Theslhoad explain how
the increase in training requirements accounts for therteat job turnover, the
increase in inaction, and the evolution towards a more cesgad employment
growth distribution, all consistent with the data. Quaattitely, the observed in-
crease in training costs can explain almost one-third ofitaine in the job re-
allocation rate over the last few decades. The key mechaisishat higher job
training requirements make firms reluctant to hire and firekexs when economic
conditions change, resulting in lower labor turnover.

Chapter 2, “The Fading Dynamism of the U.S. Labor Market: ThéRb
Demographics” (joint with Tomaz Cajner), analyzes the rdldeamographics for
the downward trend in unemployment flows since mid-1970s fikidethat pop-
ulation aging and rising educational attainment are twaiatdactors behind the
observed trend. Empirically, these two demographic charatics explain about
three quarters of the total decline in aggregate unemplayiftevs from 1976 to
2011. We examine theoretically why and how age and educaffect the dy-
namism of unemployment flows. Since older and more educabekiens possess
more job-specific human capital, the compositional shifthée labor force induce
an increase in the accumulated job-specific human capitak if turn reduces
incentives to destroy jobs and drives the secular trendakarlmarket fluidity.
We show that a relatively stylized search and matching maatél endogenous
separations, featuring higher amounts of on-the-job itngifior more-educated
workers and skill obsolescence for old unemployed worlaas,go a long way in
guantitatively accounting for the observed empirical graus.

Chapter 3, “Human Capital and Unemployment Dynamics: Why DoeMiat-
ucated Workers Enjoy Greater Employment Stability?” @ith Tomaz Cajner),
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systematically and quantitatively investigates the reasehy employment stabil-
ity increases with education. The analysis of the U.S. milata shows that the
remarkably divergent patterns in unemployment rates a@dscation groups are
almost entirely driven by differences in job separatioesatvhereas job finding
rates remain surprisingly similar across individuals vdifierent educational at-
tainment. Since existing models fail to account for thegkz&td facts, we proceed
by examining several possible explanations for differenneunemployment dy-
namics by education with an equilibrium search and matchiodel that features
endogenous job destruction and complementarities betwedhe-job training
and education. Our main finding is that given the observddréifices in on-the-
job training by education, the model is able to explain theieical regularities
across education groups on job finding rates, separaties, r@ahd unemployment
rates, both in their first and second moments. Other potestanations for
divergent patterns in unemployment by education appeae tiess likely when
analyzed through the lens of a standard search and matcludglm
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Chapter 1

THE SLOWDOWN IN BUSINESS
EMPLOYMENT DYNAMICS:
THE ROLE OF CHANGING
SKILL DEMANDS

1.1 Introduction

The U.S. labor market has been traditionally characterazelighly flexible and
dynamic. However, over the recent decades several meastutalsor market
turnover appear to have been trending down. Diminished latasket dynamism
can have profound macroeconomic implications. On the ome ,Hawer labor
market mobility impedes reallocation of labor resourcesgatals their most pro-
ductive use and could, in theory, result in sluggish laborketarecoveries follow-
ing business cycle downturns. On the other hand, lower jalbo@ation can also
enhance incentives for on-the-job human capital formatibuas leading to pro-
ductivity gains and possibly higher job stability and regldigoblessness. Which
of these opposing forces will prevail, depends to a largereéxn the underlying
reasons for the secular decline in labor market dynamicspifeethe importance
of this question for both employment and productivity dymzsnand also for po-
tential economic policy responses, the existing litetffers little clues on the
ultimate source of this decline.

This paper proposes and quantitatively evaluates a noyathgsis that job
training requirements have become increasingly impodeet time and have re-
sulted in declining labor market turnover. This hypothésidosely related to sev-
eral observations about the recent changes in the U.S. tahidket: (i) a tremen-
dous increase in educational attainment, that has beeniatezbin the literature

1



with the idea of skill-biased technical change, (ii) jobgritation, which refers to
the increasing concentration of employment in the highedtlawest skill/wage
occupations, as job opportunities in the middle-skill quations disappear, and
(iii) the offshoring of some types of jobs. In order to expléhese phenomena,
the recent literature links them to technological advanddajor technological
innovations of the last decades, such as automation, cempation, and wide
diffusion of information and communication technologyeseto have increased
the relative demand for skilled workers. Moreover, the ¢geam skill demands
has been accompanied by an increase in training requirsmiEmis paper argues
that changing skill demands, together with the increaseainihg requirements,
might be behind the declining dynamism of the U.S. labor m@ark

Empirically, by using the Business Employment Dynamicsskttd show that
job reallocation rates have declined and that the employgremvth distribution
has become more compressed over time, both at the aggregeaitathd within in-
dustries. At the same time, | document that job training reguents have risen.
In particular, combining information on training requirents by occupation from
the Dictionary of Occupational Titles with employment datam the Census and
the Current Population Survey | find that: (i) the share of woslemployed in oc-
cupations requiring long training times has steadily insesl over time, and (ii)
the amount of training required by occupations has alseasad. Importantly,
most of the increasing importance of training over time isevled within indus-
tries. Finally, exploiting evidence at the industry levudind additional empirical
support for the working hypothesis. Specifically, | showt timalustries with a
higher increase in the share of workers employed in longpitrgi occupations
experience a higher decline in employment dynamics.

Can the observed increases in training requirements actéoutite decline
in labor market dynamism? In order to answer this questiammbktruct a multi-
worker search and matching model, where training investsnaet as adjustment
costs. The model economy is calibrated to be consistentaviibt of aggregate
and distributional moments for the U.S. economy. | thenyaeathe labor market
implications of varying the magnitude of training costs.eTiodel can explain
how the increase in training accounts for the decline in gddlocation, the in-
crease in inaction, and the evolution towards a more cormpdesmployment
growth distribution, all consistent with the data. Quaatively, the observed in-
crease in training requirements can explain almost ond-tfithe decline in the
job reallocation rate over the last few decades. The solwafdhe model is char-
acterized by a region of inaction, given the presence ofganvex hiring costs.
Firms only hire when productivity is sufficiently high, andlg fire when it is
sufficiently low. When training costs rise, the region of itnty expands and
firms become more reluctant to hire and fire workers when enanoonditions
change.



The introduction of a notion of firm size into a search and tmatg model
allows to analyze a series of cross-sectional implicatiefeged to employer size.
Particularly, the model predicts that larger firms are mai@dpctive and pay
higher wages as in the data. More interestingly, the model ptedicts that the
size-wage differential widens and that wage dispersiagesaivhen training costs
increase. While the empirical evidence on changes over tinthea size-wage
gap is virtually non-existent, there is substantial enggirivork documenting an
increase in wage inequality in the United States since tteell870s. Addition-
ally, the model can replicate the empirical fact that larfygns have lower job
flow rates, when considering an extension allowing for gatclvacancy posting
costs.

The model is also used to examine a potential alternativeaeapon for the
decline in aggregate labor turnover measures: a declimeisize of shocks faced
by firms. The results show that the hypothesis of smaller lsha consistent
with the observed developments in employment dynamic®adt lqualitatively,
and could complement the explanation analyzed in this papewever, one of
the main challenges for this hypothesis is to find an empideanterpart for the
shocks affecting firms. Finally, other possible explanaibehind the decline in
labor turnover are briefly discussed at the end of this paper.

Following this introduction, the rest of the paper is orgaai as follows. Sec-
tion 1.2 discusses the related literature. Section 1.3igesvthe empirical evi-
dence on which this paper builds. Section 1.4 develops thdemdhen, Section
1.5 presents the parameterization of the model and the nmaulaions results,
together with a discussion of the model's mechanism. Sectié conducts a
sensitivity analysis of the main quantitative results aedt®n 1.7 examines the
cross-sectional implications of the model. A discussioraltérnative explana-
tions is contained in Section 1.8. Finally, Section 1.9 dotes with a discussion
of possible avenues for further research. | provide datarge®n, some further
empirical results, supplementary details on the model adlitianal robustness
checks in Appendix A.

1.2 Related Literature

Several recent papers provide evidence on declining lalaokehturnover in the
United States over the last three decades. Downward transigrker flows have
been documented for unemployment inflows as measured by ther€urop-
ulation Survey (CPS) unemployment duration data (Davis .et2810) and by
the CPS gross flows data (Davis et al., 2006, Fujita, 2012) f@aneimployer-to-
employer transitions as measured by the CPS gross flows ddiaKRand Fleis-
chman, 2004, Rogerson and Shimer, 2011, Mukoyama, 2014) yatiteb_on-
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gitudinal Employer-Household Dynamics (LEHD) data (Hyatid McEntarfer,
2012). Additionally, Mukoyama and Sahin (2009) report bstantial increase in
the average duration of unemployment relative to the uneynpént rate, whereas
Lazear and Spletzer (2012a) find a decrease in labor market,clvhen analyz-
ing the Job Openings and Labor Turnover Survey (JOLTS) dratiting job flows
have been observed by Faberman (2008), Davis et al. (20a@)Dacker et al.
(2013), while Davis (2008), Davis et al. (2012), and Hyatt &pletzer (2013)
present related evidence on declining labor markets flowgeneral.

Despite the vast evidence on declining labor market mgbniery few pa-
pers have attempted to provide an explanation for the obdelow-frequency
trend. Two notable exceptions are Davis et al. (2010) andaH#012). Particu-
larly, Davis et al. (2010) argue that declines in job degioucintensity can lead
to lower unemployment inflows; according to their result® bbserved decline
in the quarterly job destruction rate in the U.S. private@ecan account for 28
percent of the fall in unemployment inflows from 1982 to 20@@ne possible
interpretation, which they offer, is a secular decline ia thtensity of idiosyn-
cratic labor demand shocks, but they also do not rule outrotiterpretations,
like greater compensation flexibility over time or incredseljustment costs. Fu-
jita (2012) proposes an explanation according to which ecoa turbulence has
increased over time. In particular, if the risk of skill obsscence during unem-
ployment has risen, then workers should be less willing fmasse and accept
lower wages in exchange for keeping the job. The author shiostghis mecha-
nism can be behind the decline in the separation rate.

The methodology followed by this paper to document thabing has become
more important over time is similar to the one in Autor et aD@3), who argue
that the adoption of computer-based technologies is bahmdisappearance of
routine jobs in the U.S. labor market. Since non-routinggase positively cor-
related with training measures, this enhanced techna@bgaphistication of the
production process can also be used as indirect evidentéhthamportance of
training has risen over time. In that respect, this papess@lated to the empir-
ical literature on job polarization as Acemoglu (1999), é&wet al. (2006), Autor
and Dorn (2013), Goos and Manning (2007), and Goos et al9)200

Additionally, this paper relates to other work that invgates the interaction
between labor turnover and training provision. Partidy@hapter 3 of this thesis
argues that on-the-job training, being complementary tmé& education, is the
reason why more educated workers experience lower unemplayrates and
lower employment volatility. Wasmer (2006) analyzes thieraction between
turnover and specificity of skills in a setting with searaltfons and firing costs,
and finds that labor market institutions can affect investintkcisions between
general and specific human capital.

Finally, this paper contributes to the recent theoretitatdture on search and
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matching models that incorporate a notion of firm size. Tleméavailability of
establishment-level data on workers flows and job flows hagased the interest
of incorporating firm dynamics and heterogeneity into stadanodels of search.
Contributions to this literature include: Acemoglu and Hawvek(forthcoming),
Cooper et al. (2007), Elsby and Michaels (2013), Fujita andajima (2013),
Kaas and Kircher (2011), and Schaal (2012). Relative to tistileg literature,
this paper provides a multi-worker search and matching iedle endogenous
separations and investments in training, which allowsudysthe macroeconomic
effects of increasing training requirements.

1.3 Empirical Evidence

This section provides the empirical evidence on which tlapgp builds. First,
| show that the declining dynamism of the U.S. labor markenifeats itself at

the employer level, through lower rates of job gains anddssand through a
more compressed distribution of employment growth ratexofd, | provide a
novel piece of empirical evidence from the Dictionary of Ggational Titles that
training requirements have become more important over. tifkeen, | examine
cross-sectional variation at the industry level to find &ddal empirical support
for the working hypothesis of this paper. Finally, | discusdirect empirical

evidence related to the increasing importance of trainiregy tme.

1.3.1 Declining Business Employment Dynamics

This section documents the evolution of job flows in the Wh&ates over time.
Job flows measure the net change in employment at the etablnd level, and
they represent a central piece of information for undeditanthe dynamism of
the labor market.

Figures 1.1a and 1.1b depict aggregate quarterly measijasareation, job
destruction, and job reallocation for the nonfarm privagetsr using data from
the Business Employment Dynamics (BED) over timdob creation is defined
as the sum of all jobs added at either opening or expandirgplestiments, and
job destruction includes the sum of all jobs lost in eith@salg or contracting

1The BED data are compiled by the U.S. Bureau of Labor StesigBLS) from the admin-
istrative records of the Quarterly Census of Employment\Afagies program. This program is
a quarterly census of all establishments under state umgmeht insurance programs, repre-
senting about 98 percent of nonfarm payroll employment. dda do not include government
employees. All the BED data used in this paper are publichilalsle through the BLS website:
http://www.bls.gov/bdm/.



establishment$.In turn, the job reallocation rate is the sum of job creatiad a
destruction rates, and summarizes the restructuring obpgortunities across
firms. Two main observations stand out from Figures 1.1a ahb. 1First, job
flows are large in magnitude. For example, in the mid-90s d¢te humber of
employment positions that were created and destroyed iaregwas equal to 15
percent of total employment. Second, both job creation ahdipstruction rates
exhibit a secular decline since the data became availabtedrl 992, especially
pronounced during the 2000s. Particularly, the averagegaltocation rate at the
end of the sample period is 20 percent lower than at the begjrof the sample
period?

9 - - 50
\*Job creation - Job destruction|| ¢
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44

11

5 4
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(a) Job flows (b) Job reallocation (c) Inaction rate

Figure 1.1

Notes:All figures plot quarterly data for the nonfarm private seétom the BED for the period
1992:Q3-2012:Q2. Panels A and B plot seasonally adjustiadwhile Panel C plots four-quarter
moving averages of not seasonally adjusted data.

Even though the BED is only available since mid-1992, job flénesn other
databases with longer time series also share the sameidggattern. First, the

2Job creation and destruction are expressed as rates byndivieir levels by the average
of total private employment in the current and the previouarter. As shown by Davis et al.
(1998), this measure provides a symmetric growth rate tfiatsoan integrated framework of
births, deaths, and continuing employers.

3Importantly, a declining trend is observed not only in qesyt job flows data, but also in
annual measures. In particular, the BEBnualjob reallocation rate declined 24 percent between
1994 and 2012, from 27.1 percent to 20.5 percent. There arerain reasons why annualized
quarterly flow rates are higher than annual flow rates. Figt, to time aggregation, some of the
quarterly job gains and job losses at the establishment degeoffset during the estimation over
the year. Second, as pointed out by Davis et al. (1998),itcapgstablishment-level employment
movements, including seasonal movements, are much maly li& enter into the calculation
of gross job flows over three-month, as opposed to twelvetmantervals. If, for example, the
prominence of seasonal jobs or temporary layoffs has detlwver time, then we would see
stronger declines in quarterly flow measures than in anneabuores. The fact that both measures
fell by approximately the same amount reassures us thatdpeid quarterly measures is not due
to changing behavior of transitory movements over time.
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slowdown in business employment dynamics can also be as$ersing annual
job flows data from the Business Dynamics Statistics (BDS)chviziovers the
nonfarm private sector for the period 1977-2011 (see Figutein Appendix
A.2). Similar evidence along these lines is provided by Batial. (2010) and
Decker et al. (2013). Second, Faberman (2008) reports dasetrcline in the
magnitude of job flows for the manufacturing sector for thérempostwar period.
Particularly, the decline in the job reallocation rate ie thanufacturing sector
between the periods 1947-1983 vs. 1984-2010 is 22 peramniéble 2 of his
paper). Finally, Hyatt and Spletzer (2013) also show deslin job flows for the
period 1998-2010 using quarterly employment data from LEHD

Notice that the job creation and destruction rates are yussummary statis-
tics of the underlying distribution of establishment-leenployment growth
rates. A closer examination of this distribution using daten the BED shows
that it has become more compressed over time. Specificadjyyé1.1c depicts
the evolution of the share of establishments with no empetehange from the
previous quarter (i.e. the inaction rate). During the 1990s share was around
44 percent and it has increased over time, reaching an avelage to 50 percent
in mid-2012. The inaction rate provides additional infotima not contained in
the job flow measures analyzed so far, as those establishwviteninchanged em-
ployment contribute to neither job creation nor job dedtanc The counterpart
of the increasing number of inactive firms is a decline in theers of firms that ad-
just, visible in nearly all categories by size of change (Sgeare A.2 in Appendix
A.2). Similar results for the employment-weighted digttibn are provided by
Davis et al. (2012) and Hyatt and Spletzer (2013), using dential microdata
from the BED and LEHD, respectivetyThus, during the last two decades there
has been a narrowing distribution of establishment growittn more employment
in establishments with no change.

Finally, other indicators also point to a secular declinghia variability of
establishment-level employment changes. For exampleisaal. (2010) doc-
ument a secular decline since the mid-1970s in the crosgsatdispersion of
employment growth rates and in the time-series volatilitgsiablishment growth
rates.

4The author does so by constructing a consistent time sefiggiarterly manufacturing
job flows for the period 1947-2010 from three different datds: the Longitudinal Research
Database, the Labor Turnover Survey and the BED.

SDavis et al. (2012) focus on selected periods between 1992609 (see Figure 5 and Table
1 of their paper) and Hyatt and Spletzer (2013) focus on thiegé&998:Q2—-2010:Q4 (see Figure
4 of their paper).



The importance of composition shifts for the decline in busiess employment
dynamics

Several possible explanations might be behind the lorng-tal in the magnitude
of job flows. This paper argues that human capital accunmati ongoing jobs
has become increasingly important over time. Before examgithhe empirical
relevance of this hypothesis, | first analyze whether thexgimg composition of
firms can explain the behavior of aggregate job flows. Thisase has the po-
tential of identifying promising explanations for the deelin turnover. In that
respect, one of the first candidates to explain the aggregatd is the change
in the industry composition. Indeed, job flows magnitudes \greatly among
industries, and it is well know that some sectors (e.g. magtufing) has been
shrinking in the United States over the recent years, wiilers (e.g. health, ed-
ucation and professional and business services) have leevame predominant.

Notice that the aggregate job reallocation rate in petjatenoted by, can
be computed as the employment-weighted average of jolooadibn rates for
each industry as follows:

Ty = Z ZitTits (1.1)
1€Q

wherez;, = (Z;;/Z,;) is the industryi share of total employment, ari, and Z;
are the averages of employment in periodsd¢ — 1 for industry: and for the
aggregate economy, respectively. Finallyrepresents the set of all industries
considered.

With the objective of quantifying the importance of indysthanges for the
behavior of the aggregate job reallocation rate | decompusehange in the job
reallocation rate from periotto the base periot}, into two terms:

Arg=r —my =Y Az + Y Aryz, (1.2)
1€Q 1€Q)

wherer; = % (rit, + rie) @and similarly forz;. The first term on the right of equa-
tion (1.2) measures the change in the composition of theaugrbetweert and
to, Whereas the second term captures the change in the greapispate between
t andt, (thewithin component). Similar equations to (1.1) and (1.2) applylier t
job creation and destruction rates. Table 1.1 presentethéts of the decompo-
sition for all job flow rates, both for the BDS and BED data, cdesing the first
period of data availability as the base perigd

The aggregate job reallocation rate declined by 3.7 peagenpoints over the
sample period, from an average of 15.7 percent in 1992 to arage of 12.1

For the BED data, the decomposition considers 87 3-digit@®&\Industries. BDS job flows
data at the industry level are only available for 9 industrie
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Table 1.1: Decomposition of changes for the job flow rates

Job reallocation Job creation Job destruction
Panel A: BED data 1992:Q2-2012:Q2

Change over period -3.7 -2.0 -1.7
Composition 0.4 0.2 0.2
Within -4.1 -2.2 -1.9

Panel B: BDS data 1977-2011

Change over period -12.4 -8.8 -3.6
Composition 1.7 1.1 0.6
Within -14.1 -9.8 -4.2

Notes: The decomposition considers 87 3-digit NAICS industriestfe BED data, and 9
industries for the BDS data.

percentin 2012. However, the industry shifts observedndpthis period have ac-
tually contributed tancreasethe aggregate job reallocation rate. The same result
is found for the job creation and destruction rates. Thusdégcomposition exer-
cise informs us that the slowdown in business employmenamuiycs is observed
within industries, and that it is not a result of industry qaosition shifts’ Indeed,
virtually all industries experience declines in the reedition rates and increases
in the inaction rates during the sample period (see FiguBamAppendix A.2)8

Overall, these results are relevant as they imply that atgrpial explanation
about the decline in job turnover needs to apply, at leasarty within industries.
This paper argues that human capital accumulation in oggoios has become
increasingly important over time. Next, | examine the emsplirrelevance of this
hypothesis, and | also study whether this is observed aamd®r within indus-
tries.

"Hyatt and Spletzer (2013) find a similar result for the jobatien and job destruction rates
using BED data from 12 industries for the period 1998:Q2-02Q%. Decker et al. (2013), with
access to BDS microdata, quantify the contribution of cositpmnal shifts by firm age, firm size,
industry, geographic location and multi-unit status to¢hanging patterns of business dynamics.
The authors find that compositional effects explain no mbam ta quarter of the decline in dy-
namism between 1982 and 2011. These results lead them ttudertbat the real driving force
behind the aggregate decline is to be found in factors wgrkiithin detailed industry, firm size,
age, and geographical groupings.

8For the BED data, 97 percent of the 87 3-digit NAICS industesperienced a decline in
the job reallocation rate between 1993 and 2011. Regardawgion, 95 percent of the 87 3-digit
NAICS industries experienced an increase in the inactitenaeer the same period.
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1.3.2 The Importance of Training Over Time

This section presents novel empirical evidence on the itapoe of training in-
vestments by occupation and their evolution over time. tleoto compute mea-
sures of training requirements by occupation | use the imé&tion contained in the
Fourth Edition of the Dictionary of Occupational Titles (DDpublished in 1977
by the U.S. Department of Labor. This section provides a samirof the data
construction process; for a complete description of thegss and the datasets
used in the analysis see Appendix A.1.

The DOT is a classification of more than 12,000 occupatiorit, guantita-
tive information about task requirements by occupatione Variable of interest
for my analysis is Specific Vocational Preparation (SVP)P3¥ defined as the
amount of time required by a typical worker to learn the téghes, acquire the
information and develop the facility needed for averagéquarance in a specific
job-worker situation. SVP includes training acquired irch@ol, work, military,
institutional, or vocational environment, but excludelaaling without specific
vocational content. SVP does not include the orientatior tiequired by a fully
qualified worker to become accustomed to the special comditdf any new job.
Occupations are rated on a nine-point scale, with higheleglepresenting longer
training times (see Table 1.2).

Table 1.2: Scale for Specific Vocational Preparation

Level Description

Short demonstration only

Anything beyond short demonstration up to and including 30 days
Over 30 days up to and including 3 months

Over 3 months up to and including 6 months

Over 6 months up to and including 1 year

Over 1 year up to and including 2 years

Over 2 years up to and including 4 years

Over 4 years up to and including 10 years

Over 10 years

[

O©CoOoO~NOULDdWN

Given that the classification of occupations by the DOT is Imomore disag-
gregated than the classification provided by the Census|awdhe methodol-
ogy proposed by Autor et al. (2003) to aggregate these ddtaitcupations into
3-digit Census Occupation Codes. This results in a dataseeasumes of train-
ing requirements by 329 occupations and by gender corréappto year 1977
(658 observations overall). Some examples of occupatlatgequire very short
training times (up to 3 months of training) are graders amtes® of agricultural
products, janitors, cashiers, waiters, and textile sewiaghine operators. Some
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examples of occupations that require medium training tifegsr 3 months up
to and including 2 years) are cooks, dental assistantga#tinmechanics, bank
tellers, retail salespersons and sales clerks. Finallpesexamples of occupa-
tions requiring more than two years of training are: compsiéware developers,
managers and specialists in marketing, lawyers and judiesicial managers,
physician, economists, market and survey researchers.

Next, | combine the information on training requirementsosgupation with
employed workers between 18 and 64 years of age from two dat@es: (i)
the Census one-percent extracts for 1970, 1980, 1990 and®00ided by the
Integrated Public Use Microdata Series (Ruggles et al., 2@t (ii) the yearly
Current Population Survey (CPS) Merged Outgoing Rotation @8diVIORG)
data files from 1979 until 2010.

In what follows, | study two dimensions of variation in theasere for training
requirements over time. The first one considers the changetiove in the distri-
bution of employment across occupations requiring diffeckegrees of training,
keeping constant training requirements by occupationeaflv7 level. Follow-
ing Autor et al. (2003), | label these cross-occupation eyplent changes as
“extensive” margin. The second dimension of analysis, lEb&ntensive” mar-
gin, considers changes in training requirements withirupations between 1977
and 1991. For the intensive margin analysis, | use the irtion contained in
the Revised Fourth Edition of the DOT released in 199m.particular, | match
occupations between the Fourth Edition and the Revised Irdtdition of the
DOT and | examine if there has been any substantial changetiove in train-
ing requirements within occupations. Note that | only cdeschanges in training
requirements experienced by occupations observed in I9%fefore, new occu-
pations that appeared in the DOT 1991 are left aside at tlg pbthe analysis?
All observations are weighted by the individual Census or Git§ading weights.
Similar results are obtain when using full-time equivaleatrs of labor supply
as weights (see Appendix A.2.3).

Aggregate trends in training requirements, 1970-2010

This section presents the results on changes over time idisk&bution of em-
ployment across occupations requiring different degrdesaining. First, |

present results on the extensive margin, where | keep tigairequirements by
occupation constant at the 1977 level. Table 1.3 preseatshhre of employ-

9This is the last year for which the DOT database is availaMere recent information on
task requirements is provided by the O*NET database, theessor of the DOT database. How-
ever, note that the O*NET database is not particularly desigo perform time-series analysis of
occupation requirements over time.

105ee Appendix A.1.3 for further details.
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ment by level of SVP, separately for the Census sample anthéo€CPS MORG
samplet! As it can be seen, there is a shift of employment from occapatie-
quiring low amounts of training (low levels of SVP) to occtipas requiring high
amounts of training (high levels of SVP).

Table 1.3: Distribution of employment by level of SVP (DOT7IR in %)

1 2 3 4 5 6 7 8

Panel A: Census

1970 0.2 83 203 113 129 134 208 128
1980 02 7.7 188 98 124 141 23.7 133
1990 02 74 174 86 120 144 258 142
2000 03 6.0 168 89 120 136 269 156
Diff. 1970-2000 01 -23 35 -25 -10 02 6.2 28

Panel B: CPS MORG

1980 02 75 194 96 124 13.0 227 15.0
1990 02 80 174 87 120 128 266 141
2000 03 64 169 89 113 127 274 159
2010 03 6.6 160 93 109 127 27.7 16.6
Diff. 1980-2010 01 09 -34 03 -16 -03 49 16

In order to graphically summarize Table 1.3, | aggregateipations in two
groups: occupations requiring short training times (up te@ar of training, cor-
responding to levels of SVP between 1 and 5) and occupatemsring long
training times (over 1 year up to over 10 years of trainingresponding to levels
of SVP between 6 and 9). The choice of 1 year of training spitd employment
in groups of similar size. Figure 1.2a presents the evatubizer the time of the
share of workers employed in occupations requiring shati@mg training times.
The figure clearly illustrates that the share of workers @ygadl in occupations
requiring high degrees of training has steadily increased the last years, from
46.9 percent in 1970 to 56.1 percent in 2610.

The analysis so far has kept training requirements by odmupfixed at the
1977 level. Next, | turn to the analysis of the intensive nrgrgvhere | exam-

1The fact that | do not observe any occupation with SVP equ@lisithe result of aggregating
the detailed DOT occupations into the 3-digit Census Ocooip&odes.

1250me of the occupations requiring long training times thatsthe highest increase in em-
ployment during the period of analysis are: computer saftwdevelopers; computer systems
analysts and computer scientists; chief executives, palliministrators, and legislators; financial
managers; office supervisors; and registered nurses. Sdimeaccupations requiring short train-
ing times that show the highest decline in employment duttiregperiod of analysis are: assem-
blers of electrical equipment; bookkeepers and accouraimbauditing clerks; laborers, freight,
stock, and material handlers; machine operators; textikérgy machine operators; and typists.
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Figure 1.2

Notes: The dots correspond to the Census samples for each decadechet970 and 2000,
while the solid lines correspond to the CPS MORG samplesdoh gear between 1979 and 2010.
Short trainingrefers to occupations requiring up to 1 year of training (esponding to levels of
SVP between 1 and 5) arldng training refers to occupations requiring over 1 year of training
(corresponding to levels of SVP between 6 and 9). Trainiggirements by occupation are kept
fixed at the DOT 1977 level in Panel A.

ine the changes in training requirements within occupatioetween 1977 and
1991. The results are presented in Figure 1.2b, where then diree represents
the share of workers employed in occupations requiring tomiging times using
training requirements from 1991, and the red line the sarmeedbut using training
requirements for 1977. As it can be seen, if the training ireguents by occupa-
tions from the DOT 1991 are used, | find a higher share of warkenployed in
long training occupations than if | use the DOT 1977. This/mtes evidence that
training requirements within occupations have risen ovee {3

To summarize, both the extensive and the intensive margim pothe same
conclusion: an increased prevalence of training investsnever time. In partic-
ular, taking into account both margins, the share of workenployed in occupa-
tions requiring high degrees of training has increased pér8entage points over
the last years, from 46.9 percent in 1970 to 58.7 percent 10 28imilar results
are obtained when using full-time equivalent hours to weilyd observations (see
Appendix A.2.3).

Finally, Figure 1.3 shows the evolution of training overgimxpressed in av-
erage training duration. To do that, | first assign an avetegeing time to each

B3Table A.1 in Appendix A presents the detailed results on fe&idution of employment by
level of SVP using training requirements from 1991. The olesé empirical patterns are similar
to the ones presented in Table 1.3.
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occupation, which | consider it to be the mid-point of theeintl for each level
of SVP* Then, | compute the average training times for each yeardrsémple
period, again weighting by the individual Census or CPS samgplieights. As
it can be seen in the figure, the average training duratioreased by about 5
months or a bit less than 25 percent over the last four decades

30—

29r

281

27+

261

25¢ l

DOT 1977-CPS

24t ~-m--DOT 1977-Censusf
d DOT 1991-CPS

DOT 1991-Census

23l . . . . :
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o’

Figure 1.3: Average training times (in months)

Notes:The dots correspond to the Census samples for each decadsehet970 and 2000, while
the solid lines correspond to the CPS MORG samples for eaahbggween 1979 and 2010.

Changes in training requirements within and between industies, 1983-2010

In this section | analyze the importance of industry shifisthe aggregate trends
in training requirements. The objective here is to know Wbethe increased im-
portance of training requirements at the aggregate levaliésto higher training
investments within industries and/or due to a shift of emgilent from industries
that require short training times to industries that reglong training times. The
answer to this question is relevant given that, as shownati®el.3.1, the slow-
down in business employment dynamism is observed withinstrées. Thus, if
one would like to argue that the trends in training are relatethe trends in job
flows, one would also like to see that the aggregate increasaining require-
ments is at least partly observed also within industries.

Note that the share of workers employed in long training pations, denoted
by v;, can be computed as the employment-weighted average oh#ressfor
industry group as follows:

YFor the first SVP category the average training time is asdumée zero, and for the last
category | consider it to be equal to 10 years.

14



Ve = Z TitYits

1€Q

wheren;; = (N;;/N,) is the industry; share of employment, andl;; and N,
are employment levels in periodg$or industryi and for the aggregate economy,
respectively. Next | decompose the change in the share dfermemployed in
long training occupations from perigdo the base periot}, into two terms:

A% =Y Vo = Z A?’th% + Z A/th_ia (13)

1€0Q2 1€}

where?y; = %(%to + i) and similarly forn;. As before, the first term on the
right of equation (1.3) measures the change in the compaositi the employed
workers between andt,, whereas the second term captures the change in the
group-specific share of workers employed in long trainingupations between
andt,. The results of this decomposition exercise are summaiiz&dble 1.4%°
Note that the bulk of the increase in the aggregate share dfan®employed in
long training occupations happens within industries. Irtipalar, and depending
on the sample and the time period analyzed, between 61.8mieand 73.5 per-
cent of the increase in the aggregate share of workers eegblioylong training
occupations is due to employment shifts from short to loaging occupations
within industries.

Examining the link between job flows and training requirements at the in-
dustry level

This section examines the link between job flows and traingggiirements at the
industry level. In order to do that, | combine two pieces ofadat the 3-digit
NAICS industry level: (i) job flow rates from the BED for the pauli 1993 to
2010; and (ii) the share of workers employed in long trainbiegupations from
the CPS MORG using training requirements from the DOT 1991i|ada from
1983 to 2010. Overall, the final dataset contains infornmatio 83 industries.
The analysis of the cross-sectional relationship betweles flows and train-
ing requirements shows that industries with a higher shveodkers employed
in long training occupations tend to have lower job flow rated higher inaction
rates (see Figure A.6 in Appendix A). This is consistent i hypothesis sug-
gested by this paper. Nevertheless, given that the crasssiry relationship can

15A total of 14 industries are considered for the Census saamlea total of 224 industries for
the CPS MORG sample, covering all sectors of the economyah gear of the sample period.
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Table 1.4: Decomposition of changes for the share of workers
ployed in long training occupations

Census CPS MORG
1970-2000 1983-2010

Panel A: Extensive margin

Change over period 8.1 4.9
Composition (in %) 36.0 384
Within (in %) 64.0 61.6
Panel B: Extensive and intensive margin

Change over period 10.7 7.2
Composition (in %) 27.7 26.5
Within (in %) 72.3 73.5

Notes:The decomposition considers 14 industries for the Censuplssand a
total of 224 industries for the CPS MORG sample.

be confounded by omitted variables, | proceed to analyzeivwehehose indus-
tries which experienced higher increases in the share ddem®employed in long
training occupations also experienced higher declineslnrgallocation. One
important issue in such analysis is that those industriagsrteed to change their
composition of jobs might also need to undertake some degfradditional job
creation and destruction. Thus, even if a higher increateeishare of long train-
ing jobs might lead to lower employment dynamics in the indus the long run,
it can also induce a short-term boost on job flows. As a rebuit) the following
regression:

Arigz—10 =a + B1AY;83-92 + B2A%i 9310 + €, (1.4)

whereAr; g3_1¢ is the change in the reallocation rate in industietween periods
2010 and1993, and~; is the share of workers employed in long training (i.e. over
1 year of training) occupations in industry The results are presented in Table
1.5.

The results are consistent with the discussion above. cRtatly, there is a
positive and significant relationship between the increagée share of work-
ers employed in long training occupations during the pefi883-1992 and the
subsequent decrease in the job reallocation rate in thewfinly decadé® This
is consistent with the hypothesis of this paper that theinieg business em-
ployment dynamics is related to the increasing share of @rsr&mployed in long
training occupations. However, increases in the share déave employed in long

16Similar results are obtained when considering as a depéndéable the change in the job
creation and destruction rates. See Tables A.4 and A.5 irAgiR A.2.
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Table 1.5: Job reallocation and training requirements

(1) (2) 3)

& -0.194%** -0.220%** -0.197%**
(0.025) (0.022) (0.024)

By -0.318* -0.363*
(0.173) (0.170)

By 0.099* 0.141**

(0.054) (0.064)

Observations 82 83 82

R-squared 0.072 0.021 0.111

Notes: Dependent variable: Difference in the job reallocatiore raetween
1993 and 2010. Robust standard errors in parentheses fiGigie levels: ***
p<0.01, ** p<0.05, * p<0.1.

training occupations are found to have a contemporanetert efincreasingthe
rates of job reallocation. This opposite result could bdarpd by a mechanical
effect: changing the composition of jobs in a particularusity might entail a
raise in job reallocation in the short-run.

Overall, | view the industry-level results as suggestiva ¢ihk between job
flows and training requirements in line with the thesis ajnethis paper. How-
ever, the results are not conclusive and further reseansbaded. In particular,
more disaggregate data at the level of establishments wiiltelpful to better
identify the mechanisms at work.

1.3.3 Additional Aggregate Trends Related to the Importance
of Training

Concurrently to the decline in labor market turnover measube U.S. labor mar-
ket has also seen the emergence of two particular phenorietagre arguably
related to the working hypothesis of this paper that humanitaiaaccumulation
in ongoing jobs has become increasingly important over.time

First, as documented by Autor et al. (2003), the U.S. laboketdas seen the
disappearance of routine jobs due to the adoption of comypaiged technologies.
This enhanced technological sophistication of the pradngirocess is consistent
with the fact that the importance of training has risen owaet given that non-
routine tasks are positively correlated with training meas. Particularly, the
correlation between the level of SVP and the measure ofmmeutisk-intensity
introduced by Autor and Dorn (2013) is equal to -0.17. Thastine occupations
are characterized by low training requirements. In ordeshied additional light
into this issue, Table 1.6 presents the share of employmnmehttee average level
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of SVP by major occupation group for the Census sample.

Table 1.6: Levels and changes in employment share from Camslsiean SVP
by major occupation group

Share of Employment (in %) Mean SVP
Diff.
1970 1980 1990 2000 1970-2000
Managers/Prof/Tech/Finance/Public Safety 26.2 31.3  37.839.1 12.8 7.1
Production/Craft 4.6 4.5 3.3 3.4 -1.2 6.8
Transport/Construct/Mech/Mining/Farm 211 203 183 217. -39 5.0
Machine/Operators/Assemblers 13.2 9.8 7.3 56 -7.6 4.0
Clerical/Retail Sales 247 246 240 237 -1.0 4.4
Service Occupations 10.2 9.5 9.8 11.1 0.9 3.9

As we can see, there has been a substantial increase in tieeashaork-
ers employed in the first occupation group formed by exeeuwivd managerial
occupations, professional specialty occupations, tethms and related support
occupations, financial sales and related occupations, @nfighting, police, and
correctional institutions’ workers. As shown in Autor andrd (2013), these oc-
cupations are characterized by low values of routine-tatnsity. Importantly,
the level of training that these occupations require is ighdst one. At the same
time, there has been a noticeable decline in occupationsaabine operators,
assemblers, and inspectors. These are occupations witthartensity of rou-
tine tasks and, as shown in the table, they are among the atong with lowest
degrees of training requirements. Table A.6 in Appendix pegs the exercise
for the CPS MORG sample, and shows that the observed trendsbatiaued
until 2010. Therefore, these results are indicative thatcibmposition of jobs is
changing, and that high training jobs are becoming more rtapbover time.

Second, there has been a tremendous increase in educati@mainent over
the last decades. In particular, Figure 1.4 shows that legbd dropouts were
the largest education group in the population until the $9%thile nowadays
nearly 60 percent of the population have spent at least se@us yn college. Ex-
isting empirical studies of training overwhelmingly sugtthe presence of strong
complementarities between education and on-the-jobiti(see chapter 3 of
this thesis and references therein). For example, datatoad on-the-job training
from the Employer Opportunity Pilot Project (EOPP) survapws that highly
educated workers receive greater amounts of training tharetucated workers,
both in terms of the duration of the training received andsiiesequent increase
in productivity. One interpretation of this stylized fastthat more educated in-
dividuals engage in more complex job activities for whichytmeed more initial

1"The classification into six major occupation groups is tdlitate comparison with the work
by Autor and Dorn (2013) on polarization of the U.S. labor kear(see Table 1 of their paper).
Occupations are ordered by average wage level.
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training. The link between education and training can be afslyzed using data
on training requirements by occupation from the DOT. Fur#trapirical explo-
ration of these data by education group reveals that the stiavorkers employed

in long training occupations (and also the average traitimg) is increasing in
the level of education, consistent with the evidence on dementarities between
education and trainintf. Therefore, if the labor force has become more educated
over time, the importance of training should have also iaseel correspondingly.

50

------ < High school
45+ “ = High school
S, Some college

400 D College degree
KN

351

301

251

20

15¢

10r

50

0

19‘70 19‘80 19‘90 ZdOO 20‘10
Figure 1.4: Structure of the U.S. population by educatiatt@inment

Notes:The graph plots yearly data for the period 1970-2011. The datrespond to people with
25 years of age and over and is provided by the Census Bureau.

1.4 Model

This section presents a search and matching model with-makker firms and

endogenous separations. The model builds on the importantiloutions of

Mortensen and Pissarides (1994) and Elsby and Michael8}20é&xtend the ex-
isting framework by adding investments in training and sgiacratic productivity
shocks that follow an AR(1) process. | show that the resultioglel accounts for
the empirical firm-size and employment growth rate distidns, and allows to
study the macroeconomic effects of increasing trainingiregnents.

Bparticularly, 33 percent of workers with less than high sttawe employed in occupations
requiring long training times. The same proportion is 43cpat for high school graduates, 53
percent for those with some college, and 82 percent for gelgraduates. In terms of average
training duration, high school dropouts work in occupagisaquiring on average 15 months of
training, 20 months for high school graduates, 25 monthshiose with some college and 45 for
college graduates. See Figure A.7 in Appendix A.
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1.4.1 Environment

| consider a discrete time economy, with a mass of potentakers equal to
the labor forcel and a fixed mass of firms normalized to one. The model ab-
stracts from entry and exit of firmt8.Workers are risk-neutral, infinitively-lived,
and maximize their expected discounted lifetime utilityfided over consump-
tion, E; > -, B*cik, Wheres € (0, 1) represents the discount factor. Workers
are ex-ante homogeneous and can be either employed or ungdpEmployed
workers earn a wage, while unemployed workers have access to home pro-
duction technology, which generatesonsumption units per time period. All
unemployed workers are looking for a job, thus I abstraatnfrmodeling labor
force participation decisions.

Firms are risk-neutral and maximize their profits. Firms lad®r, n, to pro-
duce output according to the following decreasing retumsdale production
function:

y(X7 a? n) = Xan¢’

wherey is a time-invariant firm-specific productivity amds an idiosyncratic pro-
ductivity shock. The motivation for introducing a firm-sjfecfixed effecty is to
account for permanent heterogeneity in firm’s productithigt is reflected in the
firm-size distribution that we observe in the data. The fraoré& considered in
this paper abstracts from aggregate shocks and focusesantysttate analysis.
Thus, all aggregate variables are constant over time. Thesmuirce of uncer-
tainty for the firm is the idiosyncratic productivity In that respect, job creation
and destruction arise in the model only as a result of idiosatic factors. This
view is consistent with the evidence provided by Davis anttilanger (1999)
who show that job flows are largely driven by firm-level hetgoeity in labor
demand changes. The stochastic process for the idiosimpraductivity a is
assumed to be an AR(1) process in logs as in Cooper et al. (2007):

¥n the BED data, 80 percent of total job creation and destrnatomes from expansions
and contractions of continuing establishments, with tis¢ being accounted for by openings and
closings of establishments. Importantly, the pace of ja@aton and destruction in the United
States has experienced a secular decline over the receteteisoth at continuing establishments
and also at entering and exiting establishments (see Figdrin Appendix A). A possible future
extension of the model could allow for endogenous firm enti exit.

20The specification of the idiosyncratic productivity shoeksan AR(1) process differs from the
one adopted by Elsby and Michaels (2013). In particularptiesious paper assumes that a firm
retains its idiosyncratic productivity until it is hit by &ack )\, in which case the firm draws a new
idiosyncratic productivity from a certain cumulative distition functionG. A similar process is
used in the seminal work of Mortensen and Pissarides (199 drawback of this process is that
all the persistence in the idiosyncratic productivity il arrival rate\, as the process has no
memory at the firm level.

20



Ina=p,Ina_1+¢ €~N(0,o0,).

Given that the model is formulated recursively, | drop tinsbscripts from
all variables and adopt the convention of using the subiscripo denote lagged
values and to use the prime to denote tomorrow’s values.

Firms post vacancies in order to hire workers in the laborketarat a flow
costk, per vacancy. Due to the presence of search and matchingifisan the
labor market, only a fraction of the posted vacancies wiliilbed by unemployed
workers. Importantly, apart from the vacancy posting costonsider a fixed
matching cost per hire,, that | interpret as a training cost. This component of
hiring cost is independent of the duration of vacancies amaijar to the vacancy
posting cost, it is sunk at the time of wage bargaining as ssd&ides (2009
| abstract from incorporating firing costs into the analyssis firing workers is
costless for the firm.

The timing of events in the model is summarized as followsth&tbeginning
of the period, a firm’s idiosyncratic productivity is realized, and the firm is
characterized by a triplgty, a,n_1), wherey is the time-invariant productivity
andn_, is the firm’s employment level in the previous period. Aftee tealization
of the idiosyncratic productivity the firm makes the hiringfioing decision. The
hiring decision is subject to search and matching frictiand it is assumed that
the vacancies posted at the beginning of the period (afisrrealized) can be
filled in the same period before production takes place. dffthm is hiring, it
has to pay the training cost; per each new hire after the matching process takes
place. If the firm decides to fire part of its workforce, the axgped workers
enter the unemployment pool in the subsequent period. Tawsrker that is
separated will at least spend one period unemployed. Afeentatching process
is complete, the wage negotiation is performed. Finallgdprction takes place
and wages are paid.

1.4.2 Labor Markets

The matching process between vacancies and unemployeénmsaskassumed to
be governed by a constant returns to scale matching function

m(u,v) = puv' =,

whereu denotes the measure of unemployed ai@notes the measure of vacan-
cies. The parameter stands for matching efficiency and the parametéor the

2lpissarides (2009) studies the implications of adding fixetthing costs to the proportional
vacancy posting cost for the canonical search and matchodehin terms of increasing the
cyclical volatility of unemployment.
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elasticity of the matching function with respect to unenyph@nt. The matching
function is assumed to be concave and increasing in botls @rguments. La-
bor market tightness is defined és= v/u. The endogenous probability for an
unemployed worker to meet a vacancy is given by:

m(u,v)

_ — -«

and the endogenous probability for a vacancy to meet witmamyployed worker
is:

Note that firms consider these flow probabilities as givenmwiieciding their
optimal level of employment.

1.4.3 Characterization of Recursive Equilibrium

In order to analyze the model’s equilibrium | characterize value functions as-
sociated to firms and workers. | start by analyzing the beftafia firm. At the
beginning of the period, a typical firm observes the realrasf its idiosyncratic
productivity shocks and decides, given its fixed productivityand its previous
level of employment._;, the employment level that maximizes its profits. In par-
ticular, the expected present discounted value of firm'gsroan be characterized
as:

II(x,a,n_1) = max {Xan¢ —w(x, a,n)n — kv — Ky max {0, An}

+ BE, {T(x, a',n)} }. (15)

wherew(y, a,n) is the equilibrium bargained wage in a firm with time-invatia
productivity y, idiosyncratic productivitys andn employees. Note thahn =

n — n_1, given that there are no exogenous separations in the mbodelto the
presence of labor market frictions, each vacancy that a fostspis going to be
filled with probability ¢(9). Therefore, if the firm is hiring, the number of hires is
given by:

An =vq(0). (1.6)

Additionally, if the firm is hiring, it will have to pay the traing costsx, for each
newly recently hired worker. Substituting equation (1répiequation (1.5) allows
to rewrite the firm’s problem as follows:
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II(x,a,n_1) = max {Xan¢ —w(x,a,n)n — ( Mooy mf) max {0, An}

q(0)
+ BE, {T(x, a',n)} }. (L.7)

In order to determine the wage, | adopt the Stole and Zwiell894) bargain-
ing solution, which generalizes the Nash solution to asgtith diminishing
returns. In particular, under the Stole and Zwiebel (19@#)teon, the wage is
the result of Nash bargaining between workers and firms deetdtal marginal
surplus of a firm-worker relationship.

The firm’s marginal surplus at the time of wage setting (lgrwosts are sunk)
is given by:

J(Xa a, n) :Xa¢n¢_1 - w(Xa a, TL) - wn(X7 a, TL)?’L + B]Ea {Hn(Xa CL/, n)} :

The value to a worker of being employed in a firm characterizgd time-
invariant productivityy, an idiosyncratic productivity level andn employees is
given by:

W(x,a,n) =w(x,a,n) + BE, {sU" + (1 —s)W(x,a',n")}.

Thus, an employed worker receives a wadg, a, n) and next period he might be
endogenously separated from the firm with probab#itin which case he would
become unemployed and receive a valledefined below. If the worker is not
endogenously separated from the firm he will continue bemngleyed tomorrow,
enjoying a valuéV (y, a’,n').

An unemployed worker receives a current payoffbadnd has a probability
p(0) to find a job next period:

U=0b+BE{(1—p@)U +pO)W(x,d,n)}.

I can now define the total marginal surplus of a firm-workeatiehship as
follows:

S(X,CL,TL) = J(x,a,n) + W(Xvaun) - U

Under the generalized Nash wage bargaining rule, the équin wage
w(x,a,n) is determined by the following surplus-splitting conditjowheren
stands for the bargaining power of the worker:

W(Xa a?”) -U :US(X> a, n)a
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or equivalently:

(1 =n)(W(x,a,n) = U) =nJ(x,a,n).

Plugging in the value functions in the above equation, | firat the wage is given
by the differential equatiof?

w(x,a,n) =n (Xa¢n¢_1 — wy(x, a,n)n + Ok, + ﬁp(@)/ff) + (1 —n)b.
(1.8)

Several characteristics of the wage equation resembletémelaad search and
matching model. First, the wage is increasing in the matgnaduct of labor
and in the worker’'s unemployment income. Second, the wadskezwarded for
the saving of hiring costs that the firm enjoys when the mascfoimed. In
the current setup, the hiring costs include both the vacausting costs and
the training costs. Third, aggregate labor market constimfluence the wage
only through labor market tightness. There is, however,va teem in the wage
equationuw,(x, a,n)n, not present in a standard search and matching model. As
mentioned by Stole and Zwiebel (1996), this term repres@etscentives of the
firm for “overemployment”. This is due to the fact that by emphg more work-
ers the firm is able to reduce the marginal product of labat,thas to reduce the
wage bill. Solving the differential equation (1.8) yields:

xagn®~!
w(y,a,n) = —+ﬁ9/<av+ﬁp9m)+1— b. 1.9
(o) = (22— @) +(1-nb (@9)
Plugging in the wage equation (1.9) into the firm’s problen¥)1l can solve
for the policy function for employment* = ®(y,a,n_4), given labor market
tightnesd). Total employment is defined as the average employment é&veks
firms (again, giver):

NZ/®(X7a7n—1)dF(X7avn)a

where f(x, a,n) represents the stationary distribution of firms over theetim
invariant productivityy, the idiosyncratic productivity and the level of employ-
mentn. In turn, total separations are defined as:

S :/max {0,n_1 — ®(x,a,n_1)} dF(x,a,n).

22Further details on the derivations can be found in Appendi A
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Finally, the labor market tightness is determined by thio¥tahg two conditions:

U(¥) =L — N, (1.10)
S = p(O)U(6). (1.11)

Equation (1.10) is the definition of the level of unemploymeand equation (1.11)

Is the steady state condition for unemployment. In the stetatte, the unemploy-
ment level remains constant and the total number of sepas#, equal the total
number of hiresp(0)U (0). Appendix A.3.3 describes the computational strategy
used to solve the model.

1.5 Simulation Results

This section presents the main simulation results of thepdfirst, | calibrate a
benchmark economy characterized by a positive value afitricosts, consistent
with a set of aggregate and distributional moments for ti& EBconomy. Second,
| analyze the labor market implications of varying the maggpte of training costs,
keeping the rest of parameters constant at the benchmaek [€kird, | discuss
the main mechanism of the model. Finally, | quantify the riiat increasing
training requirements play in accounting for the observeclide in job turnover.

1.5.1 Calibration

The parameter values used in order to calibrate the ben&enanomy are sum-
marized in Table 1.7.

Table 1.7: Parameter values for the benchmark economy

Parameter  Interpretation Value  Rationale
B Discount factor 0.9898 Interestrate 4% p.a.
L Labor force 18.82 Labor market tightness (Pissarides, 2009)
o Matching efficiency 1.02 Job finding rate (CPS 1976-2011)
a Elasticity of the matching function 0.5 Petrongolo and Ris&s (2001)
n Worker's bargaining power 0.5 Pissarides (2009)
b Value of being unemployed 0.82 Job turnover (BED 1993)
10} Decreasing returns to scale parameter 0.65 Cooper et ah 200
Ky Vacancy posting cost 0.10 1982 EOPP survey
K Training cost 0.08 1982 EOPP survey
Hx Mean fixed prod. (Pareto distr.) 2.44 Establishment size. diSBP 1993)
Ox Std. dev. for fixed prod. 1.8 Establishment size distr. (CB&3)9
Pa AR(1) parameter for log id. prod. 0.73 Employment growth di@ED 1993)
Oa Std. dev. forid. prod. 0.25 Employment growth distr. (BED 1P93

The model is simulated at a quarterly frequency. The valuth@fdiscount
factor is consistent with an annual interest rate of foucest. The labor force
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is set to match a value for labor market tightnéssjual to 0.72, as in Pissarides
(2009). The matching efficiency paramejetargets an aggregate quarterly job
finding rate of 86.2 percent, consistent with the CPS micaerwe for people
with 16 years of age and over for the period 1976-28%1The elasticity of the
matching functiong, is set to0.5, following the evidence reported in Petrongolo
and Pissarides (2001). For the worker’s bargaining powglldw most of the
literature and set it tgg = 0.5, as in Pissarides (2009) for example. Given that
| analyze an economy in steady state, the level of job creaidhe same as
the level of job destruction in equilibrium. Thus, the chomf the value for the
unemployment benefits = (.82 targets an aggregate quarterly job destruction
rate of 7.7 percent, consistent with the average job rediloc rate of 15.4 percent
in 1993 from BED. The decreasing returns to scale parametsrsed on plant-
level estimates from Cooper et al. (2004). A similar valudss aised by Cooper
et al. (2007), Elsby and Michaels (2013) and Fujita and Naiaj2013).

The level of hiring costs, both the vacancy posting ecgsand the training
costry, are set following the evidence contained in the 1982 EOPRgwf em-
ployers summarized in chapter 3 of this thesis. Particyléne vacancy posting
cost is set to equal 10.4 percent of the average worker’sinmargutput in the
simulated model. Regarding the parameterization of theitrgicost, an analysis
of the 1982 EOPP survey shows that the average duration tifesjeb training
is roughly equal to one quarter (3.1 months) and that, onaaegrtrainees are
roughly 20 percent less productive than skilled workers. b@oconservative, |
consider that the firm pays half of this training cost, thustlan initial value of
ky = 0.08 that represents roughly 10 percent of the average workeaigimal
output?* Nevertheless, Section 1.6.1 contains a robustness chearlewte initial
value ofx ; set to 15 percent of the average worker’s marginal output.

In order to determine the parameter values for the fixed fipeesic produc-
tivity and for the idiosyncratic productivity | follow theadibration strategy pro-
posed by Elsby and Michaels (2013). In particular, the tinvariant firm-specific
productivity follows a Pareto distribution with mear and standard deviation, .
The parameters are selected in order to match the empisiddleshment-size dis-
tribution in 1993 coming from the County Business Patterns (ClR#32° The

23The quarterly job finding rate (i.e. the probability that arkker who is unemployed at the
beginning of the quarter finds a job at the end of the quartegivien byf = f,.(1 — s,,)% +
(1= f) fn(1 = 8) + (1 = f)? fn + f2 5m, Wheref,,, ands,,, are the monthly job finding rate
and the monthly separation rate, respectively. Using CRSoalata for people with 16 years of
age and over for the period 1976-2011, the monthly job findittg equals 53.3 percent and the
monthly separation rate equals 4.1 percent.

24Due to the presence of decreasing returns to scale, avenadgmarginal products differ. A
value ofx s = 0.08 is equal to 6.5 percent of average labor productivity, waNalue ofx, = 0.10
is equal to 6.7 percent of average labor productivity.

25The CBP is an annual series that provides subnational edordata by industry. The data
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idiosyncratic productivity shock is approximated with a Markov chaim, IT?},
with finite grid a = {a4, as, ..., a,, } and transition matriXI* being composed
of elementst§, = P{a’ = a; | a = a;}. | apply the Tauchen method for fi-
nite state Markov-chain approximations of AR(1) proces3dw parameters for
the Markov chainp, ando,, are calibrated to match the distribution of employ-
ment changes in 1993 from the BED. More precisely, the pammeginfluences
the rate of firms that do not change employment from quartgusoter (i.e. the
inaction rate), whiler, determines the dispersion of employment changes.

1.5.2 Baseline Simulation Results

| first solve the model parameterized at the benchmark edidor with training
costsk; = 0.08. Figure 1.5 and Table 1.8 show that, by construction of the ex
ercise, the model matches reasonably well the empiricabshment size distri-
bution and the employment change distribution, respdgtiye particular, Figure
1.5 depicts the establishment size distribution, both imseof the number of
establishments (Panel A) and also in terms of the level ofl@eynpent at those
establishments (Panel B). As it can be seen, a key chardict@fishe empirical
establishment size distribution in the United States is tiere are a large num-
ber of establishments that account for a small number of @yepls, and a small
number of establishments that account for a large numbenpfayees. Itis im-
portant that the model matches this important feature oflttie in order to draw
conclusions for the aggregate economy.

Table 1.8: Employment change distribution — model vs. data

Model (xy = 0.08) Data (BED 1993)

Loss: 20+ 1.1 0.8
Loss: 5-19 2.8 3.8
Loss: 1-4 22.7 22.0
No change 47.3 44.9
Gain: 1-4 22.2 23.3
Gain: 5-19 2.8 4.3
Gain: 20+ 1.1 0.9

on the establishment-size distribution are publicly akl# from 1986 to 2011 through the U.S.
Census Bureau website: http://www.census.gov/econ/die data are classified in nine size
classes: 1 to 4 employees, 5 to 9 employees, 10 to 19 emplog@ds 49 employees, 50 to

99 employees, 100 to 249 employees, 250 to 499 employeeso5880 employees, and 1000
and more employees. | consider the distribution in 1993 imeshe BED dataset starts in 1993.
However, the establishment-size distribution in 1993 ig/\&ose to the average for the period
1993-2011 and also close to the average for the whole pefidata availability 1986—2011.
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Figure 1.5: Establishment size distribution — model vsadat

Notes: The data for the establishment size distribution come frieenGounty Business Patterns
published by the U.S. Census Bureau.

| then proceed to analyze the labor market implications ghér training

costs. In particular, | keep the parameters constant ateéhehmark level and |
exogenously increase the parametgerTable 1.9 presents the main results of this
exercise. Panel A presents the parameter values for timnigagosts used in each
of the economies considered in the analysis and Panel Btseihar statistics of
interest. The simulation results show that, as | increaséetrel of training costs,
firms have less incentives to adjust their employment leVbls, the rate of job
creation (which equals the rate of job destruction givenlthaalyze an economy
in steady state) declines as the level of training costs riBkis in turn lowers the
number of vacancies that firms are willing to post, which platenward pressure

Table 1.9: Baseline simulation results

Panel A: Parameter values

Training cost £ r) 0.08 0.10 0.15 0.20
Panel B: Simulated statistics

Job creation/destruction rate 77 73 63 54
Job reallocation rate 154 145 125 10.8
Labor market tightness 0.72 0.61 041 0.28
Job finding rate 86.2 79.3 64.8 53.9
Unemployment rate 82 84 88 9.2

Total hiring costs (in % of output) 1.00 1.02 1.07 1.09
Training costs (in % of output) 049 058 0.75 0.86
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on the labor market tightness and on the job finding rate. Heenployment rate
slightly increases when | increase the level of traininggagven that the decline
in the job finding rate is only partly offset by a decline in bk separation rate.
In the data, we observe a decline in the job reallocationfrate an average of
15.4 percent in 1993 to an average of 12.3 percent in 201helmbdel, in order
to account for this decline, the training cost parametemeeds to increase from a
value of 0.08 to a value of 0.15, which corresponds to an aszdérom 10 percent
to 20 percent in terms of worker’s average marginal output.

Additionally, Table 1.9 reports information on total higircosts effectively
paid by firms2® The results show that the total amount of hiring costs (imger
of aggregate output) paid by firms remains nearly unchangedye amount of
training costs faced by firms increases. Thus, the incregsaining cost is partly
compensated by the decline in vacancy posting costs, astiaimover decreases
and firms are less willing to post vacancies. Notice as wall the training costs
effectively paid by the firm increase by much less than thesiase in the param-
eterx s, again due to the decline in labor turnover.

Lastly, changes in the level of labor adjustment costs héear emplications
for the employment change distribution (see Table 1.10)palicular, high lev-
els of adjustment costs increase the share of firms that aliyidecide to keep
constant their level of employment, regardless of the igiogatic productivity
shocks received, and generate a narrowing employment eldasigibution.

Table 1.10: Employment change distribution — model vs. data

Simulated statistics Data (BED)
Training cost £ )
0.08 0.15 1993 2011

Loss: 20+ 1.1 0.9 0.8 0.5
Loss: 5-19 2.8 2.3 3.8 3.1
Loss: 1-4 227 20.2 220 21.3
No change 47.3 53.9 449 49.6
Gain: 1-4 22.2 19.6 23.3 215
Gain: 5-19 2.8 2.3 4.3 34
Gain: 20+ 1.1 0.9 0.9 0.6

Summing up, the results presented in Tables 1.9 and 1.10wothi&t increas-
ing training costs lead to a decline in job reallocation,raareéase in inaction, and
a more compressed employment growth distribution, all istexst with the em-
pirical evidence presented in Section 1.3.1.

26Total hiring costs are equal to the sum of training costs awhrcy posting costs, and are
computed as the total number of hires in the economy mwdpﬁy(% + Ky
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1.5.3 Examining the Model's Mechanism

The solution of the model is characterized by a region oftinaaelimited by two
reservation thresholds in thi€, a, n_,) space that determine the optimal employ-
ment policy of a firm: a hiring threshold above which firms staring workers,
and a firing threshold below which firms start firing workers. &ihraining costs
increase, the central region of inaction expands, and firee®ine more reluc-
tant to change employment. In order to provide a graphigaksentation of the
mechanism at work in the model, Figure 1.6 plots the valueth@tiring and
firing reservation thresholds for low training costs (Patgehlnd for high train-
ing costs (Panel B), for a particular value of the time-inaatiproductivityy.?’
In both panels, the x-axis contains the current value okigharatic productivity
and the y-axis contains the employment level in the prevpmrgd.

140 Hiring region Hiring region
120 20 40 60 80 100 20 40 60 80 100
Idiosyncratic productivity (index) Idiosyncratic productivity (index)
(a) Low training cost (b) High training cost

Figure 1.6: Hiring and firing reservation thresholds

Notes:Panel A plots the simulated hiring and firing reservatioeshiolds for training costs equal
to 5.2 percent of average marginal outpu & 0.065), while Panel B does the same for training
costs equal to 33.3 percent of average marginal output( 0.40). A time-invariant productivity
x equal to4.72 is considered in both panels, which corresponds to an agdiag size of 50
employees.

Focusing on Figure 1.6a, we can see that the model deliveentaat area
of inactivity, given the presence of non-convex hiring sogh particular, firms
only hire when the value of idiosyncratic productivity idfetiently high (hiring
region) and they only fire when the value of idiosyncraticductivity is suffi-
ciently low (firing region). If the idiosyncratic producity lies in the region of

27For illustrative purposes, | consider a time-invariantdarctivity x equal to4.72, which cor-
responds to an average firm size of 50 employees. Low tratosts correspond to 5.2 percent
of average marginal outpuk¢ = 0.065) and high training costs correspond to 33.3 percent of
average marginal outpuk ¢ = 0.40).
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inaction, the firm optimally decides to remain inactive. Thason is that given
that hiring is costly, firms optimally decide not to adjust #mployment level and
postpone their decision until the idiosyncratic produttivs sufficiently high to

start hiring or sufficiently low to start firing employees. portantly, when train-
ing costs increase the region of inactivity expands, as sheéggure 1.6b. Thus,
the higher are the training costs that firms need to pay whamghiorkers, the
more insensitive the firm will be to changes in idiosyncraticductivity.

Finally, Figure 1.7 provides a different look at the optiraadployment policy
of a firm. In particular, it plots a one-dimensional cut of le@anel in Figure 1.6,
where the x-axis is again the current value of idiosyncrataductivity and the
y-axis is the (current) optimal employment level of a firmardcterized by a time-
invariant productivityy = 4.72 and with50 employees in the previous period. As
it can be seen, the higher is the amount of training costsfitimas need to pay,
the larger is the region of inaction where the firm maintaissii employees
regardless of the changes in idiosyncratic productivitddifionally, the pace at
which the firms hires workers when idiosyncratic produtyiviimproves slows
down when training costs are higher. The same happens vatpabe of firing,
even though to a lesser extent and difficult of being disakméhe figure.

150

—Low training cost
-------- High training cost

100¢

Employment level

50r

8.4 0.6 0.8 1 1.2 1.4 1.6
Idiosyncratic productivity

Figure 1.7: The optimal employment policy of the firm

Notes: Low training costs correspond to 5.2 percent of average imargutput ¢4 = 0.065)
and high training costs correspond to 33.3 percent of agemsgyginal outputK; = 0.40). The
optimal employment policy of the firm corresponds to a firmreleterized by a time-invariant
productivity x = 4.72 and with 50 employees in the previous period.
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1.5.4 Accounting for the Decline in Business Employment Dy-
namics

In this section, | quantify the role that increasing tragqirequirements play in
accounting for the decline in job turnover. | view the acdmm exercise con-
ducted here as an approximation to the question about hova wiuthe decline
in business employment dynamics can be explained by thedémdy-training
hypothesis. In order to answer this question, | first needaigetan estimate of
the increase in training costs that occurred at the aggrdgatl. From the DOT
evidence presented in Section 1.3.2, the average trainiragidn increased by 23
percent over the period 1970 to 2010 (from 23.5 months in 1828.8 in 2010).
Note that the increase in the average duration is reducealbyf we consider
the subperiod 1990 to 2010. Given that longer training timesverage might
be associated to higher productivity gaps between new himdsncumbents on
average, | assume that concurrently to the increase in dih@rtg duration there
was a similar increase in the productivity gap. Therefai@mnfthe DOT evidence
and focusing first in the subperiod 1990-2010, | estimatenarease in training
costs from the baseline value of 10 percent of average nargirtput to 12.4
percent of average marginal output. In the model, this isexekl by rising the
training parametek; from 0.08 to 0.10. A similar argument is used to estimate
the increase in training costs for the period 1970-2010.eMwecisely, and with
the objective of maintaining the baseline calibration terald, | estimate an in-
crease in training costs from 8.0 to 12.4 percent of averaggimal output. In
the model, this is achieved by rising the training parametdrom 0.065 to 0.10.
Tables 1.11 and 1.12 present the results of this accounkergise for the job
reallocation rate, comparing the simulated results witla il@m the BED for the
period 1993-2011 and data from the BDS for the period 1977201

Table 1.11 analyses how much of the decline in the job redtiloc rate over
the period 1993-2011 can be explained by the training hygsth Notice that
this is the period of data availability for the BED databasethe data, the job
reallocation rate declined by 20.1 percent, from an aveohd®.4 in 1993 to an
average of 12.3 in 2011. Using the observed increase inrgagosts during the
same period of analysis, the model predicts a decline obiinegallocation rate of
5.7 percent, from 15.4 percent to 14.5 percent. Thus, the@se in training costs
that we observe using evidence from the DOT can explain 28cdept of the
decline in the job reallocation rate over the period 1993-120As a robustness
check, | exclude the Great Recession from the analysis andelatehe same
exercise. Particularly, the observed job reallocatioa dzclined by 14.0 percent
during the period 1993 to 2006, from an average of 15.4 péliceb993 to an
average of 13.3 percent in 2006. Clearly, the decline in jobaver accelerated
during the recent recession. Using the same predictechéeati5.7 percent from
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the model, the increase in training costs that we observegwesiidence from the
DOT can now explain 42.0 percent of the decline in the jobleeation rate over
the period 1993-2006.

Table 1.11: Accounting for the decline in job reallocatia@n1993-2011

High Low Change % of change
turnover turnover  (in %) explained

Panel A: BED data
Year 1993 2011
Job reallocation (quarterly) 15.4 12.3 -20.1

Panel B: Simulated statistics
Training cost £ ) 0.08 0.10
Job reallocation (quarterly) 15.4 145 -5.7 28.4

Similarly, Table 1.12 analyses how much of the decline indhereallocation
rate over the period 1997-2011 can be explained by the tigaimypothesis. In
this case | draw on evidence on annual job flows from the BDS¢hvallows to
analyze a longer time period. The observed decline in theanab reallocation
rate between 1977 and 2011 was close to 32 percent. Usingdiease in training
costs that we observe from the DOT for the whole period 190062the model
predicts a decline of thannualjob reallocation rate of 5.7 percent, from 44.2
percent to 41.7 percefft.This implies that the observed increase in training costs
can explain 18.0 percent of the decline of the annual jodaeation rate over
the period 1977-2011. If | exclude again the Great Recession the analysis,
and focus on the period 1977-2006, the observed increasaimng costs can
explain 27.6 percent of the observed decline in the annimtgallocation rate
(from a value of 37.0 percent in 1977 to a value of 29.3 periteR006).

Finally, it is important to notice that the model presentedhis paper does
not feature worker flows in excess of job flows. In other wottie, model fea-
tures a tight link between worker flows and job flows, as hiresfally linked to
job creation and separations to job destruction. This viethe labor market is

28The annual job reallocation rates from the BDS are not dirextmparable in magnitude to
the annual simulated job reallocation rates from the moiibk first reason is that the model is
calibrated to match quarterly job turnover rates in 1998nfthe BED, and it is known that the
annual job flows from the BED and the BDS differ in magnitudee Spletzer et al. (2009) for
a discussion on the plausible explanations for these diffegs in magnitude. The second reason
relates to the fact that in the data, transitory establistisievel employment changes explain why
the sum of four quarterly gross job gains or losses does nml@gnual gross job gains or losses.
Some of these transitory factors are not present in the mdtied might explain why in the model
the ratio of the annual job flows versus quarterly job flowsresager than the observed ratio in the
data.
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Table 1.12: Accounting for the decline in job reallocatiaren1977-2011

High Low Change % of change
turnover turnover (in %) explained

Panel A: BDS data

Year 1977 2011

Job reallocation (yearly) 37.0 25.2 -31.9

Panel B: Simulated statistics

Training cost £ ¢) 0.065 0.10

Job reallocation (yearly) 44.2 41.7 -5.7 18.0

broadly consistent with the evidence presented in Davis. é2@12). However,
quits are also an important component of separations indtee d@his means that
firms need to hire workers if they want to maintain their worke unchanged. In
that respect, the data point to a departure from the irdaritationship between
worker flows and job flows, that the model in this paper abstrérom?® The
presence of quits might pose an extra burden to the firm, asrtheeeds to go
again under the costly process of searching for a new wornkey ianportantly,
has to pay again the training cost. As training cost increaeetime, it might be
costlier for the firm to deal with quits. Therefore, the as&ydone in the paper
might underestimate the total amount of training costsfinas face in reality?®

1.6 Sensitivity Analysis of the Baseline Simulation
Results

This section provides a sensitivity analysis of the mainngjtetive results pre-
sented in Section 1.5.2. Two types of robustness checkseafermed. First, |
explore the role of the value of the training cost parameténeé benchmark cali-
bration. Second, | consider a different specification faining costs. Simulations
results for all robustness checks are summarized in Tab& 1.

29See the work of Fujita and Nakajima (2013), who extend theehodElsby and Michaels
(2013) to incorporate on-the-job search in order to endeigenquits and investigate the sources
of differences in the cyclicality of worker flows and job flows

30Note the difference with firing costs in this case, where taitrition might instead help the
firm to shrink without relying on costly separations.
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Table 1.13: Sensitivity analysis of the main quantitatesuits

Higher training costin  Training costs as %
benchmark calibration  of marginal output

1 @ B @& 6 ©

Panel A: Parameter values

Training cost £ r) 0.10 0.125 0.155 0.08 0.10 0.124
Panel B: Simulated statistics

Job reallocation rate (quarterly) 16.4 154 142 16.1 153 145

Job reallocation rate (yearly) 45,6 43.8 415 428 41.4 40.0
Job finding rate 946 86.2 775 89.3 86.2 815
Unemployment rate 8.0 8.2 8.4 83 82 8.2

Total hiring costs (in % of output) 1.20 1.23 124 102 1.07 112
Training costs (in % of output) 0.63 0.74 0.84 0.46 0.55 0.65
Employment change distribution

Loss 5+ 4.1 3.8 3.5 40 39 3.6
Loss 1-4 21.3 21.0 195 244 237 227
Inaction rate 49.8 51.0 545 434 450 474
Gain 1-4 209 204 19.1 242 236 227
Gain 5+ 4.0 3.8 3.5 40 39 3.6

1.6.1 Initial Value for Training Costs

For the baseline simulation results, the training costrpatears ; was set to 0.08,
representing roughly 10 percent of the average worker'gjmak output. In this
section | solve again the model by setting the training patamn the benchmark
calibration to 15 percent of the average worker's margingpot (i.e. by setting
ky equal t00.125). This implies recalibrating some parameter values, ireord
to be consistent with the calibration strategy describetthéntext* The results
are presented in column 2 of Table 1.13. | then vary the le/élaining costs
(keeping the rest of the parameters constant) consistémtivd observed changes
in training requirements discussed in Section 1.5.4. Timauksition results of this
exercise are reported in columns 1 and 3. Overall, the sesaitbain qualitatively
unchanged with respect to ones in the main text. Thus, isgrgdraining re-
quirements continue to lead to a decline in the job reallonatte, an increase in
inaction, and a more compressed employment change distrib@uantitatively,
given the observed increase in training costs, the modéhergnow 40.0 percent
of the decline in the job reallocation rate over the perio8d32011 and 28.2 per-
cent over the period 1977-2011. These numbers compare @idhp2rcent and

34N particular, the following parameters need to be re-catid: L = 19.34, u,, = 2.35, and
o, = 0.228. The rest of the parameters remain unchanged at their valdedble 1.7.
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18.0 percent, respectively, obtained for the baselinelsition results’? Thus, the
higher is the initial level of training costs, the largerh® tdecline in job turnover
that the model can explain.

1.6.2 Structure of Training Costs

In the model presented in Section 1.4 | have consideredroosts that are in-
dependent of firm size or productivity. This implies thatrinag costs per hire are,
in relative terms, smaller for large firms than for small firnfi$ie reason is that
larger firms have higher marginal product of laBbkHowever, large firms end up
paying higher training costs than small firms in equilibriugiven that they have
higher turnover in absolute termfsAs a robustness check, | consider that training
costs are equal to a fraction of the firm’s marginal outputer€fore, the training
cost of each recently hired worker is now dependent on thdymtivity of the
firm and of its size. Changing the structure of the training pasameter implies
recalibrating some parameter values, in order to be cemgigiith the calibration
strategy described in the tekt.The results of this exercise are presented in col-
umn 5 of Table 1.13. Similarly as before, | then vary the ledetraining costs
(keeping the rest of the parameters constant) consistémtivd observed changes
in training requirements discussed in Section 1.5.4. Theulsition results are
reported in columns 4 and 6. Again, the results remain qisddly unchanged
with respect to the main calibration. Increasing trainiaguirements continue to
lead to a decline in the job reallocation rate, an increasedation, and a more
compressed employment growth distribution. Quantititjvgiven the observed
increase in training costs, the model explains now 26.6gmeraf the decline in
the job reallocation rate over the period 1993—-2011 and 2€x@ent over the pe-
riod 1977-2011. These numbers compare with 28.4 percenfi@dpercent,
respectively, obtained for the baseline simulation resitTherefore, the sim-

321f | exclude the Great Recession from the analysis, the moaiehow explain 59.0 percent of
the decline in the job reallocation rate over the period ¥28®6 and 43.2 percent over the period
1977-2006. These numbers compare with 42.0 percent ancp2vcént, respectively, obtained
for the baseline simulation results.

33For example, training costs represent, on average, 10cgmeof marginal output for firms
with 1 to 4 employees in the benchmark calibration, whilefiresents 9.4 percent for firms with
500 to 999 employees.

34For example, firms with 1 to 4 employees pay 0.3 percent ofudltptraining costs in the
benchmark calibration, while firms with 500 to 999 employpayg 0.7 percent.

%In particular, the following parameters need to be re-catid: L = 18.76, b = 0.85, u, =
2.40, ando, = 0.24. The rest of the parameters remain unchanged at their valUeble 1.7.

36f | exclude the Great Recession from the analysis, the moaiehow explain 39.3 percent of
the decline in the job reallocation rate over the period +*28®6 and 31.6 percent over the period
1977-2006. These numbers compare with 42.0 percent anch@itént, respectively, obtained
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ulation results are robust when considering training casta percentage of the
productivity of the firm.

1.7 Cross-sectional Implications of the Model

The introduction of a notion of firm size into a search and tmatg model allows
to analyze a series of cross-sectional implications rél&weemployer size. In
this section | show that the model of this paper, which is aeiged with train-
ing costs, retains the prediction of Elsby and Michaels 8ahat larger firms
are more productive and pay higher wages, as in the data. iMrestingly, the
model also predicts that the size-wage differential widemd that wage disper-
sion raises when training costs increase. While the empeiecdence on changes
over time in the size-wage gap is virtually non-existergyéhs substantial empir-
ical work documenting an increase in wage inequality in timitédl States since
the late 1970s. Additionally, the model can also replicage@émpirical fact that
larger firms have lower job flow rates, when considering aaresibn allowing for
guadratic vacancy posting costs.

1.7.1 Relationship between Firm Size and Wages

Using a variety of datasets, Brown and Medoff (1989) find a wutiml wage
differential associated with establishment size, everh@gdresence of controls
that would be expected to capture much of the cross-emptbiferences in labor
quality?” Elsby and Michaels (2013) show that their model is able toagypce
this empirical fact. In what follows, | show that the extemss considered in this
paper do not alter this result. Thus, large firms pay higherasahan small firms,
as they are more productive. | then evaluate what happefstiagt wage gap
between large and small firms when training cost increase.

In order to investigate whether the model presented in #yiepcan replicate
the positive relationship between the firm size and wages|dw Schaal (2012)
and run the following regression:

log(wage = a + [ log(employment + e,

where | use the simulated wages and employment from the bear&hcalibra-
tion. Note that in the model there is no worker heterogereibante. Thus, the
heterogeneity in wages observed in equilibrium is the tedworkers randomly

for the baseline simulation results.
$'There is a large literature in economics that studies theevgap due to firm size. See the
survey article by Oi and Idson (1999).
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matching to heterogeneous firms, that differ in terms of patidity (both the
time-invariant productivity parametgrand the idiosyncratic productivity) and
level of employment. Recall that all workers in the same fireenee the same
wage. In order to quantify the size-wage differential, Idal Brown and Medoff
(1989) and compute by how much higher is the wage of an emelapeking at a
firm with log employment one standard deviation above awecagnpared to the
one of a similar employee at a firm with log employment one ddiath deviation
below average. This value is between 6 and 15 percent in tiae blethe model,
| find a size-wage differential equal to 2.2 perc&nhiThus, the model predicts a
positive relationship between employer size and wages gpldias around one
fifth of the observed average value in the data.

| then proceed to analyze what happens with the size-wafgretitial when
training cost increase. The results in Table 1.14 show #matraining cost in-
crease, the size-wage differential rises. Analyzing thgenaquation, this is due
to the fact that the difference in marginal output betweegdaand small firms
widens when training costs increase.

Table 1.14: Wage implications of the model

Panel A: Parameter values

Training cost £ ¢) 0.08 0.10 0.15 0.20
Panel B: Simulated statistics

Size-wage differential 218 223 233 241
Std. Dev. of Log Wages 535 560 6.21 6.79
Mean-Min Ratio 1.14 114 116 1.18

1.7.2 Wage Dispersion

In this section | analyze the degree of wage dispersion katrtodel can gener-
ate, and how does it vary with training costs. In particudara measure of wage
dispersion | consider both the standard deviation of logasagnd the mean-min
wage ratio proposed by Hornstein et al. (2011). Using thelberark calibration,
the model predicts a standard deviation of log wages equal3® percent and
a mean-min wage ratio of 1.14. These values are relativelywben compared
with their empirical counterparts, consistent with othesirgh models that do not
incorporate on-the-job search (Hornstein et al., 2011hehtanalyze what hap-
pens with wage dispersion when training costs increasehéwisin Table 1.14,

38E|sby and Michaels (2013) find a value of 2.3 percent and Kads<rcher (2011) a value of
2.5 percent.
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the standard deviation of log wages increases with trainogs. A similar re-

sult is found for the mean-min ratio, even though the ina@aasomewhat more
limited. These result seems consistent with existing ecgliresearch (see the
survey article by Katz and Autor (1999)), which documentst tihe U.S. wage
structure has become more unequal since the late 1970s.

1.7.3 Job Flows by Firm Size

In this section | consider an extension of the model preseint§ection 1.4 to al-
low for convex vacancy posting costs. Specifically, | asstimévacancy posting
costs are quadratic in the number of vacancies posted;(v¢.= “:v?, instead
of being linear. This convexity prevents the firm from pogtimany vacancies to
immediately grow to its optimal employment levill show next that this exten-
sion allows the model to generate declining job flows by firaesias observed
in the data. Also, | explain why the benchmark model is noe ablgenerate the
observed empirical pattern.

To solve the model, I first calibrate the new parameteso that total vacancy
posting costs effectively paid by firms in equilibrium eqtlaé corresponding
value in the benchmark calibratidf. The rest of parameter values are set fol-
lowing the calibration strategy in Section 1.31Figure 1.8 shows the simulated
job reallocation rates by firm size when solving the modehwjiadratic vacancy
posting costs and with training costs set at the benchmaekdg = 0.08.%2 The
figure also plots data on job reallocation rates by firm sinenfthe BED dataset
in 1993. As it can be seen, the model does remarkably welpirockicing the em-
pirical pattern that job reallocation rates decline witimfisize. The introduction

39yashiv (2000) provides empirical evidence in favor of convacancy hiring costs. Other
papers that include convex vacancy posting costs in seactinatching models with multi-worker
firms are Cooper et al. (2007), Fujita and Nakajima (2013, aas and Kircher (2011).

4%In the benchmark calibration, 0.5 percent of output is desdb pay vacancy posting costs.
This implies setting:,, = 0.012 in the setup with convex vacancy posting costs.

“lparticularly, the labor force is set 20.33 to match a value for labor market tightness equal to
0.72. The value for the unemployment benefits is sét+00.85 to match an aggregate quarterly
job reallocation rate of 15.4 percent in 1993 from BED. Me@0| also need to adjust the mean
of the time-invariant firm-specific productivity:( = 2.38) and the values of the idiosyncratic
productivity shocka (p, = 0.83 ando,, = 0.33) to match the establishment size distribution and
the employment change distribution, respectively. TheaEgarameters remain unchanged at the
benchmark calibration (see Table 1.7).

42The BED reports job flows by size on nine firm-size categorieso 4 employees, 5 to 9
employees, 10 to 19 employees, 20 to 49 employees, 50 to 9®wees, 100 to 249 employees,
250 to 499 employees, 500 to 999 employees, and 1000 and mmpieyees. In the model, |
compute job flows by size as in the data, i.e. following theadyit-sizing methodology when
firms change size class as a result of job creation and déstrucSee Butani et al. (2005) for
details on the methodology.
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of convex vacancy posting costs implies that those firmswioaid like to adjust
employment by a greater amount (i.e. large firms) find it iashegly costly to
post vacancies. Thus, the pace at which they hire slows dodruasinover is re-
duced. This mechanism is absent in the benchmark modelagmatin Section
1.4. The reason is that, in the benchmark model, both thenegigaosting cost
and the training cost are linear in the number of hires. Tthesmarginal costs
of adjusting employment are constant and the model doeseatire significant
differences in job flow rates across firm sizes.
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Figure 1.8: Job reallocation rate by firm size

Notes: Data are yearly averages of quarterly job reallocationsratefirm size from the BED,
based on nine reported firm-size categories. The simulatedejllocation rates by firm size are
computed as in the data, i.e. following the dynamic-sizirgghmodology when firms change size
class as a result of job creation and destruction.

| proceed now to analyze the labor market implications ohhbigtraining
costs. In particular, | keep the parameters constant atehes described above
and | exogenously increase the parameter The simulation results show that
the introduction of convex vacancy posting costs does riet #he conclusions
reached for the baseline simulation results. More spetificdoe increase in
training costs generates a decline in job turnover, an as&en inaction, and a
more compressed employment change distribution, as inakeline simulation
results (see Table A.7 in Appendix A). More interestingligufe 1.9 examines
the implications of higher training costs for the job flowesacross firm-size cat-
egories, and compares the results with the data. Panel Asstiat in the data,
all size classes experience a decline in the job reallatasites over time. Panel
B shows that the model can reproduce this pattern for thesfk$irm-size classes
(i.e. for firms up to 249 employees). However, the model cedactually predicts
relatively constant or increasing job reallocation ratasveery large firms, when
training costs increase. In order to understand this rescdtll that firms become

40



more insensitive to changes in idiosyncratic productiwtyen training costs are
high. Thus, firms are more reluctant to change employment\wahdn they de-

cide to do so, they do it at a lower pace. As a result, an inergasaining costs
implies less willingness to perform big employment adjwstits, and thus con-
vex vacancy posting costs are less harmful. This is spgarajportant for large

firms, as they are the ones that need to adjust employment ieadeg amount.
In other words, an increase in training costs reduces somét® convexity in

vacancy posting costs that firms face, as their incentivasjisst employment are
reduced. This in turn narrows the gap in job flow rates betwseall and large
firms.
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Figure 1.9: Job reallocation rates by firm size

Notes: Data are yearly averages of quarterly job reallocationsratefirm size from the BED,
based on nine reported firm-size categories. The simulatedepllocation rates by firm size are
computed as in the data, i.e. following the dynamic-sizirgghmdology when firms change size
class as a result of job creation and destruction.

1.8 Discussion of Alternative Explanations

This paper evaluates the hypothesis that increasing nigairequirements have
contributed to the decline in aggregate labor turnover oneas While the results
show that the observed increase in training costs can attmussignificant part
of the slowdown, other factors are also likely to be presdntthis section, |
examine a potential alternative explanation based on snsdibocks, and | briefly
discuss some other potential explanations that have bepoged in the literature.
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A first alternative explanation relates to a secular decthirtbe size of shocks
faced by firms. This is, for example, the interpretation addgoy Davis et al.
(2010) to understand the decline in the job destructiomsitg. In what follows,
| use the model from Section 1.4 to analyze the macroecononplications of
lower dispersion of idiosyncratic productivity shocks. M@recisely, column 2 in
Table 1.15 presents the simulation results whgrs reduced front).25 to 0.219,
while the rest of the parameter values are kept fixed at thehmeark calibration
(see Table 1.7). The size of the declinesinis chosen to match the observed
decline in the job reallocation rate in the data. In orderatlitate comparisons,
column 3 reports the simulation results of increasing taaing cost parameter
¢ until reaching the same decline in the job reallocation (again, the rest of
parameter values are kept fixed at the benchmark calibjatiés an additional
exercise, | consider a combination of the two potential axations. Specifically,
in column 4 the training cost parametey is increased fron?.08 to 0.10, as
observed in the DOT data, and the standard deviation ofydwatic productivity
of shocks is decreased up to the point where the model matbhegecline in
turnover observed in the data (this implies reducipgrom 0.25 to 0.226).

Table 1.15: Evaluating alternative explanations

Benchmark Smaller Higher Smaller shocks and
calibration  shocks training higher training

1) (@) ®3) (4)

Panel A: Parameter values

Training cost &) 0.08 0.08 0.155 0.10
Std. Dev. for id. prod.4,) 0.25 0.219 0.25 0.226
Panel B: Simulated statistics
Job reallocation rate 154 12.3 12.3 12.3
Job finding rate 86.2 81.6 63.5 75.9
Unemployment rate 8.2 7.0 8.8 7.5
Total hiring costs (in % of output) 1.0 0.8 1.1 0.9
Employment change distribution
Loss 5+ 3.9 3.2 3.1 3.2
Loss 1-4 22.7 21.8 20.0 21.3
Inaction rate 47.3 50.4 54.4 51.6
Gain 1-4 22.2 21.4 19.4 20.8
Gain 5+ 3.9 3.2 3.1 3.2
Size-wage differential 2.18 1.78 2.34 1.89
Std. Dev. of Log Wages 5.35 5.01 6.28 5.31
Mean-Min Ratio 1.15 1.13 1.17 1.14

Comparing columns 1 and 2 of Table 1.15, a decline in the dsamerof
shocks generates a decline in job turnover rates, an irelieagaction and a
more compressed employment change distribution. Thetseard qualitatively
consistent with the data, and also with the results of irginggtraining costs (see
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column 3). Some differences between the two alternativéaegpions are worth
mentioning. First, a lower dispersion of shocks generatesal decline in the
job finding rate which, together with the decline in the jolstection rate, imply
a fall in the unemployment rate. This contrasts with whatpeays to the unem-
ployment rate when training costs increase. Particuléiny,unemployment rate
slightly raises when training costs go up, given that thefjpding rate is much
more affected. Second, the total amount of hiring costwiey paid by firms
decreases with lower dispersion of shocks, due to the deolitabor turnover.
Finally, a reduction in the variance of shocks diminishethltbe degree of wage
dispersion and the size-wage gap between big firms and smmadl. fiThis is in
contrast with the predictions of the model when trainingsascrease.

Overall, the hypothesis of smaller shocks seems to be densisith the ob-
served developments in employment dynamics, at leasttgtinadily, and could
complement the explanation analyzed in this paper. Regaifia existing liter-
ature on the sources behind the Great Moderation, smalskshresemble the
“good luck” explanation (see, e.g., Stock and Watson (200dpwever, one of
the main challenges for this hypothesis is to find an empideanterpart for the
shocks affecting firms. Still, less severe aggregate shoekstime might also
be a possibility’® In that respect, early findings on the Great Moderation find an
abrupt drop in the volatility of U.S. GDP growth in early 1388ee Kim and Nel-
son (1999) and Perez-Quiros and McConnell (2060Blowever, the decline in
the magnitudes of job creation and destruction exhibit adsterend that begins
in the early 1960 (Faberman, 2008).

A second group of hypothesis, as the one analyzed in thisrpppmposes
instead a change in the transmission mechanism from shocks¢roeconomic
outcomes. Fuijita (2012) argues that an increase in turbalare. an increase
in the probability of skill obsolescence during unemployitye&an be one of the
sources of the secular decline in the aggregate transiitenfrom employment
to unemployment. Particularly, if the risk of skill obsatesice during unemploy-
ment has increased, then workers should be less willing garagée and accept
lower wages in exchange for keeping the job. As mentionechbyauthor, this
mechanism can explain the decline in the separation ratéajuely, while, ab-
sent a direct empirical measure for turbulence, it is mofecdlt to assess the

43Recent research suggests that aggregate and idiosyrstratiks might instead be intimately
related. Particularly, Acemoglu et al. (2012) show thatroeconomic idiosyncratic shocks may
lead to aggregate fluctuations, in the presence of inteexiions between different sector, and
Carvalho and Gabaix (2013) find that changes in the micraaoancomposition of the economy
during the post-war period can account for the Great Moderand its undoing.

44Blanchard and Simon (2001) document instead that outpuattiliyt experienced a steady
decline over several decades, starting in the 1950s, buwvdinterrupted in the 1970s and early
1980s, and returned to trend in the late 1980s and the 1990s.
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guantitative success of the model. Moreover, the modeligisedeclining wage
losses due to unemployment and a higher fraction of workeitslsing from ex-
perienced to inexperienced (which can be related to thepatmn switching of
unemployed in the data). The empirical evidence on both tisogeedictions
seems to be mixed. Finally, another potential explanatmnectured by Davis
and Kahn (2008) and Davis et al. (2010) relates to greatepeasation flexibil-
ity over time. Champagne and Kurmann (2013) andi @al van Rens (2010)
provide empirical evidence that wage volatility has insegh over time in the
United States. Greater wage flexibility offers an additiomargin to the firm
to respond to shocks. Thus, firms might be less forced to midefise workers
when conditions change. One potential avenue for furtrearech could analyze
the quantitative relevance of this hypothesis in explarire decline in business
employment dynamics.

1.9 Conclusions

This paper investigates the hypothesis that the slowdownsimess employment
dynamics observed in the United States over the recent degzath be a result
of changing skill demands due to technological advancesatticular, the pa-
per evaluates the hypothesis that on-the-job human cautaimulation has be-
come increasingly important over time. Empirically, | piad& evidence that job
reallocation has declined and employment change disioibbitas become more
compressed over time using data from the Business EmploybDyaramics. At
the same time, job training requirements, as measured iddtaefrom the Dic-
tionary of Occupational Titles, have risen. Additional engal evidence using
industry-level data provides further empirical supporttfee working hypothesis.
Theoretically, | construct a multi-worker search and metgmodel, where train-
ing investments act as adjustment costs. The model caniexme the increase
in training accounts for the decline in job reallocatiore thcrease in inaction,
and the evolution towards a more compressed employmenttigrdistribution,
all consistent with the data.

This paper has modeled the provision of training as a fixeteitis no direct
impact on the productivity of the firm. This simplificationdhallowed to study
the macroeconomic effects of increasing training requaisin a setup with firm
heterogeneity and rich cross-sectional implications. el@w, in reality the provi-
sion of training might translate into productivity gaindius, the observation that
training requirements have become more prevalent over ¢anebe interpreted
positively, as it represents higher human capital accutioal@and additional pro-
ductivity gains. On the other hand, several studies haviliglgted the crucial
role that job and worker reallocation plays in enhancingnecay-wide produc-
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tivity growth. In that respect, lower labor market turnowam be considered a
matter of great concern, as it can potentially have advdfsetg on productivity
and growth in the long-run. | view the results of this papettmmimportance of
training for labor market mobility trends as an importampgting stone towards
a more complete study of productivity implications. Endagang training in-
vestment decisions and the consideration of productivifgces stemming from
training would allow to investigate the ultimate conseqresnof the slowdown in
business employment dynamics on productivity. | leave éimalysis for future
research.
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Chapter 2

THE FADING DYNAMISM OF
THE U.S. LABOR MARKET: THE
ROLE OF DEMOGRAPHICS

(written jointly with Tomaz Cajner)

2.1 Introduction

The important role of demographics for the labor market ahdroeconomic out-

comes has been long recognized. Many studies have congina@ncumented

that the baby boom generation has profoundly altered the &§§egate unem-
ployment path during the post-war period (Perry, 1970, $hjrh999, Barnichon
and Figura, 2010). Aaronson et al. (2006) and Fallick e28l10) have shown that
demographics have notably affected the U.S. aggregate falm® participation

rate. Moreover, Lugauer (2012) finds state-level evidehatthe age distribution
affects cyclical output volatility in the United States. Magenerally, Jaimovich
and Siu (2009) use panel-data methods to show that changjes age composi-
tion of the labor force account for a significant fractiontod tvariation in business
cycle volatility observed not only in the United States bigban the rest of the

G7 economies.

However, much less is known about the effect of demograpbrcsiorker
flows over time. By using state-level data for the U.S. martufany between
1973 and 1988, Shimer (2001) finds that an increase in théyahare of the pop-
ulation raisegob flows. Hyatt and Spletzer (2013) investigate the recentikecl
in employment dynamics and find that age and education cdnesgudain about
one quarter of the decline in hires and separations betw@@hahd 2010 as mea-
sured in the Current Population Survey (CPS). In this papeanatyze the CPS
unemployment flows data from 1976 to 2011. This period inetuithe time when
demographics are typically thought of as having the modopral effect on the
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labor market and is at the same time long enough to relialslyngjuish between
secular trends and business cycle dynamics.

We document that population aging and rising educatiortairehent play a
crucial role in explaining the downward trend in aggregateraployment flows,
primarily since older and more educated workers experiémeer inflows into
unemployment. The decomposition exercises performedjusiorodata from the
CPS show that about three quarters of the total decline ireggtg unemployment
flows from 1976 to 2011 can be attributed to demographics.

In order to further our understanding of these empiricalettggments, we
need to identify a plausible economic mechanism that cataexprhy and how
age and education lead to lower unemployment inflows in teediace. We argue
that older workers on average posses more job-specific heagaital, which is
also true for more educated workers due to the tight compiémiéy between
formal schooling and on-the-job training. Following thenseal insight of Becker
(1964), higher amounts of job-specific human capital redoentives to destroy
jobs and subsequently lead to lower labor market turnover.

Our findings show that a relatively stylized search and matgcmodel with
endogenous separations, featuring higher amounts ofesjethtraining for more
educated workers and skill obsolescence for old unemplaya#ters, can go a
long way in quantitatively accounting for the observed ampl patterns. More
precisely, we parametrize the model by using micro evidemdeaitial on-the-job
training by education group and on wage losses upon digplkceby age group.
The simulation results reveal that the model can accounth®observed cross-
sectional differences in unemployment flows by educatiahage. Moreover, the
model also demonstrates that the observed changes in thposdion of the labor
force towards older and more educated workers can accoutht€f@lecline in the
unemployment flows that we observe in the data.

Following this introduction, Section 2.2 provides emptievidence on the
importance of demographics in shaping the behavior of aggesunemployment
flows. Section 2.3 presents the model. Section 2.4 conthenpdrameterization
of the model and presents the simulations results. Firadgtion 2.5 concludes.

2.2 Empirical Evidence

We focus our analysis on the period since 1976 onwards, duogehe availabil-
ity of CPS microdata. Our preferred empirical measure of ypleyment flows
is calculated from unemployment inflow and outflow rates,chlthemselves are
based on the unemployment duration data. More preciselyioll@v Shimer
(2012) and compute unemployment inflow and outflow rates bygusne-series
data for employment, unemployment, and short-term uneynmot (unemploy-

48



ment with duration of less than 5 weeks). We prefer this ptaoe over gross
flows data — which also include movements in and out of therl&drae — since
the latter suffer from the misclassification error. Impattafor the purpose of our
analysis, Poterba and Summers (1986) find that the misitadgin error varies
across demographic groups, with the error being partilyularge for young peo-
ple. Nevertheless, as shown in Appendix B.1, our main engifindings are
robust to both the two-state and the three-state decongurositworker flows.
Figure 2.1 summarizes the evolution of the aggregate uremmant inflow

(s, left panel) and outflow f;, right panel) rate since 1976 onwards. One can
observe a stark secular decline in the unemployment inflégy vehich dropped
by almost two percentage points over last three decad®s.the other hand, a
trend in the unemployment outflow rate is less obvious in ttad
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(a) Unemployment inflow rate (b) Unemployment outflow rate

Figure 2.1: Unemployment transition rates (in percent)

Notes:We plot twelve-month moving averages of monthly data. Thea period is 1976:01 -
2011:12. All variables are constructed from CPS microdStzaded areas indicate NBER reces-
sions.

However, given that the unemployment outflow rate is strpmgtersely re-
lated to the unemployment rate, periods of low unemploynneight mask on-
going secular trends. Thus, following Davis et al. (20062, pvovide additional
evidence on unemployment flows, recalling that the unenmpéoyt rate ¢) in pe-
riod ¢t + 1 is equal to the unemployment rate in periggblus all the inflows into

Downward trends in unemployment flows as measured by the @B&ployment duration
data have been also documented by Davis et al. (2010). Dieadis(2006) and Fujita (2012) show
that these trends are also present in the CPS gross flows data.

2As shown by Abraham and Shimer (2001) and Mukoyama and J20iD0), the average
duration of unemployment — roughly speaking, the inversthefunemployment outflow rate —
relative to the unemployment raitecreased over the last three decades.
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unemployment minus all the outflows from unemployment tletuored during
periodt:

Uppr = U + 5¢(1 — ) — fry
—_——

inflows outflows

Figure 2.2 depicts the evolution of unemployment flows anolxsha clear
downward trend in both unemployment inflows and outflows pleskover the
last few decades.

4.5
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3.51
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2 . . . . . . .
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Figure 2.2: Unemployment inflows and outflows (as a percelahair force)

Notes:We plot twelve-month moving averages of monthly data. Thepa period is 1976:01 -

2011:12. All variables are constructed from CPS microdStsaded areas indicate NBER reces-
sions.

One likely explanation for the observed secular declinengmployment flows
relates to demographics and this paper quantitatively eesrhow much of the
decline can be accounted for in this way. As it is well knowre tdemographic
structure of the U.S. labor force has changed dramaticakly the post-war pe-
riod2 These changes have been mostly driven by two demographiaatbes-
tics: age and education. First, as a result of the baby bdwriabor force share
of young people peaked in the mid-1970s and the labor foraressf people with
at least 45 years started to surge in the beginning of 19@@sHigure 2.3a). Sec-
ond, at the end of 1970s about two thirds of the U.S. laboefbiexd at most a high
school degree, while nowadays nearly 60 percent of the ptipalhave spent at
least some years in college (see Figure 2.3b).

3Note that our main focus of analysis here is on compositichahges in the labor force.
These changes can occur either due to compositional chamgegulation or due to changes in
group-specific labor force participation rates. See se@i@.2 for a further dicussion.
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Figure 2.3: Structure of the U.S. labor force (in percent)

Notes:We plot twelve-month moving averages of monthly data. Thema period is 1976:01 -
2011:12. All variables are constructed from CPS microd8teaded areas indicate NBER reces-
sions.

In order to quantify the importance of demographics shiftshaping the be-
havior of aggregate unemployment flows, we proceed by dhigidhe U.S. labor
force into four age groups (16-24, 25-34, 35-44, 45+) and &alucation groups
(less than high school, high school, some college and aotdegree). Overall, we
consider sixteen demographic groups &hepresents the set of all of them.

Figure 2.4 reveals substantial differences in the unenmpény inflows and
outflows by age and education. In particular, both unemptynflows are de-
creasing in both dimensions and the differences are sizaidepersistent over
time>

“Elsby et al. (2010) report relatively modest heterogenieitynemployment inflows and out-
flows by gender — for this reason, we decided to abstract fhatndtemographic characteristic. For
a recent analysis of the gender gap in the unemploymentseg¢eAlbanesi and Sahin (2012).

SFor completeness, Figure B.1 in Appendix B plots similaptpsafor the inflow and outflow
rate. The results reveal substantial differences in thenpheyment inflow rate by age and ed-
ucation. In particular, the inflow rate is decreasing in bditmensions and the differences are
sizable and persistent over time. With respect to the ungyngnt outflow rate, we observe some
differences by age — in particular a very high outflow ratetf@ youngest group — and virtually
negligible differences by education.
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Figure 2.4: Unemployment flows by demographic group

Notes: We plot twelve-month moving averages of monthly data. Thepe period is 1976:01

- 2011:12. All variables are constructed from CPS microd&haded areas indicate NBER re-
cessions. Unemployment flows are defined relative to thepgspecific labor force levels (in
percent).
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2.2.1 Importance of Demographic Shifts for Aggregate Unem-
ployment Flows

In this section we examine the role of changing compositidh@U.S. labor force
in explaining the behavior of aggregate unemployment fldwygerforming two
decomposition exercises.

First, notice that theoretical aggregate unemploymentws]s,(1 — w;), can
be computed as the labor-force-weighted average of ungmmeliot inflows for
each demographic group. In particular, gtbe the aggregate number of sepa-
rations, I; the aggregate number of employed, dni the aggregate number of
individuals in the labor force in periotl With index: denoting group-specific
variables, we get:

_ S by =Y Wkt
1 —
( U’t Et LFt “ Zt Szt )

wherew’!" stands for the group’s labor force share at time and s5*" is the
group-specific unemployment inflow rate, expressed as a&peof the group’s
labor force.

Similarly, the theoretical aggregate unemployment ouslgix,, can be com-
puted as the labor-force-weighted average of unemploymefibws for each de-
mographic group as follows. Léf; be the aggregate number of hires dndhe
aggregate number of unemployed. Then:

Hy Uy
Jeuy = — U, LFt Z zt ’

where f1F is the group-specific unemployment outflow rate, expressealzer-
cent of the group’s labor force.

The first counterfactual exercise then consists of comgutie genuine un-
employment inflows and outflows by usifiged labor force weights in calcula-
tions we use the average of 1976 as our base pegiddrhe main advantage of
this decomposition is its straightforward interpretatian it allows us to answer
the following question: “How would have aggregate unempient inflows and
outflows behaved, if the composition of the labor force hadaimed unchanged
over time?”. The underlying assumption is that, if the dinue of the labor force
had remained unchanged at some initial sha{mﬁf}im, the behavior of the
group-specific inflow and outflow rate, expressed as a peofené group’s labor

force levels{ s5”, fiF .cq» Would have been the same as the ones that we observe

6Shimer (1999) provides a similar adjustment for the cashe®faggregate unemployment rate.
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from ¢, to ¢;. Thus, we define genuine unemployment inflows at timas:

§ LF LF
wzto ity )

1€Q
and genuine unemployment outflows at times:
LF ¢LF
Zw’ito ity
1€Q)

The second counterfactual exercise consistieebmposing changé@saggre-
gate unemployment inflows and outflows between perigd calculations we
again use the average of 1976 as our base period),antb two terms:

LF cLF LF A LF
St (L — ) — 84 (1 — ) g Awy 57" + g w; " Asy (2.1)
1€Q 1€Q
_2 : LF FLF } : LF
ft1ut1 - ftouto - Awitl i + w A ztl ) (22)
1€Q S

whereAws! = Wil — WLF olF = L (Wi + whi), and similarly fors-*" and
e The flrst term on the right of equations (2.1) and (2.2) mmthe change
in the demographic composition of the economy betwgeandt,. The second
term captures the change in the group-specific inflow andavutfhites between
to andt;.

Figure 2.5 summarizes the results of the counterfactuatmses for both un-
employment inflows and outflowfsln particular, Figure 2.5a depicts the evolution
of actual aggregate unemployment inflows together with W counterfactual
inflows, which keep the demographic structure of the labocdaconstant over
time. As it can be inferred from this figure, the behavior ofji@gate unemploy-
ment inflows during the recent decades has been highly irdieceby the changes
in the age and education composition of the labor force. @veceontrol for the
demographics shifts, the downward trend in unemploymeidviis nearly van-
ishes. Similar results are found for unemployment outflese® (Figure 2.5b). To
sum up, both decomposition exercises suggest that dentogsgpay a pivotal
role in explaining the downward trend in aggregate unenmpkayt flows over the
last three decades, explaining about three quarters obthkedecline from 1976
to 2011.

A similar decomposition has been recently used by LazearSphetzer (2012b) to analyze
changes in the aggregate unemployment rate over time.

8For completeness, Appendix B.1.3 examines the importahcemographic shifts for the
aggregate unemployment transition rates, by performimjjai counterfactual exercises.
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Figure 2.5: The effect of demographics on unemployment flévesual vs. coun-
terfactuals

Notes: We plot twelve-month moving averages of monthly data. Theea period is 1976:01

- 2011:12. All data variables are constructed from CPS ndit@. Shaded areas indicate NBER
recessions. We consider 16 demographic groups in orderrtstret the counterfactual exer-
cises. All counterfactuals are constructed to have the $awekas the respective actual aggregate
unemployment flows in the first period.

2.2.2 Discussion of Empirical Findings

Our empirical findings show that demographic shifts in thenposition of the
U.S. labor force have importantly influenced the behavioaggregate unem-
ployment flows since 1976. As mentioned above, one impogssimption un-
derlying our counterfactual decompositions was that chang the labor force
composition have had no effect on group-specific unemployinédows and out-
flows. Such an assumption is common to demographic adjustneérihe un-
employment rate and other labor market variables in thealitee. Moreover,
as Figure 2.4 shows, despite huge demographic shifts alasexer the last three
decades, group-specific unemployment flows have remairikohgty stable over
time? Nevertheless, we cannot rule out completely that grougipenemploy-
ment flows have changed over time due to demographic shifte g@ssibility
is that the changing demographic composition of the U.Suladion might have
affected group-specific flows; in this respect, Shimer (20@ts evidence in the
state-level data that an increase if the share of youth iwtrking age population
leads to an increase in the (group-specific) unemployméss.r&econd possibil-

9Similarly, Daly et al. (2007) find that for demographic greugefined jointly by age and
education (as in this paper), there is very little correlatbetween changes in their labor force
shares and their changes in unemployment rates.
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ity is that shifts in the labor force composition are origing from changes in
labor force participation rates. Given that the latter aaragally an equilibrium
outcome of changes in worker flows across all labor markétst#hey could be
related to changes in unemployment flows as well.

One could also ask whether we can meaningfully distinguéttveen relative
contribution of age and education in accounting for the plesk secular trends
in unemployment flows. Such an exercise is generally diffibelcause of the
mix effectsl® For example, one of the main reasons why teenagers experienc
high unemployment inflows, is precisely because teenageas@rage have lower
education — and lower education leads by itself to highempieyment inflows.
Our analysis of the data indicates that both age and educattoroughly equally
important for demographic adjustments of unemploymentdlewfor example,
even after controlling for one characteristic, the othereabteristic still results in
substantial heterogeneity in unemployment inflows (sedeTBLL in Appendix
B).!! Finally, note that our results are also consistent with thesoobtained in
the existing literature. Fujita (2012) shows that roughhedalf of the decline
in the gross flow hazard from employment to unemployment @aadrounted
for by the aging of the labor force (he abstracts from adpgstor the education
composition). Moreover, Hyatt and Spletzer (2013) find tge and education
can each explain about one quarter of the decline in hires@parations between
2001 and 2010, consistent with our results that during tergogd unemployment
flows adjusted for changes in demographic composition ofaher force have
been declining — see the counterfactual unemployment flowsgure 2.5.

2.3 Model

Our goal here is to construct the simplest possible modé¢ldha illustrate the
economic mechanisms behind the age and education effeaigsemployment
flows. Our main working hypothesis is that human capital aadation drives

differences in labor market experiences across differentaraphic groups. In
our model economy workers differ across two main dimensiage and educa-
tion. Regarding age, we consider two age groups: young andfolchg workers
need to obtain their job-specific skills through the prooafsmitial on-the-job

training, while old workers in existing jobs already possgib-specific human

10Similar argument for the case of adjustments in the unennpéoy rate was put forward by
Shimer (1999).

Similarly, we calculated fixed weights counterfactualsasafely for age and education and
both decompositions give similar magnitude of the effeat @ course, they do not sum up to the
total counterfactual due to mix effects; the results are@ported for brevity).
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capital’?> The most important difference between young and old worisetisat,
upon displacement, old worker not only lose their job-sieskills (like young
workers do) but also experience a permanent deterioratittrew general human
capital (this modeling choice captures cases where theawserkurrent industry
permanently disappears and hence the worker needs to dwitahother indus-
try). Regarding education, we follow our work in chapter 3tostthesis and as-
sume that the main economic mechanism for distinguishitgd®n people with
different education levels relates to required on-thetjaining. More precisely,
following vast empirical evidence on strong complemetiesibetween educa-
tion and training, we assume that people with higher edocateed more initial
on-the-job training?

2.3.1 Environment

We model a discrete-time economy containing a finite numbsegmented labor
markets indexed by education leviel The size of each segmented labor market
is exogenously determined by its labor foiéeFor simplicity, we only consider
two types of education levels, low and high, with sizeand/*’ respectively. We
further normalize the total size of the labor force to onasih + 7 = 1.

In each segmented labor market workers can be either younlgloYoung
people become old with probabilityand old people retire with probability, at
which point they are replaced by young unemployed. Youndersrare endowed
with one unit of general human capital. As they get old, tlggineral human
capital capital remains unchanged as long as they remaitogeth However,
upon displacement, old workers suffer a permanent deggioor of their general
human capital. Thus, other things equal, an old unemployattev produces a
fractionx less than a young worker upon re-employmént.

In each segmented labor market, there is a continuum of me#sof risk-
neutral and infinitely-lived workers that maximize theipexted discounted life-
time utility defined over consumptiof, ~.° ) 5*¢,.x, where € (0,1) repre-
sents the discount factor. Workers can be either employed@mployed. Thus,
we abstract from labor force participation decisions asradimployed workers are

2In a more general model, this “job-specific human capitalildalso be thought of as repre-
senting effects related to job-hopping of young people teefioding a good match.

In order to emphasize our main working hypothesis (i.e. thahan capital accumulation
drives differences in labor market experiences acrossréifit demographic groups) we abstract
from introducing worker heterogeneity in terms of produityirelated to the level of education.

YFor simplicity, we do not allow for a gradual depreciationgeeral human capital as indi-
viduals get older. We could model the aging of the individasa gradual loss in general human
capital, particularly severe after a period of unemploytnétowever, this would entail adding a
new state variable into the model, namely the age of the ichdial, while keeping unaltered the
key insights of this relatively stylized model.
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looking for a job. Employed workers receive a wage, whilerapkyed workers
have access to home production with a valué obnsumption units per period.
The parametel reflects the opportunity cost of workirg.

The model also features a large measure of firms that maxitméepresent
discounted value of profits in each segmented labor markehskpost vacancies
in order to hire workers in a labor market and a job consista ofatched firm-
worker pair. Firms can freely decide in which segmentedrabarket they want
to post vacancies. However, they can only post one vacardtyhay have to pay
a costc expressed in units of output every period that the vacanoges. After a
vacancy meets an unemployed worker, they draw an idiosyagnaductivity a.

If this productivity is above a certain threshold definedobelthen the firm and
the worker form a match and start producing.

Importantly, firms in each segmented labor market have teigecon-the-job
training to new hires, regardless of their age, with the amhofitraining depend-
ing on worker’s education. In particular, we assume thath@ajob training takes
place during the first period in the job and that the cost aftifaining is a propor-
tion 7¢ of the worker’s productivity® This training is specific to the worker-firm
match, thus, all new hires need to receive this training oteoto perform the
job. Therefore, during the first period the matched firm-veonbair will produce
a(1 — 7%) of output if the new hire is young and1 — x)(1 — 7°) if the new hire
is old’

The only source of uncertainty in the model is the idiosyhicnaroductivity
a. In particular, it is assumed thatis stochastic and evolves over time according
to a Markov chain{a, IT?}, with finite grida = {a4, as, ..., a,, } and transition
matrix IT* being composed of element$, = P{a’ = a; | a = a;}. The initial
probability vector is composed of elements= P{a’ = a}.

5We abstract from differences in the value of home produaitmoss demographic groups.

8Notice that in our setup on-the-job training lasts only oedqul, which we assume to be one
month in our calibration strategy. Empirical studies ofrtiag do find that on-the-job training
entails short periods of time, even though the average isnarthree months. We could easily
introduce longer training times, and a gradual closing effttoductivity gap between trainees and
incumbent workers. However, this would further complictte model, leaving the main results
unchanged.

"Note that we do not allow workers to search for new jobs whdmt employed, hence we
rule out job-to-job transitions. This implies that all neids come from the unemployment pool.
This is also the reason why all new hires that are old expeeiendepreciatior of their general
human capital.

58



2.3.2 Labor Markets

In each segmented labor marketa constant returns to scale matching function
governs the matching process between vacancies and ungdplorkers

m(u,v) = pu*v' ",

whereu denotes the measure of unemployed aménotes the measure of vacan-
cies, the parameter stands for matching efficiency and the parametéor the
elasticity of the matching function with respect to unenyph@nt. Labor market
tightness is defined @s= v/u. We can also define the endogenous probability of
an unemployed worker to meet a vacancy as

p(0) =

and the endogenous probability of a vacancy to meet with ampioyed worker
as:

m(u,v) — o, (2.3)

a(0) = = uf. (2.4)

2.3.3 Description of the State of the Economy

The introduction of worker heterogeneity increases thelremof state variables
that are relevant from the view point of the worker and the firAs will be-
come clear below, the age composition of the unemploymeat affects the
firm’s decision to post vacancies. This, in turn, affects iieeting probabili-
ties of workers and firms. As a result, the worker and the firredn® keep
track of the distribution of workers across the differeftdamarket states, within
each segmented labor market. In particular, the agentsrie@nomy need to
know the number of young employed and unemployed workets @ndu*Y,
respectively), the number of old workers employed that ditisuffer a depreci-
ation of their general human capital’C), the number of old workers employed
that did suffer a depreciation of their general human chpita”) and, finally,
the number of old workers unemployed’{). Because the size of each seg-
mented labor market is exogenously determined by its latreef?, workers and
firms only need to keep track of four of these labor markeestads the follow-
ing equality holds:n® + u*Y + nt© + niP + &P = [*. We summarize in
z = {a,n"Y v n"© n"P} the vector of state variables in our model. The evo-
lution of the idiosyncratic productivity is governed by a Markov process, and
the evolution of the rest of the state variables will be désd below. Notice,
however, that we are analyzing an economy in steady statg, &l labor market
flows will be constant in equilibrium. This will greatly sirtify the solution of
the model.
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2.3.4 Characterization of Recursive Equilibrium

We write the model in terms of the standard match surplustemsa(see Ap-
pendix B.2 for details on the derivation), where subsarigenotes the age of the
job match:

SPY(x) = max {0, a(l —1y7) —b

— Bnp(0' (=) Ea{ (1 = p) SV (') + pS (")}

+ BE{ (1= 0)SIL@) + pSi5 () } (25)
$10 (@) = max {0,a — b = B(1 = 6)np(8' (2) B, { S (")}

+ 61— OEASIS ()}, (2.6)
SPP(2) = max {o, a(l— K)(1 — T,y 70) — b

= B(1 = )p(0' (@) E.{ S} (")}

+ 81— E{SEH ()} }. 2.7)

Equation (2.5) presents the surplus that a job filled by a gouarker pro-
duces, while equations (2.6) and (2.7) are the correspgrahes for a job filled
by an old worker. The difference between the last two eqoati®that in equation
(2.6) the old worker maintains the full value of his genenaitan capital, while
in equation (2.7) the old worker suffered a depreciatioof his general human
capital. Note that the training cost is paid only in the first period of the job
match!® Notice as well that the worker and the firm will mutually agteesn-
dogenously dissolve the job match when the value of the gsiipinegative. That
is, when the idiosyncratic productivity is at or below theeeration productivities
at’, @ anda’?, implicitly defined as the maximum values of the idiosynicrat
productivity that exhaust a positive surplus.

In order to determine the optimal job creation condition,assume that there
is free entry. Therefore, in equilibrium, the total expect®sts of posting a va-
cancy should be equalized to the total expected benefitdinffit in each seg-
mented labor market The job creation condition (or free-entry condition) in
terms of the surplus can be written as:

Bmportantly, the training cost is non-sunk and thus is ftdligen into account in the surplus of
the match.
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C

q(0"(x))

wheren is the worker's bargaining power is the endogenous share of young
among unemployed in the segmented labor mariiet. v* = u*Y /u?).

In order to close the model, we specify the evolution of thefanarket flows.
In particular, the laws of motion for employed and unemptbyrkers are given
by:

50 - B @) A= s ) e

(™) =(1 = p)(1 = 5"V )Y +p(6")(1 = G(@y™ ) (1 — p)u”Y, (2.9)
(W) =1 =p(")(1 = G@y" )| (1= p)u’" + (1= p)n"”
+ 6(n0 + P 4 ubP), (2.10)
(n0) =(1 = §)(1 — 8 + p(1 - $0)ni, (2.11)
(WP) =(1 = B)(1 = Py 4 p(#)(1 — G@P)) (pu + (1 - B)uP),
(2.12)
(WP = |1 =p(0")(1 = G(ay”) | (pu™ + (1 = 6)u™P) (2.13)
+ 590 (pnY 1 (1= 6)ni®) + 5°2(1 — G (2.14)

wheres*Y, 59 ands’” are the endogenous separation rates.
In the steady state, all labor market flows are constadtggregate employ-
ment and unemployment are defined, respectively, as:

nt = nz,Y + nz,O + nz,D,

ui — ui,Y + ui,D'
And the labor force in labor markeétas mentioned before, is normalizedto
n'+u = I\

Finally, the recursive equilibrium of the model can be chtgazed as the so-
lution of equations (2.3)-(2.14), for each segmented labarketi. The solution
of the model consists of equilibrium labor market tightné¢$s) and reservation
productivitiesi:”, a°“ anda.”. Appendix B.2 describes the computational strat-
egy used to solve the model.

195ee Appendix B.2 for more details about the labor market flows
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2.4 Numerical Exercise

This section contains the simulation results of the modeith\tie objective of

guantitatively illustrating the main mechanism at work, eansider two types
of economies characterized by high and low levels of turnoates. The high

turnover economy is characterized by a high fraction of yoand low educated
workers and it is meant to capture the early years of our saupgtiod (1976-

1990). The low turnover economy is characterized by a higbtion of old and

high educated workers, and is meant to capture the last geéaus sample period

(1991-2011). We first calibrate the model to be consistetit wihigh turnover

economy at the aggregate level. Then, we analyze whethendidel is able to

explain the cross-sectional differences in unemploymemt fates across demo-
graphic groups. Finally, we check whether an exogenousgehanthe compo-

sition of the labor force towards older and more educatecke&rsrcan deliver a
decline in the aggregate turnover rates.

2.4.1 Parameterization

We first calibrate the model to be consistent with the U.Sneowoy during the
period 1976-1990, which we labkigh turnover economyin order to bring the
model to the data, we consider as young workers those ageedetl6 and 34
years old, and as old workers those aged 35 years old and \6&#r.respect to
education, high-school dropouts and workers with a higlosttlegree are con-
sidered low educated workers, whereas workers with sonlegeobr with a a
college degree are considered high educated workers. €msgraphic classi-
fication splits the labor force in groups of similar size. krgcular, in the CPS
microdata for the period 1976-1990, the share of workersl &gdween 16 and
34 years old in the labor force is 49 percent, and high-sctiaagouts and work-
ers with a high school degree represent 58 percent of the fabme. Table 2.1
summarizes the parameter values used to calibrate therleasebnomy.

The model is simulated at a monthly frequency. The value efdiscount
factor is consistent with an interest rate of four perceite atching efficiency
parametey. targets an aggregate job finding rate of 55.8 percent, densiwith
the CPS microevidence for people with 16 years of age and avehé period
1976-1990. The elasticity of the matching functionjs set to0.5, following the
evidence reported in Petrongolo and Pissarides (2001)thEarorker’s bargain-
ing power, we follow most of the literature and set itte= 0.5, as in Pissarides
(2009) for example. The vacancy posting cost is parametifiaéowing the evi-
dence in the 1982 Employment Opportunity Pilot Project (BPgurvey of em-
ployers, see chapter 3 of this thesis for more details. WevidHall and Milgrom
(2008) in order to establish a value for the unemploymenéefitsn Our choice of
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Table 2.1: Parameter values for the high turnover economy

Parameter  Interpretation Value  Rationale
B Discount factor 0.9966 Interestrate 4% p.a.
m Matching efficiency 0.566  Job finding rate 55.8% (CPS 1976-90
e Elasticity of the matching function 0.5 Petrongolo and Rises (2001)
n Worker’s bargaining power 0.5 Pissarides (2009)
c Vacancy posting cost 0.106 1982 EOPP survey
b Value of being unemployed 0.71 Hall and Milgrom (2008)
La Mean log idiosyncratic productivity 0 Normalization
oq Standard deviation for log 0.475  Separation rate 4.1% (C3H$-D0)
idiosyncratic productivity
A Probability of changing 0.3333  Fujita and Ramey (2012)
idiosyncratic productivity
L Training costs for low educated workers 0.516 1982 EOPPegurv
H Training costs for high educated workers ~ 0.847 1982 EOPReguUr
K Depreciation of skills due to aging 0.065  Wage loss uponlaigment
for old workers (see text)
p Probability of getting old 0.0042  Young during 20 years orrage
é Probability of retirement 0.0040  Share of young workers al#bor
force 49% (CPS 1976-90)
1L Share of low educated workers
in the aggregate labor force 0.58 CPS 1976-90

b = 0.71is also used by Pissarides (2009).

In order to determine the stochastic properties of the yaiosatic productiv-
ity process, we follow standard assumptions in the litegtand assume that the
idiosyncratic shocks are independent draws from a lognbdisé&ribution with
meanyu, and standard deviatiof,. Following Fujita and Ramey (2012), on av-
erage, a firm receives a new draw every three months (1 /3). The parameter
I, 1S normalized to zero and the parametgris chosen to match the aggregate
separation rate of 4.1 percent, consistent with the CPS maience for people
with 16 years of age and over for the period 1976-1990.

In the model, the parametersandx govern the productivity differences be-
tween workers of different education level and age. We us4a 882 EOPP survey
to parametrize the training costicross education groups. In particular, the survey
shows considerable differences across education grouesnts of the duration
of training received and in terms of the difference betwdneninitial productivity
and the productivity achieved by an incumbent worker (theated productivity
gap). In the data, we see that workers with low educationvedeining for 2.7
months and have an initial productivity gap of 0.383, whettd@gh educated work-
ers receive training for 3.7 months and have an initial potigity gap of 0.46C°°

20Following our work in chapter 3 of this thesis, we restriat tSOPP sample to individuals
for whom we have information on education and to individuaith 16 years of age and over.
Since the distribution of training duration is highly skelve the right, we eliminate outliers
by truncating distribution at its 95th percentile, whichrresponds to the training duration of 2
years. The survey question for training duration was: “Hoangnweeks does it take a new
employee hired for this position to become fully trained gndlified if he or she has no previous
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Given that in the model on-the-job training lasts only oneqek we consider the
present value of the training in order to assign values.tdhe resulting param-
eter values are” = 0.516 for low educated workers and? = 0.847 for high
educated worker&.

The parameter. determines the productivity differences between young and
old workers that have suffered a depreciation in their s&ilel. These produc-
tivity differences will translate into differences in labmarket experiences and
in wage differentials between young and old work&rdn order to calibrates
we use empirical evidence on wage losses upon displaceemite literature,
starting with Jacobson et al. (1993), has documented highpansistent wage
losses upon job displacement. Interestingly, recent dmriions by Davis and
Wachter (2011) and Farber (2011) document that, even thwagke losses at dis-
placement are large for all age groups, there is a stronfjmeship between age
and the losses in earnings, with older workers sufferingdiadeclines. In partic-
ular, Davis and Wachter (2011) find that men aged 31-40 wittetbr more years
of tenure suffer a 7.7 percent decline on average in the pregeounted value of
earnings at displacement, using longitudinal Social Sgcrecords from 1974 to
2008. This number compares to a 15.9 percent decline onga/éva men aged
41-50 with three of more years of tenure (a difference of @2@ntage points). In
the model, the parameteirepresents the wage losses upon displacement suffered
by old workers. However, given that only old workers (and ymting workers)
suffer a loss in general human capital upon displacemaaio represents the gap
between the wage losses upon displacement suffered forsolgoung workers.
We setx = 0.065, which corresponds to a gap of 9.5 percent between the wage
losses suffered by old vs. young workers at displacement.

The parameterg and/ jointly determine the share of young workers in the
labor force. In order to assign values to them we proceed|bsvia First, and
according to our definition of young workers, we set the ayersumber of years
of being young to 20, thus = 1/(20 x 12) on a monthly basis. Second, once
the parametep is fixed, we determine the value &Buch that the share of young
workers in the labor force in the simulated model equals tgpd&ent, which

experience in this job, but has had the necessary schoaideabtraining?”. In order to compute
the productivity gap we combine the survey question on petidty of a “typical worker who has
been in this job for 2 years” and the survey question on prixdtycof a “typical worker during
his/her first 2 weeks of employment”.

21For low educated workers, we compute as follows. We first notice that an average produc-
tivity gap of 0.192 is consistent with an initial gap of 0.38&ich is the proportionally diminishing
over time. Then, we take into account that this average mtodty gap of 0.192 will be present
for 2.7 months on average. Thug; = 0.192+ 3 x 0.192 + 32 x 0.192 x 0.7. Following a similar
argument for high educated workers, we have #at= 0.230 + 3 x 0.230 + 82 x 0.230 + 33 x
0.230 x 0.7.

22See Appendix B.2 for the derivation of the wage equations.
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corresponds to the empirical value from the CPS microdatéhmperiod 1976-
1990. This requires a value 6f= 0.004 on a monthly basis.

Finally, the last parameter to be calibrated’is which corresponds to the
share of low educated workers in the labor force and thusrgevihe size of
each segmented labor market. In the CPS microdata, 58 p&faietiabor force
are low educated workers on average during the period 1996;lthus we set
¥ =0.58.

2.4.2 Unemployment Flow Rates across Demographic Groups

This section tests our main working hypothesis that humanitadaaccumula-
tion drives differences in labor market experiences acddfsrent demographic
groups. Table 2.2 provides simulation results by educati@hage groups for the
high turnover economy.

Table 2.2: Labor market disaggregates: data versus model

Simulation results for the high turnover economy
U.S. data Same training No prod. loss for
1976-1990 Baseline (rL =+ =0.516) old workers(x = 0)
Panel A: Job finding rate

By age
Young 62.3 57.8 56.4 57.0
Old 43.2 51.0 50.8 57.0
Ratio 14 11 1.1 1.0
By education level
Low 55.7 55.1 55.1 56.5
High 56.3 60.4 55.1 58.1
Ratio 1.0 0.9 1.0 1.0
Panel B: Separation rate
By age
Young 6.6 7.2 9.1 7.7
Old 1.9 14 2.1 7.7
Ratio 34 5.1 4.3 1.0
By education level
Low 5.4 5.3 5.3 9.6
High 25 25 5.3 5.3
Ratio 2.1 2.1 1.0 1.8

Notes:All data variables are constructed from CPS microdata aaédegrages of monthly data
expressed in percentages. Young workers are workers wathlagfween 16 and 34, whereas old
workers are workers with 35 years of age and over. Low eddcatekers refer to workers with
less than high-school or with a high-school degree. Higltathd workers refer to workers with
some years of college or with a college degree.

We begin by focusing on the first two columns, which reportdthta moments
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and the baseline simulation results for the high turnovenemy. As we can see,
the model does a reasonably good job in explaining the diffegs in unemploy-
ment flow rates across demographic grotip®articularly, regarding education,
the model is able to account for similar job finding rates asi@roups, while gen-
erating the observed differences in separation rates. Méthect to age, the model
produces higher job finding rates for young workers than ldmmrkers as in the
data, even though the magnitude of the differences is somtesvhaller than in
the data. The model can also explain the differences in agparrates across
age groups, predicting higher separation rates for youngevs, even though the
values are a bit magnified.

In the model, the parametersand x govern the differences in labor market
experiences across education and age groups respectinadyder to highlight
their role, we solve the model for two alternative scenacmsesponding to the
last two columns in Table 2.2. In the first scenario, we elatérthe differences in
on-the-job training across education groups, while kegfhe rest of parameters
constant at the baseline level. The results show that tfereiifces in unemploy-
ment inflow rates across education groups disappears. dhubaseline results
show that the differences in training requirements by etioicgroup that we see
in the data can quantitatively account for the differenceariemployment flow
rates across education groups. These results mirror thdustons reached in
chapter 3 of this thesis, where we show that on-the-jobitrgirs the reason be-
hind the different unemployment dynamics across educagionps. The second
alternative scenario eliminates the productivity losg tiid workers suffer after
displacement by setting = 0 and keeping the rest of parameters constant at the
baseline level. The results show that the differences imyh@yment flow rates
across age groups completely disappear when settiag0. Thus, the fact that
old workers lose a higher fraction of their skills than youmgrkers upon dis-
placement, consistent with the evidence on wage losses dipplacement, can
rationalize the differences in unemployment flow rates s€Bge groups.

2.4.3 Accounting for the Fading Dynamism of the U.S. Labor
Market

Once the model is able to account for the cross-sectiontdrdifices in unem-
ployment flow rates across education and age groups, we tiadyra whether an
exogenous change in the composition of the labor force wsvalder and more
educated workers can deliver a decline in the aggregatevermates. In order
to perform this exercise, we keep all parameters fixed at dhaeg for the high

23gimilar conclusions are reached if we look at the simulatésults for the low turnover econ-
omy (see Table B.2 in Appendix B.2).
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turnover economy, except the two parameters that detertheneclative impor-
tance of young and low educated workers in the labor foree{iand/* respec-
tively). To be more specific, we adjuétso that the share of young workers in
the labor force in the simulated model equals to 39 percehigtwcorresponds
to the empirical average from the CPS microdata for the per@gdl-2011. This
delivers a value fos = 0.0027. We also set” = 0.44, given that the average
share of low educated workers in the labor force equals toefdemt during the
period 1991-2011 in the CPS. Table 2.3 presents the mairtsesuhis numerical
exercise.

Table 2.3: Labor market aggregates: data versus model

High turnover Low turnover

economy economy
Panel A: U.S. data 1976-1990 1991-2011
Unemployment rate 7.0 6.0
Job finding rate 55.8 51.4
Separation rate 4.1 3.1
Unemployment outflows 3.9 3.1
Unemployment inflows 3.8 2.9
Panel B: Simulation results
Unemployment rate 7.1 5.2
Job finding rate 56.5 57.4
Separation rate 4.1 3.0
Unemployment outflows 4.0 3.0
Unemployment inflows 3.8 2.8

Notes: All data variables in Panel A are constructed from CPS mi-
crodata, and are averages of monthly data. All means of eates
expressed in percentages.

The simulation results show that we roughly hit the empimeaans of the job
finding rate and the separation rates in the high turnoveraog, by construction
of the exercise. The results for the low turnover economytlaanost important
ones. Particularly, as we move from an economy with higheshaf young and
low educated workers towards an economy with small sharésese two types
of workers, the unemployment inflows and outflows declinestartially. If we
compare these numbers with the empirical counterpartsgeeéhat the observed
change in the composition of the labor force towards older more educated
workers can explain most of the decline in the unemployment<iobserved
during the two sample periods. Therefore, the change indhgposition of the
labor force is an important factor in order to understandféicing dynamism of
the U.S. labor market over the last three decades.
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2.5 Conclusions

This paper investigates the role of demographics in exjplgithe increasing slug-
gishness of the U.S. labor market over the last three decd&igsulation aging
and rising educational attainment are found to be the twot mn@sortant driv-
ing forces behind the downward trends in unemployment floBsgs performing
a series of decomposition exercises using microdata frenCtirrent Population
Survey, the empirical results show that these two demogragblaracteristics ex-
plain about three quarters of the total decline in aggregagmployment flows
from 1976 to 2011. We examine theoretically why and how agkexducation
affect the dynamism of worker flows. Since older and more athet workers
possess more human capital, the compositional shifts iather force induce
an increase in accumulated human capital. This in turn eglucentives to de-
stroy jobs and drives the secular trends in labor marketifjuidVe show that a
relatively stylized search and matching model with endogerseparations, fea-
turing higher amounts of on-the-job training for more edadavorkers and skill
obsolescence for old unemployed workers, can go a long wayamtitatively
accounting for the observed empirical patterns.
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Chapter 3

HUMAN CAPITAL AND
UNEMPLOYMENT DYNAMICS:
WHY DO MORE EDUCATED
WORKERS ENJOY GREATER
EMPLOYMENT STABILITY?

(written jointly with Tomaz Cajner)

3.1 Introduction

“Employees with specific training have less incentive to qung
firms have less incentive to fire them, than employees withaio- tr
ing or general training, which implies that quit and layofftes are
inversely related to the amount of specific trainin@ecker, 1964)

More educated individuals fare much better in the labor miattkan their less
educated peers. For example, when the U.S. aggregate unanspit rate hit 10
percent during the recent recession, high school dropautsred from unem-
ployment rates close to 20 percent, whereas college greslaaperienced unem-
ployment rates of only 5 percent. As can be inferred from f@dll, educational
attainment appears to have been a good antidote to jobkssirethe whole pe-
riod of data availability. Moreover, the volatility of engyment decreases with
education as well. Indeed, enhanced job security arguaiglyepts one of the
main benefits of education. This paper systematically arahtpatively inves-
tigates possible explanations for greater employmenilgyabf more educated
people by using recent empirical and theoretical advancései area of worker
flow analysis and search and matching models.
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Figure 3.1: U.S. unemployment rate by educational attamime

Notes: The sample period is 1976:01 - 2010:12. Monthly data for tleekimg-age population
constructed from CPS microdata and seasonally adjustedieSlareas indicate NBER recessions.

Theoretically, differences in unemployment across edocajroups can arise
either because the more educated find jobs faster, becaedesth educated
get fired more often, or due to a combination of the two factdEspirically,
the worker flow analysis in this paper finds that differentetion groups face
roughly the same unemployment outflow rate (loosely spegkhre job finding
rate). What creates the remarkably divergent patterns imptwment by edu-
cation is the unemployment inflow rate (the job separati¢@)raVhy is it then
that more educated workers lose their jobs less frequentlyexperience lower
turnover rates?

This paper provides a theoretical model in which higher atlanal attain-
ment leads to greater employment stability. The model isthas vast empirical
evidence showing that on-the-job training is strongly aasitively related to ed-
ucation. As argued already by Becker (1964), higher amourggexific training
should reduce incentives of firms and workers to separdt. build on this in-
sight and formalize it within a search and matching framéweith endogenous
separations in the spirit of Mortensen and Pissarides (1994ur model, all new
hires lack some job-specific skills, which they obtain tlglothe process of initial
on-the-job training. More educated workers engage in moneptex job activi-
ties, which necessitate more initial on-the-job trainiAfter gaining job-specific
human capital, workers have less incentives to separatetfreir jobs, with these
incentives being stronger for more educated workers. Wanpaterize the model
by using detailed micro evidence from the Employment Oppuoty Pilot Project
(EOPP) survey. In particular, our empirical measure ohtregy for each education

1Similar arguments were also put forward by Oi (1962) and doviz (1979).
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group is based on the duration of initial on-the-job tragnand the productivity
gap between new hires and incumbent workers.

The simulation results demonstrate that, given the obdezuspirical differ-
ences in initial on-the-job training, the model is able tplain the empirical reg-
ularities across education groups on job finding, separaiod unemployment
rates, both in their first and second moments. This crosseset quantitative
success of the model is quite remarkable, especially whempaced to the well-
documented difficulties of the canonical search and madchindel to account
for the main time-series properties of aggregate labor etatkta (Shimer, 2005),
and thus represents the main contribution of this paper.

Perhaps the most interesting is the ability of the model teegate vast differ-
ences in the separation rate, whereas at the same time thedoly rate remains
very similar across education groups. The result that erh training leaves the
job finding rate unaltered reflects two opposing forces. @nae hand, higher
training costs lower the value of a new job, leading to lessaway creation and a
lower job finding rate. On the other hand, higher trainingt€osduce the prob-
ability of endogenously separating once the worker has baared, implying a
higher value of a new job and a higher job finding rate. The kitian results
reveal that both effects cancel out, thus an increase initigaicosts leaves the
job finding rate virtually unaffected. This result is impamt, because it cannot be
obtained with standard models in the literature. Indeedabse the job creation
equation represents one of the central building blocksrgisg@arch and matching
model, it is very likely that alternative explanations foffefent unemployment
dynamics by education will be inconsistent with the empiricbservation of al-
most negligible variation in job finding rates by education.

The model in this paper can be also used to quantitativellpat@aseveral al-
ternative explanations for differences in unemploymemtastyics by education.
In particular, the model nests the following alternativplexations: i) differences
in the size of job profitability (match surplus heterogeyii) differences in hir-
ing costs; iii) differences in the frequency of idiosynacgtroductivity shocks;
iv) differences in the dispersion of idiosyncratic produty shocks; and v) dif-
ferences in the matching efficiency. We simulate the moddeueach of these
alternative hypotheses and then use empirical evidenaear o discriminate be-
tween them. According to our findings, none of the economichmrisms behind
the competing explanations can generate unemploymentdgady education
that we observe in the data.

20One alternative hypothesis that we cannot directly tedt witr model relates to minimum-
wage floors, which are more likely to be binding for less edetavorkers, thus potentially ex-
plaining their higher unemployment rates. Nevertheldss,ampirical research following Card
and Krueger (1994) finds conflicting evidence on the effechimimum wages on employment. If
anything, the employment effects of minimum wages appebetempirically modest — see, e.g.,
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As a final test of the theoretical mechanism embedded in owdleinove pro-
vide novel empirical evidence on unemployment dynamicseoyired job train-
ing. In particular, we construct unemployment rates, jodifig rates and separa-
tion rates by specific vocational preparation as measurtéeibictionary of Oc-
cupational Titles. This new evidence shows that occupatwth higher specific
vocational training experience substantially lower unEyment rates, which are
predominantly due to lower separation rates. More striirgyen after we con-
dition for educational attainment, for example by focusimghigh school gradu-
ates only, we find that higher specific vocational trainiragketo lower separation
rates, but almost indistinguishable job finding rates, =test with the theoretical
mechanism advocated in this paper.

Our paper contributes to three strands of literature. Firsbntributes to the
theoretical literature of business cycle fluctuations #iempts to move beyond
the representative agent framework. The aim of this litegats twofold: first,
to test the plausibility of different theories by taking adtage of cross-sectional
data, and second, to further our understanding of busingds fluctuations by
studying the heterogeneous impact of aggregate shocksferedt demographic
groups, which seems particularly relevant for fluctuationshe labor market.
Relative to the existing contributions (Kydland, 1984, Goeet al., 2005), we
carry out our analysis within the equilibrium search andahizig framework and
find that the inability of this class of models to explain aggate unemployment
fluctuations at business cycle frequencies (Shimer, 2@0%)tidue to a failure of
these models to account for fluctuations experienced by pamieular education
group, but instead this models’ failure pertains equallaltceducation groups.
Moreover, this paper shows that a tractable extension obémehmark search
and matching model delivers a framework that can account faeethe cross-
sectional differences in unemployment fluctuations by atlan and can be thus
fruitfully utilized for studying cross-sectional labor nkat phenomena.

Second, our paper contributes to the theoretical liteeadarsearch and match-
ing models with worker heterogeneity. Contributions in thiierature include
Gautier (2002), Albrecht and Vroman (2002), Pries (200&)laiDo et al. (2009),
Gonzalez and Shi (2010), and Krusell et al. (2010). Howearehese papers the
worker’s exit to unemployment is assumed to be exogenous;enthey cannot
be used to explain why the empirical unemployment inflow datiers dramati-
cally by education. Bils et al. (2011, 2009) allow for endoges separations and
heterogeneity in the rents from being employed; however |dtter assumption
generates a substantial variation in the job finding ratethnd cannot be used
to explain why the unemployment outflow rate empirically ibxis low variation
by education. Relative to the existing literature, this pgpevides a search and

Dube et al. (2010) for some recent U.S. empirical evidence.

72



matching model with endogenous separations and on-th&gobng, which can
generate substantial variability in job separation ratebat the same time small
differences in job finding rates, which was a challenge fastexg models.

Third, our paper contributes to the empirical literaturattstudies cross-
sectional differences in unemployment dynamics by edacatising Panel Study
of Income Dynamics (PSID) data, Mincer (1991) finds that tieédence of un-
employment is far more important than the reduced duratfomnemployment
in creating the educational differentials in unemploymeates; he attributes this
finding to higher amount of on-the-job training for more ealiecl workers. Our
paper confirms this finding by using representative CurrempuRdion Survey
(CPS) microdata, by constructing both duration-based aosksgitow labor mar-
ket transition rates, and by controlling for possible bsaer example, duration
dependence). Moreover, we use a combination of microdalaaatmeoretical
model of equilibrium unemployment in order to interpret emeal evidence and
to quantitatively discriminate among several possiblelangtions for observed
empirical patterns.

Following this introduction, Section 3.2 provides some @ioal evidence on
unemployment, its inflows and outflows, and on-the-job tregrby education.
Section 3.3 outlines the model, which is then calibratedenti®n 3.4. Section
3.5 contains the main simulation results of the model andsaudision of the
mechanism driving the results. Novel empirical evidencaioemployment dy-
namics by required job training is provided in Section 3.8. Section 3.7 we
guantitatively explore other possible explanations fdfedences in unemploy-
ment dynamics by education. Finally, Section 3.8 conclwdés a discussion of
possible avenues for further research. We provide dataigésn, some further
empirical results, analytical proofs, sensitivity an&yand additional robustness
checks in Appendix C.

3.2 Empirical Evidence

3.2.1 Unemployment Rates

It is a well-known and documented empirical fact that thempleyment rate
differs by education level (recall Figure 3.1). In the Udittates, the jobless rate
of the least educated (high school dropouts) is roughly fimes greater than that
of the most educated (college graduates), and this diftereas been maintained
since the data are available.

Table 3.1 tabulates the unemployment rate across four 8dngaoups by us-
ing the standard demographic controls (i.e., by showindatgest demographic
group). As it turns out, substantial unemployment difféig@da across education
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Table 3.1: U.S. unemployment rates by educational attamige percent)

males, males, males,
l6years 25years primeage prime age, prime age,
and over andover (25-54) white white, married
Less than high school 12.6 9.0 9.3 8.5 7.1
High school 6.7 5.4 5.9 5.2 3.9
Some college 5.3 4.4 4.5 4.0 2.9
College degree 2.8 2.6 2.4 2.2 15
All individuals 6.4 4.9 5.0 4.5 3.4
Ratio LHS/CD 4.5 3.5 3.9 3.9 4.6

Notes: The sample period is 1976:01 - 2010:12. All variables arestonted from CPS
microdata. LHS stands for less than high school and CD fdegeldegree.

groups represent a robust empirical finding that cannot pimed by usual de-
mographic controls (age, gender, race, marital status$.i¥lbonfirmed by results
from a somewhat more formal regression analysis, whichrotentor individual
characteristics, industry, and occupation, and incluolee tummies — these re-
sults can be found in Appendix C (Table C.1).

For the rest of the paper, we focus our analysis on indivelwéth 25 years of
age and older for the following two reasons. First, by the@db most individu-
als have presumably finished their studies, hence we aveigdksibility that our
conclusions regarding unemployment properties for lowcatkd workers could
be driven by differential labor market behavior of young jpleo Second, further
empirical exploration of unemployment rates by age revdas young people
experience somehow higher unemployment rates for all diducgroups, which
could be related to their labor market entry that may statth an unemployment
spell?

3.2.2 Unemployment Flows

Theoretically, a higher unemployment rate may be a resudt lwfyher probabil-
ity of becoming unemployed — a higher incidence of unempleyt- or a lower
probability of finding a job — higher duration of the unempiwgnt spelf In or-
der to distinguish between these possibilities, we follbe tecent approach in
the literature by calculating empirical unemployment flowén particular, we

3See Figure C.1 in Appendix C.
“Acknowledging a slight abuse of terminology, we use in thiper interchangeably expres-

sions “inflow rates”, “separation rates” and “unemploymizitidence” to denote flow rates into
unemployment. Similarly, we refer to “outflow rates” andbjjéinding rates” to denote flow rates
out of unemployment, whereas “unemployment duration” ésitiverse of the latter.

SThis approach has been used by Shimer (2012), Elsby et #19)2and Fujita and Ramey

(2009) for the analysis of aggregate data, and by Elsby €R@lL0) for decompositions along
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decompose unemployment rates for people with 25 years ohadeover into
unemployment inflow and outflow ratésAs can be seen from Figure 3.2, we
find that outflow rates from unemployment are broadly simaleross education
groups, whereas inflow rates differ considerablffurthermore, we exploit the
steady state unemployment approximatign~ s;/(s; + f;), which has been
found in the literature to replicate well the actual unemgpient rates {; stands
for the separation rate anfl denotes the job finding rate). In Figure 3.3 we con-
struct two types of counterfactual unemployment rates ayae separately the
role of outflows and inflows in explaining the differences memployment rates
across education groups. In particular, in the left panélig@ire 3.3 we calculate
the counterfactual unemployment rate series for each gogupking its actual
outflow rate series, but keeping the inflow rate series atdhefor the aggregate
economy. Analogously, in the right panel of Figure 3.3 wegkdte the counter-
factual unemployment rate series for each group by takemgdtual inflow rate
series, but keeping the outflow rate series at the value éadjgregate economy.
These two counterfactuals clearly demonstrate that theresisle differences in
job finding rates have a negligible effect on unemploymetgs;awvith separation
rates accounting for almost all variability in unemployrheates across education
groups® Moreover, the observed differences in outflow rates agtugl in the
wrong direction as they predict (slightly) higher unempi@nt rates for highly
educated workers.

various demographic groups. Note that there exists an btdeature, which is not based on em-
pirical unemployment flows, that also tries to identify tikeason behind the observed differences
in unemployment rates across education levels. It is a tdmding in this literature that lower
incidence of unemployment within the more educated is thi& c@ntributor to differences in un-
employment rates (Ashenfelter and Ham, 1979, Nickell, 197@cer, 1991). Indeed, empirical
evidence on the effect of education on unemployment duragionixed, with some studies find-
ing a negative effect (Nickell, 1979, Mincer, 1991), somgliggble effect (Ashenfelter and Ham,
1979), and some positive effect (Moffitt, 1985, Meyer, 1990)

Details of the procedure can be found in Appendix C. The Agpe€ also provides analo-
gous analysis for people with 16 years of age and over.

’Similar findings of nearly identical outflow rates and diéfat inflow rates across education
groups are provided by Elsby et al. (2010).

8Note that our focus here is primarily on cross-sectionabt@mn, as opposed to time variation
in unemployment rates. Therefore, we avoid the critique Wit& and Ramey (2009) on using
counterfactual unemployment rates to assess the role ofindites and outflow rates in explaining
unemployment fluctuations over time. Their critique stegsthe importance of accounting for
dynamic interactions, which imply that fluctuations in tle@aration rate are negatively correlated
with future changes in the job finding rate.

75



‘ ------ < High school —— High school Some college =++=+== College degree‘ ‘ ------ < High school—— High school Some college -++-*--- College degree‘
T T ; T T T T ; T T

0 T T 0 T T
1975 1980 1985 1990 1995 2000 2005 2010 1975 1980 1985 1990 1995 2000 2005 2010

Figure 3.2: Unemployment flow rates

Notes:12-month moving averages for individuals with 25 years @& agd over.
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Figure 3.3: Counterfactual unemployment rates

Notes:The left panel shows the counterfactual unemployment eatesfor each group by taking
its actual outflow rate series, but keeping the inflow ratéeseat the values for the aggregate
economy. The right panel shows the counterfactual unemmpoy rate series for each group by
taking its actual inflow rate series, but keeping the outflate series at the values for the aggregate

economy. 12-month moving averages for individuals with 2&rg of age and over.

In Appendix C we further check for two possible biases regardur conclu-
sion that inflow rates drive the differences in unemploynratgs by education.
First, the procedure to calculate outflow rates might bedoiadue to duration
dependence. Figure C.2 in Appendix C illustrates that alcatian groups are
roughly equally represented over the whole unemploymenrataun spectrum,
hence duration dependence is not likely to bias our cormiuttiat outflow rates
are similar by education. Second, so far we have negleaeditions in and out
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of the labor force. Figures C.3 and C.4 in Appendix C show thatfihdings
of similar job finding rates and vastly different separatiates across education
groups remain valid when considering a three-state decsmiqo of unemploy-
ment flows.

To sum up, in order to understand why the least educated wohave un-
employment rates nearly four times greater than the mostateld workers, one
has to identify the economic mechanisms that create a gdy@inihflow rates to
unemployment.

3.2.3 Labor Market Volatility

Table 3.2 summarizes volatility measures for the main labarket variables of
interest. In particular, we report two sets of volatilitatstics. First, absolute
volatilities are defined as standard deviations of the dgpaessed in deviations
from an HP trend with smoothing parametér.® Second, relative volatilities
are defined analogously, except that all variables arallyitexpressed in natural
logarithms!® Both sets of volatility statistics are reported in order tcilfeate the
comparison with the existing literature. More preciselytioe one hand macroe-
conomists typically avoid taking logarithms of rates angkstiprefer to report ab-
solute volatilities. On the other hand, some of the recéetdture on quantita-
tive performance of search and matching models puts mor&asgpon relative
volatilities, because what matters from the viewpoint & tanonical search and
matching model are relative changes in unemployment.

Our preferred volatility measure corresponds to the carmmfeabsolute volatil-
ity. To understand why, notice that in the case of employmeges, the distinction
between relative and absolute volatilities becomes imrizfé As the numbers
in Table 3.2 clearly illustrate, more educated workers ggj@ater employment
stability. Employment stability is arguably also the copicéhat matters from the
welfare perspective of an individual. However, if we congabsolute and rela-
tive volatilities for unemployment rates, the numbers leacbntradictory conclu-
sions — while absolute volatilities agree with employmaeaiatilities by definition,
relative volatilities in contrast suggest that the mostoaded group experiences
higher unemployment volatility than the least educatedigrd he reason why the
more educated have more volatile unemployment rates irstefilog deviations,
despite having less volatile employment rates, is cleaited to their lower un-

9For example, absolute volatility of 1.05 for the aggregateraployment rate implies that the
aggregate unemployment rate varies +/- 1.05 percentagéspiound its mean of 4.89.

OFor example, relative volatility of 20.07 for the aggregatemployment rate implies that the
aggregate unemployment rate roughly varies +/- 20.07 perreund its mean of 4.89.

"This naturally follows asog(1 + z) ~ z for z close to zero.
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Table 3.2: Labor market volatility by education level

Absolute volatility Relative volatility
n U f S n U f S
Less than high school 1.78 1.78 7.62 0.42 1.99 18.66 17.45 9.23
High school 126 126 7.48 0.24 1.35 20.83 18.62 9.09
Some college 1.02 102 896 0.18 1.08 21.32 20.48 8.28
College degree 055 055 855 0.11 0.57 20.16 21.39 9.87
All individuals 1.05 105 7.49 0.18 1.12 20.07 1799 757
Ratio LHS/CD 3.22 3.22 0.89 3.87 3.47 093 0.82 0.93

Notes: Quarterly averages of seasonally-adjusted monthly datanétividuals with 25 years
of age and over. Absolute volatilities are defined as stahdaviations of the data expressed
in deviations from an HP trend with smoothing parameter. Relative volatilities are defined
analogously, except that all variables are initially essesl in natural logarithms. The sample
period is 1976:01 - 2010:12n refers to employment rate, to unemployment ratef to job
finding rate and; to separation rate.

employment mean<. To avoid the distorting effect of different means on relativ
volatility measures, we prefer to focus on absolute volegd. Note that the more
educated experience also lower (absolute) volatility plasation rates, whereas
job finding rates exhibit broadly equal variation acrossoadion groups.

3.2.4 On-the-Job Training

Economists have long recognized the importance of leatbyagoing, formal
and informal on-the-job training for human capital accuatioh. Despite the
widely accepted importance of on-the-job training in tredical work, empiri-
cal verifications of theoretical predictions remain rar@jmty due to limited data
availability. Unlike with formal education, the data onitiag need to be ob-
tained from scarce and frequently imperfect surveys, withsaerable data im-
perfections being related especially to informal on-thiegraining and learning-
by-doing®® Nevertheless, existing empirical studies of job trainivgravhelm-
ingly suggest the presence of strong complementaritiesdsst education and
training. The positive link between formal schooling and jeaining has been
found in data from: i) the CPS Supplement of January 1983, thi#gohal Lon-

12y definition of the employment and unemployment rates, wesha + v, = 1. Taking
log-linear approximation yieldg; = —(n*/u*)n; ~ —(1/u*)n;, where hats denote steady-state
deviations. Hence, log deviations in employment are aneglifiy a factor of roughly /u* when
one calculates log deviations in unemployment.

13Barron et al. (1997) provide a comprehensive comparisoiiffefent measures of on-the-job
training across datasets and Lynch (1992) discusses eharigs of various on-the-job training
surveys.
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gitudinal Surveys (NLS) of Young Men, Older Men and Matureriém, and the
1980 EOPP survey by Lillard and Tan (1986); ii) the NLS of thightHSchool
Class of 1972 by Altonji and Spletzer (1991); iii) the Paneldytof Income Dy-
namics (PSID) by Mincer (1991); and iv) a dataset of a largaufecturing firm
by Bartel (1995).

In what follows we provide some further evidence on trainiygeducation
level from the 1982 EOPP survey, which will form the empitibasis for the
parameterization of our model. Table 3.3 summarizes the inaining variables
of the survey with a breakdown by educatidn.

Table 3.3: Measures of training by education level from ta82LEOPP survey

Less than High  Some College All
high school school college degree individuals
Incidence rate of initial training (mean, in percent)

Formal 9.5 12.0 18.1 17.9 13.7

Informal by manager 89.7 85.9 89.8 88.5 87.3

Informal by coworkers 56.7 58.0 62.7 53.5 58.1

Informal by watching others 78.1 75.1 81.0 73.9 76.3

Some type of training 94.0 94.5 97.0 95.1 95.0
Time to become fully trained (mean, in weeks)

Duration 10.2 12.0 15.9 18.2 13.4
Productivity gap (mean, in percent)

Typical new hire vs. incumbent 325 36.2 45.3 48.1 39.1

Notes:The sample includes 1053 individuals with 25 years of agecdahet, for whom we have
information on education. The distribution of training dtion is truncated at its 95th percentile.
All measures of training correspond to typical new hires.

The EOPP survey is particularly useful to analyze trainiagduse it includes
measures of both formal and informal training. This is inaot given that the
average incidence rate of receiving initial (i.e. duringtfthree months) formal
training in our sample corresponds to 13.7 percent, whigeiticidence rate of
receiving some type of initial training is 95.0 percent. [€&B.3 illustrates two
relevant aspects of the data for our paper. First, nearlyeall hires receive some

14We restrict the EOPP sample to individuals for whom we haf@rimation on education and,
to be consistent with our data on unemployment, to indivglwégth 25 years of age and over.
Since the distribution of training duration is highly skele the right, we eliminate outliers
by truncating distribution at its 95th percentile, whichrresponds to the training duration of 2
years. The survey question for training duration was: “Hoangnweeks does it take a new
employee hired for this position to become fully trained godlified if he or she has no previous
experience in this job, but has had the necessary schoaidegbtraining?” In order to compute
the productivity gap we combine the survey question on petidty of a “typical worker who has
been in this job for 2 years” and the survey question on priddtycof a “typical worker during
his/her first 2 weeks of employment”. In Appendix C we provétene additional discussion of
the 1982 EOPP survey.
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type of initial training, regardless of their level of edtioa. Second, there are
considerable differences across education groups in tefrthe duration of train-

ing received and the corresponding productivity gap (tttedas defined as the
percent difference in productivity of an incumbent workethw2 years of expe-

rience and a new hire). For example, a newly hired collegdugte needs 18.2
weeks on average to become fully trained, which is nearly times the time

needed for a newly hired high school dropout. Moreover, ifferédnce between

the initial productivity and the productivity achieved by mcumbent worker in-

creases with the education level as well, from one third t fef.

The objective of this paper is to study whether the observédrences in
on-the-job training are able to explain the observed dffiees in unemployment
rates across education groups by affecting the job degiructargin. In particu-
lar, the paper’s hypothesis claims that higher investmiaritaining reduce incen-
tives for job destruction. However, according to the argonod Becker (1964)
incentives for job destruction crucially depend on the aloitity of training across
different jobs. As we argue below, there exist strong reagorbelieve that our
empirical measure of on-the-job training can indeed bepnéted as being largely
job-specific and hence unportable across jobs.

First, the appropriate theoretical concept of specificityour case is not
whether a worker can potentially use his learned skills iatlaer firm. What
matters for our analysis is whether after going through ampioyment spell, a
worker can still use his past training in a new job. To give xaneple, a construc-
tion worker might well be able to take advantage of his pashing in another
construction firm, but if after becoming unemployed he carfimol a new job in
the construction sector and is thus forced to move to anstwtor, where he can-
not use his past training, then his training should be viemsdpecific. Industry
and occupational mobility are not merely a theoreticalagity but, as shown by
Kambourov and Manovskii (2008), a notable feature of the. laBor market.
These authors also find that industry and occupational mphppears to be es-
pecially high when workers go through an unemployment speSimilarly, by
analyzing the National Longitudinal Survey of Youth (NLS®¥gta Lynch (1991)
reaches the conclusion that on-the-job training in the ééhibtates appears to
be unportable from employer to employer. In the same veinchy(1992) finds
that on-the-job training with the current employer incessagvages, while spells
of on-the-job training acquired before the current job hasempact on current
wages.

Second, the EOPP was explicitly designed to measure tle tinggining at the
start of the job (as opposed to training in ongoing job relahips), which is more
likely to be of job-specific nature. Moreover, the EOPP alsuvjales data on the

15See Figure 10a of their paper.

80



productivity difference between tlaetualnew hire during his first two weeks and
the typical worker who has been in this job for two years. Rerdctual new hire
the EOPP also reports months of relevant experiéh@able 3.4 summarizes the
productivity differences between the actual new hire ardtypical incumbent
for three age groups and also for two subsamples of new hitesatMeast 1 and
5 years of relevant experience. Note that one would expedbgerve in the data
a rapidly disappearing productivity gap (between incuntband new hires) with
rising age of workers and months of relevant experiencdisf measure of on-
the-job training were capturing primarily general humapitd. However, the
results in Table 3.4 indicate that initial on-the-job tiaghremains important also
for older cohorts of workers and for workers with relevanpesence. Crucially
for our purposes, the relative differences across edutgtioups remain present
and even increase a bit. Overall, this suggests that imtiathe-job training, at
least as measured by the EOPP survey, contains primarityfisgeuman capital.

Table 3.4: Productivity gap between incumbents and nevs biyeeducation level
from the 1982 EOPP survey

Less than High Some College All
high school school college degree individuals
Productivity gap (mean, in percent)

16 years and over 32.2 35.4 37.9 43.9 36.4
25 years and over 24.6 29.3 37.9 39.3 31.8
35 years and over 20.2 29.3 31.7 38.6 29.6
25 years and over and at least

- 1 year of relevant experience 22.7 24.5 34.4 41.7 28.8
- 5 years of relevant experience 18.2 22.6 26.6 38.9 25.0

Notes: The productivity gap is calculated as the difference in pmidity between the actual
new hire and the typical incumbent. We restrict the sampledoviduals for whom we have
information on education.

Third, Figure 3.4 depicts the incidence rate of formal tiregrfrom the NLSY
cohort!’ The analysis of these data shows that the incidence rateroffdrain-
ing differs across education groups, with more educatedevemreceiving more
training and the numbers being comparable to the ones fordiotraining from
the EOPP survey (see Table 3.3). Moreover, Figure 3.4 shmtgicidence rates
of training across education groups do not exhibit a notdb¥enward trend with
aging of the 1979 NLSY cohort, consistent with the arguménthe previous
paragraph.

Finally, the traditional approach in the literature to oigtiish between general

16The exact survey question was “How many months of experignjobs that had some appli-
cation to the position did (NAME) have before (he/she) stxorking for your company?”
17A short description of this survey is available in Appendix C
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Figure 3.4: Incidence rate of formal training from the 19793Y cohort

and specific human capital has been to associate the wage tetoverall work
experience as an indication of the presence of general hoapatal, whereas the
wage return to tenure has been typically interpreted a®acilof specific human
capital. In an influential paper, Topel (1991) estimates 1l@ayears of job tenure
raise the wage by over 25 percent, with wage growth beingcpdatly rapid
during an initial period of job, hence suggesting the presesf specific human
capital*® Moreover, Brown (1989) shows that firm-specific wage growtbuns
almost exclusively during periods of on-the-job trainitepding further support
to the argument that on-the-job training is mostly specific.

3.3 The Model

This section presents the model, which is an extension afahenical search and
matching model with endogenous separations (MortenserPesarides, 1994).
In our setting workers initially lack some job-specific $kilwhich they obtain
during a period of on-the-job training. The model allows Wworker heterogene-
ity in terms of productivity, directly related to their foaheducation. Moreover,
different levels of education require different amountstiog-job training for ex-
ogenous, technological reasons, which may reflect vanejgli complexity. In-
tuitively, more educated workers engage in more complexajctivities, which
necessitate a higher degree of initial on-the-job training

18Evidence from displaced workers, as reported by Jacobsah ¢1993), and Couch and
Placzek (2010), also indicates the importance of specificarucapital.
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3.3.1 Environment

The discrete-time model economy contains a finite humbeeginented labor
markets, indexed by € {1,2,...,h"**}, whereh represents different levels of
formal educational attainment. Workers in each of thes&eatapossess a certain
amount of formal human capital, denoted By {H,, Hs, ..., Hpma= }, directly
related to their education. Moreover, firms in each of theagkets provide initial
on-the-job training to their new hires, with the amount @fiing depending on
worker’s education. The assumption of segmented labor etsiik chosen be-
cause education is an easily observable and verifiable aieaistic of workers,
hence firms can direct their search towards desired eduadatiel for their new
hires!®

Each segmented labor market features a continuum of measeref risk-
neutral and infinitely-lived workers. These workers maxentheir expected dis-
counted lifetime utility defined over consumptids, >, B*c i, Whereps €
(0,1) represents the discount factor. Workers can be either smglor unem-
ployed. Employed workers earn wage, whereas unemployed workers have
access to home production technology, which genetgtesnsumption units per
time period. In generalby, also includes potential unemployment benefits, leisure,
saved work-related expenditures and is net of job-seagatosts. Importantly, it
depends on worker’s education. We abstract from labor fpesécipation deci-
sions, therefore all unemployed workers are assumed toavehseg for jobs.

A large measure of risk-neutral firms, which maximize theafis, is trying to
hire workers by posting vacancies. We follow the standapd@ach in search and
matching literature by assuming single-worker productiaits. In other words,
each firm can post only one vacancy and for this it pays a vgcansting cost
of ¢;, units of output per time period. Here we allow this vacancgtimgy cost to
vary across segmented labor markets, reflecting potgniradre costly searching
process in labor markets that require higher educatioteihatent. After a match
between a firm and a worker with educatiéihis formed, they first draw an id-
losyncratic productivity:. If the latter is above a certain threshold level, described
more in detail below, they start producing according to tiiliving technology:

y(H, A a) = (1 —m,)HAa.

Note that workers are initially untrained, thus they praglaoly (1—7;,) of regular
output, wherer;, measures the extent of job-specific skills (i.e., the prading

9In a somewhat related setting with direct search, MorteasehPissarides (1999) show that
even if one allows for the possibility of overqualificatiamhereby workers can apply for jobs that
require lower formal education than their own, workers jaily self-select themselves into ap-
propriate educational sub-markets, yielding a perfe@tnsented equilibrium. For the contrasting
case with random search, see for example Pries (2008).
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gap between a new hire and a skilled worker). In each peridchimed work-
ers experience a probability, of being upgraded to a skilled worker. Note that
1/, yields the average duration of on-the-job trainfAgA firm with a skilled
worker of educationf! produces a regular output level BfAa, whereA denotes
the aggregate productivity andthe idiosyncratic productivity. Both aggregate
and idiosyncratic productivity are assumed to be stoatiastiolving over time
according to two independent Markov chaif, T14} and{a, IT12}, with finite
gridsA = {A}, Ay, ..., A, } anda = {a,, as, ..., a,, }, transition matrice¥I* be-
ing composed of elemenﬁj =P{A" = A; | A = A;} andII* being composed
of elementsrf; = P{a’ = a; | a = a;}, and the initial probability vector being
composed of elementsf = P{a’ = a;}.

3.3.2 Labor Markets

The matching process between workers and firms is formajycted by the ex-
istence of a constant returns to scale matching function:

m(u,v) = yu*v' "%,

where the parameter stands for matching efficiency, the parametefor the
elasticity of the matching function with respect to unenyph@nt,« denotes the
measure of unemployed andlenotes the measure of vacancies. Each segmented
labor marketh features such a matching function. We can define labor mar-
ket tightness a8(H, A) = v(H, A)/u(H, A) and derive the endogenously de-
termined vacancy meeting probabilitgy,¢(H, A)), and job meeting probability,
p(6(H, A)), as:

o(o(it, ) =B o e @)
ploter,ay =B g aye @)

2ORelated modeling approaches are adopted in Silva and T¢a0®) and Kambourov and
Manovskii (2009). Silva and Toledo (2009) model on-the-jabning without workers’ hetero-
geneity in order to examine the issue of aggregate volatlin the search and matching model.
In addition to on-the-job training, they also assume thairujiring a skilled worker firms need to
pay a firing cost. Kambourov and Manovskii (2009) abstramtifbusiness cycle fluctuations and
use their occupation-specific human capital model with Bgpeed and inexperienced workers in
order to investigate occupational mobility and wage indiggua
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3.3.3 Characterization of Recursive Equilibrium

Bellman equations for the firm in labor marketvith required educatio/ that
is employing a trainee and a skilled worker are, respegtivel

JY(H, A, a) :max{(),(l — ) HAa —w' (H, A, a) (3.3)
+ 81 = 0)Eau{¢nJ (H, A, d)+ (1= ¢p)J" (H, A, d)} },

J5(H, A, a) =max {0, HAa — w®(H, A,a) + B(1 — )Ea, {J°(H,A',d)} }.
(3.4)

Equation (3.4) is standard in search and matching models evilogenous
separations. Observe that we also allow for exogenousatmas at raté, which
are understood to be other types of separations that arareotlg related to the
productivity of a job. As explained above, equation (3.3addition involves the
lost outputr, that is due to initial lack of job-specific skills and the padiiity
¢n, of becoming a skilled workerE 4 , denotes expectations conditioned on the
current values ofl anda. Note that at any point in time, a firm can also decide to
fire its employee and become inactive in which case it obtainsro payoff. The
firm optimally chooses to endogenously separate at and libreservation pro-
ductivitiesa” (H, A) anda®(H, A), which are implicitly defined as the maximum
values that satisfy:

JU(H, A a" (H, A))
J3(H,A,a°(H, A))

(3.5)
(3.6)

The free entry condition equalizes the costs of posting avagc (recall that
¢y, Is per period vacancy posting cost aht;(6(H, A)) is the expected vacancy
duration) with the expected discounted benefit of gettingnérally untrained

worker:
Ch,

q(0(H, A))

The unemployed worker enjoys utility, and with probabilityp(0(H, A))
meets with a vacancy:

= BEA{J"(H, A", d')}. (3.7)

U(H, A) =by, +p(0(H, A))BEA{W" (H, A',a’)}
+ (1= p(8(H, A)))BEA{U(H, A)}. (3.8)

Note that the unemployed worker always starts a job as aegatfue to the initial
lack of job-specific skill€! Bellman equations for the worker are analogous to

21The model could be extended to allow for heterogeneity irldbe of specific human capital
upon becoming unemployed, as for example in Ljungqvist amd)é&ht (1998, 2007). Such an
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the firm’s ones, with his outside option being determinedHh®y value of being
unemployed:

WT(H, A a) =max {U(H, A),w" (H, A, a) + BE4{U(H, A"} (3.9)
+ B(1 = 0)Eao{ oW (H, A d) + (1 — o)W (H, A, d) }
WH(H, A, a) =max {U(H, A),w®(H, A, a) + BSEA{U(H, A"} (3.10)

+ B(1 = 0)Ea{W°(H, A, d)}}.

Under the generalized Nash wage bargaining rule the wodsragfractiomn
of total match surplus, defined as:

ST(H,A,a)=J"(H,A,a) + W (H, A a) — U(H, A),
SS(H,A,a) = J%(H,A,a) + W5(H, A a) — U(H,A),

for the job with a trainee and a skilled worker, respectivelgnce:

WT(H, A a) —U(H,A) =nST(H, A,a),
Wo(H, A a) —U(H, A) = nS%(H, A, a).

Observe that the above equations imply that the firm and thr&exdooth want
a positive match surplus. Therefore, there is a mutual ageae on when to
endogenously separate. From the above surplus-splittjngt®ns it is straight-
forward to show that the wage equations are given by:

wl (H, A,a) =n((1 — ) HAa + c,0(H, A)) + (1 —n)bp, (3.11)
w*(H, A,a) = n(HAa + c,0(H, A)) + (1 — )by, (3.12)

for the trainee and the skilled worker, respectively. Theevaquations imply
that the worker and the firm share the cost of training in ataoce with their
bargaining powers.

The model features a recursive equilibrium, with its soluteing determined
by equations (3.1)-(3.12). The solution of the model caaigequilibrium labor
market tightnesg(H, A) and reservation productivitigs (H, A) anda®(H, A).
Next, the following proposition establishes an importagutnality result.

Proposition 1. Under the assumptions, = ¢H andb, = bH with¢,b, H > 0
the solution of the model is independentbf

extension would be valuable for analyzing issues like Itarga unemployment (where the loss
of specific human capital is likely to be larger) and sectaratker mobility (where the loss of

specific human capital is likely to be larger when an unenmgioworker finds a job in a new

sector). We leave these extensions for further research.
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Proof. We can combine the equilibrium conditions and write the kisgs as:

ST(H, A, a) =max {0, (1 — 7,)HAa — b, — Bnp(6(H, A))EA{S"(H, A',d')}
+B8(1 = 0)Ean{onS®(H, A" d") + (1 — ¢)S" (H, A',a') } },
SS(H, A, a) =max {0, HAa — b, — Byp(0(H, A)E4{S"(H,A',d")}
+ B(1 = 0)Ea {S°(H,A',d')} }.

Moreover, the free entry condition can be written in termghefsurplus as:

Ch

P SR C L)

Introducing the free entry condition in the expressiongiiersurpluses we obtain
the following:

S"(H, A,a) =max {0, (1 — 7) H Aa — b, — 0(H, A) <1Cfnn)
+ (1= 0B {605 (H, A',a) + (1 — 64)S" (H, A',a')} }.

SS(H, A, a) =max {O,HAa — by — O(H, A) (1Ci7777)
+B(1 - 0)Ea.{S(H,A,d)}}.

Substituting recursively, it is straightforward to chedlat the solution of the
model is equivalent fov H > 0 iff ¢, = ¢H andb, = bH with ¢, b > 0. O

The usefulness of Proposition 1 will become clear in theofeihg two sec-
tions with calibration and numerical results of the modelparticular, the propo-
sition’s result enables a transparent comparison of theehmedults across differ-
ent education groups with the only parameters affecting results being on-tie-|
training parameters. Notably, by using the proposition wedichanging the sur-
pluses by magnifying the difference between the firm’s ougnd the value of
being unemployed. We believe that the model’s implicatiwhen changing the
value of being unemployed relative to output have been wellbged in the recent
literature?? Indeed, by assuming that more educated workers enjoy highth
surplus (withb,, being lower relative to output than in the case of less eduacat
workers) it is well documented that the model would predictearease in the
unemployment and the separation rate, but at the same tinault also predict
an increase in the job finding rate. The latter predictioarsily contradicts the

22See, e.g., Mortensen and Nagy2007), Costain and Reiter (2008), and Hagedorn and
Manovskii (2008).
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empirical evidence across education groups, as documengekction 3.2. Fur-
ther discussion of these issues together with some emipavadence justifying
the assumptions of proportionality i andb,, is provided in the next section.

With the obtained solution of the model we can generate nigadeesults by
simulating it, using the law of motion for trainees and ®dliworkers. The mass
of trainees next period with idiosyncratic productivityis given by:

(n")(a;) =1{a; > a" (H, A")} |(1 = 0)(1 — ¢n) ZW%HT(%)

+ p(6(H, A))ru(H, A)

First notice that ifa; < a”(H, A’) then the mass of trainees with idiosyncratic
productivitya; is zero, given that it is not optimal to produce at this prdokity.
If a; > a”(H, A"), the mass of trainees tomorrow with idiosyncratic produigti
a; is composed of two groups: the mass of trainees today theitvelexogenous
separations and that are not upgraded to skilled workers ttean mass of new
matches that are created with productivity

Similarly, the mass of skilled workers next period with isjmcratic produc-
tivity a; is given by:

(n%) (a;) =1{a; > a°(H, A")}

(1—19) Zw;;ns(ai)
+(1— 5)@2@#(%)] .

Again, notice that ifu; < a°(H, A’), the mass of skilled workers with idiosyn-
cratic productivitya; is zero, given that these matches are endogenously de-
stroyed. However, ifti; > a°(H, A’), the mass of skilled workers tomorrow
with idiosyncratic productivity:; is again composed of two groups: the mass of
previously skilled workers that survive exogenous separatand the mass of
upgraded trainees that were not exogenously destroyed.

Finally, the aggregate employment ratand unemployment rateare defined
as:

n(H,A) = Z (nT(ai) + ”S(ai))>

=1

uw(H,A)= 1—n(H,A),
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respectively. Labor productivity is defined as total praduc(Y') over total em-
ployment (), where

Y(H A)= (1-m)HAY an’(a;)+HAY  an®(a;).
=1 =1

3.3.4 Efficiency

The canonical search and matching model features searmalities. It is well-
known that the equilibrium of this model yields a sociallfi@ént outcome, pro-
vided that the Hosios condition is satisfied (Hosios, 199®)s condition equal-
izes the worker’s bargaining power to the elasticity of tregching function with
respect to unemployment. Does the same condition also applyr model or is
there some role for policy?

Proposition 2. Abstracting from aggregate productivity shocks and asagrtiiat
idiosyncratic productivity shocks are being drawn in eachquefrom a continu-
ous distributionGG(a), the model’s equilibrium is constrained-efficientifE a.

The proof of the above proposition is given in Appendix C. Herbe stan-
dard Hosios condition applies also to our setting where @@rlare initially un-
trained. In other words, there are no additional inefficiesspecific to our model,
except from the standard search externalities. Thereébiferential unemploy-
ment outcomes, which are related to differential trainiaguirements, are effi-
cient in our model if the Hosios condition is satisfied. Thasult is intuitive,
because training requirements in our model are merely atéaical constraint.
Finally, we show in Appendix C that the job destruction is im@ixed when the
Hosios condition hold$®

3.4 Calibration

We proceed by calibrating the model. First, we discuss thibration of pa-
rameter values that are consistent with empirical evidei¢lbe aggregate level.
Second, we specify the on-the-job training parameter galhat are specific to
each education group.

Z3Whether violation of the Hosios condition affects more tHedestruction margin for trainees
or for skilled workers depends on parameter values. Thetealytical condition is given in
Appendix C, where we also provide a numerical example forariginal model (with aggre-
gate productivity shocks and some persistence in idiosyiegoroductivity), showing that the job
destruction is maximized when the worker’s bargaining poisesqual to the elasticity of the
matching function with respect to unemployment.

89



3.4.1 Parameter Values at the Aggregate Level

The model is simulated at monthly frequency. Table 3.5 sunz@sithe parameter
values at the aggregate level.

Table 3.5: Parameter values at the aggregate level

Parameter Interpretation Value Rationale

I6] Discount factor 0.9966 Interest rate 4% p.a.

~ Matching efficiency 0.45  Job finding rate 45.3% (CPS)

«@ Elasticity of the matching 0.5 Petrongolo and Pissaride812
function

n Worker's bargaining power 0.5 Hosios condition

c Vacancy posting cost 0.106 1982 EOPP survey

b Value of being unemployed 0.82 Seetext

oA Standard deviation for 0.0064 Labor productivity (BLS)
log aggregate productivity

PA Autoregressive parameter for 0.98  Labor productivity (BLS
log aggregate productivity

L Mean log idiosyncratic 0 Normalization
productivity

Oq Standard deviation for log 0.249  Separation rate 2.24% JCPS
idiosyncratic productivity

A Probability of changing 0.3333 Fujita and Ramey (2012)
idiosyncratic productivity

0 Exogenous separation rate 0.0075 JOLTS data

o) Probability of training upgrade 0.3226 1982 EOPP survey

T Training costs 0.196 1982 EOPP survey

H Worker's productivity 1 Normalization

The value of the discount factor is consistent with an animtatest rate of
four percent. The efficiency parametem the matching function targets a mean
monthly job finding rate of 45.3 percent, consistent with @RS microevidence
for people with 25 years and over as described in Sectio2.3Fr the elasticity
of the Cobb-Douglas matching function with respect to uneyplent we draw
from the evidence reported in Petrongolo and Pissaride®1(2énd accordingly
seta = 0.5. Absent any further microevidence, we follow most of therbiture
and put the workers’ bargaining power equahte: 0.5.24 As we show in Section
3.3.4, this guarantees efficiency of the equilibrium, cstesit with the Hosios
condition.

For the parameterization of the vacancy posting cost weddkantage of the
EOPP data, which contain information on vacancy duratiahteurs spent dur-

24The same value is used by Pissarides (2009). The calibiatibe credible bargaining model
of Hall and Milgrom (2008) implies that the worker’s sharettoé joint surplus is 0.54.
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ing the recruitment proces?.In our sample it took on average 17.8 days to fill
the vacancy, with 11.3 hours being spent during the wholesi@eent proces$
Note that the expected recruitment cost in the model is équbk product of the
flow vacancy posting cost and the expected duration of than@gc x (1/¢).
Hence, we have on a monthly basis (17.8/30) = 11.3/180, which gives us the
flow vacancy posting cost= 0.106.2” The vacancy posting cost equals 10.5 per-
cent of average worker’s productivity in our simulated mpddich also appears
to be broadly consistent with other parameter values fov#ttancy posting cost
used in the literaturé®

The flow value of non-market activitiésin general consists of: i) unemploy-
ment insurance benefits; ii) home production and self-eympémnt; iii) value of
leisure and disutility of work; iv) expenditures saved byt mmrking; and v) is
net of job-searching costs. The literature has demonsdtithigt this parameter
value crucially affects the results of the model. Low valagg such as in Shimer
(2005) who uses = 0.40, imply large surpluses and low volatilities of labor mar-
ket variables. High values @f such as in Hagedorn and Manovskii (2008) who
useb = 0.955, instead generate high volatilities, but as shown by Cosiath
Reiter (2008) also imply unrealistic responses of unempéyintevels to policy
changes in unemployment benefits. Here, we decided to clavosdgermediate
level of b = 0.82, which imply 81.2 percent of average labor productivity ur o
simulated model. As shown in Appendix C, our main results reranaffected if
we seth = 0.71 as in Hall and Milgrom (2008) and Pissarides (2009).

Parameters for the Markov chain governing the aggregathptivity process
are calibrated to match the cyclical properties of the quiraverage U.S. labor
productivity between 1976 and 20%0. After taking logs and deviations from

25The survey questions were “Approximately how many days veaséen the time you started
looking for someone to fill the opening and the timew hire started to work?” and “While
hiring for this position, what was the total number of man tsapent by your company personnel
recruiting, screening, and interviewing all applicants?”

28\We restrict the sample to individuals with 25 years of age alagr, for whom we have
information on education. Because of positive skewnegsydlhancy duration and the hours spent
distributions are truncated at their 99th percentiles ciitiorrespond to 6 months and 100 hours,
respectively.

27This value of the vacancy posting cost might be too low for ta@sons. First, the EOPP sur-
vey asked questions related to thet hiredworker, so it is very likely to overrepresent vacancies
with shorter durations. Second, it might well be that theénlgipersonnel consists of managers
and supervisors, who are paid more than the hired workeréstian. Nevertheless, as shown in
Appendix C, our results are robust to different paramea¢inns of the vacancy posting cost.

28Hagedorn and Manovskii (2008) argue that the flow labor cbgbsting a vacancy equals to
11.0 percent of average labor productivity. Fujita and Ra(2012) use the value of = 0.17,
Pissarides (2009) = 0.356 and Hall and Milgrom (2008} = 0.43.

2Following Shimer (2005), the average labor productivityhis seasonally adjusted real aver-
age output per employed worker in the nonfarm business rsethese data are provided by the
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an HP trend with smoothing parametdr’, the standard deviation of quarterly
labor productivity is equal to 0.018 and its quarterly aotoelation is equal to
0.90. We apply the Rouwenhorst (1995) method for finite staéekbl/-chain
approximations of AR(1) processes, which has been foundniergée accurate
approximations to highly persistent processes (KopeckiySaren, 2010).

In choosing the Markov chain for the idiosyncratic produtyi process, we
follow the standard assumption in the literature by assgntimat idiosyncratic
shocks are independent draws from a lognormal distributitin parametersg:,,
ando,. As in Fujita and Ramey (2012), these draws occur on averaggg guar-
ter (\ = 1/3), governing the persistence of the Markov chain. In ordeteter-
mine the parameters of the lognormal distribution and thegerous separation
rate we match the empirical evidence on separation ratessCP$ microevidence
for people with 25 years of age and over gives us a mean momifhbyv rate to
unemployment of 2.24 percent. The recent Job Openings dwaf Dairnover Sur-
vey (JOLTS) data, available from December 2000 onwardisysethat the mean
monthly layoff rate is equal to 1.5 percent. The layoffs irL.JO data correspond
to involuntary separations initiated by the employer, lgene take these to be
endogenous separations. Accordingly, we set the exogenoothly separation
rate tod = 0.75 percent, and adjust, in order that the simulated data generate
mean monthly inflow rates to unemployment of 2.24 percente pdwrametey,
is normalized to zero.

We select parameters regarding on the-job-training freenl®82 EOPP sur-
vey as summarized in Table 3.3 of Section 3.2.4. To calibfaeduration of
on-the-job training we consider the time to become fullyrtea in months. In
particular, under the baseline calibration we parametdhe average duration of
on-the-job training to 3.10 month$3 4 x (12/52)), which yields the value fop
equal tol /3.10. To calibrate the extent of on-the-job training we use therage
productivity gap between a typical new hire and a typicdyftrained worker. In
reality, we would expect that workers obtain job-specifitiskn a gradual way,
i.e. shrinking the productivity gap due to lack of skills pastionally with the
time spent on the job. Our parameterization of training £dst the aggregate
economy,m = 0.196, implies that trainees are on average 19.6 percent less pro-
ductive than skilled workers. This is consistent with anrage initial gap of 39.1
percent, which is then proportionally diminishing overéintinally, the worker’s
productivity parametef{ is normalized to one.

Bureau of Labor Statistics (BLS), series PRS85006163.
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3.4.2 Parameter Values Specific to Education Groups

Next we turn to parameterizing the model across educationag. We keep fixed
all the parameter values at the aggregate level as repartéabie 3.5, with the
only exception being the training parametessagdr). In particular, we assume
thatc, = cH andb, = bH, making applicable the neutrality result of Proposition
1, according to which the parameterization féris irrelevant. We argue below
that this is not only desirable from the model comparisonvpignt as we can
completely isolate the effects of on-the-job training, lius also a reasonable
thing to do given available empirical evidence. Note alsa #hneutrality result
similar to Proposition 1 would obtain if we were to assumeandard utility
function in macroeconomic literature, featuring distilof labor and offsetting
income and substitution effects.

Regarding the parameterization of paramejgrrecall that this parameter
should capture several elements, including unemploymesurance benefits,
home production, disutility of work, expenditures savechbyworking, and job-
searching costs. Intuitively, higher educational attanicould lead to higher
b, through all of the mentioned elements. More educated werkgpically
earn higher salaries and are hence also entitled to highemployment insur-
ance benefits (albeit the latter are usually capped at sowed).leHigher edu-
cational attainment presumably not only increases maniagtyztivity, but also
home production, which incorporates the possibility ofdmamg self-employed.
Jobs requiring more education could be more stressfulidgad higher disutility
of work, and might require higher work-related expendisufe.g., commuting,
meals, clothing). Finally, more educated workers might bie & take advan-
tage of more efficient job-searching methods, loweringrtjodi-searching costs.
Overall, there seems to be little a priori justification tmply assume that more
educated workers enjoy higher job surplus.

To proceed further, we turn to empirical evidence repome&iguiar and Hurst
(2005), who among other things measure food consumptioficabexpenditure
changes during unemployment. Focusing on food items (wimiclude eating
in restaurants) is a bit restrictive for our purposes, betrigsults are neverthe-
less illustrative. Aguiar and Hurst (2005) report theiirastes separately for the
whole sample and for the “low-education” subsample, whimhstst of individu-
als with 12 years or less of schooling. They find that duringraployment food
expenditure falls by 19 percent for the whole sample and bp&tent for the
low-education sample, with the difference not being diaaly significant. The
drop in food consumption amounts to 5 percent for the whatepda and 4 per-
cent for the low-education sample, with the numbers beiatgssically significant

30See Blanchard and G4R010).

93



from zero, but not from each oth&r.Based on this micro evidence and the rea-
soning given above, we takg = bH to be a reasonable assumption. Results
from robustness checks on this assumption are provided preAgtix C.

The proportionality assumption on flow vacancy posting cestild follow
directly if we were to assume that hiring is a labor intensieévity as in Shimer
(2009). Moreover, the textbook matching model also assypnegortionality
of hiring costs to productivity (Pissarides, 2000). Neleless, we perform the
sensitivity analysis of the quantitative results with reso different specification
of vacancy posting cost and report them in Appendix C.

For the parameters regarding on-the-job training we réfer¢ader to Table
3.3 in Section 3.2.4. Moreover, we will report all on-théjtraining parameter
values for different education groups in the tables withuation results.

3.5 Simulation Results

The main results of the paper are presented in this sectiost, We report base-
line simulation results for the aggregate economy. Sectiramodel is solved
and simulated for each education group. This exercise is dgrthanging the pa-
rametersp, andr;, related to on-the-job training for each education grouplevh
keeping the rest of parameters fixed at the aggregate lewehllys we discuss

the main mechanism of the model, by exploring how simulatesults depend
on each training parameter. This section reports simulagsults with the cal-
ibration for the age group of 25 years and older. As shown ipefglix C, our

conclusions remain unaffected if we calibrate the modetterwhole working-

age population.

3.5.1 Baseline Simulation Results

We begin by simulating the model, parameterized at the geeaggregate level
for duration of training and training costs/(p = 3.10 andr = 0.196). Table 3.6
reports the baseline simulation results together with ttesh data moments for
the United States during 1976-2010. In particular, we rep@ans, absolute and
relative volatilities for the key variables of interest. éffeported model statistics
are means of statistics computed from 100 simulations. ¢h sanulation, 1000
monthly observations for all variables are obtained. Trs §80 months are dis-
carded and the last 420 months, corresponding to data frai®:Q9 to 2010:12,
are used to compute the statistics in the same way as we doefoiata. In order
to assess the precision of the results, standard deviaif@msulated statistics are
computed across simulations.

31See Table 6 of their paper.
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Table 3.6: Labor market variables: data versus model

Y n u f S
Panel A: U.S. data, 1976 - 2010
Mean - 95.11 489 4526 2.24
Absolute volatility - 1.05 105 749 0.18
Relative volatility 1.78 1.12 20.07 17.99 7.57
Panel B: Baseline simulation results
Mean - 95.14 486 4524 2.25
(0.61) (0.61) (2.39) (0.16)
Absolute volatility - 0.80 080 3.22 0.23
(0.28) (0.28) (0.64) (0.07)
Relative volatility 178 085 1547 7.28 9.64

(0.34) (0.31) (355) (1.65) (2.18)

Notes: All data variables in Panel A are seasonally-adjustgds quarterly real aver-
age output per employed worker in the nonfarm business isextavided by the BLS.
The rest of variables are constructed from CPS microdataemduarterly averages of
monthly data. Statistics for the model in Panel B are mearssad 00 simulations, stan-
dard deviations across simulations are reported in pageath All means of rates are
expressed in percentages.

The baseline simulation results show that the model peogasonably well
at the aggregate level. It essentially hits the empiricamseof the unemployment
rate, the job finding rate and the separation rate by cortgiruof the exercise.
More notably, it also mirrors well the empirical volatiég. Two main reasons
why the model does not suffer from an extreme unemploymelatiiity puzzle
as in Shimer (2005) relate to a bit higher flow value of beingraployed and
the inclusion of endogenous separatiéhsThe latter are also the reason why
the model matches the volatility of the separation rateequi¢ll>* The model
underpredicts the volatility of the job finding rate and tmangwhat lesser extent
the volatility of the unemployment rate, which should nosbeprising given that
in this model productivity shocks are the only cause of flatiins in vacancie¥.

32Hagedorn and Manovskii (2008) claim that the unemploymetatility puzzle can be re-
solved by a calibrating higher flow value of being unemploy¥dte that our value for this param-
eter p = 0.82) is considerably below the one used in Hagedorn and Maniofk8). As shown
in Appendix C, our main results remain unaffected if welset 0.71 as in Hall and Milgrom
(2008) and Pissarides (2009).

33Fujita and Ramey (2012) also find that the inclusion of endogs separations can help in
increasing volatilities of search and matching models.

34Mortensen and Nagyh (2007) argue that the empirical correlation betweenrdabaductivity
and labor market tightness is 0.396, thus substantiallgvbéte model’s correlation of close to 1.
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3.5.2 Unemployment Rates across Education Groups

Next, we turn to the simulation results across differentcadion groups. We keep
fixed all the parameter values at the aggregate level andvamiy the training
parameters across education groups. Table 3.7 shows thkatson results for
the means. As we can see, the model is able to explain theatiffes in unem-
ployment rates across education groups that we observe uhetia. In particular,
the ratio of unemployment rates of the least educated gmtipetmost educated
group is 3.5 in the data and 3.4 in the model. Moreover, theahaccounts for
the observable differences in separation rates acrospgratnile keeping similar
job finding rates. The ratio of separation rates of the ledstated group to the
most educated group is 4.1 in the data and 3.6 in the modeénargl, the greater
is the degree of on-the-job training (longer training pesiand higher productiv-
ity gaps), the lower is the separation rate and the lowersittemployment rate.
Therefore, the observed variation in training receivedsseducation groups can
explain most of the observed differences in separatiors ratel unemployment
rates.

Table 3.7: Education, training and unemployment propgrimeans (in per-
cent)

Data Parameters Model
u f s 1/én T U f s
Less than high school | 8.96 46.85 4.45 2.35 0.163| 7.93 4551 3.83
(0.75) (2.08) (0.21)

High school 545 4502 248 2.78 0.181| 6.09 4553 2.88
(0.71) (2.38) (0.20)
Some college 444 46.34 2.05 3.67 0.227| 3.02 4508 1.36
(0.32) (2.35) (0.08)
College degree 256 4280 1.09 4.19 0.240, 2.35 4527 1.06

(0.25) (2.38) (0.05)

Notes: Data moments are quarterly averages of monthly seasoadjilysted data constructed
from CPS microdata. The sample period is 1976:01 - 2010:tHis8cs for the model are means
across 100 simulations, with standard deviations acrosglations reported in parentheses.

Table 3.8 presents a more detailed view of the results,inffex breakdown
of separation rates and employment rates for trainees arskifted workers. As
it can be seen, separation rates of trainees are roughl{asiatross education
groups and trainees represent a small share of employmeait four education
groups. Therefore, differences in separation rates fdleglkivorkers are the main
reason why more educated workers enjoy lower separaties.rat
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Table 3.8: Separation and employment rates for traineeslkilhed work-
ers - means (in percent)

T S T S

S S S n n n
Less than high school 3.83 7.83 3.63 92.07 7.47 84.60
High school 2.88 7.69 2.65 9391 6.59 87.32
Some college 136 7.32 1.18 96.98 4.05 92.94
College degree 1.06 7.13 0.89 97.65 354 94.11
All individuals 225 759 2.02 95.14 5.70 89.45

Notes: Statistics are means across 100 simulatiefsand s° refer to separation rates
of trainees and skilled workers respectively, andn® to employment rate of trainees
and skilled workers respectively.

3.5.3 Unemployment Volatility across Education Groups

Panel A of Table 3.9 reports the simulation results for algsololatilities. As
mentioned in Section 3.5.1, the model underpredicts thatNities of the job
finding and the unemployment rates. This property of the rhigddso inherited
here. Nevertheless, the model replicates well the reldiferences in volatili-
ties across education groups. In the data, the volatilithefunemployment rate
for high school dropouts is 3.2 times higher than the cooedmg volatility for
college graduates, whereas the same ratio in the modelss&rgd7. Something
similar is true for volatilities of separation rates (th&aas 3.9 in the data and 5.5
in the model), where additionally the model also explaingtiity levels quite
well. The model can also account for the observed similaregabf volatilities in
job finding rates across education groups.

Panel B of Table 3.9 reports the simulation results for nedatolatilities. The
model succeeds in replicating the ratio of relative emplegtnvolatility of the
least educated group to the most educated group (the r&di6 is the data and
3.9 in the model). This finding is not surprising given theutessof Panel A of
Table 3.9, which show that the model is able to replicate #im rof absolute
employment volatility. The model also accounts well for #grapirical finding
that relative volatilities in unemployment, job finding,caseparation rates are
similar across education groups.

3.5.4 Unemployment Dynamics across Education Groups

To provide another view of the model’s results we conductfttiewing exper-
iment. Using the model’s original solution for the aggregatonomy and the
actual data on the aggregate unemployment rate we back eumglied real-
izations of the aggregate productivity innovations. Themr, feed this implied
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Table 3.9: Education, training and unemployment propertilatilities

Data Parameters Model
n u f s 1/én Th n u f s
Panel A: Absolute volatilities
Less than high school 1.78  1.78 7.62 042235 0.163| 1.14 1.14 3.07 0.34
(0.28) (0.28) (0.63) (0.07)

High school 1.26 1.26 7.48 0.24 2.78 0.181| 0.91 0.91 3.07 0.27
(0.27) (0.27) (0.57) (0.07)
Some college 1.02 1.02 8.96 0.18 3.67 0.227| 0.48 0.48 3.34 0.12
(0.14) (0.14) (0.54) (0.03)
College degree 0.55 0.55 8.55 0.114.19 0.240| 0.31 0.31 3.30 0.06

(0.12) (0.12) (0.68) (0.02)

Panel B: Relative volatilities
Less than high school 1.99 18.66 17.45 9.232.35 0.163| 1.25 13.65 6.88 8.55
(0.32) (2.87) (1.47) (1.66)

High school 1.35 20.83 1862 90D 2.78 0181 098 1436 6.86  9.04
(0.30) (2.96) (1.43) (1.79)
Some college 1.08 2132 2048 828367 0.227| 049 1467 755 820
(0.15) (2.93) (1.35) (1.75)
College degree 057 2016 21.39 9.874.19 0.240| 032 1213 747 551

(0.13) (3.21) (1.69) (1.70)

Notes: Absolute volatilities are defined as standard deviationthefdata expressed in devia-
tions from an HP trend with smoothing parameté?. Relative volatilities are defined analo-
gously, except that all variables are initially expresseddtural logarithms. The sample period
is 1976:01 - 2010:12, with all data being seasonally ad§uss¢atistics for the model are means
across 100 simulations, with standard deviations acrosslations reported in parentheses.

aggregate productivity series to the model’s original Botufor each education
group. The simulated unemployment rate series for eactpgaoaishown in Fig-
ure 3.5, together with the actual unemployment rates. Agaenmodel replicates
the data remarkably well, both in terms of capturing theedéhces in means and
volatilities across groups.

3.5.5 Discussion of the Model's Mechanism

In order to highlight the mechanism at work in our model, tworenexercises are
conducted. In particular, we analyze separately the effgfdraining duration and
productivity gap of new hires to demonstrate that both ofitlggiantitatively play
almost equally important roles for our results. In the lefhel of Figure 3.6 we
study the role of the average duration of on-the-job trajnkeeping the rest of the
parameters constant at the aggregate level. Analogobslyight panel of Figure
3.6 studies the role of the productivity gap of new hires,pkeg the rest of the
parameters constant at the aggregate level. In both caseshserve a decrease
in the mean of the unemployment rate as we increase the defmethe-job
training (longer training periods and higher productivgigps). This decrease in
the unemployment rate is completely driven by the decreageiseparation rate,
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Figure 3.5: Unemployment rates across education groupdeiwersus data

Notes: Actual unemployment rates are quarterly averages of mpmsibdisonally-adjusted data
constructed from CPS microdata. The simulated unemploymag¢es are generated by solving
and simulating the model for each education group usingiptiéd realizations of the aggregate
productivity innovations as explained in the text.

given that the job finding rate remains roughly constant asavg the degree of
on-the-job training®

Let’'s consider first why the job finding rate virtually does maove with the
average duration of on-the-job training. One would expleat &n increase in the
average duration of on-the-job training reduces the vafieerew job, since the
worker spends more time being less productive. Consequéinths’ incentives

3%In fact, the simulation results reveal that the job finding decreases by roughly 2 percent-
age points as we increase either the training duration gorib@uctivity gap of new hires. Such a
decrease leads to approximately 0.5 percentage pointsthigiemployment rate, which quantita-
tively represents a modest effect, given the observedrdesln the unemployment rate in Figure
3.6.
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Figure 3.6: The role of training parameters

Notes: Statistics are means (in percent) across 100 simulatidmsleft panel studies the role of
the average duration of on-the-job training, keeping teeatparameters constant at the aggregate
level. The right panel studies the role of the productiviapgf new hires, keeping the rest of
parameters constant at the aggregate level.

to post vacancies should decrease, leading to a decredse jobt finding rate.

However, an increase in the average duration of on-thergbihg also reduces
the probability of separating endogenously once the wdrykeomes skilled. This
second effect increases the value of a new job, and hencetives for vacancy
posting go up. It turns out that these two effects cancelndthe job finding rate
hence remains almost unaffected. The same reasoning loolteef productivity

gap of new hires, which measures the extent of on-the-jobitiga Again, we

have two effects at work, which cancel each other out — a higkient of on-the-
job training by itself decreases the value of a new job, bubhatsame time the
latter increases through lower endogenous separatiordlefisvorkers.

In order to understand why separation rates decrease vatddgree of on-
the-job training, we analyze match incentives to separigure 3.7 shows the
reservation productivities for trainees and skilled woskier different degrees of
on-the-job training. As we can see, investments in mategwifip human capital
do not significantly affect the incentives of trainees tossape, while they clearly
reduce skilled workers’ incentives to separate. The imifor this result is that
skilled workers know that upon a job loss they will have to emyb first, a period
of searching for a new job and second, a period of on-the4jainihg with a
lower wage. Hence, reservation productivity levels draystolled workers as we
increase the degree of on-the-job training, implying a love¢ée of endogenous
separations.
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Figure 3.7: The effects of on-the-job training on resepraproductivities

Notes:The left panel plots reservation productivities for traaeand skilled workers for different
training durations, keeping the rest of parameters cohatdhe aggregate level. The right panel
plots reservation productivities for trainees and skilleatkers for different productivity gaps of
new hires, keeping the rest of parameters constant at thregagg level.

3.6 Unemployment Dynamics by Training Require-
ments

One direct testable implication of our model is that on4jhietraining itself leads
to greater employment stability by resulting in lower sepian rates (and similar
job finding rates). In order to test this prediction of the mlpave provide in this
section novel empirical evidence on unemployment dynabydsaining require-
ments. The measure of training we use here is specific vocdtpgyeparation as
measured in the Fourth Edition of the Dictionary of Occupaai Titles (provided
by the US Department of Labor). The Dictionary of Occupatdiofitles (DOT)
defines specific vocational preparation as “the amount aedpime required by
a typical worker to learn the techniques, acquire the indrom, and develop the
facility needed for average performance in a specific jolokeosituation.” Fol-
lowing the methodology of Autor et al. (2003), we aggregaaided occupations
from DOT into three-digit Census occupation codes. We themgengaining data
from these aggregated occupations with the CPS microdataarsdruct unem-
ployment rates, job finding rates, and separation ratesanying.

Figure 3.8 depicts unemployment rates by training requar@sfor all indi-
viduals with 25 years of age and over (left panel) and for ldghool graduates
with 25 years and over (right panel). Given the strong complataries between
education and job training (see the discussion in Sectid#d Bit is not surprising
to see that higher training requirements are associatédleviter unemployment
rates. What is more striking is that even after we control fiwcation, for ex-
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Figure 3.8: Unemployment rate by training requirements

Notes:12-month moving averages for individuals with 25 years @& agd over.

ample by focusing on high school graduates as in the righ¢lpainFigure 3.8,

higher training levels remain to be related to more stablplepment. Further-
more, even after we condition for education attainmenttjaiming leads to em-
pirically lower separation rates and similar job findingesais shown in Figure
3.9. We view this novel empirical evidence, which shows tiatupations with

higher specific vocational training experience substéytiawer unemployment
rates, predominantly through lower separation rates, axtamnal validation of
the theoretical mechanism advocated in this paper.

Outflow rate, high school graduates (in percent) Inflow rate, high school graduates (in percent)

80
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Figure 3.9: Unemployment flow rates by training requireraghigh school grad-
uates

Notes:12-month moving averages for individuals with 25 years @& agd over.
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3.7 Evaluating Other Potential Explanations

This section evaluates the plausibility of other potengigblanations for differ-
ential unemployment dynamics by education. In particubar, model can en-
compass the following alternative hypotheses: i) diffeemin the size of match
surplus ; ii) differences in hiring costs; iii) differencesfrequency of idiosyn-
cratic productivity shocks; iv) differences in dispersioiidiosyncratic produc-
tivity shocks; and v) differences in matching efficiency. ¥ulate the model
under each of these alternative hypotheses and then cotiiobtained simu-
lation results with empirical evidence. In particular, tbese simulations we use
the parameter values for the aggregate level as given ire Bab] whereas across
education groups we only allow to vary the parameter thatusial for each al-
ternative hypothesis. This helps us to highlight econonecimanisms behind the
alternative hypotheses. Simulations results are sumetanizTable 3.10.

3.7.1 Differences in the Size of Match Surplus

One possibility why more educated workers enjoy higher egmpknt stability
might be related to higher profitability of their jobs. In ttegminology of search
and matching framework, more educated workers might be @aglin jobs
yielding a higher match surplus. The latter crucially defgeon the worker’s
outside option, which is in turn governed by the flow value @ilg unemployed.
In our main simulation results as reported in Section 3.5rwed out this possi-
bility by assuming that the flow value of being unemployedriggortional to the
market labor productivity coming from education, ibg.= bH.

Here we relax the proportionality assumption and insteadragb; = 0.90,
b, = 0.85, b3 = 0.80, by = 0.75. In other words, the size of match surplus is
now increasing with education. The simulation resultsoregd in Panel B of
Table 3.10, indicate that the unemployment rate decreagbseducation under
this alternative parameterization, as in the data. Howé¢wemodel now counter-
factually predicts higher job finding rates for more edudaterkers. Intuitively,
since jobs with more educated workers yield higher surpiusis are willing
to post more vacancies in this segment of the labor markatling in turn to
higher labor market tightness and job finding rates. Addadlty, further simula-
tion results reveal exaggerated employment stability fginly educated workers;
indeed, due to greater surplus the simulation results feg® graduates now
suffer from extreme unemployment volatility puzzle, asiti@employment rate
remains virtually constant over the business cytie.

36The detailed simulation results on volatilities are avaggrom authors upon request.
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Table 3.10: Other potential explanations (means, in p&rcen

U f s
Panel A: U.S. data, 1976 - 2010
Less than high school 8.96 46.85 4.45
High school 545 45.02 2.48
Some college 444 46.34 2.05
College degree 256 42.80 1.09
Panel B: Size of Match Surplus
by = 0.90 14.37 29.28 4.61
by = 0.85 7.12 3931 2.89
bs = 0.80 3.89 4920 1.95
by = 0.75 243 5829 1.44
Panel C: Hiring Costs
c1 = 0.05 8.76 55.26 5.19
co = 0.10 5.13 46.06 2.42
c3 =0.15 3.58 40.83 1.48
¢y = 0.20 291 3725 1.09
Panel D: Idiosyncratic Shocks — Frequency
A =1/6 15.62 33.64 6.16
Ao =1/4 10.24 39.80 4.46
A3 =1/3 480 4547 2.23
A =1/2 152 5322 0381
Panel E: Idiosyncratic Shocks — Dispersion
o1 =0.35 14.12 39.41 6.38
o9 = 0.30 9.40 4157 4.22
o3 =0.25 5.01 45.05 231
o4 =0.20 232 4927 1.14
Panel F: Matching Efficiency
~v1 = 0.60 7.74 5314 435
o = 0.50 578 48.32 2.89
~v3 = 0.40 3.92 4245 1.69
~v4 = 0.30 2.70 3478 0.95

Notes: Data moments are quarterly averages of monthly seasoadilsted
data constructed from CPS microdata. The sample periodrig:Q® - 2010:12.
Statistics for the model are means across 100 simulations.

Overall, the simulation results show that one cannot erplédferences in un-
employment dynamics across education groups by assunghgtinatch surplus
for more educated. As discussed in Section 3.4.2, such amas®n also lacks
empirical support, at the least for the case of the UniteteSta

Interestingly though, Gomes (2012) finds empirical evigetiat in the UK
both the differences in job finding and separation ratesritrie roughly equally
towards generating differences in unemployment rates bgattbn’ Moreover,

37In the UK, high school dropouts experience approximately tones higher unemployment
rates than college graduates, with their separation raeg igher by a factor of two and their
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the OECD data show that the average of net replacement rage$@wnonths of
unemployment is roughly twice as high in the United Kingdasrirathe United

States. To the extent that this difference in net replacémagas reflects more
generous welfare policies in the UK, which would in turn ildate our base-
line assumption of proportionality between market and narket returns, differ-
ences in the size of match surplus might play a role for erpigiunemployment
dynamics by education in countries with similar or even nggaerous welfare
policies as in the UK.

3.7.2 Differences in Hiring Costs

Another possibility for differences in unemployment dynesnby education
might be due to hiring costs. One could imagine that hiringt€@re greater
for highly skilled individuals and anecdotal evidence atloead hunters in some
top-skill occupations is indeed consistent with such aystbr our main simula-
tion results in Section 3.5 we already assumed that flow \@cposting costs are
growing proportionally with productivity. However, it mig be that this assump-
tion understates the true differences in hiring costs byation.

In what follows, we assume the following values for vacanogtmg costs,
which are expressed in terms of output: = 0.05, ¢, = 0.10, ¢c3 = 0.15, ¢4 =
0.20. Hence, hiring somebody with a college degree is now fouesigostlier than
hiring a high school dropout in terms of their output. Ackeelging differences
in their productivity, this implies that in absolute terrhgjng costs are more than
six times higher for the most educated group relative toehstleducated group.
The simulation results, reported in Panel C of Table 3.1@akthat under the
assumed differences in hiring costs the model replicatsitiemployment rates
by education. However, the model now predicts sharply @estng job finding
rates with education, which is in contrast with the emplreadence for the U.S.
as presented in Section 3.2.2 and even more at odds with theieshevidence
for the UK found by Gomes (2012). What is the economic mechaitishind
these simulation results? Because it is costlier to hireegelpgraduates, firms will
post fewer vacancies in this labor market segments. As aeqoesice, the job
finding rate drops. Highly educated workers that are culyearhployed know
that upon a job loss they will face a lower job finding rate, deethey are less
likely to get separated than less educated workers. Thetkssated workers are
instead facing high job finding rates, hence they are morkngito leave their
employer in the case of low idiosyncratic productivity skoc

As mentioned, the problem with this explanation lies in et that there is no
empirical evidence that job finding rate for the most edutaterkers would be

job finding rates being lower by half.
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substantially lower, or in other words, that their unempheynt duration would be
longer. Moreover, the parameterization of the flow vacarastipg cost assumes
that it is extremely expensive to hire a college graduatesredss this cannot be
seen from the EOPP data (see Appendix C for further discossio

3.7.3 Differences in Frequency of Idiosyncratic Productivity
Shocks

Individuals with different educational attainment mighonk in different indus-
tries and occupations — the classical distinction betwdee-tollar and white-
collar workers comes to mind. Therefore, it might be thatedénces in unem-
ployment dynamics by education are due to industry and/oumeation specific
factors. Results from estimated regression equations pasteel in Appendix C
(Table C.1), indicate that this might indeed be part of theystBut then the nat-
ural question is in what sense industries and occupatidfes.dit is quite likely
that they differ in terms of initial on-the-job training n@gements and this would
be consistent with our main story, according to which défezes in training lead
to differences in unemployment. However, it might also leedase that industries
and occupations are subject to heterogeneous dynamicgsyiatratic shocks.
For example, industries and occupations with predomigpdmi educated work-
ers might be subject to more frequent shocks.

The simulation results reported in Panel D of Table 3.1Gitiate what hap-
pens when we vary the Poisson arrival rate of idiosyncraticlyctivity shocks
from every 6 months)X = 1/6) to every 2 monthsX = 1/2). It turns out that the
faster the arrival rate of idiosyncratic productivity skecthe lower will be the
separation rate. The intuition behind this result is strdgyward: if new shocks
arrive often, then it is better to stay in the match even indhse of a very low
idiosyncratic productivity shock, since you avoid the updmgment spelf® But
these results are then not consistent with the notion tisabitild be the industries
and occupations with low educated workers that are facingerfrequent shocks
— historically, blue-collar jobs are more cyclical. Additally, the model cannot
generate different unemployment rates and similar jobiiondates.

3.7.4 Differences in Dispersion of Idiosyncratic Productivity
Shocks

Still another possibility, related to the story from the\poeis subsection, is that
the dispersion of idiosyncratic productivity shocks varaeross industries and

38Note that nonlinearities are present here — after some,domer frequency of idiosyncratic
productivity shocks leads to slowly declining separatiates.
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occupations (or more generally, across jobs with diffepeaportions of workers
by education). This possibility is explored in Panel E of [&aB.10. The results
show that higher dispersion of idiosyncratic productistyocks generates more
separations and leads to higher unemployment. But this witxeid imply that
low educated workers should exhibit higher wage dispershan high educated
workers, which is at odds with the empirical evidence. Irtipalar, the evidence
provided in Lemieux (2006) for the U.S. shows that highlyeted workers have
higher variance of wages than less educated workers, asd thiferences are
present in both 1973-1975 and 2000-2002 time pefd&sirthermore and sim-
ilar to before, this model specification also cannot gemesanilar job finding
rates in the presence of different unemployment rates.

3.7.5 Differences in Matching Efficiency

Finally, imagine a situation where the extent of labor mafketions differs by
education. This situation is explored in Panel F of Tabl®3.The simulation
results show that better matching efficiency creates hitdi®r turnover rates.
Hence, while higher matching efficiency generates highempioyment, it also
creates higher job finding rates — and both facts cannot b&stent with the em-
pirical evidence for the U.S. Additionally, higher matchiefficiency for less edu-
cated is in sharp contrast with the anecdotal evidence tbe¢ educated workers
take greater advantage of modern techniques for job search.

3.8 Conclusions

In this paper we build a theoretical search and matching inettle endogenous
separations and initial on-the-job training. We use the ehadorder to explain
differential unemployment properties across educati@ugs. The model is pa-
rameterized by taking advantage of detailed micro evidéooe the EOPP survey
on the duration of on-the-job training and the productigap between new hires
and incumbent workers across four education groups. Incpéat, the applied
parameter values reflect strong complementarities bete@ecational attainment
and on-the-job training. The simulation results reveal tha model almost per-
fectly captures the empirical regularities across edanagroups on job finding
rates, separation rates and unemployment rates, bothiirfiteeand second mo-
ments.

The analysis of this paper views training requirements aslaological con-
straint, inherent to the nature of the job. We believe thehsuview is appropriate

39See Table 1A of his paper.
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for the initial on-the-job training, for which we also haweaet empirical measures
that are used in the paper for the parameterization of theemétbwever, in re-
ality firms provide training also to their workers in ongoijodp relationships. To
investigate such cases it would be worthwhile to endogethiegetraining deci-
sions and examine interactions between training provisiath job separations.
Furthermore, one could take advantage of cross-countigtiar in labor mar-
ket institutions that are likely to affect incentives foaitring provision. This
could provide a new explanation for differential unempl@&nrdynamics across
countries, based on supportiveness of their respective falrket institutions to
on-the-job training. We leave these extensions for futeasearch.
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Appendix A

THE SLOWDOWN IN BUSINESS
EMPLOYMENT DYNAMICS:
THE ROLE OF CHANGING
SKILL DEMANDS

A.1 Data Description

A.1.1 Employment Data from the Census and the CPS MORG

| consider employed workers between 18 and 64 years of age fwo data
sources. The first one is the Census one-percent extract®7ar, 1980, 1990
and 2000 provided by the Integrated Public Use MicrodatdaeSeiiPUMS,
see Ruggles et al. (2010)), accessed through http://usssipwg/usa. The sec-
ond one is the Current Population Survey (CPS) Merged OutgRiogation
Groups (MORG) data files from 1979 until 2010, available atM&EER web-
site http://www.nber.org/data/morg.html.

All observations are weighted by the individual Census or CBSpiing
weights. However, as a robustness exercise, | redo all thlgsis using full-time
equivalent hours of labor supply as weights. In particudaud following Autor
et al. (2003), full-time equivalent hours of labor supplg abmputed as the prod-
uct of the individual Census or individual CPS sampling welgines weeks of
work for the Census sample or hours of work per week for the CRfplga The
variable weeks of work used for the Census samplegsvork2 which reports
the number of weeks that the respondent worked for profit, pags an unpaid
family worker during the reference period (the previousndar year). For the
CPS, | use the variableourslw which is the number of hours worked during the
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last week at all jobs. The results in Section 1.3.2 remaitoi&ily unchanged when
using the variableshoursefor the CPS, which is the number of hours per week
usually work at the main job.

A.1.2 Computing Training Requirements by Occupation

To merge information on training requirements by occupafrom the Dictio-
nary of Occupational Titles (DOT) with employed workersrréhe Census and
the CPS MORG, | need to aggregate the detailed DOT occupatitimthree-digit
Census Occupation Codes (COC). In order to do that | follow thdéoaeiogy
used by Autor et al. (2003) to compute measures of job taskscbypation. In
particular, 1 use the April 1971 Current Population Survey $Rsued by the
national academy of Sciences (1984). In this monthly filepmers of the Com-
mittee on Occupational Classification and Analysis of theidwa Academy of
Sciences assigned individual DOT occupation codes caynebpg to the 1977
Fourth Edition of the DOT, and the corresponding occupatioaracteristics, to
the 60,441 individuals in the sample. To this dataset | agples 1980 COC using
the crosswalk between the DOT occupations and the 1980 CO@prbby the
National Crosswalk Service Center from its website http:Maxwalkcenter.org.
The April 1971 CPS file contains 3886 unique 1977 DOT occupatassociated
04191970 COC andto 471 1980 COC. With this information | canmaeSVP
means by occupation and by gender, using the individual CRlsgy weight.
As in Autor et al. (2003), in cases where an occupation hagnmdtion on SVP
only for males or females, | assigned the occupation meaonttodgenders.

The next step in the process of computing training requirdgsigy occupation
is to link occupations over time. The Census Bureau has modi$iethssification
systems every decade, thus to reconcile COC over time | negsktappropriate
crosswalks. The CPS MORG samples also use the three-digit Ci36€ifatation
to categorize occupations. In particular, the 1970 COC ifieason is used for
years 1979 to 1982, the 1980 COC classification is used forahegp1983—-1991,
the 1990 COC classification is used for the period 1992-1989{fee 2000 COC
classification is used for the period 2000—-2010. To condistéink occupations
over time, | use the crosswalks developed by Autor and Da@a 32 which pro-
vide a balanced panel of occupation covering the 1980, 18802000 COC clas-
sifications, with the creation of a new occupation systenm\880 “occ1990dd”
codes. The occupation categories of the 1970 Census are atshed to this oc-
cupation system. Details of the construction of the coastsbccupation scheme
developed by Autor and Dorn (2013) can be find in Dorn (2009)teNhat these
crosswalks represent a modified version of the ones dewtlop&leyer and Os-
borne (2005) to create time-consistent occupation cagorAs a robustness
exercise, | have also used the crosswalks from Meyer andr@si§a005) and |
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found very similar results to the ones presented in this plape

Finally, using the April 1971 CPS file augmented with COC 1988es) to-
gether with the crosswalk from COC 1980 to occ1990dd, | cas ttmmpute a
dataset of 658 observations on SVP means corresponding @ released in
1977 (329 occ1990dd occupation codes by gerd@bis is the data set on SVP
means by occupation and gender that is merged with emplogekevs from the
Census and the CPS MORG.

A.1.3 Computing Changes in Training Requirements within
Occupations between 1977 and 1991

In order to consider changes in training requirements witlsicupations, | use the
1991 Revised Fourth Edition of the DOT. In this edition, ocatignal analysts re-
vised 646, combined 136, and deleted 75 occupational coukstkes, based on
evaluations of new source material. Thus, the revisiorcedtéthose occupations
that seem to have had the most significant changes over tistart by construct-
ing a crosswalk between the DOT codes for 1977 and the DOTsdod&991. To
do that | use the Conversion Tables contained in the Docunt&@ @istributed
by the Inter-university Consortium for Political and Sodresearch. It is im-
portant to notice that | only consider occupational codé@nitle changes from
1977 DOT codes, and occupations deleted from the FourtoBdif the DOT or
combined with another in the Revised Fourth Edition of the DOlerefore, new
DOT occupations that appear in the 1991 edition are not densd. | do so for
two reasons. First, because | use the CPS sampling weighttherh971 April
CPS file to construct means of each SVP measure by occupatiogeacler, and
this file only contains DOT codes for 1977. Second, becausant ¥o provide a
conservative measure of changes in training requiremenetstione. Particularly,
a closer look at the 570 new codes that appeared in the DOT E9@als that
these occupations have on average a higher level of SPV lieaawverage occu-
pation in the DOT 1977. Therefore, in the intensive margialgsis | examine
changes in training requirements within occupations netdbetween the 1977

1The occupation coding scheme developed by Meyer and Osl{gf®s) is implemented
in the IPUMS samples. Additionally, crosswalks betweers thiassification system and
the Census classification from 1950 to 2000 are also availablthe IPUMS website, see
http://usa.ipums.org/usa/volii/odgnd.html.

2In the April 1976 there is no individual performing occupatil06 in the 0occ1990dd system.
The title of this occupation is physicians’ assistants. S hucannot compute SVP means by
this occupation. Nevertheless, this occupation represemery small share of total employment
during my sample period. Particularly, for the Census sarriptepresents 0.03% percent of total
employment in weighted terms in 1980, 0.02% in 1990 and 0.062000. | do not observe this
occupation in 1970. Therefore, | decided not to impute an 8¥@n to this category, and lose it
from the analysis.
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Fourth Edition and the 1991 Revised Fourth Edition of the DAI$o, | assume
that the occupations that were not revised in the 1991 DO&mmpced no change
in training requirements. This is consistent with the faettthe revision affected
those occupations that seem to have had the most signifibanges over time.
Finally, | append the information on training requiremefindésn the 1991 DOT to
the 1971 April CPS file and compute means of each SVP measurech®®0dd
occupation and gender using the individual CPS samplinghweithis generates
the second dataset of 658 observations on SVP means card#sgao the DOT
released in 1991 (329 occ1990dd occupation codes by gender)

A.1.4 Computing Training Requirements by Industry

To compute training requirements by industry, | first assigisVP mean by occu-
pation and gender to each employed individual in the Censtith@nCPS MORG
samples. Then, | aggregate the observations to the leveinsistent Census In-
dustry Codes (CIC) and | compute the share of workers employledgntraining
occupations by industry using the Census and CPS MORG sampéights. It
is also important to notice that the Census Bureau has changaiistry clas-
sification system over time. Particularly, for the CPS MORG glas) the 1980
CIC classification is used for the period 1979-1982, the 199D cassification
is used for the period 1983—-2001, and the 2002 CIC classditaiused for the
period 2002-2010. Thus | need to use appropriate crossuwalleconcile CIC
over time.

In performing the decomposition exercise by industry int®ecl.3.2, | fo-
cus on the period 1983-2010 and use the CPS MORG sample. | &eop®90
CIC as the benchmark classification to link occupations owee.t To make
1980 CIC compatible to 1990 CIC | use the corresponding crd&spravided
by http://www.unionstats.com. To make 2002 CIC compatibitn\&990 CIC
| use the corresponding crosswalk provided by the Census Buavailable at
http://www.census.gov/people/io/methodology. A tofd2®4 industries have em-
ployment over the whole period of analysis. | lose twelveustdes for which |
do not have employment over the sample period. These inesisiccount for less
than 2 percent of total employment.

A.2 Supplementary Empirical Evidence

A.2.1 Business Dynamics Statistics

The Business Dynamics Statistics (BDS) annual data seriesles establishment-
level business dynamics along dimensions absent fromasinhtabases including
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firm age and firm size. The BDS dataset is created from the Ludigil Business
Database, a confidential database available only to quhhéisearchers through

secure Census Bureau Research Data Centers.
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Figure A.1

Notes:All figures plot yearly data from the BDS. The sample perioti937-2011.

A.2.2 Business Employment Dynamics

Employment change distribution
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Figure A.2: Employment change distribution (in percenjage

Notes: All figures plot four-quarter moving averages of not sealigraaljusted quarterly data

from the BED. The sample period is 1992:Q3-2012:Q2.
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Job Reallocation and Inaction Rates Across Industries and @er Time
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Notes: Data are yearly averages of quarterly data from the BED. Eatltorresponds to one
industry. There are 87 3-digit NAICS industries considdredoth panels. The line corresponds
to the 45 degree line.

Job flows: Continuing establishments vs. Openings and Clasgs

Figure A.4a shows evidence on job flow rates by continuingtdishments, while
Figure A.4b focuses on the job flow rates of opening and cpsstablishments.
In both cases, we observe a decline in job flow rates over time.
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(a) Continuing establishments (b) Openings and closings
Figure A.4: Job flow rates
Notes:All figures plot seasonally adjusted quarterly data for toefarm private sector from the

BED for the period 1992:Q3-2012:Q2.
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A.2.3 The Importance of Training Over Time

In this section | present supplemental empirical evidetitat, complements the
discussion in Section 1.3.2.

Aggregate trends in training requirements using DOT 1991

Table A.1 presents the distribution of employment by ledebdP using training
requirements from 1991. The observed empirical pattemsiamilar to the ones
presented in Table 1.3. In particular, there is a shift of lypent from occupa-
tions requiring low amounts of training to occupations lieqg high amounts of
training.

Table A.1: Distribution of employment by level of SVP (DOT4Y in %)

1 2 3 4 5 6 7 8

Panel A: Census

1970 0.2 8.2 19.7 125 10.0 13.7 229 1238
1980 02 75 184 110 9.0 142 26.3 134
1990 0.2 73 17.0 101 85 142 284 144
2000 0.3 58 168 98 85 137 29.8 153
Diff. 1970-2000 01 -24 -29 -26 -15 -01 69 25
Panel B: CPS MORG

1980 0.2 74 19.1 108 9.0 139 246 14.9
1990 0.2 79 173 100 84 141 280 14.1
2000 0.3 6.2 170 99 79 133 29.7 156
2010 03 64 164 101 75 129 30.2 16.2
Diff. 1980-2010 01 -10 -27 -07 -15 -10 56 1.3

Robustness regarding the weights used in the analysis

This section performs a robustness exercise of Sectio dearding the use of
sampling weights in computing aggregate measures. Incpéatj in the analysis
performed in the main text all the observations are weiglgdhe individual
Census or CPS sampling weights. | repeat here the exercisery fui-time
equivalent hours of labor supply as weights. Following Awbal. (2003), full-
time equivalent hours of labor supply are defined as the mtoafuthe individual
Census or CPS sampling weight times weeks of work for the Cerasupls or
hours of work per week for the CPS sample.

Figure A.5 and Tables A.2 and A.3 show the composition of theleyment
pool by level of SVP, considering both the extensive anchisitee margin of anal-
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ysis. The results are similar to the ones presented in thettexrise in the share
of workers employed in long training occupations is als@Jdercentage points,
from 48.7 percent in 1970 to 60.5 percent in 2010, when cenisig both mar-

gins.
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Figure A.5

Notes: The dots correspond to the Census samples for each decadeechet970 and 2000,
while the solid lines correspond to the CPS MORG samplesdon gear between 1979 and 2010.
Short trainingrefers to occupations requiring up to 1 year of training fesponding to levels of
SVP between 1 and 5) ardng training refers to occupations requiring over 1 year of training
(corresponding to levels of SVP between 6 and 9). Trainiggirements by occupation are kept
fixed at the DOT 1977 level in Panel A. In both panels, fulld¢ieguivalent hours of labor supply
are used as weights.

126



Table A.2: Distribution of employment by level of SVP usingE as weights
(DOT 1977, in %)

1 2 3 4 5 6 7 8
Panel A: Census
1970 0.2 7.7 188 112 134 132 216 139
1980 02 70 176 96 128 140 246 14.3
1990 0.2 68 164 84 123 142 26.7 151
2000 0.3 55 157 86 122 135 27.7 165
Diff. 1970-2000 01 -22 -31 -27 -11 03 6.1 27
Panel B: CPS MORG
1980 02 6.7 176 96 124 126 236 17.3
1990 0.2 7.1 16.0 86 120 123 27.8 16.0
2000 03 59 155 86 11.2 123 283 17.9
2010 03 59 145 88 11.0 124 285 185
Diff. 1980-2010 0.1 -08 -31 -07 -14 -02 49 13

Table A.3: Distribution of employment by

(DOT 1991, in %)

level of SVP usinFE as weights

1 2 3 4 5 6 7 8

Panel A: Census

1970 0.2 7.7 181 123 104 139 235 139
1980 0.2 69 17.2 107 93 144 270 144
1990 0.2 6.6 159 98 8.8 144 29.0 153
2000 0.3 54 157 95 87 139 304 16.2
Diff. 1970-2000 01 -23 -25 -28 -1.7 00 70 23
Panel B: CPS MORG

1980 0.2 6.6 175 104 93 137 252 17.2
1990 0.2 70 160 95 8.7 137 289 16.0
2000 0.3 57 157 94 80 13.0 304 175
2010 0.3 57 149 95 78 128 30.8 18.2
Diff. 1980-2010 01 -09 -25 -09 -15 -09 56 10
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Additional evidence on the link between job flows and trainirg requirements
at the industry level

First, | present results on the cross-industry relatign§lgtween job flows and
training requirements at the industry level. Figure A.6vgfithat industries with
a high share of workers employed in long training occupatiend to have lower
job reallocation rates and higher inaction rates. In ordeonstruct these graphs,
| average quarterly job reallocation rates and inactioesraver the period 1993—
2010, and the same is done for the yearly share of workersogexblin long
training occupations. The patterns for the job creation @estruction rates are
very similar to the ones observed for the reallocation ratethus are not shown.
Even though the cross-industry relationship can be comfedrby omitted vari-
ables, the observed patterns are consistent with the hggistthat a higher im-

portance of training requirements in the job leads to lowér reallocation and
higher inaction.
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Figure A.6: Job flows and training requirements by industverages 1993-2010

Second, Tables A.4 and A.5 show the results of running simelgressions to
(1.4) for the job creation and destruction rate, respelgtive
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Table A.4: Job creation and training requirements

1) 2) 3)
& -0.209*** -0.238*** -0.214%**
(0.028) (0.022) (0.027)
B -0.322* -0.394**
(0.185) (0.175)
s 0.185* 0.228**
(0.069) (0.074)
Observations 82 83 82
R-squared 0.059 0.057 0.141
Notes:Dependent variable: Difference in the job creation ratevbet 1993 and

2010. Robust standard errors in parentheses. Significavelsi *** p<0.01, **

p<0.05, * p<0.1.
Table A.5: Job destruction and training requirements
1) (2) 3)
& -0.173*** -0.195*** -0.174%**
(0.024) (0.022) (0.023)
By -0.335* -0.351**
(0.187) (0.191)
3 0.010 0.052
(0.065) (0.075)
Observations 82 83 82
0.067 0 0.071

R-squared
Notes:Dependent variable: Difference in the job destruction betisveen 1993
and 2010. Robust standard errors in parentheses. Sigmificenels; ***

p<0.01, ** p<0.05, * p<0.1.
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A.2.4 Additional Aggregate Trends Related to the Importance
of Training

In this section | present supplemental empirical evidetitat, complements the
discussion in Section 1.3.3.

Table A.6: Levels and changes in employment share from CPS Ma@RiGnean

SVP by major occupation group

Share of Employment (in %) Mean SVP
Diff.

1980 1990 2000 2010 1980-2010

Managers/Prof/Tech/Finance/Public Safety 31.0 36.3 39.425 115 7.1
Production/Craft 4.2 3.3 34 2.6 -1.5 6.8
Transport/Construct/Mech/Mining/Farm 199 190 173 116. -3.7 5.0
Machine/Operators/Assemblers 10.3 7.4 5.6 36 -6.6 4.0
Clerical/Retail Sales 244 236 231 212 3.2 4.4
Service Occupations 10.3 104 113 139 3.6 3.9
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Figure A.7: Training requirements by educational attainine

Notes: The dots correspond to the Census samples for each decadechet970 and 2000,
while the solid lines correspond to the CPS MORG samplesdoh gear between 1979 and 2010.
Training requirements within occupations correspond ¢oRIOT 1977 level in both panels.
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A.3 Supplementary Details on the Model

This appendix presents the details on the derivation of gienal employment
policy of the firm and on the derivation of the wage equaticaisb describe here
the computational strategy used to solve the model.

A.3.1 Optimal Employment Policy of the Firm

In order to characterize the firm’s optimal employment polistart by taking the
first-order condition for hires and separations from the 'rproblem defined in
equation (1.7):

Xa¢n¢_1 —w(x,a,n) —w,(x,a,n)n — 17 <q/Z;) + /ﬁf) + BE, {Hn(X,a',n)} =0,
wherel is an indicator function that equals one if the firm is hiringlaero oth-
erwise, and®, {I1,,(y, «’,n)} captures the marginal effect of current employment
decisions on the future value of the firm.

The optimal employment decision of the firm is characterizgdwo reser-
vation threshold&’ (y, n) anda” (, n), implicitly defined by the following two
equations:

X&F(X7 n)¢n¢_1 - U)(X, dF(X7 n)a n) - wn(X7 a‘F(Xa n)a n)n + ﬁEa {Hn(X> al7 n)} = O’

xaf (x,n)pn?®t — w(x,a (x,n),n) — wy(x,a (x,n),n)n + BE, {I,(x,a’,n)} = (qm’ + Hf) :

where
0 if ' < af (x,n),

[ (x,a',n) = { xa’¢n?~! —w(x,a’,n) —wn(x,a’,n)n + BEq {Iln(x,a”’,n)} if o’ € [af(x,n),a" (x,n)],
a0y T hy if ' > af (x,n).

In particular, consider a firm characterized by a time-iramtrproductivityx
that enters the current period with ; employees and receives an idiosyncratic
productivity shocka. Its optimal employment level in the current period is thus
characterized by the following policy function:

nt(x,a) if a <a(x,n-1),
q)(Xvaan—l) = n—1 if a € [&F(X7n*1)7dH(Xan*1)]a
n (X,(l) if a > (~1H(X7’]’L71)’

wheren!(y,a) and i (y,a) refer to the optimal employment level satisfying
equations (A.1) and (A.2) below:
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xad(af) =t —w(x, a,2’) — wu(x, a, 2" )l + BE, {11, (x,d',2")} =0, (A1)

X)) (0, i) = w0, ) 8, {11 Gl i) = ()
(A2)

In words, if the idiosyncratic productivity is below the reservation threshold
at(x,n_,) the firm will fire workers until condition (A.1) is satisfiedf instead
the idiosyncratic productivity: is above the reservation threshaldf (y,n_)
the firm will hire workers until condition (A.2) is satisfiedHowever, if the
idiosyncratic productivitya is between the two reservation thresholds (i.e. if
a € [af(x,n_1),a" (x,n_1)]) then the firm will remain inactive and will keep
its employment level unchanged, thus=n_;.

A.3.2 Wage Determination

The Stole and Zwiebel (1996) bargaining solution is usedrdeoto determine
the wage in the model. In particular, under this solutioe,wage is the result of
Nash bargaining between workers and firms over the total imargurplus of a
firm-worker relationship.

First, let's analyze the firm’s marginal surplus at the tinfenage setting
which is given by

J(Xv a, n) :Xa¢n¢_1 - U)(X, a, n) - wn(X7 a, n)” + BEG {Hn(X7 CL/, n)} :

Using the optimal employment policy of the firm derived abotlee previous
expression can be written as:

‘](Xa a, n) :XCZQZ)?’L(b_l - w(Xa a, TL) - wn(Xa a, n)n
a’ (x,n)
+ J(x,d’,n)dG(d|a)
a’(x,n)

+ 5/&:0(%”) (q’;;) + /@-f) dG(d'|a). (A.3)

Second, let’s analyze the value to a worker of being emplayedfirm char-
acterized by a time-invariant productivify an idiosyncratic productivity level,
andn employees, which is given by:

W(x,a,n) =w(x,a,n)+ BE{sU" + (1 —s)W(x,d',n")}.
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This can be rewritten as:

a¥ (x,n)
W (x, a,n) =w(x, a,n) + 3 / (6 + (1= Wy, ', i" (v, @))) dG(d'|a)
0
af (x,n)

+ W(x,a',n)dG(d'|a)
af(x,n)

+8 / W (x. d, i (x, ))dG(d]a).
af (x,n)

An employed worker receives a wagg x, a,n) in the current period. In
the next period, his employment situation will be dependemthe idiosyncratic
productivity draw that the firm gets. First, if the firm rece$van idiosyncratic
productivity below the reservation threshaill(y, n), the firm will fire workers
until condition (A.1) is satisfied. That is, until the firm exs its marginal sur-
plus to zero (i.e. J(x,d’, 7 (x,a’)) = 0). Given the Nash-sharing rule, this
means that the value for an employed worker that stays in thei$ equal to
U’ (i.e. W(x,d,n"(x,a’)) = U’). Thus, a worker in a firm that is firing work-
ers has two options in the next period, with some probabilitye might stay
in the firm and with probability1 — ¢) he might become unemployed, but in
either case the worker will receive a value equaltfo Second, if the firm re-
ceives an idiosyncratic productivity between the two reggon thresholds (i.e. if
a' € [a"(x,n),a" (x,n)]), the firm keeps its employment level unchanged, and
the worker receives a value equallfd(y, «’, n) which, given the Nash-sharing
rule it is equal toU’ + &J(X,a’,n). Third, if the firm receives an idiosyn-
cratic productivity above the reservation threshaftiy, n), the firm will hire
workers until condition (A.2) is satisfied. Thus, the workél receive a value

equal toW (x,a’, 7 (x,a’)) which, given the Nash-sharing rule it is equal to
U+ %5 (% + @). All this allows to rewrite the value to a worker of being
employed as:

af (x,n)

Wixam) =uwlxan + 0+ 57 [ i na6(ala)
- af (x,n)
L /OO ( o 4k )dG(a'\a) (A.4)
1- n atl (x,n) Q(G) d ' .

Third, let's analyze the value to a worker of being unempthyehich is given
by:

U=0b+BE{(1—p@)U +pO)W(x,d,n)}.
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An unemployed worker receives a current payofb@ind has a probability(6)
to find a job next period. Notice that the worker can only findlaat those firms
that are posting vacancies. That is, at those firms chaizetdoy a time-invariant
productivity y andn employees that receive an idiosyncratic productivitgbove
the reservation threshold’ (v, n). Note that those firms will be hiring optimally,
thus choosing a level of employment equafitd(y, a’). Therefore, if the worker
gets a job in a hiring firm he will receive the vallig(x, ', 7 (y, a’)), which,

given the Nash-sharing rule it is equallf6+ ﬁ (% + /ef>. Therefore, we can

express the value of being unemployed as follows:

U=b+pU + Bp(e)% (q”{;) n mf) . (A.5)

Fourth, the surplus of a worker of being employed is obtaimgdubtracting
equation (A.5) from (A.4):

7 Ky
Wi(x,a,n) —U =w(yx,a,n) —b— 0)—— +/<c)
() = U =) =0 = Ap0) " (s
a" (x,n)

L / J(x, d', n)dG(d'|a)

7 h Lo 4 dla .
2 Lo (Gl ) 0l a9

Finally, under the generalized Nash wage bargaining raeewagew(x, a, n)
is determined by the following surplus-splitting conditio

(1 - 77) (W(X7 a, n) - U) :nJ(Xv a?”)'

Thus, plugging in the surplus of the worker given by equafii®) and the sur-
plus for the firm given by equation (A.3), the wage is equal to

w(X7 a, n) =" (Xa¢n¢7l - wn(X7 a, n)n + Be’%v + Bp(e)’%f) + (1 - U)b

A.3.3 Computational Strategy

In order to solve the model numerically | discretize the timeariant firm-specific
productivity y with 30 grid points, equally spaced in terms of the probgbden-
sity function. The idiosyncratic productivity shoeks also discretized using 101
equally spaced gridpoints, whereas the employment levéisisetized using a
log-spaced grid with 377 points. Then, | proceed as folloWsst, | guess an
initial value for the labor market tightness. Second, gitlenlabor market tight-
ness | find the optimal employment policy with policy functiberation (Howard
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improvement algorithm). Third, | calculate the steadyesehployment distribu-
tion by means of Monte Carlo simulation. | choose a sampleci22500 firms
and 1100 periods and discard the first 500 periods to remaveftact of initial
conditions. Fourth, | update the value for the labor marigithess. Fifth, if the
new value for the labor market tightness is sufficiently elts the initial guess
| stop. Otherwise, | use the obtained labor market tightiassa new guess and
repeat the process until convergence.

A.4  Supplementary Results of the Model

Table A.7: Simulation results with convex vacancy postiogts

Panel A: Parameter values

Training cost £ ) 0.08 0.10 0.15 0.20
Panel B: Simulated statistics

Job creation/destruction rate 77 76 73 6.8
Job reallocation rate 154 15.2 145 136
Labor market tightness 0.72 057 0.34 0.22
Job finding rate 86.2 76.7 59.3 47.9
Unemployment rate 82 91 110 126

Total hiring costs (in % of output) 1.05 1.11 1.25 1.38
Training costs (in % of output) 0.50 0.62 0.87 1.08
Employment change distribution

Loss 5+ 57 54 47 41
Loss 1-4 18.1 17.2 15.2 137
Inaction rate 478 515 585 637
Gain 1-4 21.0 191 159 38
Gain 5+ 74 69 58 48
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Appendix B

THE FADING DYNAMISM OF
THE U.S. LABOR MARKET: THE
ROLE OF DEMOGRAPHICS

B.1 Supplemental Empirical Evidence

B.1.1 Unemployment Transition Rates by Demographic Group

Table B.1: Unemployment inflow rates, 1976-2011 (means, ingyg)

Education level
Age group| < High school High school Some college College degréggregate
16-24 18.85 8.57 6.95 4.32 10.15
25-34 7.47 3.81 2.86 1.49 3.23
35-44 4.77 2.39 1.88 0.98 2.11
>45 2.82 1.57 1.39 0.81 1.55
Aggregate 8.32 3.45 3.05 1.27 3.52
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(c) Outflow rates by age

(d) Outflow rates by education

Figure B.1: Unemployment transition rates by demographocgr
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B.1.2 Unemployment Gross Flow Rates by Demographic Group
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Figure B.2: Unemployment gross flow rates by demographicmgrou

Notes:We plot twelve-month moving averages of monthly data. Thea period is 1976:01 -
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sions.
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B.1.3 Importance of Demographic Shifts for the Aggregate Un-
employment Transition Rates

In this section, we examine the role of changing demogragthicture in explain-
ing the behavior of the aggregate unemployment transi@@srby performing
two decomposition exercises. We proceed analogously &stingt analysis for
unemployment flows performed in Section 2.2.1.

First, notice that the theoretical aggregate unemploynméiatv rate, s;, can
be computed as the employment-weighted average of infl@s fat each demo-
graphic group. In particular, let; be the aggregate number of separations and
E; the aggregate number of employed in pertodVith index: denoting group-
specific variables, we get:

. = Sy > icq Sit o D ico Bitsit _ wEs
t= = = = E it Sit
E; E; E;

1€Q
wherew? stands for the fraction of employed workers in graugt timet.

The first counterfactual exercise consists of computingytmiine inflow rate
in an analogous way as we did for the genuine unemploymewoinsflthat is by
keeping employment weights fixed over time (again we use theage of 1976
as our base period):

Z wﬁositl .

1€Q)
The second counterfactual exercise consistdemfomposing changes the

aggregate inflow rate between periggléin calculations we again use the average
of 1976 as our base period) andnto two terms:

Astl,to = 8t1 — Sto = Z Awf;l@ + ZwiEAsitl?
1€Q) 1€Q)
wheres; = 1 (sy, + si,) andw? = L (wf + wf ). The first term measures the
change in the demographic composition of the economy betweandt,. The
second term captures the change in the group-specific infltes betweety, and
t1.

Similar as before, the theoretical aggregate unemployrmetitow rate, f;,
can be computed as the unemployment-weighted average otitfiew rate for
each demographic groups. In particular, #gtbe the aggregate number of hires
andU, the aggregate number of unemployed in perio#Vith index: denoting

group-specific variables, we get:

p=th Sl Zuollls s pp,

U U i
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wherew! stands for the fraction of unemployed workers in groap timet.

The first counterfactual exercise that we perform consistsomputing the
genuine outflow rate in an analogous way as we did for the genuailow rate,
that is by keeping unemployment weights fixed over time (aga use the aver-
age of 1976 as our base perig!

U
Z wit() fitl .

1€Q

The second counterfactual exercise consists of decongasianges in the
aggregate unemployment outflow rate between peg@idi; into two terms:

Aftl,to = ftl - fto = ZAngﬁ + Z‘D?Afitp

1€Q 1€Q
wheref; = 3 (fi, + fir,) andw! = 3 (WY +wf)).

Figure B.3 summarizes the results. In particular, Figure Bejacts the evo-
lution of the actual aggregate unemployment inflow rate ttogrewith the two
counterfactual inflow rates, which keep the demographigcire constant over
time. As it can be inferred from this figure, the behavior oé tiggregate un-
employment inflow rate during the recent decades has beéiyhigluenced by
the changes in the demographic structure of the economye @eccontrol for
the demographics shifts, the downward trend in the inflow regarly vanishes.
Thus, both counterfactual exercises suggest that demaigsgplay a pivotal role
in explaining the downward trend in the aggregate unempémrimflow rate over
the last three decades, explaining between 75 to 90 pertd¢imé dotal decline.
In turn, Figure B.3b depicts the evolution of the actual aggte unemployment
outflow rate together with the two counterfactual outflovesatOverall, the effect
of demographics in shaping the behavior of the aggregateployment outflow
rate is limited, as anticipated given the small differenicesutflow rates across
demographic groups.
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Figure B.3: The effect of demographics on aggregate unempay transition
rates: Actuals. counterfactual

Notes: We plot twelve-month moving averages of monthly data. Thema period is 1976:01

- 2011:12. All data variables are constructed from CPS miat@. Shaded areas indicate NBER
recessions. We consider 16 demographic groups in orderrstreet the counterfactual exer-
cises. All counterfactuals are constructed to have the $eweéas the respective actual aggregate
unemployment transition rate in the first period.
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B.2 Supplemental Details on the Model

We can alternatively characterize the equilibrium of thedeldy first describing
the value functions associated with the firm, together w#toptimal decision to
create and destroy jobs, and then by describing the valwtifuns associated with
the unemployed and employed worker.

For people with education levele {H, L}, we have the following Bellman
equations for the firm, where subscripienotes the age of the job match:

JiY (2) = max {O, a(l = Lmy ) — wi¥ (2)

+ BB { (1= i) + 0I5 | B.1)

JHO(2) = max {O, a—wi©(x)+ B(1 —0)E, {Jfﬂ(m’)}} : (B.2)
JP (z) = max {o, a(1 = K)(1 — To7) — wiP(2) + B(1 — 6)E, {Jfﬁ(x’)}} .
(B.3)

Equation (B.1) presents the value of a job filled by a young wgnwhile equa-
tions (B.2) and (B.3) refer to the value of a job filled by an oldrkey. The
difference between the last two equations is that in eqndBa2) the old worker
maintains the full value of his general human capital. Hmveequation (B.3)
presents the value of a job filled by an old worker whose gérmenaan capital
has depreciated by. Note that the training cost’ is paid only in the first pe-
riod of the job match and, importantly, this training costan-sunk at the time of
wage bargaining. Notice as well that at any point in time tima Gian decide to fire
its employee and become inactive, in which case it receiypayaff equal to zero.
The firm will optimally decide to separate when the idioswaticr productivity is
at or below the reservation productivities", a*“ anda:”, implicitly defined as
the maximum values that make equations (B.1)-(B.3) equalrm ze

In order to determine the optimal job creation condition,assume that there
is free entry. Therefore, in equilibrium, the total expect®sts of posting a va-
cancy should be equalized to the total expected benefitdinffit in each seg-
mented labor market

C

q(0"(x))

where~! is the endogenous share of young among unemployed in theeseggn
labor market (i.e. v = u*Y /u?).

An unemployed worker with education levieteceives a current payoff éf
and meets with a vacancy with probabiljtgg’). The Bellman equations for the

=BE.{~' /1" («) + (1 =777 ()}, (B.4)
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unemployed with education levehare the following:

U™Y (x) =b + p(0'(2)) BE{ (1 — p) W} (2') + pW7P (a') }

+ [1—p(0'(2))] BEA{ (1 — p)UY (2') + pUP(2)},  (B.5)
U"P(x) =b+ p(0"(x))B(1 — 6)E AWy (2') }+

[1—p(6'(x))] B(1 = 6EA{U"P (2"} (B.6)

Bellman equations for the worker with education levate the following:

WY (@) = max { U (@), 0} (@) + BE, { (1 = Wi (') + WIS () |

(B.7)
Wi (@) = max {U"2(x), wj® (@) + 81 - DE, {Wi (") } | (B.8)
WP (@) =max {UP (@), wiP () + B(1 - O, {WiR ()} (B.9)

Note that an old worker who maintains the full value of hisviat human capital
knows that if he becomes unemployed his general human tajlithe depreci-
ated by a factor. upon re-employment. Thus, the outside option of this woiker
UP(z) as reflected in equation (B.8).

We assume that wages are determined through generalizddvidege bar-
gaining. This means that, at each period, the worker andrtheshare the surplus
of a job match in fixed proportions; and (1 — n) respectively. We define the
surplus of a job match with education levet {H, L} as follows:

SyY () =1 () + WP (2) — UMY (2),
S0 w) =% (x) + Wi (2) = U (),
SyP(x) =T () + WP (2) — UP ().

Thus, the equilibrium wages,” (x), w° () andw!"” (x) are determined by the
following surplus-splitting conditions:

(L =n) W (@) = U @)] =0 (@),

(1= n) W% (@) = U"2(2)| =0 (@),

(1L=n) [WiP(@) = U (@)| =0T (@),

This means that, at each period, both the firm and the workeeamn when to
endogenously terminate a job match. Plugging in the valoetions in the above
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equations we find that the equilibrium wages take the folhgform:

wy™ (x) =na(l = L) + (1= )b

(0 (@) BE, { (1= )1 () + pI ()} (B.10)
wi®(e) =na+ (1= mb+np(0'(2)B( - OB {F°6) . @AY
wpP(z) =na(l = K)(1 = Lar) + (1= )b

+ p(0'(2))B(1 = DB, { 7)) } (B.12)

Finally, the recursive equilibrium of the model can also baracterized as
the solution of equations (2.3)-(2.4), (2.10)-(2.14) aBdL.}-(B.12), for each seg-
mented labor market The solution of the model consists of equilibrium labor
market tightnesg’(z) and reservation productivitied” , a° anda’”.

Due to the Nash bargaining assumption, we can rewrite theehaodl express
the equilibrium in terms of the surpluses, as we did in thennext of the paper.

B.2.1 More on Labor Market Flows

At the steady state, all labor market flows are constant. ;,Tthesnflows equalize
the outflows for all labor market states. This is illustratecequations (B.13)-
(B.17) below, where the left-hand side summarizes the infemesthe right-hand
side the outflows, for all types of workers and for all laborrked states. Note
that all endogenous variables are constant at the steady sta

1. Employment young®Y:
p(0)[1 = G(@"))(1 = p)u’” = pn®" + s (1= pn™  (B.13)
2. Employment old©:
(1 — 5" pn™Y = on"? 4 579 (1 — §)n™© (B.14)
3. Employment old depreciated”:
p(69)[1 — G(di’D)](pui’Y + (1 = 6)u?) = 6n™P + s"P(1 — §)n*P

(B.15)
4. Unemployment young®Y :
si’Y(l — p)ni’y + (5(ni’o +nhP 4 ui’D)
= p(0)[1 = G@y")](1 = pu™ + put” (B.16)
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5. Unemployment old:*":

Si,O(pni,Y + (1 o 5)ni,0) + Si,D(l . 5>ni,D
+ 1= pe 0 - 6@ pu
= outP 4+ p(H)[1 — G(@@"")) (1 — 6)utP (B.17)

For completeness, Figure B.4 summarizes all the worker flowsai model graph-
ically.

B.2.2 Computational Strategy

In order to solve the model numerically we discretize thesgincratic produc-
tivity shocka by a discrete lognormal distribution with 700 equally sghged
points. The lognormal distribution is truncated at 0.01cpat and 99.99 percent
and then normalize probabilities so that they sum up to oneerGhat we ana-
lyze an economy on steady-state (we do not introduce agigregaertainty into
the model), all labor market flows are constant in equilitriul his greatly sim-
plifies the solution of the model. We proceed as follows: tFik® guess an initial
share of young workers among unemployed. Second, giveryti@ss we solve
the model by value function iteration until convergenceirdhwith the obtained
solution for labor market tightness and the reservatiompctvities, we use the
law of motion for employment and unemployment to obtain dyestate values
for all labor market flows. Fourth, if the share of young amangmployed is the
same as the initial guess we stop. Otherwise, we use theneldtahare as a new
guess and repeat the process until convergence.
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Figure B.4: Description of labor market flows in the model
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B.2.3 Additional Simulation Results

Table B.2: Labor market disaggregates: data versus model

U.S. data Simulation results
1991-2011 Low turnover economy

Panel A: Job finding rate

By age
Young 60.7 58.8
old 40.2 51.4
Ratio 15 1.1
By education level
Low 52.7 55.3
High 49.4 60.6
Ratio 1.1 0.9

Panel B: Separation rate

By age
Young 5.5 6.6
Old 1.7 0.9
Ratio 3.2 7.7
By education level
Low 4.6 4.1
High 1.9 2.1
Ratio 2.4 2.0

Notes:All data variables are constructed from CPS microdata and
are averages of monthly data expressed in percentages. Young
workers are workers with ages between 16 and 34, whereas old
workers are workers with 35 years of age and over. Low educated
workers refer to workers with less than high-school or with a high-
school degree. High educated workers refer to workers with some
years of college or with a college degree.
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Appendix C

HUMAN CAPITAL AND
UNEMPLOYMENT DYNAMICS:
WHY DO MORE EDUCATED
WORKERS ENJOY GREATER
EMPLOYMENT STABILITY?

C.1 Data Description

C.1.1 Current Population Survey

In order to construct unemployment rates, inflows, and aufflby education
group we use the Current Population Survey (CPS) basic modétéyfiles from
January 1976 until December 2010, accessed through Wwiywhber.org/cps/.
From these data we obtain the total number of employed, tta¢ nomber of
unemployed and the number of short-term (less than 5 weeleshployed for
each education group. The calculation of unemploymens rfatéows the usual
definition (unemployed/labor force).

In January 1992 the U.S. Census Bureau modified the CPS questiedue
cational attainment. In particular, before 1992 the qoesivas about the highest
grade attended and completed (years of education), whafesaghat the ques-
tion has been about the highest degree received. We braalttiyfsuggestions
by Jaeger (1997) on categorical recoding schemes for old@neducation ques-
tions. Our education groups consist of: i) less than higlosb{®-12 years uncom-
pleted according to the old question; at most 12th gradejpiorda according to
the new question); ii) high school graduates (12 years ceta@| high school
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graduates); iii) some college (13-16 years uncompletadgesmllege, associate’s
degrees); iv) college graduates (16 years completed and;rbachelor’'s, mas-
ter’s, professional school and doctoral degrees).

Moreover, due to the January 1994 CPS redesign there is antlisaity in
the short-term unemployment serfesMore precisely, from 1994 onwards the
CPS does not ask about unemployment duration a worker wheeimpioyed in
consecutive months, but instead his duration is calculagethe sum of unem-
ployment duration in the previous month plus the intervgmamber of weeks.
Nevertheless, workers in the incoming rotation groups &bst 5th) are always
asked about unemployment duration, even after 1994. Tlowsto calculate the
ratio of the short-term unemployed share for the 1st andd#tion groups rela-
tive to the short-term unemployed share in the full samplee €an then multiply
the short-term unemployment series after 1994 by this.r&tioce the ratio turns
out to be quite volatile over time, we follow the suggestigriisby et al. (2009)
and multiply the series by the average value of the ratioergeriod February
1994 - December 2010. We apply this correction for each daducgroup sep-
arately, although the ratios are very similar across grougere precisely, the
ratio equals to 1.14 (1.17 when limiting the sample to 16 yedrage and over)
for high school dropouts, 1.14 (1.16) for high school gradsal.14 (1.14) for
people with some college, 1.13 (1.15) for college gradyated 1.14 (1.16) for
aggregate numbers. Note that the aggregate number for thie wample is very
close to the one calculated by Elsby et al. (2009), who findvemnage ratio of
1.15 for the period February 1994 - January 2005.

Next, we seasonally adjust the series using the X-12-ARIMa&senal ad-
justment program (version 0.3), provided by the U.S. Censusd&u Then we
compute the monthly outflow and inflow rates. The outflow ree be ob-
tained from the equation describing the law of motion formpwyment:u; ., =
(1 — Fy)uy + uj,,, whereu, denotes unemployed; short-term unemployed and
F, the monthly outflow probability. The latter is hence givenfy= 1 — (w41 —
uy, 1)/, With the outflow hazard rate beinfy = —log(1 — F;). To calculate in-
flow rates, we use the continuous-time correction for timgregation bias from
Shimer (2012), which takes into account that some workers bdcome unem-
ployed, manage to find a new job before the next CPS surveyearriv

C.1.2 Employment Opportunity Pilot Project Survey

The 1982 Employment Opportunity Pilot Project (EOPP) wasraey of employ-
ers in the United States conducted between February andl9&2e The survey
had three parts. The first part collected information on gar@ring practices,

1See also Shimer (2012) and references therein.
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the second part asked the employer about the last hired warkethe last part
dealt with government programs. We focus only on the ceptigtl of the survey,
given that it provides specific information about the relaship between educa-
tion and the degree of on-the-job training. In particulanpéoyers were asked to
think about the last new employee the company hired prionutgust 1981 regard-
less of whether that person was still employed by the compatiye time of the
interview. A series of specific questions were asked ab@uirghning received by
the new employee during the first three months in the company.

The main advantage of the 1982 EOPP survey is that it incloo#ssmeasures
of formal and informal training. Nevertheless, some drasiisaf the 1982 EOPP
survey need to be mentioned as well. First, the sample of@mam interviewed
IS not representative. In particular, the sample was irgeatly designed to over-
represent low-paid jobs. Second, given that questions redaied to the last hire
in the company, the sample also most likely overrepreseat&ess with higher
turnover rates. Finally, although the survey has been widséd to study sev-
eral aspects of on-the-job training, it is becoming outdated thus perhaps less
relevant. To overcome some of these concerns, we use th&aatthe 1979 Na-
tional Longitudinal Survey of Youth as a supplementary datarce on (formal)
on-the-job training.

C.1.3 National Longitudinal Survey of Youth

The 1979 National Longitudinal Survey of Youth (NLSY) cantga nationally
representative sample of 12,686 young men and women who 1de®? years
old when they were first surveyed in 1979. These individuasawnterviewed
annually through 1994 and are currently interviewed on arba basis. The
measure of training incidence used in the text comes fronfalf@ving question
in the survey: “Since [date of the last interview], did yodead any training
program or any on-the-job training designed to improve jkiliss help people
find a job, or learn a new job?”. Notice that this question hasyaar reference
period in 1989-1994, while it has a 2-year reference penpd988 and from
1996 onwards. As mentioned in the text, the analysis of th8¥data supports
the main empirical findings from the 1982 EOPP data regarthiagexistence of
on-the-job training differences across education groups.

151



C.2 Supplementary Results

C.2.1 Unemployment Rates by Education

Table C.1 shows results from estimated regression equatidrese the probabil-
ity of being unemployed is being regressed on the standaaf sentrols. These
results show that education remains an important predafttine probability of

being unemployed, even when controlling for demographaratteristics, indus-
try, occupation, and including time dummies.

Table C.1: Unemployment and education

@) @) 3 4) ®) (6)

Less Than High School ~ 0.0986%*  0.0749%*  0.0764***  0.048%  0.0402**  0.0372***
(0.0005)  (0.0005)  (0.0005)  (0.0005)  (0.0005)  (0.0005)

High School 0.0430**  0.0327***  0.0334**  0.0233** 0.016*** 0.0152***
(0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003)
Some College 0.0253**  0.0137**  0.0140*** 0.0108***  0.00®** 0.0061***
(0.0002) (0.0002) (0.0002) (0.0002) (0.0003) (0.0003)
Individual controls yes yes yes yes yes
Time dummies yes yes yes yes
Industry controls yes yes
Occupation controls yes yes
Observations 6,701,078 6,701,078 6,701,078 6,670,335 70385 6,670,335
R-squared 0.015 0.0321 0.0385 0.0367 0.0355 0.0389

Notes: Dependent variable: probability of being unemployed. Thatied education
dummy corresponds to college graduates. The sample pexi®@03:01 - 2010:12. All
variables are obtained from CPS microdata. Individual st age, age squared, gender,
marital status, race. Time dummies: month and year. Ingasintrols: 52 2-digit indus-
tries. Occupation controls: 23 2-digit occupations. Rolstandard errors in parentheses.
Significance levels: *** p<0.01, ** p<0.05, * p<0.1.
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C.2.2 Unemployment Rates by Age

U.S. unemployment rates Shares of education groups
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Figure C.1: U.S. unemployment rates, educational attaihar@hage

Notes:The sample period is 1976:01-2010:12. All variables arsstranted from CPS microdata

C.2.3 Unemployment Duration Shares by Education Groups
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Figure C.2: Unemployment duration shares by education group

Notes:The sample period is 2003:01-2010:12. All variables arsstranted from CPS microdata.
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C.24

Unemployment Gross Flows

Employment-Inactivity transition rate

Employment-Unemployment transition rate
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Figure C.3: Gross flow rates (25+ years of age)

Notes:12-month moving averages.
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The role of Employment-Unemployment transition rate

The role of Employment-Inactivity transition rate
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Figure C.4: Counterfactual unemployment rates (25+ yeargef a

Notes: The top left panel shows the counterfactual unemploymeatgeries for each group by
taking its actual employment-unemployment transitioe isries, but keeping the rest of transi-
tion rates series at the values for the aggregate econongy.régt of the panels are constructed
analogously, but analyzing the role of different transitiates. 12-month moving averages.
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C.2.5 Unemployment Flows for Working-Age Population
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Figure C.5: Unemployment flow rates (16+ years of age)

Notes:12-month moving averages.
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Figure C.6: Counterfactual unemployment rates (16+ yeargef a

Notes:The left panel shows the counterfactual unemployment eatesfor each group by taking
its actual outflow rate series, but keeping the inflow ratéeseat the value for the aggregate
economy. The right panel shows the counterfactual unemmpoy rate series for each group by
taking its actual inflow rate series, but keeping the outflate series at the value for the aggregate
economy. 12-month moving averages.
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C.3 Proofs and Computational Strategy

C.3.1 Proof of Proposition 2
The Constrained-Efficient Allocation

In order to investigate the efficiency properties of the nhodes derive the
constrained-efficient allocation by solving the problemaobenevolent social
planner. Given the assumption on risk neutrality of agemteé model, we natu-
rally abstract from distributive inefficiency and instea@mine inefficiency aris-
ing exclusively due to search externalities. The sociahipa takes as given the
search frictions and the training requirements. We abidi@am aggregate produc-
tivity shocks and assume that idiosyncratic shocks aregldniawn in each period
from a continuous distributio&(a), which simplifies some of the derivations.

The benevolent social problem choogeg” anda® in order to maximize the
utility of the representative worker by solving the followgi Bellman equation for
each submarket:

[e.e]

V(NT(x),NS(x)) = max {(1 —Th)HA[ an’ (a)dG(a)

0,aT ,a’ al

+HA /:O an®(a)dG(a) + (1 — n)b, — 0(1 — n)cy
#87 ((TY (@ (V@) }
with

NT(z) :/x n"(a)dG(a), N%(x) :/x n(a)dG(a),

—00 —00

n :/&OO n’(a)dG(a) + /OO n®(a)dG(a),

T as

subject to the following laws of motion for employment:

[e.9]

(NT)(z) = [(1 ~5)1= ) [ " @dGla) 4167 (1 - n>} a(a),

(NS () = [(1 -5 [ ~

o0 o0

n(a)dG(a) + (1 — 5)é /

al

nT(a)dG(a)] G(z).

S

Note thatN” (z) and N*¥(x) denote employment distributions after idiosyncratic
productivity shocks take place and before the social pladeeides the optimal
destruction thresholds.
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The first order conditions are:

ov'()

=l vy

(1 - ) (1 - n)G(2),

0 =(1 — m) HA(=a"n" (")) — bu(—nT (@) + cxf(—n" @"))

8‘//( ) ~T 11— T/~T
e >ww0 = 8)(1 = gn)(—n" (@) = 10"~ (=n"(@")) ) G(x)
35ty 157 (L~ Dnl = @G o),

0 =HA(—a"n% (%)) — by(—n(@)) + cnb(—n®(@))

V() s S8
g y@»(—VH (—n(@))) G(a)

485001 ) (n¥ @),

O(N®)'(x)

The envelope conditions are:

8(?VV—T()():U)G(I) =(1—-m)HA /:0 adG(a) — by(1 — G(a")) + (1 — G(a"))
av/( ) 11—« ~T
gy (=901 = ) =96 ) (1= Ga")G()
Bty (1~ nll — GG,
av () o ] )
S (G =HA /  adG(a) = bi(1 - G(#*) + (1 - G@))
By (0 = Ga)GI@)
ov'() N
+ Ba(NS)'( )(1 —0)(1 - G(@°))G().
After some rearrangements, the following optimal job doeatondition can be
obtained:
79 ~ —ﬁ(l—oz)/ar{(l—Th)HAa—bh— 1? cnb (C.1)

(1—=0)(1—¢n)en N B(1—0)pn
(1 —a)yf— 1—38(1-0)(1-G(a))

/a:O {HACL —bn— 7 faChQ}dG(a)}dG(a),

_|_
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Similarly, the optimal job destruction conditions are givey:

(1 — (5)(1 — (bh)ch
1- ache * (1 —a)yf—« (C.2)

B(1—4)¢ > o
+ 1—pB(1=96)(1 —hG(dS)) /&S {HAa — b, — = achﬁ}dG(a)’

0=HAGS — by — — 0 (C.3)

1l—«

6(1 _5) o o
TR0 G e (A0 TG

0=(1—m)HAa" — b, —

Decentralized Allocation

Again, we abstract from aggregate productivity shocks asdime that idiosyn-
cratic shocks are being drawn in each period from a contisdsiributionG(a).
The main equilibrium conditions are:

ST(H, A, a) =(1 —7,)HAa — by, — ﬁn’y@la/ ST(H, A, a)dG(a)

al

81— 8 [ 8%(H A0)iG(W

a

+ 81— 8)(1 - én) /:O ST(H, A, a)dG(a),

a

S5(H, A,a) =HAa — by, — fny0'—° / ST(H, A, a)dG(a)

+B(1— ) /Oo SS(H, A, a)dG(a),

Cp, oo
R =5(1—n) /aT ST(H, A, a)dG(a).

Notice that we can write:




So, we have the following job creation condition:

Ch
ol

—8(1 - ) /OO {(1 — ) HAa— by, — < "0 (C.4)

(1=9)(1 = on)cy B(1—0)pn
T Ao TT-51-0)0-G@)

/0: {HAa —bn — 1 i nChQ}dG(a)}dG(a)-

The job destruction conditions can be derived as:

; (- 8)(1 - )
T G R

I 6(1—5)@1 /azo{HAa_bh_ 177 Chg}dG((l>,

0=(1—m)HAa" — b, —

(C.5)

1—p8(1-0)(1—-G(a) —
0 =HAG — by — ——c,6 (C.6)
l1—n
p1—9) > .
* 1—8(1-0)(1—-G(a%)) /as {HA@ — b — = nche}dG(a).

By comparing the constrained-efficient equilibrium corais (C.1)-(C.3)
with the decentralized equilibrium conditions (C.4)-(C.6jallows that the de-
centralized allocation replicates the constrained-efficallocation whem = «,
reflecting the standard Hosios condition.

Worker’s bargaining power and job destruction - analytical results
SubtractingST (H, A,a”) = 0 from ST(H, A,a) and S°(H, A,a°) = 0 from
S%(H, A, a) we get:

ST(H, A, a) =(1 —71,)HA(a — a"),

SS(H,A,a) =HA(a — a°).

Using the above in the job creation condition gives:

o0

_ B —m(1— Th)HA[ (a — aT)dG(a).

aT

Ch
vo—

Taking derivative of the above job creation with respecj feelds:

00 B —0 791—(1 B 0T
o= ol aa MU M- HAQL - G@E) 5
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Making an analogous substitutions and taking derivativéhefjob destruction
condition for trainees with respect toyields:

(1—7)HA (L= B —¢n)(1—0)(1 —G@")) % =
(T2 ey ) + B0 antAQ - 6@ G-

Making an analogous substitutions and taking derivativéhefjob destruction
condition for skilled workers with respect tpyields:

oa’ 0 o0
HA (L= A1 = 9)(1 = G@) G = 1 (fi - +ﬂ0ha—,7) -

Combining the above and rearranging gives:

oa’  cpl a-n\ 0O
an _(1—77)2( a )A’
8@5_ cpb a—n\ ¥
T ks
where:
o _ 1= B0— (1 - )1 - G(a))
- 1-pl-0)(1-G@%)
go =m) (1= B0 —¢n)(1 - d)(1 - G@h)))

1-B(1-6)(1-G(a%)) ’
A=(1- Th)HA{ (1-p01—én)(1-0)(1-G(a"))

Note thatA, © and ¥ are all positive. Hencéa%s and% reach their maximum
whenn = a.
As we move away from the Hosios efficiency condition, we have:

oa’ _ 0 1—6(1—¢p)(1—0)(1—-G(a")
on  On (1—1) (1 =61 —¢n)(l—0)(1—G(aT)))

Thus, whether search externalities impose greater inefitgés on job destruction
of jobs with trainees or jobs with skilled workers dependgparameter values.
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Worker’s bargaining power and job destruction - numerical r esults

Figure C.7 illustrates how different values of bargainingvpp affect both job
destruction margins under our baseline calibration. Nbé& in this numerical
exercise we allow for aggregate productivity shocks andesparsistence in id-
iosyncratic productivity shocks.
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05 . . . .
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bargaining power of workers

Figure C.7: The effects of workers’ bargaining power on reson productivities

Notes:Results from solving the model for different values of waskéargaining power, keeping
the rest of parameters constant at the aggregate level.

C.3.2 Computational Strategy

In order to solve the model numerically, we discretize tladesspace. In partic-
ular, the aggregate shockis approximated with a Markov chain of 11 equally
spaced gridpoints, whereas the idiosyncratic shdslkapproximated by a discrete
lognormal distribution with its support having 700 equalpaced gridpoints. We
truncate the lognormal distribution at 0.01 percent an8®percent and then nor-
malize probabilities so that they sum up to one. The soluigorithm consists
of value function iteration until convergence. The final ratsl solution con-
sists of equilibrium labor market tightne&gH, A) and reservation productivities
a’(H,A) anda®(H, A). This solution is then used to simulate the model.
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C.4 Sensitivity Analysis of the Quantitative Results

Here we provide the sensitivity analysis of our main quatitie results from Sec-
tion 3.5 of the paper where differences in unemployment dyos by education
are explained by differences in on-the-job training. Wefqren two types of ro-
bustness checks for our quantitative results. First, weoegphe role of parameter
for the flow value when being unemployed, both regardingvesall level and dif-
ferences across education groups. Second, we considerediffspecification for
the flow vacancy posting costs. Simulations results foradustness checks are
summarized in Table C.2.

C.4.1 Value of Being Unemployed
Value of being unemployed - overall level

Here we seb = 0.71 as in Hall and Milgrom (2008) and Pissarides (2009). Con-
sistent with our calibration procedure we adjust the matgkeificiency parameter
toy = 0.33 in order to target the average job finding rate and we adjesstdn-
dard deviation of idiosyncratic productivity shocksdp = 0.385 in order to hit
the average separation rate. The rest of the numericalisgduatlows the same
steps as in Section 3.5, including the same parameter vidues-the-job train-
ing by education. The simulation results are provided ingPBrof Table C.2 and
are to be compared with results in Table 3.7. Note that with0.71 our results
remain basically unchanged with respect to our baselinbreéibn. The unem-
ployment ratio between high school dropouts and collegéigrées was 3.4 under
our baseline calibration, whereas witk= 0.71 it is 3.2 (to be compared with 3.5
in the data). The only noticeable difference concerns thetnity results. In par-
ticular, now the aggregate volatilities of labor marketiables are lower by half

— the unemployment volatility puzzle becomes more evidenttais is also the
only reason that we chose a somewhat higharour baseline calibration. Never-
theless, also witlh = 0.71 the relative differences in volatilities across education
groups remain present; the unemployment volatility ragtween high school
dropouts and college graduates was 3.7 under our baselibeatian, whereas
now it is 3.2, the same as in the data.

2The detailed simulation results on volatilities are aMa@gafrom authors upon request.

163



Table C.2: Sensitivity analysis of the main quantitativautss- means (in

percent)
Parameters U f S

Panel A: U.S. data, 1976 - 2010
Less than high school 8.96 46.85 4.45
High school 545 45.02 248
Some college 444 46.34 2.05
College degree 256 4280 1.09
Panel B: Value of being unemployed — level

1/on Th b
Less than high school 235 0.163 0.71 7.26 4532 352
High school 278 0181 071 589 45.06 2.80
Some college 3.67 0227 071 298 4551 1.38
College degree 419 0.240 0.71 227 4575 1.06
Panel C: Constant value of being unemployed

Lén bn
Less than high school 235 0.163 0.82 39.98 17.29 10.98
High school 278 0.181 0.82 12.16 34.24 4.52
Some college 3.67 0227 082 191 5479 1.05
College degree 419 0.240 082 098 80.05 0.79
Panel D: Actual vacancy posting costs

Lon Ch
Less than high school 235 0.163 0.090 7.67 45.89 3.73
High school 2.78 0.181 0.104 5.93 4477 274
Some college 3.67 0.227 0.121 2.87 4412 1.27
College degree 419 0.240 0.128 2.47 46.60 1.15
Panel E: Constant vacancy posting costs

Lén ch
Less than high school 235 0.163 0.106 6.79 43.69 3.11
High school 278 0.181 0.106 5.67 44.82 2.63
Some college 3.67 0.227 0.106 3.12 46.19 1.45
College degree 419 0.240 0.106 2.76 49.12 1.35
Panel F: Vacancy posting costs — level

Lon Cch
Less than high school 235 0.163 0.212 7.79 45.67 3.78
High school 2.78 0.181 0.212 6.14 4537 2.89
Some college 3.67 0.227 0.212 299 4513 1.35
College degree 419 0.240 0.212 234 4532 1.06

Notes: Data moments are quarterly averages of monthly seasoadjllisted data con-
structed from CPS microdata. The sample period is 1976:@1O:22. Statistics for the

model are means across 100 simulations.
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Constant value of being unemployed across education groups

Below we present a robustness check when we deviate from tpeionality
assumption and we keép constant at 0.82 for all four education groups. As the
result of Proposition 1 does not apply anymore, we need tarpaterize differ-
ences in the market labor productivity across educationgga. We do so by
taking advantage of the 1982 EOPP data, which contain irdtam on hourly
wage. Hourly wage data allow us to impute productivity digiecesH, which
are reported in Table C.3. The parametrized productivitietBhces are broadly
in line with estimates obtained by the literature on retumschooling® After
simulating the model, we can express the flow value of beiremptoyed rela-
tive to the effective productivity. The obtained valuestuoe effective flow value
of being unemployed are 88.7 percent for high school drap@8.0 percent for
high school graduates, 77.2 percent for people with somegmland 61.2 per-
cent for college graduates. In short, the size of match gsrigl now increasing
with education.

Table C.3: Productivity &) by education

Hourly Wage Implied Productivity?d
Less than high schoaql 5.60 0.84
High school 6.21 0.93
Some college 7.07 1.06
College degree 8.96 1.35
All individuals 6.65 1

Notes: Productivity differencesH, are imputed from the hourly wage
data in the 1982 EOPP survey. We normalize the average piaithut
the economy to 1.

Panel C of Table C.2 presents the simulation results. Inquéati, we solve
and simulate the model for each education group, by usingtnesponding
training parametersyf, and ), the constant flow value of being unemployed
(b, = 0.82) and productivity parameterdd( for each education group, while
keeping the rest of parameters constant at the aggregate leévurns out that
when we deviate from the proportionality assumptigr= b H, the model yields
highly counterfactual predictions. In particular, the jbbding rate for col-
lege graduates is now more than four times higher than thdan@gh school

3In a search and matching model, the wage depends on proitiydtiving costs and the value
of being unemployed, with weights determined by the wogkbgrgaining power — c.f. the wage
equation (3.12). The imputation procedure adopted heiteuss likely to understate the true dif-
ferences in productivity to the extent that hiring costs #relvalue of being unemployed are not
proportional to productivity.
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dropouts, whereas in the data they are practically ident#aiditionally, the sim-
ulation results for college graduates suffer from extremenoployment volatility
puzzle, as their unemployment rate remains virtually cmsover the business
cycle? The simulation results with constant absolute flow valueefhd unem-
ployed also severely overpredict differences in unempkaytrand separation rates
across education groups.

C.4.2 Vacancy Posting Costs

Next, we examine the quantitative implications of the magbén considering
different assumptions regarding the vacancy costs. Inqodat, three robustness
exercises will be carried out. The first one considers theshdiata from the 1982
EOPP survey to infer the vacancy posting cost for each educgtoup. The
second exercise considers the same absolute value of yguasting costs for all
education groups. In the last exercise we double the vagaosiyng cost used in
our baseline calibration.

Actual vacancy posting costs from the 1982 EOPP survey

The 1982 EOPP data contain evidence on vacancy duratioreandtment costs.
Table C.4 summarizes these data across education gtélips.column denoted
“c” presents vacancy posting costs expressed in terms of bidgpeach corre-
sponding education group. As it can be seen, the vacancingasists across
education groups remain close to the aggregate level, vidnmimsistent with our
assumptiorr;, = c¢H. The calculated vacancy posting costs exhibit very little
variation across education groups due to two counteraefiiegts in the data. On
the one hand, recruitment costs in terms of hours spentdeedmuch higher for
more educated workers. On the other hand, the 1982 EOPPIgatshaw higher
vacancy duration for more educated workers. Note that therlabservation is
inconsistent with the empirical evidence of similar job fmglrates across educa-
tion groups, under the assumption of identical matchingiefficy across groups.
However, longer vacancy duration for more educated workeght not be due
to lower vacancy meeting probability, but might simply refl¢hat the recruit-
ment process itself is longer for this group of workers, ppshfor administrative
reasons. In this respect, van Ours and Ridder (1993) providerce that the va-
cancy duration consists of an application period, duringctvlapplicants arrive,

4The detailed simulation results on volatilities are ava@garom authors upon request.

5As before, we restrict the sample to individuals with 25 geafrage and older, for whom we
have information on education. Because of positive skesyrie vacancy duration and the hours
spent distributions are truncated at their 99th percentiddnich correspond to 6 months and 100
hours, respectively.
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and a selection period, during which a new employee is chfseemthe pool of
applicants. They conclude that the mean selection periogases with the re-
quired level of education, while required education hasffeceon the applicant
arrival rate. The applicant arrival rate is arguably the eivgl counterpart for the
vacancy meeting probability of a theoretical search mdéekally note that in the
calibration of search and matching models, vacancy duraionerely a normal-
ization, as its changes can be undone by adjusting the floanestgposting cost
and matching efficiend.

Table C.4: Vacancy posting cost by education level from tt82IBOPP survey

Vacancy Recruitment c Wage H cp =cH
duration (in days)  costs (in hours)
Less than high schoo 12.2 7.8 0.107 560 0.84 0.090
High school 14.2 9.4 0.111 6.21 0.93 0.104
Some college 20.2 13.9 0.114 7.07 1.06 0.121
College degree 33.8 19.3 0.095 896 1.35 0.128
All individuals 17.8 11.3 0.106  6.65 1 0.106

Since some differences in flow vacancy posting costs areptrexross ed-
ucation groups, we use the exact information on these cogtarameterize our
model as a robustnesses check. In order to do that, we exaltdlssv vacancy
posting costs in terms of aggregate output and again pagaaetifferences in
productivity across education groups. The column denotage” corresponds
to the 1982 EOPP hourly wage, from which we impute produstidifferences
H. The last column of Table C.4 gives us the parameter valuesdaruthe
simulations for each education group. We solve and simtitetenodel for each
education group, by using the corresponding training patara ¢, andr;,), ac-
tual vacancy posting cost,() and productivity parametersi() for each education
group, while keeping the rest of parameters constant agitpegate level.Panel
D of Table C.2 reports the simulation results and, as we caritsedo not differ
much from our simulation results in Section 3.5. Therefore,simulation results
are robust when considering the actual vacancy posting ash the 1982 EOPP
survey.

Constant vacancy posting costs across education groups

Panel E of Table C.2 reports simulation results when weset 0.106 for all
four education groups, hence deviating from the assumpti@noportionality in
vacancy posting costs. We solve and simulate the model ébreducation group,

6See Costain and Reiter (2008).
"We would obtain the same numerical results by usinthe flow vacancy posting cost ex-
pressed in terms of output for each corresponding educgtium, and settingl = 1.
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by using the corresponding training parameteysgnd;,), vacancy posting cost
(c, = 0.106) and productivity parameterdd() for each education group, while
keeping the rest of parameters constant at the aggregate Nwote that this ex-

ercise presents an extreme case, in the sense that the yaeting cost is the

same in absolute value across education groups, implyatgrtiherms of output it

is decreasing with education. The simulation results ramiually unchanged,

implying again that the parameterization«as not crucial for our conclusions.

Doubling vacancy posting costs

In the last robustness exercise with respect to the vacawstyng cost we double
the value used in our baseline calibration, increasifrom 0.106 to 0.212. Fol-
lowing the discussion of calibration strategy in the tegg(Section 3.4), changing
the vacancy posting cost affects the calibration of the matrefficiency in order
to maintain a mean monthly job finding rate of 45.3 percener&fore, under the
alternative calibration of = 0.212, the efficiency parameteris set t00.635. The
rest of parameters remain unchanged at the aggregatedeecTéble 3.5). Panel
F of Table C.2 reports simulation results for all four edumagjroups. Again, the
simulation results remain consistent with the ones undebaseline calibration.

Overall, the simulation results for different specificagsoof the flow vacancy
posting cost illustrate that our proportionality assumpti, = cH is not crucial
for our conclusions.

C.4.3 Working-Age Population

Here we investigate if observed differences in trainingalan explain unemploy-
ment patterns across education groups, when we considethitble working-age
population (persons with 16 years of age and older). Two me&sons, why
we focused our main analysis on persons with 25 years of agjelder, are the
following: first, by that age most individuals finish theirrfoal schooling, and
second, we avoid new labor market entrants who might extiffigrent unem-
ployment dynamics. However, such an approach also has @dchkwbecause
high school dropouts have on average higher overall labokeh@axperience as
we disregard their initial labor market period by constiartt

In order to proceed, we calibrate the training parametergjuke 1982 EOPP
survey, restricting the sample to individuals with 16 yesmd over. In particular,
under the baseline calibration we parameterize the avetagsdion of on-the-
job training to 3.00 monthsl8.0 x (12/52)), which yields the value fop equal
to 1/3.00. Our parameterization of training costs for the aggregatmemy is
7 = 0.203, which implies that trainees are on average 20.3 percenplesiuctive
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than skilled workers. This is consistent with an averaggairgap of 40.6 percent,
which is then proportionally diminishing over time.

Following the calibration strategy in Section 3.4, we ale®dhto adjust the
efficiency parameter in the matching function (from5 to 0.59) to target a mean
monthly job finding rate of 53.9 percent, consistent with @®S microevidence
for people with 16 years of age and over. Moreover, we alsad re@djust the
standard deviation of the distribution of idiosyncratioguctivity (from 0.249
to 0.237) in order that the simulated data generate mean monthlywnes to
unemployment of 3.55 percent, consistent with the CPS miateace for people
with 16 years of age and over. The rest of parameters remainamged at the
aggregate level (see Table 3.5).

As in Section 3.5, we first present baseline simulation tesaf the aggregate
economy and then the model is solved and simulated for easta&dn group.
The last exercise is done by changing the parameteendr, related to on-the-
job training for each group, while keeping the rest of paramssfixed.

Panel A of Table C.5 presents the actual data moments for titedJ8tates
during 1976-2010 for people with 16 years of age and oldeigchvban be com-
pared with the simulation results for the aggregate econmegented in Panel B
of the same Table C.5.

Table C.5: Labor market variables: data versus model

Y n U f S
Panel A: U.S. data, 1976 - 2010
Mean - 93.64 6.36 53.93 3.55
Absolute volatility - 1.17 117 840 0.20
Relative volatility 1.78 126 17.34 16.92 5.56
Panel B: Baseline simulation results
Mean - 93.52 6.48 5324 359
(0.79) (0.79) (3.20) (0.25)
Absolute volatility - 099 099 395 031
(0.27) (0.27) (0.63) (0.07)
Relative volatility 178 106 1461 7.56 852

(0.28) (0.31) (2.63) (1.40) (1.48)

Notes:All data variables in Panel A are seasonally-adjusted.quarterly real average
output per employed worker in the nonfarm business sectoviged by the BLS. The
rest of variables are constructed from CPS microdata favishgials with 16 years of age
and older, and are quarterly averages of monthly data.s8tatfor the model in Panel B
are means across 100 simulations, standard deviationssagiroulations are reported in
parentheses. All means of rates are expressed in percentage
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Table C.6 reports simulation results on unemployment leagigss education
groups. As we can see, the observed variation in trainingived across educa-
tion groups can explain most of the observed differencegpastion rates and
unemployment rates. In particular, the ratio of unemploytmrates of the least
educated group to the most educated group is 4.5 in the ddtéh.@mn the model
and the ratio of separation rates of the least educated dgootlye most educated
group is 6.6 in the data and 4.5 in the model. Thus, the obdatierences in
training can also explain unemployment patterns acrossatidun groups for the
whole working-age population.

Table C.6: Education, training and unemployment propertmesans (in percent)

Data Parameters Model
u I s 1/on T u I s
Less than high school | 12.58 59.75 8.3 2.16 0.172| 9.72 54.48 5.75
(0.82) (2.60) (0.25)

High school 6.72 50.13 3.46 2.83 0.196] 6.98 54.05 3.95
(0.73) (2.83) (0.23)
Some college 5.29 57.00 3.06 3.38 0.218| 4.83 53.48 2.63
(0.47) (2.30) (0.14)
College degree 280 4591 1.27 425 0.254| 243 5327 1.29

(0.28) (3.22) (0.07)

Notes: Data moments are quarterly averages of monthly seasoadilisted data constructed
from CPS microdata for individuals with 16 years of age aneroVhe sample period is 1976:01
- 2010:12. Statistics for the model are means across 100ations, standard deviations across
simulations are reported in parentheses.

Panel A of Table C.7 reports simulation results on absolukatlities across
education groups. As in Section 3.5, the model underpredia volatilities of
the job finding rate and unemployment rates. However, theatreah replicate re-
markably well the relative differences in volatilities ass education groups, even
when considering the whole working-age population. Inipalar, the volatil-
ity of the unemployment rate for high school dropouts is Bt higher than the
corresponding volatility for college graduates, wherbasstame ratio in the model
also stands at 3.4. Something similar holds for volatgiti¢ separation rates (the
ratio is 4.0 in the data and 4.3 in the model), where the moakelaiso account
reasonably well for volatility levels. The model delivels@similar volatilities
for the job finding rate across education groups, as in the. d2dnel B of Table
C.7 presents the simulation results for relative volagifiti Also here the results
are broadly consistent with the ones from Section 3.5.

Overall, the simulation results for the whole working-aggplation are con-
sistent with the ones for individuals with 25 years of age alaer.
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Table C.7: Working-age population - volatilities

Data Parameters Model
n u f s 1/¢n Th n u f s
Panel A: Absolute volatilities
Less than high school 1.97  1.97 8.61 0.482.16 0.172| 1.18 1.18 3.79 0.37
(0.27) (0.27) (0.69) (0.08)

High school 140 140 813 026 2.83 0196 099 099 385  0.32
(0.29) (0.29) (0.67) (0.08)
Some college 1.07 107 10.00 0240338 0218 079 079 394 025
(0.23) (0.23) (0.81) (0.06)
College degree 058 058 880 012425 0254 035 035 400  0.09

(0.12) (0.12) (0.73) (0.03)

Panel B: Relative volatilities
Less than high school 2.29 14.83 15.65 5.r32.16 0.172| 1.32 11.78 7.08 6.36
(0.31) (2.23) (1.35) (1.15)

High school 153 18.80 18.00 7.26 2.83 0.196| 1.08 1358 7.27  7.76
(0.32) (2.65) (1.43) (1.51)
Some college 114 19.08 1852 6.433.38 0218 083 1535 751  9.06
(0.25) (3.33) (1.65) (1.89)
College degree 0.60 1953 2048 941425 0254| 036 1333 7.68  6.46

(0.13) (3.14) (1.59) (1.73)

Notes: Absolute volatilities are defined as standard deviationthefdata expressed in devia-
tions from an HP trend with smoothing parameté?. Relative volatilities are defined analo-
gously, except that all variables are initially expressedatural logarithms. The sample period
is 1976:01 - 2010:12, with all data being seasonally adjus®atistics for the model are means
across 100 simulations, with standard deviations acrasslations reported in parentheses.
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