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Introduction

The theory of evolution by means of natural selection was discovered inde-
pendently by two scientists, Charles Darwin and Alfred Russell Wallace who,
in 1858 made it public in a joint paper presented to the Linnean Society of
London [16]. This paper was the precursor of Darwin’s book “The origin
of species” (1859), one of the most important and controversial books ever
written.
The theory of evolution is based on two fundamental principles:

- Mutation, that is, “mistakes” in the replication of the genetic material
carrying hereditary characteristics.

- Natural selection that states that, in a population, the characteristics
better adapted to the environment are the ones that persist as a con-
sequence of differential reproduction. In other words, individuals with
“better” characteristics are more likely to have more offspring, and
therefore, the frequency of this “better” characteristics increases in the
next generation.

An important weakness in this theory was the lack of explanation on how
characteristics were inherited. At the beggining of the twentieth century the
role of chromosomes was elucidated and the problem was solved in the first
half of the twentieth century by making a synthesis between the theory of
evolution (of Darwin and Wallace) and the genetic laws discovered by Mendel
(who was a contemporary of Darwin and Wallace, but whose work remained
unknown for many years). This project, whose founders were Fisher, Hal-
dane and Wright has been called “The Modern Synthesis” and it combines
Mendelian genetics, mathematics and evolutionary theory into a set of ideas
called population genetics.
In population genetics evolution is viewed as a change in the genetic compo-
sition of a population, therefore evolution can be considered in quantitative
terms, that is, mathematics.
On the other hand, mathematical ecology was iniciated by the works of Lotka
and Volterra ([34], [60]) and quantitative aspects of natural selection such as
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prey-predator interactions, competition and competitive exclusion were clar-
ified.
Ever since, many mathematical models have been applied to study evolu-
tionary dynamics (see [46]).
One of the most used mathematical approaches to quantitative evolutionary
theory is phenotypic evolution analysis, that is, to assume that reproduction
is clonal avoiding then the complications of sexual reproduction and of the
(complicated) genotype-phenotype map.
The first phenotypic evolution models are based in evolutionary game theory,
which, in Maynard-Smith’s words ([38]), is “a way of thinking about evolution
at the phenotype level when the fitnesses of particular phenotypes depend
on their frequencies in the population ” (the so-called frequency-dependent
selection).
In this framework, the starting point is the concept of an Evolutionarily Sta-
ble Strategy (ESS), introduced by Maynard Smith and Price in the context
of game theory (see [39]).
In a few words, a strategy x (i.e. a value of a phenotypic characteristic or
an “evolutionary trait”) is an ESS if a clonal population of individuals with
strategy x (called resident population) cannot be invaded by another small
clonal population of individuals with a different strategy y (called mutant
population), that is, a small mutant population goes to extinction in the en-
vironmental conditions determined by the (large) resident population.
In this respect, an ESS is (by definition) stable against the invasion of mu-
tants but it is not necessarily an evolutionary attractor. This means that an
ESS is not necessarily a limitting value of a sequence of strategies driven by
natural selection.
Therefore, a stability analysis from the evolutionary point of view should be
made.
A general theory of adaptive dynamics has been developed by Metz et al.
([40]), Géritz et al. ([23]) in which a generalization of the concept of ESS is
made. Adaptive dynamics consists essentially in the sequence of evolutionary
traits defined by sequential substitutions of resident populations by invading
ones.
The framework for adaptive dynamics usually makes the following assump-
tions:

1. Individuals reproduce asexually.

2. Reproduction is clonal, i.e. offspring are identical to the parent.

3. Only one-dimensional strategies are considered.
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4. There is a unique attractor (which is an equilibrium solution) for the
resident population dynamics.

5. The resident population has reached its attractor before a new mutant
appears.

6. Phenotypic mutations are small and random.

7. The mutant population is initially small.

8. A resident population successfully invaded by a mutant population
eventually becomes extinct, i.e., substituted by the mutant one.

Hypothesis 7 is needed in order that the mutant population does not
change the steady state condition of the resident population.

Let us note that hypotheses 4 and 5 say that we are assuming that the
resident population is in a steady state (a non trivial equilibrium point) or
in a more complicated attractor such as a limit cycle, or even worse! [51] and
then we introduce a small mutant population. Thus two different time scales
are considered, one of convergence to the attractor (ecological time scale) and
another of introduction of the mutant population (evolutionary time scale).
Let us note as well that, even though in Nature it is possible to have individ-
uals of many different strategies at the same time, only competition between
two strategies (mutant and invader) is usually considered at the same time,
and also that the mutation is not included intrinsically in the model, but
added once the system has reached the steady state (the attractor).

As an attempt to try to overcome some of these difficulties, some selection-
mutation models considering densities with respect to the evolutionary vari-
able were introduced (see [10], [11]). In these models, the mutation process
is represented by a diffusion term, so it becomes part of the deterministic
population dynamics.
However, it is not the first time that selection-mutation models are used to
describe evolutionary dynamics. In population genetics, selection-mutation
models have already been considered in order to include the possibility of a
continuum of possible alleles (see [5]).
In [10] three different reaction-diffusion equations models are considered. The
first one represents a one parameter family competing for a limited amount
of resources, the second one is a model for competing families feeding on
more than one resource and the third one is a prey predator model.
In [11] a version for the densities with respect to the evolutionary variable of
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the prey predator model of Lawlor and Maynard-Smith is studied (the finite
dimensional model of L-M consists of a system of three ordinary differen-
tial equations modeling a single consumer exploiting two different resources
where the evolutionary variables are the probability of capturing and consum-
ing each resource item per unit time, that may either represent the efficiency
of prey capture or the amount of time spent searching different habitats, see
[32]).
In all cases it was proved that when the mutation rate is small, the equilibria
of these systems for the densities with respect to the evolutionary variable
tend to concentrate at the ESS values of the respective evolutionary vari-
ables of the ecological models obtained when there is no mutation and all
individuals have the same value of the evolutionary variable.
More recently, in [1], [35], [36], [54] selection-mutation models for densities
of individuals with respect to an evolutionary variable were also considered
although they are studied in the sense of asymptotic behavior of solutions
and not in the sense of convergence of equilibrium solutions of the selection-
mutation models to the ESS values of the pure selection models obtained
when there is no mutation.
In [1] the authors study a logistic model for the density of individuals with
respect to a two dimensional evolutionary variable (the growth and mortality
parameters). This model only takes into account selection, mutation is not
considered. They prove that the solution of the model tends to concentrate
at the value that maximizes the fitness (in this case the growth to mortality
ratio) in the parameter space.
In [35] a model incorporating mutation, selection and recombination is inves-
tigated. They prove, under the hypothesis of small recombination, existence
of a unique globally asymptotically stable non trivial equilibrium. In this
paper, as in [10] and [11] mutation is modelled by means of a Laplacian op-
erator. A similar model of phenotype evolution is treated in [36], being the
difference that, in [36], mutation is modelled by means of an integral oper-
ator with a piece-wise constant kernel, and, moreover, that they make the
(strong) assumption that there is not natural selection. For this model it is
proved that each solution converges (in the weak star topology) to a Radon
measure.
Finally, in [54] the authors present a general selection-mutation model of
evolution on a one-dimensional continuous fitness space that includes two
ways of modeling mutation: with a diffusion operator and with an integral
operator with a mutation kernel. They present an application of this models
to recent experimental studies of “in vitro” viral evolution.
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The purpose of this thesis is, as in [10] and [11] to study the behaviour of
the equilibria of some models for the density of individuals with respect to an
evolutionary variable and its relation with the evolutionarily stable strategies
of the underlying ecological models but for equations different than the ones
studied there.
The main difference in the equations will be in the way of modeling the mu-
tation. In [10], [11], mutation was modeled by means of a Laplacian operator
that lead to partial differential equations, whereas in all models in this thesis
mutation will be represented by an integral operator with a mutation kernel
that will represent the probability of mutation and that will lead to integrod-
ifferential systems.
This is also an important feature in this thesis, that the models that we
study will not be single equations but systems of equations. This will make
things technically more complicated, especially when dealing with eigenvalue
problems and stability of steady states.

As a starting point, in Chapter 1 we consider the following system for a
population with two age groups (juvenile and adult)







u′(t) = b(x)v(t)−m1(u(t))u(t)− xu(t),

v′(t) = xu(t)−m2(v(t))v(t),
(1)

with population numbers u(t) and v(t) respectively and where the average
age at maturity T := 1

x
is the (phenotypic, genetically fixed) evolutionary

variable, b is the fertility rate (assumed increasing with respect to the age
at maturity T ) and mi are the respective mortality rates (also assumed in-
creasing). This model was suggested by Mylius and Diekmann in [42] (see
the appendices of that paper). The convenience of having a simple problem
for the ecological/dynamical problem lead us to suppress the age-structure
in the juvenile group. This transforms an age-structured population dynam-
ics system into a two dimensional ordinary differential system but forces to
make the hypothesis that the length of the juvenile period is an exponentially
distributed random variable with expected value T . This slightly changes the
meaning of the evolutionary variable with respect to that of [42].
Section 1.2 is devoted to the presentation of the model as well as of some
assumptions related to the monotonicity of the mortality rates with respect
to the population numbers and to the concavity of the fertility rate with
respect to the maturation age. This latter, less justified from the biological
point of view, is useful to simplify and unify the mathematical treatment.
In Section 1.3 we give a complete description of the asymptotic behaviour
of the solutions of the model depending on the values of the parameter and
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an interpretation of the results in terms of the expected number of offspring
of an individual in its lifespan, R0. Theorem 1.3.6 states that in“natural”
biological hypotheses, there is an interval of values of the maturation age
for which there is a non trivial equilibrium attracting all the solutions but
the zero one. Moreover, zero is a global attractor when the parameter does
not belong to this interval. The non trivial equilibrium is born from the zero
equilibrium at the extremes of the interval, suggesting that there is at least
an ESS value of the maturation age in the interior of it. This conjecture is
proved in Theorem 1.4.3, already in Section 1.4, and uniqueness of the ESS
is proved in Theorem 1.4.4.
In Section 1.5 a study of the ESS of the model from the evolutionary dynam-
ics point of view is undertaken. In particular Proposition 1.5.4 shows that
the ESS is convergence-stable in the sense of [23], i.e. a resident population
with a value of the evolutive variable close to the ESS can be invaded by
mutants whose value of the evolutive variable is closer to the ESS.
Finally in Proposition 1.5.5 we give a rather general result about evolutionary
dynamics. It states that when the environment is one-dimensional and the
fitness function is strictly monotonous with respect to it, the ESS is always
convergence stable.

In Chapter 2 we study the following integrodifferential equations model
for the distribution of individuals with respect to the age at maturity which
is obtained by considering densities of the individuals with respect to the age
at maturity in System (1)







ut(x, t) =
∫∞

0
b(y)βε(x, y)v(y, t)dy −m1

( ∫∞

0
u(y, t)dy

)

u− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t),
(2)

where u(x, t) and v(x, t) are the density of young and adult individuals (re-
spectively) at time t with respect to the trait x := 1

T
and βε(x, y) is a con-

tinuous kernel representing the density of probability that the trait of the
offspring of an individual with trait y is x and ε denotes the (maximum) size
of the mutation (we will assume suppβε(x, ·) ⊂ [x− ε, x+ ε]).
Section 2.2 is devoted to the formulation of the model and its assumptions.
In Section 2.3 we study, using the standard theory for semilinear equations,
the existence and uniqueness of global positive solutions of the initial value
problem for model (2), as well as continuous dependence with respect to ini-
tial conditions.
In Section 2.4 we prove, under some conditions on the variables constitut-
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ing the model, the existence of a stationary solution of (2). We do it by
proving the existence of a unique positive eigenfunction corresponding to the
(dominant) eigenvalue zero of a certain linear operator in the Banach lat-
tice L1(0,∞) and afterwards solving a fixed poing problem. The proofs for
the results on the eigenvalue problem are extensively based on the theory of
positive semigroups and the infinite dimensional version in Banach lattices
of the Perron Frobenius theorem (see [14], [24], [45], [55]) (since the positive
cone of L1(0,∞) has empty interior, the results by Krein and Rutman that
generalize to a class of positive operators the results by Perron and Frobenius
in the theory of matrices cannot be used).
The fixed point problem is solved using Bolzano’s theorem and the results
about perturbation of the spectrum of a closed operator of [31].
Finally, in Section 2.5 we show that, when the size of the mutation tends to
zero, the stationary solutions of System (2) tend to concentrate at a Dirac
mass at the ESS value of System (1). Moreover, we show that the total pop-
ulation at equilibrium of System (2) tends to the equilibrium of System (1)
for the value of ESS of the parameter.

In Chapter 3 we study a (rather) general class of selection mutation mod-
els given by the nonlinear equation

~ut = Aε(F (~u))~u = Bε(x, F (~u))~u+ εT~u (3)

in the space L1(I,Rn), where x represents an evolutionary variable, Bε is a
matrix valued multiplication operator, T is a bounded operator and F is a
function from L1(I,Rn) to a m-dimensional space. We assume that, when the
mutation rate (given by ε) tends to zero, this model becomes an ecological
(finite dimensional) model of the form

~vt = B0(x,G(x,~v))~v. (4)

In Section 3.3 we consider the linear operator obtained by fixing the nonlin-
ear part (F (~u) = E) in (3), Aε(E). Under some hypotheses, including the
existence of a dominant eigenvalue λε of Aε(E) with a corresponding (posi-
tive) eigenfunction, the existence of a dominant eigenvalue µ0(x) of B0(x,E),
the existence of a value x0 where µ0(x) attains its maximum and finally the
existence of an ESS value of (4) we prove convergence of the dominant eigen-
value of Aε(E), λε, to the maximum value (with respect to x) of the dominant
eigenvalue of B0(x,E), µ0(x0), as well as convergence of the family of eigen-
functions corresponding to the eigenvalue λε (in the weak star topology) to
a Dirac mass concentrated at x0.
From a biological point of view, the dominant eigenvalue λε can be inter-
pretated as the growth rate of the population with evolutionary variable x
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modeled by (3) when the environment is given by E.
In Section 3.4 we apply the results of Section 3.3 to the nonlinear problem
(3) to obtain convergence of the equilibria of System (3) (of which we assume
existence) to a Dirac mass at the ESS value of System (4). Moreover we ob-
tain that the integral of the equilibria of System (3) tend to the equilibria of
System (4) for the value of ESS of the parameter x.

In Chapter 4 we study two examples of models where the results of Chap-
ter 3 can be applied.
In Section 4.2 we consider the following maturation age model























ut(x, t) = (1− ε)b(x)v(x, t) + ε
∫∞

0
b(y)γ(x, y)v(y, t)dy

−m1

( ∫∞

0
u(y, t)dy

)

u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t).

(5)

This model is another version for the densities of individuals with respect to
the maturation age of System (1) and differs from (2) in the meaning of the
parameter ε, being in (5) the probability of mutation, whereas in (2) it was
the size of (maximum) mutation (the probability of mutation was one).
We prove, for ε small enough, existence of a family of equilibrium solutions of
(5) by formulating an eigenvalue problem (in this case in the Banach lattice
L1(0,∞)× L1(0,∞)) and afterwards solving a fixed point problem.
The results on the eigenvalue problem are based, as in Chapter 2, on the
theory of positive semigroups and the infinite dimensional version in Ba-
nach lattices of the Perron Frobenius theorem. However, the treatment of
the problem, even though it is based in the same theory, will be different
than in Chapter 2 because in Chapter 3 we formulate it in the Banach lattice
L1(0,∞)× L1(0,∞) (instead of in L1(0,∞)).
Since System (5) can be written as (3), an application of the results of Sec-
tions 3.3 and 3.4 gives that the family of equilibrium solutions of (5) tend to
concentrate, when the probability of mutation tends to zero, at the ESS value
of System (1). Moreover, the total population at equilibrium of System (5)
tends to the equilibrium of System (1) for the value of ESS of the parameter.
Sections 4.3 and 4.4 are devoted to the application of the convergence results
of Chapter 3 to a predator prey model. We start by introducing the following
finite dimensional predator prey model
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





















f ′(t) =
(

a− µf(t)−
β(x)u(t)

1 + β(x)hf(t)

)

f(t),

u′(t) =
(

α
β(x)f(t)

1 + β(x)hf(t)
− d(x)

)

u(t),

(6)

for the number of prey f(t) and the number of predators u(t), where the
parameter x denotes the index of activity of the predator population and it
is the evolutionary variable, β(x) is the searching efficiency, d(x) the mortal-
ity rate of the predator population (both assumed increasing), a and µ the
intrinsic growth rate and the competition coefficient of the prey population
respectively and α the energy conversion factor that prey consumption gives
to the predator.
In this model the functional response, that is, the rate of prey consumption
per predator and how it is influenced by prey density, is modeled by a Holling
type II functional response, that is, the attack rate of predators increases at
a decreasing rate with prey because of fixed prey handling and consumption
times.
Under reasonable hypotheses we show the existence of values of the parame-
ter x for which System (6) has an asymptotically stable interior equilibrium
and also the existence of a unique value of ESS that moreover, since the en-
vironment is one dimensional, is convergence stable.
Finally, in Section 4.4 we consider the infinite dimensional predator prey
model







































f ′(t) =
(

a− µf(t)−
∫∞

0

β(x)u(x, t)

1 + β(x)hf(t)
dx
)

f(t),

∂u(x, t)

∂t
= (1− ε)

αβ(x)f(t)u(x, t)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y, t)

1 + β(y)hf(t)
dy

−d(x)u(x, t),
(7)

in the Banach lattice R× L1(0,∞) (only the predator evolves).
Since the operator given by the second equation in (7) can be written as (3),
we obtain, for ε small enough (and once we prove that all the hypotheses of
Chapter 3 hold), existence of a family of equilibria of System (7) that tend
to concentrate at the ESS value of System (6).
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Chapter 5 is devoted to the study of the spectrum of the linearized oper-
ator at a positive equilibrium ~zε of a nonlinear equation of the form

~zt = Aε(F (~z))~z (8)

in order to study linear stability of the equilibrium solution ~zε.
The models studied in Chapter 2 and 4 are all of the form (8).
In the same way as in Chapter 3 (although the equation (8) is more general
than the one studied there) we assume that, when the mutation rate (given
by ε) tends to zero, (8) becomes a finite dimensional ecological model of the
form (4) for which existence of an ESS value x̂ of the parameter x is assumed.
Convergence results will be used in order to establish a relation between the
spectrum of the linearized operator of (8) at ~zε and the spectrum of the
linearized operator of (4) at the equilibrium ~vx̂ (for the value of ESS of the
parameter).
Finally, in the appendix we do some computations in order to apply the
results of Chapter 5 to the maturation age and the predator prey model of
Chapter 4.
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A Doetoe y Hobboh, mi alegŕıa diaria.
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In the literature of evolutionary dynamics, the classical method used to locate
an ESS is to maximize a fitness measure (for example in the paper by Lawlor
and Maynard Smith, [32], the growth rate for the evolving population with
respect to the evolutionary variable is maximized).
However, as the choice of this fitness measure depends on the way density
dependence acts on the population (see for example, [43], [47]), the way to
proceed is to start by studying a general invasion problem instead of by
choosing a fitness measure .
We will do it by undertaking a mathematical formulation of the ESS concept
rather general but appropriate to the models that we are going to study.
Let us assume that we have a system that describes the ecological dynamics
of a resident population

~ut = A(~u, x)~u (9)

where ~u denotes the resident population (~u(t) belongs to a Banach space X),
x is a one dimensional parameter denoting the strategy of the population
and A(~u, x) is a linear operator in X (generating a positive semigroup).
We assume that this system has a unique attractor which is a hyperbolic non
trivial equilibrium point. Let us denote it by ~ur. A small mutant population,
~ui, with strategy y is introduced and this leads to the following system for
the couple of populations







~ut = A(~u, ~ui, x)~u,

~uit = A(~u, ~ui, y)~ui.
(10)

where A(~u, ~ui, x) is a linear operator in X.
Moreover, for all ~u and x, A(~u, 0, x) = A(~u, x) holds.

Definition 0.0.1 We say that the value x of the evolutionary variable is a
global ESS if the equilibrium point (~ur, 0) is asymptotically stable for System
(10) for any y 6= x where ~ur is the unique attractor for System (9). When
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only small differences between the strategies of the resident and the mutant
are allowed we call x a local ESS.

Fitness was defined by Metz et al. ([41]) as the long-term exponential
growth rate of a phenotype in a given environment.

Definition 0.0.2 In the mathematical formulation we use, we define fitness
of the mutant y invading a resident x by

Λ
(

~ur, y
)

= dominant eigenvalue
of the operator A

(

~ur, y
)

Definition 0.0.3 [19], [45]

- A real eigenvalue λ0 of a matrix A is called dominant if Reλ< λ0 for
all λ 6= λ0 where λ is an eigenvalue of A.

- If A is a linear operator defined in an infinite dimensional vector space,
a real eigenvalue λ0 is called dominant provided that Reλ< λ0 for
every λ ∈ σ(A) and it is called strictly dominant if for some δ > 0
one has Reλ≤ λ0−δ for every λ belonging to the spectrum of A, λ 6= λ0.

- If A is a linear operator in a Banach space we define the spectral
bound s(A) as

s(A) := sup{Reλ : λ ∈ σ(A)}.

In the infinite dimensional context, the existence of a dominant eigen-
value of the generator of a positive semigroup is not guaranteed in general
(this needs some additional hypotheses related to the irreducibility of the
semigroup (see [45]).

On the other hand, if X = Rn there are results that guarantee the exis-
tence of a dominant eigenvalue of a matrix A = (αij)n×n.
If A > 0 (i.e. αij > 0 for all i, j ) it was discovered by Perron [49] that the
spectral radius, r(A), (where r(A) := max{|λ| s.t. λ ∈ σ(A)}) is a simple
eigenvalue of A with a strictly positive eigenvector.
If A ≥ 0 (i.e. αij ≥ 0 for all i, j ) it can only be concluded that r(A) is an
eigenvalue of A with positive eigenvector (i.e. some of the components may
be zero)(for a proof, see for example [29]).
Later on, Frobenius proved in [21], [22] that for a matrix A ≥ 0 that is
irreducible, r(A) is a simple eigenvalue with strictly positive eigenvector.
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Definition 0.0.4 An n × n matrix P is called a permutation matrix if,
for some permutation π of {1, 2, ..., n}, we have Pei = eπ(i) where ei = (δij).

In other words, a matrix P is called a permutation matrix if exactly one
entry in each row and column is equal to 1, and all other entries are 0.

Definition 0.0.5 [64] A square matrix A ∈ Mn(R) is called reducible if
there exists a subspace

JM := {(ξ1, ..., ξn) : ξi = 0 for i ∈M} ⊂ Rn

for some ∅ 6=M ( {1, ..., n} which is invariant under A. If A is not reducible
it is called irreducible.

Remark 0.0.6 The vector subspaces of the form JM , where M is any subset
of {1, ..., n} are the (order) ideals of Rn (see [55]).

This definition leads to the following characterization for irreducible ma-
trices.

Lemma 0.0.7 [29], [64]

A square matrix A is irreducible if there exists no permutation matrix
such that

P−1AP =





A1 0

B A2





where Ai is a square matrix of order mi (1 ≤ mi < n), or equivalently, if
there exists no order ideal invariant under A except {0} and Rn.

Since we will not only deal with positive matrices, we are going to give
some results that ensure the existence of a dominant eigenvalue of a matrix
A (not necessarily positive).

The following result characterizes the generator of a positive semigroup
in Rn.

Theorem 0.0.8 [64]

A matrix A = (αij)n×n ∈ Mn(C) generates a positive semigroup (i.e.,
etA ≥ 0) if and only if it is real and αij ≥ 0 whenever i 6= j.
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Proof: Let us suppose that (αij) ≥ 0 when i 6= j. Then there exists λ ∈ R
such that B := A + λI ≥ 0 (i.e. all coefficients of B are non negative).
Therefore

etA = e−λtetB ≥ 0 ∀t ≥ 0.

Let us now assume that A generates a positive semigroup.
Let us denote by {ei}i=1..n the canonical basis of Rn. We have, for i 6= j

aij = 〈Aej, ei〉

= 〈limt→0
1

t
(etAej − ej), ei〉

= limt→0
1

t

(

〈etAej, ei〉 − 〈ej, ei〉
)

= limt→0
1

t
〈etAej, ei〉 ≥ 0

2

The next theorem states the existence of a dominant eigenvalue of the
generator of a positive semigroup in Rn.

Theorem 0.0.9 [64] If a matrix A generates a positive semigroup (etA)t≥0,
then s(A) is a strictly dominant eigenvalue.

Proof: Applying Perron’s theorem (that says that the spectral radius r(T )
of a matrix T such that T ≥ 0 is an eigenvalue of T with positive eigenvector,
see [49] ) to the matrix A + λI (defined in the proof of Theorem 0.0.8) we
obtain that r(A + λI) = s(A + λI) is an eigenvalue of the matrix A + λI.
The definition of spectral bound implies that s(A+λI) is a strictly dominant
eigenvalue of A+ λI and therefore s(A) is a strictly dominant eigenvalue of
A. 2

Theorem 0.0.10 In the hypotheses of Theorem 0.0.9, if moreover the ma-
trix A is irreducible, then s(A) is a simple eigenvalue and the eigenvector
corresponding to s(A) is strictly positive.

Proof: It is immediate applying Frobenius theorem to the matrix A+ λI
defined in the proof of Theorem 0.0.8. 2

24



Preliminaries

Remark 0.0.11 In order to see why the irreducibility is important, let us
briefly prove the strict positivity of the eigenvector corresponding to s(A)
given by Theorem 0.0.10.
Applying Perron’s theorem to the matrix A+λI defined in the proof of Theo-
rem 0.0.8, we obtain that s(A+λI) is an eigenvalue of A with corresponding
positive eigenvector. Let us denote it by ~v. That is, we have

(A+ λI)~v = s(A+ λI)~v = (s(A) + λI)~v.

So, ~v is an eigenvector of A corresponding to the eigenvalue s(A). By defini-
tion, ~v is invariant under A.
The irreducibility of A implies that ~v is not only positive but strictly positive
(because the only order ideals invariant under A are {0} and Rn).

Let us go back to the mathematical formulation of the ESS.

As the hyperbolic non trivial equilibrium point of (9), ~ur, is completely
determined by x, we can write λ(x, y) := Λ(~ur(x), y) and think of the fitness
as a function λ : R2

+ 7→ R. Note that λ(x, x) = 0 for any x (because it is the
dominant eigenvalue of the operator A(~ur, x)).

The following result means that all the mutants trying to invade a resident
population with evolutionarily stable strategy x̂ have negative fitness (and
so do not succeed).

Theorem 0.0.12 A value of the evolutive variable x̂ is a global (local) ESS
if the condition

λ(x̂, y) < λ(x̂, x̂) ∀y 6= x̂ (for all y sufficiently close to x̂) (11)

holds.
A value of the evolutive variable x̂ is not a global (local) ESS if the opposite
strict inequality holds for some y (arbitrarily close to x̂).

Proof: The linear part of System (10) at the equilibrium (~ur, 0) is




v

ui





t

=





A(~ur, 0, x) + A~u(~ur, 0, x)~ur A ~ui
(~ur, 0, x)~ur

0 A(~ur, 0, y)









v

ui





The set of eigenvalues of this matrix is the union of those of the operator
A(~ur, x)+A~u(~ur, x)~ur, all of them having negative real part because this op-
erator is the linear part of the equation (9) at the (hyperbolic) asymptotically
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stable equilibrium ~ur, and those of A(~ur, y). The statement follows from the
definition of λ(x, y). 2

The principal significance of the theorem is that it states that a (local)
global ESS is a (local) maximum in the direction of the second variable of
the fitness function λ(x, y). So we have proved the following theorem

Theorem 0.0.13 A value x̂ of the evolutive variable is a local ESS if (x̂, x̂)
is a critical point of the fitness of the mutant population, which is a strict
maximum in the direction of the second variable.

Adaptive dynamics models the interaction between the resident and the
mutant. It is described as a substitution sequence of strategies: If the mu-
tant growth rate is positive, then the mutant population can spread and a
displacement of the evolutive variable value can occur. If the mutant growth
rate is negative then the mutant population dies out.
The analysis of the adaptive dynamics, when the space of strategies is one-
dimensional, can be made by plotting the sign of the fitness, λ(x, y), and
that of its second derivatives. The sign plots of the fitness function are called
Pairwise invasibility plots (see figures at the end of this chapter). They
were first used by Van Tienderen and De Jong in [59].
On the main diagonal y = x, λ(x, y) vanishes by definition because it is the
fitness of the resident population at demographic equilibrium, i.e. a 0 eigen-
value of the matrix A.
The coordinate of a point of intersection of the diagonal with another curve
on which λ(x, y) is zero is called a singular strategy.
So, from the mathematical point of view, a singular strategy is a critical
point (i.e., a zero of the gradient vector) of the function λ(x, y) lying on the
straight line y = x (which is a zero level curve). More precisely, it is a saddle
point of λ(x, y) which is assumed to be non-degenerate.
Notice that a singular strategy x̂ is a global ESS if and only if λ(x̂, y) < 0
for y 6= x̂ and that it is a local ESS if λyy(x̂, x̂) < 0.
On the other hand, a singular strategy x∗ is called convergence-stable (see
[13], [23]) if a resident population with strategy x close to x∗ can be invaded
by mutants whose strategy y is still closer to x∗. That means that x∗ is an
attractor for the evolutionary dynamics.
In terms of the fitness function λ(x, y), this can be formulated by saying that
there is an ε > 0 such that |y − x| < |x∗ − x| < ε implies λ(x, y) > 0 i.e.,
λ(x, y) is positive above the diagonal y = x and to the left (and close to) x∗
and below the diagonal and to the right (and close to) x∗ (see figures at the
end of this Chapter). Equivalently, (x∗ − x)λy(x, x) > 0 if 0 < |x∗ − x| < ε,
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i.e., λy(x, x) is decreasing in a neighborhood of x∗. A sufficient condition for
this is D(1,1)D(0,1)λ(x∗, x∗) = λyx(x∗, x∗) + λyy(x∗, x∗) < 0.
Combining this inequality with

D(1,1)D(1,1)λ(x∗, x∗) = λxx(x∗, x∗) + 2λxy(x∗, x∗) + λyy(x∗, x∗) = 0

(as λ(x, x) = 0 for all x), one obtains a sufficient condition in order that a
singular strategy x∗ is convergence-stable, namely λxx(x∗, x∗) > λyy(x∗, x∗)
(see [23].)
A singular strategy that is both an ESS and convergence stable is called a
continuously stable strategy or CSS (see [20], [23]).
Continuously stable strategies represent the final outcome of the evolutionary
process.

Continuously stable strategy ESS that is not convergence stable
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Chapter 1

A finite-dimensional model for
the adaptive dynamics of the
maturation age

1.1 Introduction

In this chapter we study a time continuous model with two groups of age.
Juveniles (non fertile individuals) are assumed to be born with a birth rate
depending on their mean maturation age T . The same parameter T plays
the role of transition rate from the juvenile stage to the adult one. The death
rates of both juveniles and adults are density depending only on the respec-
tive population numbers. This corresponds to assuming that the two groups
of age feed on different resources. We assume that the birth rate is an in-
creasing function of the maturation age, so establishing a balance between
the need to grow and consequently to remain as a juvenile a long period in
order to increase the fertility when becoming an adult, and the increased risk
of dying before maturity when this is delayed.
Our interest is the study of the maturation age from the evolutionary point
of view. The same idea has been succesfully used to illustrate several pro-
perties of the so-called evolutionarily stable strategies, as for instance in [18]
(inspired in the paper by Kaitala and Getz [30]) in a discrete time and dis-
crete evolutionary variable model and in [17] and [28] in an age-dependent
model (see also [7]).
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1.2 The model

We consider a biological population distributed into two groups of age: juve-
niles and adults.
Let u(t) denote the number of individuals of the young population at time t
and v(t) the number of individuals of the adult population at time t.
The type of an individual is given by the expected value of the length of its
juvenile period T .
After becoming an adult every individual produces offspring at a constant
rate which depends on T . We denote it by b(T ).
The mortality rates are density-dependent in such a way that there is not
competition for the resources between juveniles and adults.
Let us build up the model making the following assumptions :

(a) The maturation age is exponentially distributed with mean T so that
the transition rate from juveniles to adults is 1

T
u(t).

Let us note that the exponential distribution is the only possible prob-
ability distribution of the maturation age that gives a transition rate
term independent of the age distribution of individuals and so it is the
only one allowing an unstructured (with respect to age) model.

(b) The mortality rate of the young population,m1(u), is a smooth, strictly
increasing and bounded function such that m1(0) > 0.

(c) The mortality rate of the adult population, m2(v), is a smooth, increa-
sing and bounded function such that m2(0) > 0.

(d) The fertility, b(T ), is a smooth, strictly increasing and bounded function
with strictly negative second derivative. It satisfies b(0) = 0 and there
exists T0 such that b(T0) > m2(0).

Then the following system of ordinary differential equations constitutes the
model



















u′(t) = b(T )v(t)−m1(u(t))u(t)−
1

T
u(t),

v′(t) =
1

T
u(t)−m2(v(t))v(t),

(1.1)

where ′ indicates time derivatives and u(t) ≥ 0 and v(t) ≥ 0 (because it does
not make sense to consider negative population numbers).

Remark 1.2.1 The hypotheses on the fertility and mortality functions are
“natural” biological hypotheses that will guarantee existence of a unique non
trivial equilibrium point and of a unique evolutionarily stable strategy value
of the age at maturity of System 1.1.
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1.3 Ecological Dynamics

A complete description of the asymptotic behaviour of the (positive) solu-
tions of System (1.1) depending on the value of the parameter T is possible
by means of the theorem that we will formulate at the end of this section
based on the following technical results.

Lemma 1.3.1 Let f1 and f2 be positive, continuous and increasing functions
defined on [0,∞). Suppose that one of them is strictly increasing. Then there
exists a unique non trivial solution of the system







v = f1(u)u,

u = f2(v)v.

if and only if the following conditions hold

f1(0)f2(0) < 1,

lim
u→∞

f1(u) lim
u→∞

f2(u) > 1.

Proof: A couple (u, v) is a nontrivial solution of the system if and only if

F (u) := f2
(

f1(u)u
)

f1(u) = 1 and v = f1(u)u.

F is a continuous and strictly increasing function and

F (0) = f2(0)f1(0) < 1

and
lim
u→∞

F (u) = lim
u→∞

f2(u) lim
u→∞

f1(u) > 1

are necessary and sufficient conditions for the existence of a (unique) u > 0
satisfying F (u) = 1. 2

Lemma 1.3.2 System (1.1) has a unique non trivial equilibrium point if and
only if the parameter T satisfies

m1(0) <
1

T

( b(T )

m2(0)
− 1

)

=: f(T ), (1.2)

M1 >
1

T

(b(T )

M2

− 1
)

=: g(T ), (1.3)

where
M1 := lim

u→∞
m1(u), M2 := lim

u→∞
m2(u).
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Proof: The equilibria are the solutions of the system

v =
1

b(T )

(

m1(u) +
1

T

)

u := f1(u)u,

u = Tm2(v)v := f2(v)v.

The statement readily follows from Lemma 1.3.1.
2

Lemma 1.3.3 Let h : [0,∞) −→ R be a C2 function satisfying :
h′(T ) > 0 , h′′(T ) < 0 , h(0) < 0 , h(T ) bounded and h(T∗) > 0 for some T∗.

Then
h(T )

T
has a unique critical point which is a maximum.

Proof: Existence follows easily applying the Weierstrass theorem and using

that
h(T )

T
> 0 for all T > T∗ and limT→∞

h(T )

T
= 0.

On the other hand, as the derivative of the function
h(T )

T
is positive when

h(T ) ≤ 0, a critical point is only possible when h(T ) > 0. Furthermore, a

critical point is a zero of the function
h(T )

h′(T )
− T which is strictly increasing

when h(T ) > 0. This gives uniqueness. 2

Corollary 1.3.4 The function f(T ) defined in Lemma 1.3.2 has a unique
critical point which is a maximum.

Proof: We can write f(T ) = h(T )
T

where h(T ) :=
b(T )

m2(0)
− 1. It is straight-

forward to see that f(T ) satisfies the hypotheses of Lemma 1.3.3. 2

Corollary 1.3.5 Let us assume that there exists T∗ such that b(T∗) > M2.
Then the function g(T ) defined in Lemma 1.3.2 has a unique critical point
which is a maximum. Otherwise, g(T ) satisfies

sup
T∈(0,∞)

g(T ) = 0.

Proof: Applying Lemma 1.3.3. 2
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Theorem 1.3.6 Let f(T ) :=
1

T

( b(T )

m2(0)
− 1

)

and g(T ) :=
1

T

(b(T )

M2

− 1
)

,

where M1 := limu→∞m1(u), M2 := limu→∞m2(u).
If the conditions

m1(0) < max
T∈(0,∞)

f(T ) (1.4)

M1 > sup
T∈(0,∞)

g(T ) (1.5)

hold, then there exists an interval (T1, T2) such that if the parameter T belongs
to (T1, T2), System (1.1) has a unique non trivial equilibrium point which is
a global attractor (except for the zero solution) and otherwise ~0 is a global
attractor of (1.1). Moreover the non trivial equilibrium describes a curve in
the open first quadrant parametrized by T ∈ (T1, T2) and tending to the origin
of coordinates when T tends to the extreme points of the interval.

Proof: When the hypotheses are satisfied, by Corollaries 1.3.4 and 1.3.5, there
exist T1 < T2 such that f(T1) = f(T2) = m1(0) and so, for any T ∈ (T1, T2)
the hypotheses of Lemma 1.3.2 hold. This gives existence and uniqueness of
the non trivial equilibrium point.
On the other hand, if T /∈ (T1, T2) from Lemma 1.3.2 it follows that there is
not non trivial equilibrium.
In both cases, any rectangle with two of their sides lying on the coordinate
axes and with a vertex in the region of the first quadrant where the two
components of the vectorial field are negative is positively invariant. These
rectangles do not contain periodic orbits due to the direction of the vectorial
field on the isocline lines (see figures below). The statement about asymptotic
behaviour follows from the Bendixson-Poincaré theorem.

u

v

u

v

T ∈ (T1, T2) T /∈ (T1, T2)
2

The main statement of the theorem is that, under suitable hypotheses,
a non trivial equilibrium attracts any positive solution whenever the age at
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maturity belongs to some interval and that the population die out otherwise.
This is a convenient scenario in order to deal with the evolutionary aspects
of the age at maturity.
Nevertheless, this is not the only possible situation. Indeed, the concept of
ESS and, more in general, the evolutionary dynamics, have been studied in
ecological systems with attractors not reduced to an equilibrium, but con-
taining periodic orbits or even more complicated objects (see [51],[43]).

Interpretation of the results

The results of the former theorem can be interpretated using the concept
of the expected number of offspring of an individual in its lifespan, R0.
Let us compute R0 for our model.

Let N be the random variable of the number of offspring in the lifespan
of an individual, let Z be a random variable taking the value 1 if a young
individual taken at random reaches maturity and the value 0 otherwise, let
Na be the random variable of the number of offspring in the lifespan of an
adult individual and, finally, let t be the random variable of the lifetime of
an individual after becoming adult (exponentially distributed with expected
value 1

m2
).

Notice that Z = 1 is the event that an exponentially distributed variable
X with expected value 1

m1
takes a value larger than another independent

exponentially distributed random variable T , with expected value T .
So,

P (Z = 1) = P (X > Y ) =
∫∞

0

∫∞

y
m1e

−m1x
e−

y
T

T
dxdy

=
1

T

1
1

T
+m1

=
1

1 + Tm1

.

Now, using the concept of conditional expectation and the equality

E(E(Y |X)) = EY,

we can write, as N = 0 if Z = 0,

EN = E(E(N |Z)) = E(N |Z = 1)P (Z = 1) + E(N |Z = 0)P (Z = 0)

= (ENa)P (Z = 1).

On the other hand, as b(T ) is the number of births per adult individual and
unit of time, the expected value of Na conditioned to a lifetime as adult t is
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b(T )t. So,

R0 = EN = E(E(Na|t))P (Z = 1) = b(T )E(t)P (Z = 1) = b(T )
1

m2

1

1 + Tm1

,

or equivalently

R0 =
b(T )

m2(v)

1
T

1
T
+m1(u)

,

for fixed u and v.

- If condition (1.4) of Theorem 1.3.6 is not satisfied, i.e. if R0 < 1 for any
value of T in ideal conditions (zero population numbers), then condition
(1.5) holds automatically and for all T , ~0 is a global attractor of the
system.

- If condition (1.4) of Theorem 1.3.6 is satisfied but condition (1.5) does
not hold, i.e. if R0 > 1 for some T in starvation conditions (infinite
population numbers) then there exist two disjoint intervals (T1, T3),
(T4, T2) with T1 < T3 < T4 < T2 such that if T ∈ (0, T1] ∪ [T2,∞)
then ~0 is a global attractor, if T ∈ (T1, T3) ∪ (T4, T2) then there is a
unique non trivial equilibrium which is a global attractor (except for
the zero solution) and, finally, if T ∈ [T3, T4] then all the trajectories
of the system but the zero one are unbounded.
Nevertheless, notice that this last situation has few biological signi-
ficance because it requires small mortality rates for large populations
compared to fertility.

1.4 Existence and Uniqueness of the ESS

In this section, existence and uniqueness of an evolutionarily stable strategy
for System (1.1) is proved by means of the mathematical formulation intro-
duced at the Preliminaries.

System (1.1) can be written in the form





u

v





′

= A





u

v



 (1.6)

where

A =





−m1(u(t))− x b̂(x)

x −m2(v(t))



 (1.7)

35



1.4. Existence and Uniqueness of the ESS

where x = 1
T
and b̂(x) = b( 1

x
) = b(T ).

As the matrix modeling the dynamics of the mutant population when the
environmental conditions are the equilibrium of the resident population (de-
noted by (ur, vr)),

A(~ur, y) =





−m1(ur)− y b̂(y)

y −m2(vr)



 , (1.8)

has a dominant eigenvalue (by Theorems 0.0.8 and 0.0.9 in Preliminaries),
the fitness function is well defined in our model. It will be used in order to
calculate the conditions of ESS.

We begin with a result that gives sufficient conditions such that a value
of the evolutionary variable is an ESS.

Proposition 1.4.1 Let x̂ be a positive value of the evolutionary variable.
Let F (λ, x, y) the characteristic polynomial of the matrix (1.8).
A sufficient condition for x̂ being a local ESS of System (1.1) is that it satisfies







Fy(0, x̂, x̂) = 0,

Fyy(0, x̂, x̂) > 0.
(1.9)

Proof: It suffices to show that the conditions (1.9) and the following condi-
tions







λy(x̂, x̂) = 0,

λyy(x̂, x̂) < 0.
(1.10)

(which imply the sufficient conditions of ESS given by theorem (0.0.13) in the
Preliminaries) are equivalent and this follows easily taking implicit deriva-
tives of the equation F (λ, x, y) = 0 with respect to y, evaluating at (x̂, x̂)
and noticing that Fλ(0, x̂, x̂) > 0. 2

A direct application of Proposition 1.4.1 gives

Theorem 1.4.2 In the hypotheses of Theorem 1.3.6, let x̂ ∈ (
1

T2
,
1

T1
) satis-

fying






(xb̂(x))′ |x̂= m2(ṽ(x̂)),

(xb̂(x))′′ |x̂< 0,
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where ṽ(x̂) is the second component of the non trivial equilibrium of System
(1.6), (1.7) with parameter x̂.
Then x̂ is a local ESS of System (1.1).

Theorem 1.4.3 (existence of the ESS)
In the hypotheses of Theorem 1.3.6, there exists at least one local ESS of

System (1.6), (1.7), which belongs to the interval (
1

T2
,
1

T1
).

Proof: We only need to show that the conditions given by Theorem 1.4.2

hold for some x̂ in (
1

T2
,
1

T1
).

The equation

(xb̂(x))′|x̂ = m2(ṽ(x̂))

can be written in terms of T in the form

(

b(T )− Tb′(T )
)

|
T̂

= m2(v(T ))|
T̂

where T̂ =
1

x̂
and v(T ) := ṽ( 1

T
).

Let G(T ) = b(T )−Tb′(T )−m2(v(T )) be defined for T ∈ [T1, T2] by extending
v continuously at the extreme points of the interval.
Notice that then v(T1) = v(T2) = 0. Therefore,

G(T1) = b(T1)− T1b
′(T1)−m2(0),

G(T2) = b(T2)− T2b
′(T2)−m2(0).

We conclude from Corollary 1.3.4 and Theorem 1.3.6 that

f ′(T1) =
−b(T1) +m2(0) + T1b

′(T1)

T 21m2(0)
> 0,

f ′(T2) =
−b(T2) +m2(0) + T2b

′(T2)

T 22m2(0)
< 0.

Hence that
G(T1) < 0,
G(T2) > 0

and finally that there exists at least a T̂ ∈ (T1, T2) such that G(T̂ ) = 0.
What is left to show is that the condition

(

xb̂(x)
)′′
|x̂< 0 where x̂ =

1

T̂
(1.11)
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holds.
An easy computation shows that

(

xb̂(x)
)′′

= T 3b′′(T ).

The function T 3b′′(T ) is negative for any T . Then condition (1.11) holds for
any x, in particular for x̂. This completes the proof. 2

Theorem 1.4.4 (uniqueness of the ESS)
In the hypotheses of Theorem 1.4.3 the ESS is unique.

Proof:
The equations of the equilibrium and the condition of ESS yield the sys-

tem






















b̂(x)v −
(

m1(u) + x
)

u = 0,

xu−m2(v)v = 0,

(

xb̂(x)
)′
= m2(v),

(1.12)

for (positive) unknown u, v and x.
A solution of (1.12) (u, v, x) also satisfies the system







































u

v
−
m2(v)

x
= 0,

(

xb̂(x)
)′

= m2(v),

xb̂(x)

m1(u) + x
=

(

xb̂(x)
)′
.

(1.13)

The two last equations allow to write x and v as functions of u (xu and
v(u)) as follows.

Notice that for any fixed u > 0, the function x →
xb̂(x)

m1(u) + x
has a unique

critical point xu, which is a maximum and satisfies (it is the only solution
of)

xub̂(xu)
(

xb̂(x)
)′
(xu)

. (1.14)

Indeed, this condition is equivalent to that the first derivative vanishes,
whereas the second derivative evaluated at any critical point xu equals

38



1.5. A sketch on evolutionary dynamics

(

xb̂(x)
)′′

|xu

m1(u) + xu
and, hence, it is negative, implying the two first statements.

Therefore, using the two last equations in (1.13) we have

v(u) = m−1
2

(

max
x

xb̂(x)

m1(u) + x

)

. (1.15)

Moreover, xu and v(u) are increasing and decreasing functions respec-
tively and this can be seen as follows. First, xu satisfies the relation

(

xb̂(x)
)′
= max

x

xb̂(x)

m1(u) + x
,

and the assertion about the monotony of xu follows because the left hand
side is a decreasing function of x (remember that

(

xb̂(x)
)′′
< 0) and the right

hand side is a decreasing function of u.
Second, (1.15) directly gives that v(u) is decreasing.
So, a solution (u, v, x) of (1.13) is necessarily of the form (u, v(u), xu) where
(due to the first equation) u is a zero of the function

F (u) :=
u

v(u)
−
m2(v(u))

xu
.

Uniqueness follows from the fact that F is a strictly increasing function. 2

1.5 A sketch on evolutionary dynamics

Let us return to the notation of the Preliminaries, let us assume that the
model system (9) is two dimensional and that the equilibrium population
of the resident ~ur depends on the evolutionary variable in the form ~ur(x) =
(u(x), v(x)). The fitness of a mutant with evolutionary variable y invading
a resident population x is now λ(x, y) = Λ(u(x), v(x), y) (recall Definition
0.0.2).
Using the implicit function theorem and the definition of singular strategy
some results about the derivatives of the equilibrium populations with respect
to the evolutionary variable evaluated at a singular strategy are obtained.
The first of them does not refer specifically to System 1.6, 1.7 and it is in
some sense, a generalization of Result 3 [42] (see also the paragraph preceding
Proposition 1.5.5).
On the other hand, they will be used to prove that an ESS of System 1.6,
1.7 is always convergence-stable (see Proposition 1.5.4).
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Lemma 1.5.1 Let x∗ be a singular strategy. Let us assume that
Λu(u(x∗), v(x∗), x∗) and Λv(u(x∗), v(x∗), x∗) have the same sign. Then u′(x∗)
and v′(x∗) have different signs or both vanish.

Proof: As Λ(u(x), v(x), x) = λ(x, x) = 0 for all x, we have

Λu(u(x), v(x), x)u
′(x) + Λv(u(x), v(x), x)v

′(x) + Λy(u(x), v(x), x) = 0.

Using the fact that in a singular point Λy(u(x∗), v(x∗), x∗) = λy(x∗, x∗) = 0
we obtain

Λu(u(x∗), v(x∗), x∗)u
′(x∗) + Λv(u(x∗), v(x∗), x∗)v

′(x∗) = 0 (1.16)

The last equation gives the statement. 2

Lemma 1.5.2 Let (u(x), v(x)), x ∈ ( 1
T2
, 1
T1
) be the curve of non trivial equi-

libria of System 1.6, 1.7. The following claims hold

a) v′(x) > 0 if x is such that u′(x) = 0.

b) u′(x) < 0 if x is such that v′(x) = 0.

Proof: The proof is straightforward taking the derivative with respect to x
of the second equilibrium equation in 1.6, i.e.,

xu(x)−m2(v(x))v(x) = 0.

2

Lemma 1.5.3 Under the hypotheses of Lemma 1.5.1, if x̂ is an ESS of Sys-
tem 1.6, 1.7, then u′(x̂) < 0 and v′(x̂) > 0.

Proof: By Lemma 1.5.1 and Lemma 1.5.2 u′(x̂) and v′(x̂) have different
sign (they cannot vanish).
Let us assume that u′(x̂) > 0 and v′(x̂) < 0. Let x0 = sup{x ∈ [ 1

T2
, x̂) :

u′(x)v′(x) = 0}. Notice that x0 exists by continuity since u′( 1
T2
)v′( 1

T2
) ≥ 0

and u′(x̂)v′(x̂) < 0.
We distinguish two cases :

a) x0 =
1
T2
.

This implies v′(x) < 0 for all x > 1
T2

and hence v(x) < 0 a contradiction.

b) x0 6=
1
T2
.

If u′(x0) = 0, then v′(x0) > 0 by Lemma 1.5.2. As by hypothesis
v′(x̂) < 0 there must exist x̃ ∈ (x0, x̂) such that v′(x̃) = 0. This is a
contradiction with the fact that x0 is the supremum. If v′(x0) = 0 an
analogous argument leads to a contradiction too.
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2

Proposition 1.5.4 Under the hypotheses of Theorem 1.4.3, the ESS x̂ is
convergence-stable.

Proof: Taking implicit derivatives twice of the characteristic equation of the
matrix (1.8), F (λ, x, y) = 0, and evaluating at (x̂, x̂) we get the following
equalities























λyy(x̂, x̂) =
−Fyy(0, x̂, x̂)

Fλ(0, x̂, x̂)
,

λxx(x̂, x̂) =
−Fxx(0, x̂, x̂)

Fλ(0, x̂, x̂)
.

(1.17)

As Fλ(0, x̂, x̂) = m2(v(x̂)) +m1(u(x̂)) + x̂ > 0, the sign of λyy(x̂, x̂) and that
of λxx(x̂, x̂) only depend on those of Fyy(0, x̂, x̂) and Fxx(0, x̂, x̂) respectively.
As the equilibrium condition implies

m1(u(x))m2(v(x)) + xm2(v(x))− b̂(x)x = 0,

and we have

F (0, x, y) = m1(u(x))m2(v(x)) + ym2(v(x))− b̂(y)y,

we obtain
F (0, x, y) = xb̂(x)− yb̂(y) + (y − x)m2(v(x)).

So,

Fxx(0, x̂, x̂) =
(

xb̂(x)
)′′

|x̂
− 2

d

dx

(

m2(v(x))
)

|x̂
,

Fyy(0, x̂, x̂) = −
(

xb̂(x)
)′′

|x̂
,

These equalities imply that the condition λxx(x̂, x̂) > λyy(x̂, x̂) (sufficient for

convergence-stability) is equivalent to
(

xb̂(x)
)′′

|x̂
<

d

dx

(

m2(v(x))
)

|x̂
.

Since (xb̂(x))′′ < 0 for any x (see the proof of Theorem 1.4.3) and m′
2(v) ≥ 0,

the last inequality holds whenever v′(x̂) > 0.
Let us consider the function Λ(u, v, y) implicitly defined by the characteristic
equation det

(

A(~u, y)−ΛI
)

= Λ2+
(

m2(v)+m1(u)+y
)

Λ+
(

m1(u)+y
)

m2(v)−

b̂(y)y = 0 whereA is defined in 1.8 and ~u = (u, v). Using the implicit function
theorem and the equality Λ(u(x̂), v(x̂), x̂) = λ(x̂, x̂) = 0 we obtain

Λu(u(x̂), v(x̂), x̂) =
−m2(v(x̂))m

′
1(u(x̂))

m2(v(x̂)) + y +m1(u(x̂))
,

41



1.5. A sketch on evolutionary dynamics

Λv(u(x̂), v(x̂), x̂) =
−
(

m1(u(x̂)) + y
)

m′
2(v(x̂))

m2(v(x̂)) + y +m1(u(x̂))
.

Let us note that the monotonies of m1 and m2 imply Λu(u(x̂), v(x̂), x̂) < 0
and Λv(u(x̂), v(x̂), x̂) ≤ 0.
If the last inequality is strict, Lemma 1.5.3 implies v ′(x̂) > 0. Otherwise,
u′(x̂) = 0 by 1.16 and v′(x̂) > 0 again by Lemma 1.5.2. 2

In the literature of evolutionary dynamics (see [42],[17]), it is usual to
substitute in Equation (9) in the Preliminaries the linear operator A(~u, x) by
A(E(~u), x) where E is a function from the state space to a (lower) dimen-
sional space. E(~u) is called the environment determined by a population ~u
because it summarizes the feedback of the population numbers on the pop-
ulation growth rate.
In the model dealt with in this chapter, the function E is simply the iden-
tity and so does not reduce the dimension of the state space, which is two
dimensional. Nevertheless this is not always the case. Indeed, one can even
find papers where one-dimensional environments are associated to infinite
dimensional state spaces (see [12]). The one-dimensional environment makes
some things easier. In particular, there is an interesting characterization of
the ESS when the environment is one-dimensional and the fitness function
Λ(E, x), i.e. the dominant eigenvalue of the matrix A(E, x), is increasing (de-
creasing) with respect to E. Namely, a value of the evolutionary variable x̂
is an ESS if and only if it is a point of minimum (maximum) of the function
E(x) := E(~u(x)) where ~u(x) is the equilibrium of Equation (3.8)(see [17] and
Result 3 in [42]).
In this context we give a general result about evolutionary stability.

Proposition 1.5.5 Assume that the environment is one-dimensional and
that the fitness function is strictly monotonous with respect to E. Let x̂ be an
ESS such that the critical point (x̂, x̂) of the fitness is non-degenerate. Then
x̂ is convergence-stable.

Proof: Let us recall that λ(x, y) = Λ(E(x), y) is the fitness of the mutant y
invading a resident x.
We first prove that the curve where the fitness vanishes (which, together with
the diagonal determines the ESS value) is symmetrical with respect to the
diagonal.
Assuming λ(x, y) = Λ(E(x), y) = 0, we claim that λ(y, x) = Λ(E(y), x) = 0
too.
Indeed, as λ(y, y) = Λ(E(y), y) = 0, using the monotony of the fitness with
respect to E, it follows that E(x) = E(y). This gives λ(y, x) = Λ(E(y), x) =
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Λ(E(x), x) = λ(x, x) = 0.
The symmetry of the zero level curves, the non degeneracy condition and the
fact that x̂ is an ESS give that for x close to x̂, |y− x̂| < |x− x̂| implies that
y can invade x, i.e. λ(x, y) > 0. 2
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Chapter 2

An infinite-dimensional model
for the adaptive dynamics of
the maturation age

2.1 Introduction

In this chapter we study an integro-differential equations model for the dis-
tribution of individuals with respect to the age at maturity which is obtained
by considering densities of the individuals with respect to the evolutionary
variable in the ordinary differential equations model of Chapter 1.
In the model described in this chapter the mutation is already included and
it is given by an integral operator that models non-clonal newborn output.
Existence and uniqueness of positive global solutions of the initial value prob-
lem is studied using the standard theory of semilinear evolution equations
(see [48]).
It will be shown that, under some conditions on the variables constituting the
model, there exists a steady state and that, when the mutation rate tends to
zero, the steady state becomes concentrated at the ESS value of the ordinary
differential equations model for the age at maturity described in Chapter 1.

2.2 Description of the model

We consider a population distributed into two groups of age: juveniles and
adults. Let u(x, t) and v(x, t) be the density of young and adult individuals
(respectively) at time t with respect to the trait x = 1

T
where T is the ex-

pected value of the length of the juvenile period of an individual.
We suppose that the maturation age is an exponentially distributed random
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variable so that the per capita transition rate from juveniles with trait x to
adults is x (independently of the age distribution of the population). The in-
flow of newborns will be given by the integral operator

∫∞

0
b̂(y)βε(x, y)v(y, t)dy

where b̂(y) is the trait specific fertility of the adult population and βε(x, y)
is the density of probability that the trait of the offspring of an individual
with trait y is x.
The mortality rates depend on the total population of each age group. So, we
are assuming that there is no competition for the resources between juveniles
and adults.
The model leads to the following integro-differential system







ut(x, t) =
∫∞

0
b̂(y)βε(x, y)v(y, t)dy −m1

( ∫∞

0
u(y, t)dy

)

u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t).
(2.1)

Let us make the following hypotheses on the functions appearing in the
model:

- The mortality rates, mi, are smooth, strictly increasing and bounded
functions such that mi(0) > 0.

- The fertility function b(T ) satisfies the same assumptions as in Chapter
1, that is, it is a smooth (in [0,∞)), strictly increasing and bounded
function with strictly negative second derivative and such that b(0) = 0.
As a consequence, b̂(x) := b( 1

x
) has “similar” properties, in particular

xb̂(x) is bounded in [0,∞) and
(

xb̂(x)
)′′

= 1
x3 b

′′( 1
x
) < 0 for x > 0.

From now on we will use the simpler notation b(x) for b̂(x).

- βε is a strictly positive globally lipschitzian function that by defini-
tion, satisfies

∫∞

0
βε(x, y)dx = 1 (the probability of having offspring of

whatever strategy is one) and such that the improper integral converges
uniformly with respect to y on bounded intervals.

Let us also formulate some assumptions that we will need throughout the
chapter:

(H1) For all ε > 0 there exists δ > 0 such that for all y ≥ 0, suppβε(·, y)
contains the interval (max(0, y − δ), y + δ),

(H2) suppβε(x, ·) ⊂ [x− ε, x+ ε] for ε > 0 sufficiently small,

(H3) limε→0

∫ x+ε

x−ε
βε(x, y)dy = 1,
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(H4) limε→0

∫ x+ε

x−ε
(y − x)βε(x, y)dy

min
( ∫ x+ε

x
(y − x)2βε(x, y)dy,

∫ x

x−ε
(y − x)2βε(x, y)dy

) = 0.

Let us note that, the fact that
∫∞

0
βε(x, y)dx = 1 and hypothesis (H2)

imply that, for any continuous function with compact support f ,
∫ ∞

0

f(x)βε(x, y)dx
ε→0
−→ f(y).

Let us also note that hypotheses (H3) and (H4) would be implied by
assuming symmetry of βε, although we do not explicitly ask for it.
That is, if we would assume that βε(x, y) is symmetrical and moreover
that

∫∞

0
xβε(x, y)dx = y then we would have

∫∞

0
βε(x, y)dy = 1 and

∫∞

0
(y − x)βε(x, y)dy = 0.

2.3 Existence and Uniqueness of positive so-

lutions of the Initial Value Problem

The semilinear form of System (2.1) allows us to apply some results that can
be found in [48] in order to study the initial value problem.

2.3.1 Previous Results

System (2.1) can be written in the following way
(

u
v

)

t

= A

(

u
v

)

+ K

(

u
v

)

+ f(u(t), v(t)),

where

A =





−x 0

x 0



 , K =





0
∫∞

0
b(y)βε(x, y) · dy

0 0



 .

A+K is an operator defined in the Banach space

X = L1(0,∞)× L1(0,∞)

and the non-linear part of the system is

f : L1(0,∞)× L1(0,∞) −→ L1(0,∞)× L1(0,∞)

(u(t), v(t)) 7−→
(

−m1(
∫∞

0
u(x, t)dx)u,−m2(

∫∞

0
v(x, t)dx)v

)

.
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Remark 2.3.1 In Chapter 1 we defined the mortality rates m1 and m2 only
for positive values. In order to have the nonlinear part defined for all functions
of the space X = L1(0,∞)×L1(0,∞) we extend the functions m1 and m2 in
a Lipschitz (and bounded) way for negative values of the arguments.

Therefore our initial value problem is















(

u
v

)

t

= A

(

u
v

)

+ K

(

u
v

)

+ f(u(t), v(t)),

(u(0), v(0)) = (u0, v0).

(2.2)

Theorem 2.3.2 The operator A+K is the infinitesimal generator of an
analytic semigroup with domain

D(A+K) = D(A) = {u ∈ L1(0,∞) such that xu ∈ L1(0,∞)}×L1(0,∞).

Proof: The semigroup generated by the operator A defined by

A

(

u
v

)

=

(

−xu
xu

)

can be computed explicitly and is the following analytic semigroup

T (t)

(

u0(x)
v0(x)

)

=

(

u0(x)e
−xt

v0(x) + (1− e−xt)u0(x)

)

.

As the perturbation by a bounded operator of the generator of an analytic
semigroup is the generator of an analytic semigroup (see [48]) we obtain that
A+K generates an analytic semigroup. 2

Theorem 2.3.3 The analytic semigroup (S(t))t≥0 generated by the operator
A+K is positive.

Proof: The positivity of a semigroup can be characterized in terms of its
resolvent operator (see [14] p.161). Hence,R(λ,A) is positive for all λ > ω(A).
Since K is a bounded operator we have

R(λ,A+K) =
∞
∑

k=0

R(λ,A)
(

KR(λ,A)
)k

for λ > ω(A) + |K|,

(where | · | stands for some norm equivalent to ‖ ·‖ (the norm of X), see [48]),
which is positive. 2
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2.3.2 Local Existence and Uniqueness

Definition 2.3.4 A function z := (u, v) : [0, T ) −→ X is a (classical) solu-
tion of (2.2) on [0, T ) if z is continuous on [0, T ), continuously differentiable
on (0, T ), z(t) ∈ D(A+K) = D(A) for 0 < t <∞ and (2.2) is satisfied on
[0, T ).

If (2.2) has a (classical) solution, z(t), then (see Section 4.2 in [48]) it satisfies
the integral equation

z(t) = S(t)z0 +

∫ t

0

S(t− s)f(z(s))ds (2.3)

where S(t) is the semigroup generated by A+K, i.e., S(t) = e(A+K)t

and f is the nonlinear part of the initial value problem (2.2).
It is therefore natural to define

Definition 2.3.5 A continuous solution z of the integral equation (2.3) is
called a mild solution of the initial value problem (2.2).

The following result ensures the existence and uniqueness of mild solutions
of the initial value problem (2.2).

Theorem 2.3.6 For all initial condition (u0, v0) ∈ L
1(0,∞)×L1(0,∞) there

exists 0 < tmax < ∞ such that the initial value problem has a unique mild
solution (u(t), v(t)) in a maximal interval of existence [0, tmax).
Moreover if tmax <∞, then limt→tmax ‖(u(t), v(t))‖ =∞.

Proof: It suffices to show that f is locally lipschitzian. This implies the state-
ment of the theorem (see [48] p. 185).
As m1 and m2 are C1 functions, it is easy to check that f is locally Lips-
chitz. Indeed, if we consider z1(t) = (u1(t), v1(t)), z2(t) = (u2(t), v2(t)) two
elements of a ball or radius R of L1(0,∞)× L1(0,∞) and we call

P1 :=
∫∞

0
u1(x, t)dx, Q1 :=

∫∞

0
v1(x, t)dx,

P2 :=
∫∞

0
u2(x, t)dx, Q2 :=

∫∞

0
v2(x, t)dx,
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2.3.3. Continuous dependence on initial conditions

we have

‖f(u1(t), v1(t))− f(u2(t), v2(t))‖L1(0,∞)×L1(0,∞) =

‖ −m1

(

P1
)

u1 +m1

(

P2
)

u2‖L1(0,∞) + ‖ −m2

(

Q1
)

v1 +m2

(

Q2
)

v2‖L1(0,∞) =

‖ −m1

(

P1
)

u1 +m1

(

P1
)

u2 −m1

(

P1
)

u2 +m1

(

P2
)

u2‖L1(0,∞)+

‖ −m2

(

Q1
)

v1 +m2

(

Q1
)

v2 −m2

(

Q1
)

v2 +m2

(

Q2
)

v2‖L1(0,∞) =

‖m1

(

P1
)(

u2 − u1
)

+ u2

(

m1

(

P2
)

−m1

(

P1
)

)

‖L1(0,∞)+

‖m2

(

Q1
)(

v2 − v1
)

+ v2

(

m2

(

Q2
)

−m2

(

Q1
)

)

‖L1(0,∞) ≤

|m1

(

P1
)

|‖u2 − u1‖L1(0,∞) +M1R|P2 − P1|+

|m2

(

Q1
)

|‖v2 − v1‖L1(0,∞) +M2R|Q2 −Q1| ≤

(

|m1

(

P1
)

|+M1R
)

‖u2 − u1‖L1(0,∞) +
(

|m2

(

Q1
)

|+M2R
)

‖v2 − v1‖L1(0,∞) ≤

D
(

‖u2 − u1‖L1(0,∞) + ‖v2 − v1‖L1(0,∞)

)

= D‖z2(t)− z1(t)‖L1(0,∞)×L1(0,∞),

where M1 i M2 are the lipschitz constants of the mortality rates and

D := max
(

|m1

(

P1
)

|+M1R, |m2

(

Q1
)

|+M2R
)

.

2

2.3.3 Continuous dependence on initial conditions

In this subsection we show that two local solutions corresponding to initial
conditions that are close in the norm of the space L1(0,∞)×L1(0,∞) remain
close to each other.

Proposition 2.3.7 Let z(t) and z̃(t) be two local solutions of the initial value
problem (2.2) corresponding to initial conditions z0 and z̃0 respectively. Then
the following inequality

‖z(t)− z̃(t)‖L1(0,∞)×L1(0,∞) ≤ Ce(CL+a)t‖z0 − z̃0‖L1(0,∞)×L1(0,∞)

holds for all τ < min(tmax(z0), tmax(z̃0)) where C and a are the constants
given by the (semigroup) inequality ‖e(A+K)t‖ ≤ Ceat and L is the Lipschitz
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2.3.4. Global Existence of solutions

constant of the function f in a bounded set that contains the sets {z(s) : s ∈
[0, τ ]} and {z̃(s) : s ∈ [0, τ ]}.

Proof: By definition of mild solution, z(t) and z̃(t) satisfy

z(t) = e(A+K)tz0 +

∫ t

0

e(A+K)(t−s)f(z(s))ds,

z̃(t) = e(A+K)tz̃0 +

∫ t

0

e(A+K)(t−s)f(z̃(s))ds.

Using the equalities we obtain

‖z(t)− z̃(t)‖L1(0,∞)×L1(0,∞) ≤ Ceat‖z0 − z̃0‖L1(0,∞)×L1(0,∞)

+ eat
∫ t

0
CLe−as‖z(s)− z̃(s)‖L1(0,∞)×L1(0,∞)ds,

and finally, by Gronwall’s inequality

‖z(t)− z̃(t)‖L1(0,∞)×L1(0,∞) ≤ Ce(CL+a)t‖z0 − z̃0‖L1(0,∞)×L1(0,∞).

2

2.3.4 Global Existence of solutions

Theorem 2.3.8 For all initial condition z0 = (u0, v0) ∈ L
1(0,∞)×L1(0,∞)

there exists a unique mild solution of (2.2), z(t), defined in [0,∞).

Proof: Let us assume tmax <∞. By Theorem 1.4 p.184 in [48] we only need
to show that

lim sup
t→tmax

‖z(t)‖ <∞.

Using the equality of the last proof we have

‖z(t)‖L1(0,∞)×L1(0,∞) ≤ Ceat‖z0‖L1(0,∞)×L1(0,∞)

+ MCeat
∫ t

0
e−as‖z‖L1(0,∞)×L1(0,∞)ds,

where M is the bound of the mortality rates.
And, using Gronwall’s inequality we can conclude that

‖z(t)‖L1(0,∞)×L1(0,∞) ≤ C‖z0‖L1(0,∞)×L1(0,∞)e
(MC+a)t.

Therefore
lim sup
t→tmax

‖z(t)‖ <∞

51



2.3.5. Positivity of solutions

which proves the theorem. 2

The smoothness of the mortality functions m1 and m2 imply that mild
solutions of the initial value problem (2.2) with initial conditions (u0, v0) be-
longing to the domain A+K are classical solutions of (2.2) (by the regularity
Theorem in p. 187 in [48]).

2.3.5 Positivity of solutions

The positivity of solutions is needed in order that the problem makes biolog-
ical sense.
Let us begin by showing the positivity of local solutions of the initial value
problem (2.2).

Theorem 2.3.9 Every local solution of (2.2) with positive initial condition
z0 = (u0, v0) is positive.

Proof: Let λ be a constant bigger than the maximum of the bounds of the
functions m1 and m2.

If we add and substract λ

(

u
v

)

to the initial value problem (2.2) we get















(

u
v

)

t

=
(

A+K − λI
)

(

u
v

)

+ f(u(t), v(t)) + λ

(

u(t)
v(t)

)

,

(u(0), v(0)) = (u0, v0).
(2.4)

The mild solutions of this problem, and therefore also those of problem
(2.2) are limit of a recurrent sequence in [0, tmax), (zn)n≥0, given by the for-
mula

zn+1(t) = S̃(t)z0 +

∫ t

0

S̃(t− s)
(

f(zn(s)) + λzn(s)
)

ds,

where S̃(t) is the semigroup generated by the operator A+K − λI, that is,
S̃(t) = e−λtS(t).
As z0 is positive, the semigroup S̃(t) is positive and λ is bigger than the
bound of m1 and m2, we obtain that z1 is positive.
By induction over n we have that (zn)n≥0 is positive.
Since the cone of the positive functions of X is closed, we obtain that z(t) is
positive. 2

The positivity of local solutions will be used to show positivity of global
solutions.
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2.4. Stationary Solutions

Theorem 2.3.10 Every global solution of (2.2), z(t), with positive initial
condition z0 = (u0, v0) is positive.

Proof: Let us denote by C the cone of the positive functions in L1(0,∞) ×
L1(0,∞).
Let us consider the set I = {t ≥ 0 : z(s) ≥ 0 ∀s ≤ t}. By Theorem 2.3.9 I
is not empty.
The proof is completed by showing that I is closed and open.
We first prove that I is closed :
Let T = sup{t ∈ I}. Assume that T /∈ I. This means that z(T ) belongs to
the complement set of C, which is an open set.
As z(t) is continuous, there exists t′ < T such that z(t′) belongs to the
complement set of C too. Therefore T is not the supremum which is a con-
tradiction.
It remains to prove that I is open :
We only need to show that, if τ ∈ I then t ⊂ [τ, τ + ε] ∈ I (because by
definition of I, t ∈ [0, τ ] ⊂ I)
If τ ∈ I, z(τ) ∈ C. By the above theorem, there exists ε > 0 such that
t ∈ [τ, τ + ε] ∈ I and this completes the proof. 2

2.4 Stationary Solutions

From now on, we will use the following notation
∫∞

0
u(y, t)dy := P (t) = Total population of young individuals at time t,

∫∞

0
v(y, t)dy := Q(t) = Total population of adult individuals at time t.

The equilibria of System (2.1) will be given by solutions of the equations






∫∞

0
b(y)βε(x, y)v(y)dy −m1(P )u(x)− xu(x) = 0,

xu(x)−m2(Q)v(x) = 0.
(2.5)

Isolating v(x) in the second equation and substituting it in the first one we
obtain

1

m2(Q)

∫ ∞

0

b(y)βε(x, y)yu(y)dy − xu(x) = m1(P )u(x). (2.6)

For simplicity in the notation from now on we will denote µ := m2(Q).
So, in order to find non trivial stationary solutions it is necessary to find
(positive) eigenfunctions uµ(x) corresponding to an eigenvalue, λµ, satisfying

λµ = m1(P ) (2.7)
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2.4.1. The eigenvalue problem

of the operator Bµ defined in L1(0,∞) in the following way

Bµu := Kµu+ Au, (2.8)

where
(Au)(x) = −xu(x),

(Kµu)(x) =
∫∞

0

y

µ
b(y)βε(x, y)u(y)dy.

(2.9)

As we are looking for a positive eigenfunction we can assume that it has
norm 1, that is,

∫∞

0
uµ(x)dx = 1.

Let us consider the eigenfunction ũµ(x) = cµuµ(x) where cµ satisfies λµ =
m1(cµ).
On the other hand, substituting ũµ(x) in the second equation in (2.5) gives

v(x) =
xcµ
µ
uµ(x).

Integrating, we have Q =
cµ
µ

∫∞

0
xuµ(x)dx and, finally

m2

(cµ
µ

∫ ∞

0

xuµ(x)dx
)

= µ.

Any solution µ of the last equation gives a stationary solution of (2.1),

(cµuµ(x),
cµ
µ
xuµ(x)), provided that λµ belongs to the set of values of m1.

And conversely, any non trivial solution of (2.5) is of the form

(cµuµ(x),
cµ
µ
xuµ(x)) for a fixed point of the function

µ→ m2

(cµ
µ

∫ ∞

0

xuµ(x)dx
)

.

2.4.1 The eigenvalue problem

The aim of this section is to show the existence of a dominant eigenvalue
of the operator Bµ. Even though we are working in L1(0,∞), most of the
results we will formulate in this section hold, more in general, for an arbitrary
Banach lattice X (that is, a Banach space X with an ordering ≤ such that
any two elements f , g in X have a supremum and such that if |f | ≤ |g| then
‖f‖ ≤ ‖g‖, where |f | = sup(f,−f), the absolute value of f).
Let us start by giving some definitions that can be found in [14], [24], [45]
and [55].

Definition 2.4.1 [24] The boundary spectrum, σb(A), of a generator A
is the intersection of the spectrum with the line {λ ∈ C : Reλ = s(A)}.
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2.4.1. The eigenvalue problem

Definition 2.4.2 [45] A linear subspace J of a Banach lattice X is called
ideal if u ∈ J and |v| ≤ u implies v ∈ J .

Definition 2.4.3 [45] An element u in the positive cone of a Banach lattice
X having the property that the closed ideal generated by u is all of X is called
a quasi-interior point of X+.

Definition 2.4.4 [14], [55] Let X be a Banach lattice. Given a positive lin-
ear operator T from X into itself, the closed ideal J in X is called T - in-
variant if T (J) ⊂ J .
The operator T is called irreducible if {0} and X are the only T -invariant
closed ideals.
Equivalently, T is irreducible if there exists m ∈ N such that 〈Tmf, g〉 > 0
whenever 0 < f ∈ X, 0 < g ∈ X ′ (where f > 0 means f ≥ 0 and f 6= 0).
Furthermore, T is called strongly irreducible if Tu is a quasi-interior point
for all 0 < u ∈ X. A strongly irreducible operator is irreducible.

Definition 2.4.5 [45] A semigroup T (t) with generator A is called irre-
ducible if the linear operators T (t) are irreducible for all t ≥ 0.

The importance of the following theorem is that it ensures the existence of
a strictly dominant eigenvalue for certain perturbations of the generator of
a positive semigroup.

Theorem 2.4.6 [24] Suppose that A is the generator of a positive semigroup
and that K is a positive bounded linear operator on a Banach lattice X. If
KR(λ0, A) is compact for some λ0 ∈ ρ(A) and if s(A + K) > s(A) then
σb(A+K) is a finite union of ”subgroups” (i.e. σb(A+K) =

⋃n

k=1{s(A+K)+
iαkZ} (αk ∈ R)) and consists only of poles of finite algebraic multiplicity.
Moreover if K is irreducible then s(A+K) is a strictly dominant eigenvalue
of algebraic multiplicity one and the semigroup generated by B := A +K is
irreducible.

It is trivial to prove that Kµ (defined in (2.9)) is a positive bounded operator
(remember that, by hypothesis yb(y) is a bounded function) and that A (also
defined in (2.9)) generates a positive semigroup (see the proof of Theorem
2.3.2).
Next, we give some results that we need in order to prove that Bµ(= A+Kµ)
satisfies all the assumptions of Theorem 2.4.6.
The first one is a standard compactness criterion in Lp spaces.
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2.4.1. The eigenvalue problem

Proposition 2.4.7 [4]
Let Ω ⊂ Rn be an open set and let F be a bounded subset in Lp(Ω) with

1 ≤ p <∞.
Let us assume that

1. For all ε > 0 for all ω ⊂⊂ Ω and τhf(x) := f(x + h) there exists
δ > 0, δ < dist(ω, ∂Ω) such that

‖τhf − f‖Lp(ω) < ε

for all h ∈ Rn with |h| < δ and for all f ∈ F.

2. For all ε > 0 there exists ω ⊂⊂ Ω such that

‖f‖Lp(Ω\ω) < ε for all f ∈ F.

Then F is a precompact set in Lp(Ω).

An application of Proposition 2.4.7 gives

Proposition 2.4.8 Let A and Kµ be the operators defined by (2.9). Let
R(λ,A) be the resolvent operator of A. Then the operator KµR(1, A) is com-
pact.

Proof:
The resolvent operator of A can be computed explicitly

R(λ,A)f(x) =
f(x)

x+ λ
for λ ∈ ρ(A).

Let us consider the unit ball B of L1.
We will show that

F = {KµR(1, A)f : f ∈ B}

= {
∫∞

0

y

µ
b(y)βε(x, y)

f(y)

y + 1
dy : f ∈ B}

is precompact .
Let us note that F is bounded. Indeed,

‖F‖L1 = supf∈F
∫∞

0

∣

∣

∣

∫∞

0

y

µ
b(y)βε(x, y)

( f(y)

y + 1

)

dy
∣

∣

∣dx

≤ supf∈F
∫∞

0

yb(y)

µ(y + 1)
|f(y)|

∫∞

0
βε(x, y)dxdy

≤
b(0)

µ
.
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2.4.1. The eigenvalue problem

We have, assuming that ω = (0, l), for all g = KµR(λ,A)f ∈ F , l > 0, h > 0,

‖τhg − g‖L1(ω) =
∫

ω
|(τhg − g)(x)|dx

=
∫ l

0

(

∣

∣

∫∞

0

y

µ
b(y)

( f(y)

y + 1

)

(βε(x+ h, y)− βε(x, y))dy
∣

∣

)

dx

≤
1

µ

∫∞

0

(yb(y)

y + 1
|f(y)|

∫ l

0
|βε(x+ h, y)− βε(x, y)|dx

)

dy

≤
1

µ

∫∞

0

yb(y)

y + 1
|f(y)|

∫ l

0
Lhdxdy

≤
b(0)

µ
Lhl < ε if h <

µε

b(0)Ll
,

where we have used that b(y) ≤ b(0) and that βε(x, y) is a globally lipschitzian
function.
We also have

‖g‖L1((0,∞)\ω) =
∫∞

l

∣

∣

∣

∫∞

0

y

µ
b(y)βε(x, y)

( f(y)

y + 1

)

dy
∣

∣

∣
dx

=
1

µ

∫∞

0

y

y + 1
b(y)|f(y)|

∫∞

l
βε(x, y)dxdy

≤
1

µ
supy∈(0,∞)

(

b(y)
∫∞

l
βε(x, y)dx

)

< ε,

where the last inequality is due to the following results on βε and b

1. ∀M ∀ε > 0 ∀δ > 0 ∃L > 0 such that if y < M then

∫ ∞

L

βε(x, y)dx < δ,

2.

lim
y→∞

b(y) = 0.

Indeed, given ε, let Mε be such that

b(y) < µε if y ≥Mε,
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2.4.1. The eigenvalue problem

and, for this Mε let L be such that if y < Mε

∫ ∞

L

βε(x, y)dx <
εµ

b(0)
.

Then, if l > L we have

b(y)

µ

∫ ∞

l

βε(x, y)dx < ε if y < Mε,

b(y)

µ

∫ ∞

l

βε(x, y)dx ≤
1

µ
µε = ε if y ≥Mε.

By Proposition 2.4.7 F is a precompact set, i.e., KµR(1, A) is a compact
operator.

2

In order to be able to apply Theorem 2.4.6 to the operator Bµ := A+Kµ

we have to prove the irreducibility of the operator Kµ. It is the statement of
the following result.

Proposition 2.4.9 Let us assume that (H1) holds. Then the operator Kµ

defined in (2.9) is irreducible.

Proof: We have to show that, given u ∈ L1, u > 0 and φ ∈ (L1)′ = L∞,
φ > 0, there exists m ∈ N such that

< Km
µ u, φ > > 0.

Let us consider m = 1. We have

< Kµu, φ > =
∫∞

0
Kµu(x)φ(x)dx

=
∫∞

0

∫∞

0

y

µ
b(y)βε(x, y)u(y)dyφ(x)dx ≥ 0.

It might happen that the support of βε(·, y) has empty intersection with the
support of φ(x)u(y) and then

< Kµu, φ > = 0.

By hypothesis for all ε there exists δ > 0 such that for all y ≥ 0, suppβε(·, y)
contains the interval (max(0, y − δ), y + δ).
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2.4.1. The eigenvalue problem

For m = 2,

K2
µu(x) = Kµ(Kµ(u(x))

= Kµ

( ∫∞

0

y

µ
b(y)βε(x, y)u(y)dy

)

=
∫∞

0

z

µ
b(z)βε(x, z)

∫∞

0

y

µ
b(y)βε(z, y)u(y)dydz

=
∫∞

0

y

µ
b(y)

(

∫∞

0

z

µ
b(z)βε(x, z)βε(z, y)dz

)

u(y)dy.

If we denote
∫ ∞

0

z

µ
b(z)βε(x, z)βε(z, y)dz := β̃ε(x, y),

we have

K2
µu(x) =

∫ ∞

0

y

µ
b(y)β̃ε(x, y)u(y)dy,

where β̃ε(x, y) satisfies that for all y ≥ 0, suppβ̃ε(·, y) contains the interval
(max(0, y − 2δ), y + 2δ).
This is so because β̃ε(x, y) is strictly positive whenever there exists a z such
that |x− z| < δ and |z − y| < δ, i.e., whenever |x− y| < 2δ.
Thus, for m big enough we will have

< Kmu(x), φ(x) > > 0.

2

The former proposition implies the next result

Theorem 2.4.10 Let us assume that (H1) holds. Then, the semigroup gen-
erated by the operator Bµ is positive and irreducible.

Proof: Since Kµ is a bounded positive operator and A generates a positive
semigroup, A+Kµ is the generator of a positive semigroup.
Irreducibility follows from Proposition 2.4.9 and the fact that the pertur-
bation by a bounded (positive) irreducible operator of the generator of a
positive semigroup generates an irreducible semigroup (see [45] p. 307). 2

The only hypothesis of Theorem 2.4.6 that we still have to prove is that
s(A+Kµ) > s(A) which, in general, is difficult to verify. In order to show it,
let us first formulate two results.
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2.4.1. The eigenvalue problem

Proposition 2.4.11 Let us assume that (H2),(H3) and (H4) hold. Then
for all l < 1 there exists ε > 0 such that for all [c, d] ⊂ (0,∞) there exists a
positive function u with supp u ⊂ [c, d] satisfying

∫ ∞

0

βε(x, y)u(y)dy ≥ lu(x).

Proof: Let us consider u(x) a positive smooth function with supp u ⊂ [c, d]
and such that u′′ is increasing in [c, c′], and decreasing in [d′, d], for c′ and d′

satisfying c < c′−ε and d′−ε < d. Notice that this is only possible if ε <
d− c

2
restricting already the size of ε. We also assume that u is strictly positive in
[c′ − ε, d′ + ε]. The former hypotheses imply the following inequalities that
we will use in the proof

u(x) ≥ k0, |u′(x)| ≤ k1 u′′(x) ≥ −k2

for some k0 > 0, k1 ≥ 0, k2 ≥ 0 in [c′ − ε, d′ + ε].
By the Taylor formula and the hypotheses on βε we have
∫∞

0
βε(x, y)u(y)dy =

∫ x+ε

x−ε
βε(x, y)u(y)dy

= u(x)
∫ x+ε

x−ε
βε(x, y)dy + u′(x)

∫ x+ε

x−ε
(y − x)βε(x, y)dy

+
1

2

∫ x+ε

x−ε
u′′(ξ(y))(y − x)2βε(x, y)dy,

(2.10)
where x− ε < ξ(y) < x+ ε.

Let us consider three cases:

a) x ∈ [c′, d′].

Then u′(x) ≥ −
k1
k0
u(x) and u′′(x) ≥

k2
k0
u(x) and (2.10) yields

∫∞

0
βε(x, y)u(y)dy ≥ u(x)

∫ x+ε

x−ε
βε(x, y)dy

−
(k1
k0

∫ x+ε

x−ε
(y − x)βε(x, y)dy

+
k2
k0

1

2

∫ x+ε

x−ε
(y − x)2βε(x, y)dy

)

u(x)

which implies the statement of the Proposition (using that
limε→0

∫ x+ε

x−ε
βε(x, y)dy = 1, limε→0

∫ x+ε

x−ε
(y − x)βε(x, y)dy = 0 and

limε→0

∫ x+ε

x−ε
(y − x)2βε(x, y)dy = 0).
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2.4.1. The eigenvalue problem

b) x ∈ [c, c′].
Then, since u′′(x) is increasing we have u′′(ξ) > u′′(x) if y > x and
therefore

1

2

∫ x+ε

x−ε

u′′(ξ(y))(y − x)2βε(x, y)dy ≥
u′′(x)

2

∫ x+ε

x

(y − x)2βε(x, y)dy

where we have used also that
∫ x

x−ε
u′′(ξ(y))(y − x)2βε(x, y) ≥ 0.

Moreover, using that u′′(x) is increasing we have

u′(x) =

∫ x

c

u′′(s)ds ≤ u′′(x)(x− c).

Then (2.10) yields
∫∞

0
βε(x, y)u(y)dy ≥ u(x)

∫ x+ε

x−ε
βε(x, y)dy

+
(

− u′′(x)(x− c)
∫ x+ε

x−ε
(y − x)βε(x, y)dy

+
u′′(x)

2

∫ x+ε

x
(y − x)2βε(x, y)dy

)

u(x)

which implies the statement of the Proposition (using (H3) and (H4)).

c) x ∈ [d′, d].
It follows from the same argument as in b).

2

Corollary 2.4.12 Let us assume that (H2),(H3) and (H4) hold. Let f(x)
and g(x) be functions such that f(x) > 0 in (0,∞). If f(x) − g(x) > M in
[c, d] ⊂ (0,∞) then there exists a positive function v(x) with supp v ⊂ [c, d]
such that

∫ ∞

0

βε(x, y)f(y)v(y)dy − g(x)v(x) ≥Mv(x).

Proof: By Proposition 2.4.11 we have that, for all l < 1 there exists ε > 0
such that there exists u with supp u ⊂ [c, d] satisfying

∫ ∞

0

βε(x, y)u(y)dy ≥ lu(x).

Taking v(x) =
u(x)

f(x)
we have

∫ ∞

0

βε(x, y)f(y)v(y)dy ≥ lf(x)v(x).
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Then
∫∞

0
βε(x, y)f(y)v(y)dy − g(x)v(x) ≥

(

lf(x)− g(x)
)

)v(x)

≥ Mv(x)

for l such that 1− l is small enough, that is, when ε is small enough. 2

We can now formulate the theorem that ensures the existence of a dom-
inant eigenvalue of the operator Bµ (defined in (2.8) and (2.9)) under some
hypotheses on the functions appearing in the model.
In order to prove it we will use the inequality

s(A) ≥ sup{µ ∈ R : Af ≥ µf for some 0 < f ∈ D(A)} (2.11)

(where recall that f > 0 means f ≥ 0 and f 6= 0 ) formulated in [45] for
the spectral bound of the generator, A, of a strongly continuous positive
semigroup in C(K), the space of all real-valued continuous functions on a
compact space K.
The proof given in [45] is also valid for the generator of an analytic positive
semigroup in a Banach lattice and for the generator of an eventually compact
semigroup in a Banach lattice (a semigroup (T (t))t≥0 is called eventually
compact if there exists t0 > 0 such that T (t0) is compact (and hence T (t) is
compact for all t ≥ t0 )), being the clue that, in all cases the growth bound
of the semigroup coincides with the spectral bound s(A).
If the Banach lattice is either L1 or L2 and A is the generator of a positive
C0-semigroup, then also the growth bound of the semigroup coincides with
the spectral bound (in these particular cases only positivity of the semigroup
is needed, see [14], [45]) and therefore (2.11) is valid.
More recently, in [62] and [63], Weis has proved the general case, that is,
that for a positive semigroup T (t) on Lp, 1 ≤ p <∞, with generator A, the
growth bound of T (t) equals the spectral bound of A.

Theorem 2.4.13 Let us assume that (H1), (H2), (H3) and (H4) hold and
that there exists δ > 0 and an interval [c, d] such that the inequality

xb(x)

µ
− x >

(

1 + δ
)

m1(0) ∀x ∈ [c, d] (2.12)

holds. Let Bµ be the operator defined in (2.8) and (2.9). Then, for ε small
enough, s(Bµ) is a strictly dominant eigenvalue with algebraic multiplicity 1
of the operator Bµ and moreover, s(Bµ) > m1(0).
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Proof: We are going to apply Theorem 2.4.6 to show that s(A + Kµ) is
a dominant eigenvalue with algebraic multiplicity 1 of the operator Bµ =
A+Kµ (where A and Kµ are defined in (2.9)).
In order to see that A +Kµ satisfies the hypotheses of the theorem it only
remains to prove that s(A+Kµ) > s(A) = 0.
Moreover, as the dominant eigenvalue has to be in the image ofm1 (see (2.7))
we have to prove s(A+Kµ) > m1(0) > 0.
Using the characterization (2.11) for the spectral bound of the generator of
a positive semigroup

s(A+Kµ) ≥ sup{λ ∈ R : (A+Kµ)u ≥ λu for some 0 < v ∈ D(A+Kµ)},

we are reduced to find a non vanishing v(x) ≥ 0 such that the inequality

∫∞

0

y

µ
b(y)βε(x, y)v(y)dy ≥

(

(1 + δ)m1(0) + x
)

v(x), (2.13)

or, equivalently,

∫∞

0

y

µ
b(y)βε(x, y)v(y)dy − xv(x) ≥ (1 + δ)m1(0)v(x) (2.14)

holds ∀x ≥ 0.
This follows immediately from Proposition 2.4.11 and Corollary 2.4.12 (with

f(x) = yb(y)
µ

and g(x) = x).

So there exists ε0 = ε0(µ) such that the statement of the theorem holds when
ε < ε0(µ). 2

In order to give a result about the eigenfunction corresponding to the
eigenvalue s(Bµ) we will apply the following theorems

Theorem 2.4.14 [14] Let (T (t))t≥0 be a positive irreducible C0 semigroup
generated by the operator A and s(A) > −∞ a pole of the resolvent R(λ,A)
on a Banach lattice X . Then s(A) is a first-order pole with geometric mul-
tiplicity one. Moreover there exists a quasi-interior point x0 of X

+ such that
Ax0 = s(A)x0 and a strictly positive point x∗0 of (X+)∗ such that A∗x∗0 =
s(A)x∗0, (where A

∗ denotes the adjoint operator of A).

Theorem 2.4.15 [45] Suppose T is an irreducible semigroup on the Banach
lattice X and let A be its generator. Assume that s(A) = 0 and that there
exists a positive linear form ψ ∈ D(A′) with A′ψ ≤ 0. If Pσ(A) ∩ iR is non-
empty, then 0 is the only eigenvalue of A admitting a positive eigenvector.

The following theorem is a consequence of Theorems 2.4.14 and 2.4.15.
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Theorem 2.4.16 Let (T (t))t≥0 be a positive irreducible C0 semigroup gen-
erated by the operator A and s(A) > −∞ a pole of the resolvent R(λ,A) on a
Banach lattice X . Then s(A) is a first-order pole with geometric multiplicity
one and there exists a quasi-interior point x0 of X

+ such that Ax0 = s(A)x0.
Moreover s(A) is the only eigenvalue of A admitting a positive eigenvector.

The existence and uniqueness of a strictly positive eigenfunction corre-
sponding to the eigenvalue s(Bµ) is guaranteed by the following theorem

Theorem 2.4.17 Under the hypothesis of Theorem 2.4.13 there exists a
strictly positive eigenfunction uµ(x) corresponding to the eigenvalue s(Bµ)
of the operator Bµ.
Moreover, s(Bµ) is the only eigenvalue of Bµ admitting a positive eigenfunc-
tion.

Proof: By Theorem 2.4.10 we have that the semigroup generated by Bµ is
irreducible.
If λ is an eigenvalue with finite algebraic multiplicity of an operator then λ
is a pole of the resolvent of this operator.
In this situation, Theorem 2.4.14 gives the existence of a strictly positive
eigenfunction of the operator Bµ (a L1- function which is positive almost
everywhere).
The uniqueness is obtained applying Theorem 2.4.16.

2

So far we have proved that the spectral bound, s(Bµ), of the operator Bµ

is a dominant eigenvalue with corresponding strictly positive eigenfunction
uµ(x). But, in order to have stationary solutions we also needed the dominant
eigenvalue of the operator Bµ to be in the image of m1. By Theorem 2.4.13
we know that s(Bµ) > m1(0).
The next theorem gives an upper bound for the spectral bound that we
will use to derive sufficient hypotheses in order that the inequality s(Bµ) <
m1(∞) holds.

Proposition 2.4.18 Let s(Bµ) be the spectral bound of the operator Bµ (de-

fined in (2.8) and (2.9)). Then s(Bµ) ≤Mµ := max
(

xb(x)
µ
− x

)

.

Proof: We can write the operator Bµ in the following way

Bµu = Tfµ(x)u(x) + g(x)u(x)

where fµ(x)u(x) =
1
µ
xb(x)u(x) , g(x)u(x) = −xu(x),

Tv(x) =
∫∞

0
βε(x, y)v(y)dy.
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We have ‖T‖ = 1. This implies Reσ(T ) ≤ 1 because the spectrum of a
bounded operator B is a subset of the closed disk |ξ| ≤ ‖B‖ (see [31] p. 176).
Therefore s(T ) ≤ 1.
This implies that for all δ > 0 and for all v >> 0, v ∈ D(T ) the measure
of the set {x : Tv(x) ≤ (1 + δ)v(x)} is strictly positive, because otherwise
applying the characterization for the spectral bound (2.11) we would obtain
S(T ) > 1, a contradiction.
So, taking u >> 0 (that means u strictly positive almost everywhere), u ∈
D(Bµ) we have that for any δ > 0 there exists x such that

Bµu(x) = Tfµ(x)u(x) + g(x)u(x)

≤ (1 + δ)fµ(x)u(x) + g(x)u(x)

≤
(

Mµ + δ
(

maxx
xb(x)
µ

)

)

u(x) ∀δ.

This gives, using (2.11) again,

s(Bµ) ≤Mµ + δ
(

max
x

xb(x)

µ

)

∀δ.

Therefore s(Bµ) ≤Mµ.
2

Remark 2.4.19 Observe that the former theorem is valid for all ε > 0.

Corollary 2.4.20 Let s(Bµ) be the spectral bound of the operator Bµ defined
in (2.8) and (2.9). If the inequality

max
(xb(x)

µ
− x

)

< m1(∞),

holds, then s(Bµ) < m1(∞).

Proof: It is straightforward by Proposition 2.4.18. 2

From the former theorems and the strict monotony and continuity of m1

we can conclude that, in the hypotheses of Theorem 2.4.13 and Corollary

2.4.20, that is, for µ ∈
(

sup
yb(y)

m1(∞) + y
, sup

yb(y)

m1(0) + y

)

and ε small enough,

there exists a unique cµ such that m1(cµ) = s(Bµ).

Hence, for each µ ∈
(

sup
yb(y)

m1(∞) + y
, sup

yb(y)

m1(0) + y

)

we have a unique

ũµ(x) = cµuµ(x) satisfying
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1

µ

∫ ∞

0

b(y)βε(x, y)yũµ(y)dy − xũµ(x) = m1(P )ũµ(x).

In order to obtain stationary solutions we still have to find out µ. If we
integrate and apply m2 in the second equation of (2.5) we obtain

µ = m2

(cµ
∫∞

0
xuµ(x)dx

µ

)

.

Summarizing, we may define

Fε(µ) := m2

(cµ
∫∞

0
xuµ(x)dx

µ

)

(2.15)

for µ ∈
(

sup yb(y)
m1(∞)+y

, sup yb(y)
m1(0)+y

)

and ε in intervals of the form (0, ε0(µ))

with ε0(µ) > 0 given by Theorem 2.4.13. Then we will have that the eigen-
function ũµ will be the first component of an stationary solution if and only
if µ is a fixed point of the function Fε(µ).

2.4.2 The fixed point problem

In this section we will show that (in some cases) the function Fε(µ) has (at
least) one fixed point, and therefore we will have (at least) one stationary
solution of (2.1).
We will start formulating some results of [31] and [15] that we will use in
order to prove continuity of Fε(µ).

Definition 2.4.21 [31] Let us consider the set C(X,Y ) of all closed opera-
tors from the Banach space X to the Banach space Y .
If T , S ∈ C(X,Y ), their graphs G(T ), G(S) are closed linear manifolds in
the product space X × Y . Let us call

δ(T, S) = δ(G(T ), G(S)),

where δ(M,N) = supu∈SM dist(u,N), where SM = unit sphere of M .

Finally, δ̂(T, S) = δ̂(G(T ), G(S)) = max[δ(T, S), δ(S, T )].

Theorem 2.4.22 [31] Let T ∈ C(X,Y ) and S = T + A ∈ C(X,Y ) such
that A ∈ B(X,Y ). Then

δ̂(S, T ) ≤ ‖A‖.
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2.4.2. The fixed point problem

Theorem 2.4.23 [31] Let T ∈ C(X) and let σ(T ) be separated into two
parts σ′(T ), σ′′(T ) by a closed curve Γ. Let X = M ′(T ) ⊕ M ′′(T ) be the
associated decomposition of X. Then there exists a δ > 0, depending on T
and Γ, with the following properties: any S ∈ C(X) with δ̂(S, T ) < δ has
spectrum σ(S) likewise separated by Γ into two parts σ ′(S), σ′′(S). In the as-
sociated decomposition X =M ′(S)⊕M ′′(S), M ′(S), M ′′(S) are respectively
isomorphic with M ′(T ) and M ′′(T ). In particular dimM ′(S) = dimM ′(T ),
dimM ′′(S) = dimM ′′(T ) and both σ′(S) i σ′′(S) are nonempty if this is true
for T .
The decomposition X =M ′(S)⊕M ′′(S) is continuous in S in the sense that
the projection P [S] of X onto M ′(S) along M ′′(S) tends to P [T ] in norm as
δ̂(S, T )→ 0.

Lemma 2.4.24 [15] Let T0 ∈ B(X,Y ) and assume that r0 ∈ R is a simple
eigenvalue of T0. Then there exists a value δ > 0 such that whenever T ∈
B(X,Y ) and ‖T−T0‖ < δ, there is a unique r(T ) ∈ R satisfying |r(T )−r0| <
δ for which T − r(T ) is singular.
The map T → r(T ) is analytic and r(T ) is a simple eigenvalue of T . Finally,
if Ker(T0− r0) = span{x0} and Z is a complement of span{x0} in X, there
is a unique null vector x(T ) of T − r(T ) satisfying x(T )− x0 ∈ Z.
The map T → x(T ) is also analytic.

Proposition 2.4.25 The function Fε(µ) defined by (2.15) is continuous.

Proof: If we prove that both cµ and
∫∞

0
xuµ(x)dx are continuous with respect

to µ, the assertion of the theorem follows.
We have cµ = m−1

1 (s(Bµ)). Hence, we only need to show that the dominant
eigenvalue s(Bµ) of the operator Bµ is continuous with respect to µ.
Let us define the operators T and S in the following way

Tu := Bµ1u =
1

µ1

∫ ∞

0

b(y)βε(x, y)yu(y)dy − xu(x),

Su := Bµ2u =
1

µ2

∫ ∞

0

b(y)βε(x, y)yu(y)dy − xu(x).

S can be written as S = T + A where A is the bounded operator

Au =
( 1

µ2
−

1

µ1

)

∫ ∞

0

b(y)βε(x, y)yu(y)dy.

Let us consider Γ1 a closed curve containing m1(∞) and s(T ) (= dominant
eigenvalue of T ) and such that s(T ) is the unique element of σ(T ) inside Γ1.
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By Theorem 2.4.23 there exists δ1 > 0 such that any operator T̃ ∈ C(X)
satisfying δ̃(T̃ , T ) < δ1 has only one eigenvalue inside of Γ1.
Choosing µ2 sufficiently close to µ1, by Theorem 2.4.22 we have that δ̃(S, T ) ≤
‖A‖ < δ1. Therefore there exists a unique eigenvalue of S inside Γ1. This
eigenvalue is dominant because of the restriction s(Bµ) < m1(∞).
The proof of the continuity of s(Bµ) is completed by showing that the dis-
tance between s(S) and s(T ) is small.
Indeed, for all δε > 0 such that δε < δ1 there exists γ > 0 such that if
|µ1 − µ2| < γ, then δ̃(S, T ) < δε. The curve corresponding to δε, namely Γε,
is contained in Γ1 and has radius ε. By Theorem 2.4.23 there is one eigen-
value of S contained in Γε and it has to be s(S) because otherwise we would
have two eigenvalues of S inside of Γ1.
It remains to prove that

∫∞

0
xuµ(x)dx is continuous with respect to µ. We

will apply Lemma 2.4.24 to the operators T0 = Bµ1 and T = Bµ with
µ 6= µ1. We consider T0, T ∈ B(X,Y ) where Y = L1(0,∞) and X =
{x ∈ L1(0,∞) : xu ∈ L1(0,∞)} (Banach space with the norm ‖u‖X =
∫∞

0
|u(x)|+

∫∞

0
|xu(x)|).

For µ2 close enough to µ1, ‖T − T0‖ < δ and by Lemma 2.4.24 the applica-
tion that associates to each operator the eigenfunction corresponding to the
eigenvalue s(T ) is analytic and hence continuous. 2

Theorem 2.4.26 Let (H1),(H2),(H3) and (H4) hold. If moreover

m2(0) > sup
( yb(y)

m1(∞) + y

)

(2.16)

and

m2(∞) < sup
( yb(y)

m1(0) + y

)

, (2.17)

then, for ε small enough we have a stationary solution (uε, vε) of System
(2.1).

Proof: Let us take µ1 = m2(0) and µ2 = m2(∞). Notice that under the
conditions (2.16) and (2.17) Fε(µ) is defined on the interval [µ1, µ2] for any
ε small enough. By the monotonicity of m2 we have

Fε(µ1) = m2

(cµ1

∫

xuµ1(x)dx

µ1

)

> m2(0) = µ1,

Fε(µ2) = m2

(cµ2

∫

xuµ2(x)dx

µ2

)

< m2(∞) = µ2.

By Bolzano’s theorem we obtain that there exists µ∗ ∈ (µ1, µ2) such that
F (µ∗) = µ∗. 2
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Remark 2.4.27 Assuming m1(∞) sufficiently big, condition (2.16) holds
automatically. Then, in case that condition (2.17) does not hold, denoting

µ3 = sup
( yb(y)

m1(0) + y

)

we will have that the inequality

Fε(µ3)

µ3
< 1

implies the existence of at least one stationary solution.

2.5 Small Mutation

In this section we would like to study the steady states of System (2.1) that,
recall, is







ut(x, t) =
∫∞

0
b(y)βε(x, y)v(y, t)dy −m1(

∫∞

0
u(y, t)dy)u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2(
∫∞

0
v(y, t)dy)v(x, t),

when the size of the mutation, ε, is very small.
We have proved, under some conditions on the functions appearing in the
model and for ε small enough, the existence of a steady state of System (2.1),
namely (uε(x), vε(x)), where uε(x) = cε,µεuε,µε(x) , uε,µε(x) is the normalized
eigenfunction of eigenvalue m1(cε,µε) = s(Bε,µε) of the operator Bε,µε , and µε
is a solution of the fixed point problem

µ = m2

(cε,µ
∫∞

0
xuε,µ(x)dx

µ

)

=: Fε(µ).

Let us start by giving some results about the dominant eigenvalue of the
operator Bε,µ defined (as Bµ) in (2.8).

Let us recall that Mµ := max
(xb(x)

µ
− x

)

. Notice that, as
(

xb(x)
)′′

< 0,

there is only one point xµ such that
xµb(xµ)

µ
− xµ =Mµ.

Proposition 2.5.1 Let us assume that the hypotheses of Proposition 2.4.11
hold. Then

s(Bε,µ)
ε→0
−→Mµ.

Proof: By Proposition 2.4.18 we only have to show that for all δ >
0 s(Bε,µ) ≥ Mµ − δ when ε is small enough. Let us consider the same
decomposition of Bε,µ as in the proof of Proposition 2.4.18, that is
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Bε,µu = Tεfµ(x)u(x) + g(x)u(x),

where fµ(x)u(x) =
1
µ
xb(x)u(x) , g(x)u(x) = −xu(x) and

(Tεu)(x) =
∫∞

0
βε(x, y)u(y)dy.

Let us fix δ > 0 and let γ be such that if |x − x0,µ| < γ (where, recall, xµ

satisfies
xµb(xµ)

µ
− xµ =Mµ) then

|fµ(x)− fµ(xµ)| <
δ

4
,

|g(x)− g(xµ)| <
δ

4
.

Note that the last inequality is equivalent to assume γ <
δ

4
because g(x) = x.

Let us consider a smooth function u(x) > 0 with suppu ⊂ [xµ−γ, xµ+γ]. Let
us denote vµ(x) := fµ(x)u(x). Let us assume for the present that Tεvµ(x) ≥

vµ(x)− δ̂vµ(x) for some δ̂. Then

Bε,µu(x) = Tεfµ(x)u(x) + g(x)u(x)

≥ fµ(x)u(x)− δ̂fµ(x)u(x) + g(x)u(x)

≥ fµ(x)u(x)− δ̂(max fµ)u(x) + g(x)u(x)

≥
(

fµ(xµ)−
δ
4

)

u(x)− δ̂(max fµ)u(x) +
(

g(xµ)−
δ
4

)

u(x)

= Mµu(x)−
(

δ
4
+ δ

4
+ δ̂(max fµ)

)

u(x)

≥ (Mµ − δ)u(x),

where the last inequality holds if and only if

δ̂ ≤
δ

2(max fµ)
. (2.18)

What is left to show is

Tεvµ(x) ≥ vµ(x)− δ̂vµ(x), where δ̂ satisfies (2.18).

By Proposition 2.4.11 we only have to choose ε small enough such that (2.18)
holds.
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2

The former proposition yields information about the convergence of the
spectral bound (which is a dominant eigenvalue under the hypotheses of
Theorem 2.4.13) of the operators Bε,µ when ε tends to zero.
We are also interested in the convergence of the corresponding eigenfunction.
But first, we formulate some results that we will use in the forthcoming.

Theorem 2.5.2 [53](Banach-Alaoglu) Let X be a topological vector space
and X ′ its dual space. The set BX′ = {f ∈ X

′ : ‖f‖ ≤ 1} is compact in
the weak star topology.

The theorem says that denoting by X ′ the dual space of X then ϕn ∈ X ′

bounded has a subsequence ϕnk for which there exists ϕ0 ∈ X
′ such that

ϕnk
ε→0
−→ ϕ0

in the weak star topology, that is, for all u ∈ X,

〈u, ϕnk〉
ε→0
−→ 〈u, ϕ0〉.

Proposition 2.5.3 [4] Let ϕn be a sequence of X ′. If ϕn −→ ϕ in the weak
star topology and if fn −→ f strongly in X then 〈fn, ϕn〉 −→ 〈f, ϕ〉.

If we consider the space of the continuous functions with compact support
on the interval (0,∞), Cc(0,∞), its dual space is the space of Radon measures
on (0,∞). Let us denote it by M .
L1(0,∞) can be identified with a closed subspace of M by the isometry
T : L1(0,∞) −→M defined by

〈Tf, u〉M,Cc =

∫ ∞

0

fu,

(see [4] for more details).

By the Banach-Alaoglu theorem, for every sequence εn going to zero, the
sequence uεn,µ(x) ∈ L

1(0,∞) ⊂M of normalized eigenfunctions correspond-
ing to the eigenvalues s(Bεn,µ) has a subsequence uεnk ,µ(x) that converges in
the weak star topology to a measure u0,µ(x). The following result gives us
this limit explicitly.

Proposition 2.5.4 Let us assume that the hypotheses of Theorem 2.4.13
hold. If the limit u0,µ(x) of the subsequence uεnk ,µ(x) is not zero, then it is an

eigenfunction of the multiplication operator
xb(x)

µ
− x corresponding to the

eigenvalue Mµ.
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Proof:
The subsequence uεnk ,µ(x) satisfies

Bεnk ,µ
uεnk ,µ(x) = s(Bεnk ,µ

)uεnk ,µ(x).

Taking f ∈ Cc(0,∞),

〈f,Bεnk ,µ
uεnk ,µ〉 = s(Bεnk ,µ

)〈f, uεnk ,µ〉.

By the Banach-Alaouglu theorem and Proposition 2.5.1,

s(Bεnk ,µ
)〈f, uεnk ,µ〉

ε→0
−→Mµ〈f, u0,µ〉.

And to end with,

〈f,Bεnk ,µ
uεnk ,µ〉 =

1

µ

∫∞

0
f(x)

∫∞

0
b(y)βεnk (x, y)yuεnk ,µ(y)dydx

−
∫∞

0
f(x)xuεnk ,µ(x)dx

ε→0
−→

1

µ

∫∞

0
yb(y)f(y)u0,µ(y)dy −

∫∞

0
f(x)xu0,µ(x)dx =

= 〈f,
(xb(x)

µ
− x

)

u0,µ〉

where we have used that

∫ ∞

0

f(x)βε(x, y)dx
ε→0
−→ f(y) (uniformly)

and Proposition 2.5.3.
2

A multiplication operator, B, induced on Cc(0,∞) by some continuous
function q : (0,∞) −→ R is defined by Bf := qf .
The spectrum ofB is the closed range of q, that is, σ(B) := {q(x) : x ∈ (0,∞)},
(see, for instance, [19] for more details on multiplication operators).
The definition of B can be generalized to an operator on M by

〈f,Bϕ〉 = 〈fB, ϕ〉

for any f ∈ Cc(0,∞) and ϕ ∈M .
Any real number in the image set of q, q(x), is an eigenvalue of B with cor-
responding eigenvector the Dirac measure concentrated at the point x, δx.
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Moreover, any eigenvector of B is of the preceding form. Finally, σ(B) co-
incides with the point spectrum of B if and only if {q(x) : x ∈ (0,∞)} is a
closed set.

So what we have proved in Proposition 2.5.4 is that there is a subsequence
of uεn,µ(x) with limit aδxµ for some a ≥ 0. Now we are going to prove that
uε,µ(x) has limit and it is δxµ . For this, we will use three results, the first one
concerning the convergence, when ε goes to zero, of the integral of uε,µ(x) and
xuε,µ(x) outside a certain bounded interval and the other two, more general,
about some properties of a family of functions that converge (in the weak
star topology) to a Dirac measure.

Proposition 2.5.5 Let us assume that the hypotheses of Theorem 2.4.13
hold. Let uε,µ(x) be the family of eigenfunctions of eigenvalue s(Bε,µ) of the
operator Bε,µ. There exists a bounded interval K containing xµ such that

∫

Kc

uε,µ(x)dx
ε→0
−→ 0,

∫

Kc

xuε,µ(x)dx
ε→0
−→ 0,

uniformly with respect to µ on intervals [a, b] with a > 0.

Proof: By Proposition 2.5.1 s(Bε,µ)
ε→0
−→ Mµ. Therefore, as xµ is a strict

(and unique) maximum point, for any bounded interval K containing xµ
there exists ε0 such that for ε < ε0

s(Bε,µ) >
xb(x)

µ
− x if x ∈ Kc. (2.19)

Furthermore, there exists CK > 0 such that
(

s(Bε,µ) + x−
xb(x)

µ

)

> CK

whenever x ∈ Kc and ε < ε0. If we integrate over Kc the equality

0 =
(

Bε,µ − s(Bε,µ)
)

uε,µ(x)

we obtain
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0 =
∫

Kc

(

∫∞

0
y

µ
b(y)βε(x, y)uε,µ(y)dy − xuε,µ(x)− s(Bε,µ)uε,µ(x)

)

dx

=
∫

Kc

(

∫

K

y

µ
b(y)βε(x, y)uε,µ(y)dy +

∫

Kc

y

µ
b(y)βε(x, y)uε,µ(y)dy

)

dx

+
∫

Kc(−x− s(Bε,µ))uε,µ(x)dx

=
∫

K

(

y

µ
b(y)uε,µ(y)

∫

Kc βε(x, y)dx
)

dy

+
∫

Kc

(

y

µ
b(y)uε,µ(y)

∫

Kc βε(x, y)dx
)

dy +
∫

Kc(−x− s(Bε,µ))uε,µ(x)dx

≤
∫

K

(

y

µ
b(y)uε,µ(y)

∫

Kc βε(x, y)dx
)

dy

+
∫

Kc

(

xb(x)
µ
− x− s(Bε,µ)

)

uε,µ(x)dx

where we have used Fubini’s theorem and that
∫

Kc βε(x, y)dx ≤ 1 .
By (2.19) and the former inequality we have that, for ε small enough

CK

∫

Kc uε,µ(x)dx ≤
∫

Kc

(

− xb(x)
µ

+ x+ s(Bε,µ)
)

uε,µ(x)dx

≤
∫

K

(

y

µ
b(y)uε,µ(y)

∫

Kc βε(x, y)dx
)

dy

for some CK > 0.
As

∫

K

(y

µ
b(y)uε,µ(y)

∫

Kc

βε(x, y)dx
)

dy
ε→0
−→ 0,

we obtain
∫

Kc

uε,µ(x)dx
ε→0
−→ 0.

In the same way, we obtain, for ε small enough

C̃K

∫

Kc xuε,µ(x)dx ≤
∫

Kc

(

− b(x)
µ

+ 1 + s(Bε,µ)

x

)

xuε,µ(x)dx

≤
∫

K

(

y

µ
b(y)uε,µ(y)

∫

Kc βε(x, y)dx
)

dy

for some C̃K > 0 (such that s(Bε,µ)− C̃Kx ≥
xb(x)
µ
− x if x ∈ Kc), and thus
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∫

Kc

xuε,µ(x)dx
ε→0
−→ 0.

2

Lemma 2.5.6 Let us assume that we have a sequence of normalized pos-
itive functions uεn(x) such that uεn(x)

ε→0
−→ aδx0 in the weak star topology

and such that there exists a bounded interval K containing x0 and such that
∫

Kc uεn(x)dx
ε→0
−→ 0. Then a = 1.

Proof: Let us choose f a positive continuous function with compact sup-
port such that f(x) = 1 for all x ∈ K and f(x) < 1 for x ∈ K c. Then we can
write

∫ ∞

0

f(x)uεn(x)dx =

∫

K

uεn(x)dx+

∫

Kc

f(x)uεn(x)dx.

As uεn(x)
ε→0
−→ aδx0 in the weak star topology, the left hand side tends to a

when ε goes to zero.
As
∫

Kc uεn(x)f(x)dx <
∫

Kc uεn(x)dx and
∫

Kc uεn
ε→0
−→ 0 we have that

∫

K

uεn(x)dx
ε→0
−→ a.

Finally as, by hypothesis,
∫∞

0
uεn(x)dx = 1 we have

1 =

∫ ∞

0

uεn(x)dx =

∫

K

uεn(x)dx+

∫

Kc

uεn(x)dx
ε→0
−→ a,

and hence a = 1.
2

Lemma 2.5.7 Let us assume that we have a sequence of positive functions
uεn(x) such that uεn(x)

ε→0
−→ δx0 in the weak star topology and such that there

exists a bounded interval K1 containing x0 and such that
∫

Kc
1
uεn(x)dx

ε→0
−→ 0.

Then for all bounded interval K containing x0 in its interior we have

∫

Kc

uεn(x)dx
ε→0
−→ 0.

Proof:
It is obvious if K1 ⊆ K.

Let us choose K ⊂ K1. Let f be a continuous function with compact support
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such that f(x) = 1 for all x ∈ K1 \ K, f(x0) = 0 and f(x) < 1 otherwise.
Then,

〈f, uεn〉 =

∫ ∞

0

f(x)uεn(x)dx
ε→0
−→ f(x0) = 0.

As f and uεn are positive

∫ ∞

0

f(x)uεn(x)dx ≥

∫

K1\K

f(x)uεn(x)dx =

∫

K1\K

uεn(x)dx.

Therefore
∫

K1\K

uεn(x)dx
ε→0
−→ 0.

And thus,

∫

Kc

uεn(x)dx =

∫

Kc
1

uεn(x)dx+

∫

K1\K

uεn(x)dx
ε→0
−→ 0

and the proof is complete.
2

Theorem 2.5.8 Let us assume that the hypotheses of Theorem 2.4.13 hold.
The family of eigenfunctions uε,µ(x) corresponding to the eigenvalues s(Bε,µ)
satisfies

uε,µ(x)
ε→0
−→ u0,µ(x) = δxµ

in the weak star topology.

Proof: As ‖uε,µ‖ = 1 by the Banach-Alaouglu theorem any sequence uεn,µ(x)
with εn → 0 has a subsequence that converges. By Propositions 2.5.4 and
2.5.5 and Lemma 2.5.6 the limit is the same for any of these subsequences.
This gives the statement. 2

So far we have proved the following convergences for the dominant eigen-
values s(Bε,µ) = m1(cε,µ) and the corresponding normalized eigenfunctions,
uε,µ(x), of the family of operators Bε,µ

s(Bε,µ)
ε→0
−→ Mµ,

uε,µ(x)
ε→0
−→ δxµ ,
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(the second convergence in the weak star topology).

Let us remind that the steady states of System (2.1) are given by cε,µuε,µ(x)
where µ = µε is a solution of the fixed point problem µ = Fε(µ) (Fε(µ) de-
fined in (2.15)).
Under the hypotheses of Theorem 2.4.26 we know that the fixed point, µε,
exists. However, later on in this section we will see that, for ε small enough,
µε exists under weaker conditions than the ones in Theorem 2.4.26.
Now we will give some results about the convergence of the sequences cε,µ
and µε which will allow us to give the final result about the convergence of
the steady states of System (2.1) when ε tends to zero.

Proposition 2.5.9 Let us assume that the hypotheses of Theorem 2.4.13
and Corollary 2.4.20 hold. Then

cε,µ
ε→0
−→ u(xµ)

uniformly with respect to µ where u(xµ) is the first component of the equilib-
rium of the system







u′ = b(x)v(x)−m1(u)u− xu,

v′ = xu− µv
(2.20)

for x = xµ , the value that satisfies
(

xb(x)
)′

|xµ
= µ.

Remark 2.5.10 The value x satisfying
(

xb(x)
)′
= µ coincides with the value

satisfying
(xb(x)

µ
− x

)

=Mµ = max
(xb(x)

µ
− x

)

.

Proof: The continuity of m1 and Proposition 2.5.1 give

cε,µ = m−1
1 (s(Bε,µ))

ε→0
−→ m−1

1 (Mµ).

The maximum of the function
(

xb(x)
µ
−x
)

is attained at the value that satisfies
(

xb(x)
)′
| xµ = µ.

The non trivial equilibrium of System (2.20) is given by the only solution
u(x) of

∣

∣

∣

∣

∣

∣

−m1(u(x))− x b(x)

x µ

∣

∣

∣

∣

∣

∣

= 0.
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That is u(x) = m−1
1

(

xb(x)
µ
− x

)

.

Therefore m−1
1 (Mµ) = u(xµ).

2

In order to give the result about the convergence of the sequence µε we
need the following proposition.

Proposition 2.5.11 Let us assume that the hypotheses of Theorem 2.4.13
hold. Let uε,µ(x) be the sequence of normalized eigenfunctions corresponding
to the eigenvalues s(Bε,µ) of the operator Bε,µ. Then

xuε,µ(x)
ε→0
−→ xµδxµ

in the weak star topology.
Moreover

∫ ∞

0

xuε,µ(x)dx
ε→0
−→ xµ.

Proof: By Theorem 2.5.8 we have that

∀g ∈ Cc

∫ ∞

0

g(x)uε,µ(x)dx
ε→0
−→ g(xµ).

Therefore, if we call g(x) := xf(x) we have that

∀f ∈ Cc

∫∞

0
f(x)xuε,µ(x)dx =

∫∞

0
g(x)uε,µ(x)dx

ε→0
−→ g(xµ) = xµf(xµ).

This proves the first part of the theorem.
Since we have just proved that

xuε,µ(x)
ε→0
−→ xµδxµ

in the weak star topology and moreover, by Proposition 2.5.5 we have that
there exists a bounded interval such that

∫

Kc xuε,µ(x)dx
ε→0
−→ 0 then in the

same manner as in the proof of Lemma 2.5.6 we can say that

∫ ∞

0

xuε,µ(x)dx
ε→0
−→ xµ.

2

Let us now define

F0(µ) := m2

(u(xµ)xµ
µ

)

(2.21)
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for µ ∈
(

sup yb(y)
m1(∞)+y

, sup yb(y)
m1(0)+y

)

where u(xµ) has been defined in Propo-
sition 2.5.9 as the first component of the equilibrium of the system







u′ = b(x)v(x)−m1(u)u− xu,

v′ = xu− µv,

for x = xµ , the value that satisfies
(

xb(x)
)′

|xµ
= µ. Notice that the con-

dition on µ implies the existence of u(xµ) and hence that of F0(µ).
Let x̂ be and ESS of System (1.6), (1.7) (as in Theorem 1.4.2) and let

us call µ0 = m2(v(x̂)). Then xµ0 = x̂ and F0(µ0) = m2

(u(xµ0)xµ0

µ0

)

=

m2

( u(x̂)x̂

m2(v(x̂))

)

= m2(v(x̂)) = µ0.

Since in Theorems 1.4.3 and 1.4.4 it has been proved that, under the hy-
potheses of Theorem 1.3.6, there exists a unique ESS of System (1.1), we
have that there exists a unique fixed point µ0 of F0(µ).
Furthermore, F0(µ) is a monotonous function.

Lemma 2.5.12 The function F0(µ) (defined in (2.21)) is strictly decreasing.

Proof: xµ satisfies
(

xb(x)
)′
(xµ) = µ. Taking the derivative with respect

to µ we obtain that

dx

dµ
=

1
(

xb(x)
)′′ < 0,

that is, xµ is strictly decreasing with respect to µ.

Furthermore, as u(xµ) = m−1
1 (Mµ) where Mµ = max

(xb(x)

µ
− x

)

and m1

is an increasing function, we have that u(xµ) is strictly decreasing and the
proof is complete. 2

The next, technical result about convergence of a family of functions will
be used to prove the convergence of the sequence µε to µ0 (the fixed point of
F0(µ)).

Lemma 2.5.13 Let fε be a family of continuous real functions that converge
pointwise to f0.
Let us assume that either (x − x0)f0(x) > 0 or (x − x0)f0(x) < 0 for 0 <
|x− x0| < γ for some γ > 0.
Then for all η ≤ γ there exists ε0 such that for ε < ε0, fε has at least one
zero xε such that |xε − x0| < η.
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Proof: As f0(x0 − η) < 0 and f0(x0 + η) > 0 (for instance), by the pointwise
convergence of fε to f0 we obtain that there exists ε0 such that if ε < ε0,
then fε(x0 − η)fε(x0 + η) < 0, and by continuity, there exists xε satisfying
fε(xε) = 0 and |xε − x0| < η. 2

Proposition 2.5.14 Let us assume that the hypotheses of Theorem 2.4.13

and Corollary 2.4.20 hold. Let Fε(µ) = m2

(cε,µ
∫∞

0
xuε,µ(x)dx

µ

)

(already de-

fined in (2.15)) and F0(µ) defined by (2.21). Then, there exists a sequence of
fixed points of Fε(µ), denoted by µε satisfying

µε
ε→0
−→ µ0

where µ0 is the fixed point of F0(µ).

Proof: By Propositions 2.5.9 and 2.5.11 we have that

Fε(µ)
ε→0
−→ F0(µ).

Let us define G0(µ) := F0(µ)− µ.
We have seen that there exists µ0 satisfying G0(µ0) = 0. Moreover, by Lemma
2.5.12, G0(µ0) is a strictly decreasing function.
Therefore, applying Lemma 2.5.13 we obtain that there exists a sequence of
zeros of the functions Gε(µ) := Fε(µ)− µ that converge to the zero of G0(µ)
and this proves the proposition.

2

Let us recall that xµ0 := x̂ and that x̂ satisfies
(

xb(x)
)′
|x̂= µ0, where µ0

is the solution of the fixed point problem F0(µ) = µ i.e. x̂ is the ESS value
of the ordinary differential equations model studied in Chapter 1.

Finally, we are able to give the result that tells us how the steady states
of system (2.1) behave when the size of the mutation tends to zero.

Theorem 2.5.15 Let us assume that the hypotheses of Theorem 2.4.26 hold.
Let (u(x̂), v(x̂)) be the steady state of System (1.1) when x = x̂. The se-
quence of equilibrium solutions of System (2.1) given by Theorem 2.4.26,
(uε(x), vε(x)), satisfies

(uε(x), vε(x))
ε→0
−→ (u(x̂)δx̂, v(x̂)δx̂)
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in the weak star topology.
Moreover, for any bounded interval K of (0,∞) containing x̂ in its interior,

∫

Kc

uε(x)dx
ε→0
−→ 0

∫

Kc

vε(x)dx
ε→0
−→ 0.

Proof:
For any f ∈ Cc we have

〈f,Bε,µεuε −m1(cε,µε)uε〉 = 0,

or, equivalently, (as uε(x) = cε,µεuε,µε(x)),

〈f,Bε,µεuε,µε −m1(cε,µε)uε,µε〉 = 0. (2.22)

Since uε,µε(x) is a normalized family, the Banach Alaoglu theorem gives

uε,µε(x)
ε→0
−→ u0(x) (2.23)

in the weak star topology, for some measure u0(x) (in principle for a subse-
quence of any sequence εn → 0). We omit the notation εnk .
Using Proposition 2.5.14 we obtain that for any f ∈ Cc

Bε,µεf
ε→0
−→

(xb(x)

µ0
− x

)

f uniformly, i.e.,

in the supremum norm.
Therefore by Proposition 2.5.3 and (2.23),

〈f,Bε,µεuε,µε〉
ε→0
−→ 〈f,

(xb(x)

µ0
− x

)

u0〉

Moreover
cε,µε

ε→0
−→ u(x̂). (2.24)

Indeed,

|cε,µε − u(x̂)| ≤ |cε,µε − u(xµε)|+ |u(xµε)− u(xµ0)|

= |cε,µε − u(xµε)|+ |m
−1
1 (Mµε)−m

−1
1 (Mµ0)|

< δ if ε < ε0
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by Proposition 2.5.9 (the first term), and because Mµ is continuous with
respect to µ, and m−1

1 is also continuous (the second term).
Using again Proposition 2.5.3 and (2.23),

〈f,m1(cε,µε)uε,µε〉
ε→0
−→ 〈f,m1(u(x̂))u0〉 = 〈f,Mµ0u0〉.

Therefore we have

〈f,Bε,µεuε,µε −m1(cε,µε)uε,µε〉
ε→0
−→ 〈f,

(xb(x)

µ0
− x−Mµ0

)

u0〉.

So, equation (2.22) yields that u0 is an eigenfunction of eigenvalue Mµ0 of

the multiplication operator
xb(x)

µ0
− x, that is, u0 = aδx̂.

Since by Proposition 2.5.5 there exists a bounded interval K containing x̂
such that

∫

Kc uε,µε(x)dx
ε→0
−→ 0, then, applying Lemma 2.5.6 we obtain a = 1,

that is u0(x) = δx̂. As above, the uniqueness of the weak star limit implies
(2.23). This, together with (2.24), implies

uε(x) = cε,µεuε,µε(x)
ε→0
−→ u(x̂)δx̂,

in the weak star topology.

Finally, in the same way as in the proof of Proposition 2.5.11

vε(x) =
xuε(x)

µε

ε→0
−→

x̂u(x̂)δx̂
µ0

= v(x̂)δx̂,

(in the weak star topology) and the first statement is proved.

By Proposition 2.5.5 and using that µε
ε→0
−→ µ0 and cε,µε

ε→0
−→ u(x̂) we have

the existence of a bounded interval K containing x̂ such that
∫

Kc

uε(x)dx
ε→0
−→ 0,

∫

Kc

vε(x)dx =

∫

Kc

xuε(x)

µε
dx

ε→0
−→ 0.

Lemma 2.5.7 gives the second statement. 2

Summarizing, under reasonable hypotheses, we have proved the existence
of a family of equilibrium solutions (uε(x), vε(x)) of System (2.1) that, when
the size of the mutation (ε) tends to zero, tend to concentrate at the ESS
value x̂ of the finite dimensional age at maturity model (1.1). Moreover, the
total population at equilibrium of System (2.1) (the integral of (uε(x), vε(x)))
tends to the equilibrium of (1.1) for the value x̂ of the parameter.
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Chapter 3

Small mutation rate and
evolutionarily stable strategies
in some (abstract quasilinear)
equations

3.1 Introduction

We start this chapter by formulating another integro-differential equations
model for the distribution of individuals with respect to the age at maturity
that is obtained by considering densities of the individuals with respect to
the evolutionary variable in the ordinary differential equations model for the
age at maturity of Chapter 1.
The difference between the model in Chapter 2 and the one in this chapter
is that in Chapter 2 ε was a parameter measuring the mutation size because
we were assuming that a mutation, perhaps very small, occurred in every
reproduction whereas in the model described in this chapter, ε will stand for
the probability of mutation.
More in general, in Sections 3.3 and 3.4 we study a (rather) general class
of selection-mutation infinite dimensional models that include the age at
maturity model presented in Section 3.2. When the mutation rate tends to
zero this models become “ecological” models, that is, ordinary differential
equations models where all individuals have the same type.
It will be shown, under some conditions on the variables constituting the
infinite dimensional models, the existence of a steady state converging, when
the probability of mutation tends to zero, to a Dirac mass at the point of
ESS of the ordinary differential equations models obtained when the mutation
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tends to zero.

3.2 Description of a model for the matura-

tion age

The model equations are:






















ut(x, t) = (1− ε)b(x)v(x, t) + ε
∫∞

0
b(y)γ(x, y)v(y, t)dy

−m1

( ∫∞

0
u(y, t)dy

)

u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t).

(3.1)

We assume the same hypotheses as in Chapter 2 for the functions appear-
ing in the model. The main difference in the equations (between the model
in Chapter 2 and the one here) is in the inflow of newborns term, that,
in System (3.1) is given by (1 − ε)b(x)v(x, t) + ε

∫∞

0
b(y)γ(x, y)v(y, t)dy,

where (1 − ε)b(x)v(x, t) represents the inflow of clonal newborns and
ε
∫∞

0
b(y)γ(x, y)v(y, t)dy represents the inflow of nonclonal newborns, where

b(y) is the trait specific fertility of the adult population and γ(x, y) is the
density of probability that the trait of the mutant offspring of an individual
with trait y is x. So ε stands for the probability of mutation.

γ is a strictly positive globally lipschitzian function that satisfies
∫∞

0
γ(x, y)dx = 1 (in a non clonal reproduction, the probability of having

offspring of whatever strategy is one) and such that the improper integral
converges uniformly with respect to y on bounded intervals.

We can rewrite model (3.1) in the following way (that will be useful in
the next sections)





ut

vt



 = Aε,P,Q





u

v



 = Bε,P,Q





u

v



+ εT





u

v





=





−m1(P )− x (1− ε)b(x)

x −m2(Q)









u

v





+ε





0
∫∞

0
b(y)γ(x, y) · dy

0 0









u

v





(3.2)
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where P :=
∫∞

0
u(x, t)dx, Q :=

∫∞

0
v(x, t)dx (total population of young and

adult individuals, respectively, at time t).

3.3 The eigenvalue problem for a general class

of operators

As in Chapter 2 our aim is to study the equilibria of System (3.1) when
the probability of mutation, ε, is very small (in this case meaning that, in
every reproduction, the probability of mutation is very small). We will do
this by studying an eigenvalue problem. However, we will not only study the
eigenvalue problem for the operators defined in (3.2) but for a more general
class of operators to which the operators defined in (3.2) belong and that we
define next.
That is, in this section we are going to study the behavior when ε ∈ (0, 1)
goes to zero of the (dominant) eigenvalue of a linear operator of the form

Aε = Bε + εT (3.3)

in the space X of L1 Rn-valued functions defined on an interval, I, of R
(bounded or not), endowed with the natural Banach lattice structure.

Let us now formulate the hypotheses on this operators:

From now on we will assume that for any ε ≥ 0, Aε is the generator of a
positive C0 semigroup.
Moreover, for any ε > 0, we assume that the spectral bound s(Aε) is a
dominant eigenvalue λε of algebraic multiplicity 1 of the operator Aε with
corresponding strictly positive eigenfunction ~uε(x). This holds, for example
(see [14] pag 209) if Aε is the generator of a positive analytic irreducible
semigroup and s(Aε) > −∞ is a pole of the resolvent R(λ,Aε) .

For any ε ≥ 0, Bε is a matrix valued multiplication operator, that is, when
we fix a value x we obtain a matrix, that we will denote by Bε(x).
Let us assume that the operator Bε − B0 is bounded and such that ‖Bε −

B0‖
ε→0
−→ 0. The elements of the matrix Bε(x) depend smoothly on x. More-

over the off-diagonal ones are non-negative and Bε(x) is an irreducible ma-
trix. So, by Theorems 0.0.8, 0.0.9 and 0.0.10 in the Preliminaries, Bε(x) has
a strictly dominant eigenvalue with a corresponding strictly positive eigen-
vector.
For ε ≥ 0, let us denote by µε(x) the dominant eigenvalue of the matrix
Bε(x).
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3.3. The eigenvalue problem for a general class of operators

Let us remind that the spectrum of a matrix valued multiplication operator
Mα where α : I −→M(n), (M(n) is the space of all complex n×n matrices)
is given as σ(Mα) = ∪x∈Iσ(α(x)) (see [45]).
Let us define µε := supReσ(Bε) = supx µε(x).
Let us assume that for any ε ≥ 0 there exists xε such that µε = µε(xε) =
maxx µε(x).
Let us assume that the maximum value of µ0(x) is attained at a unique x0.
Finally, we assume that T is a positive bounded operator.

In Chapter 4 we will prove that (fixed the nonlinearities) System (3.1)
satisfies all the preceding hypotheses and therefore we will be able to apply
all the results that we will obtain for the operators (3.3). There are more
examples of models that can be written using the operators (3.3). That was
the reason to study the eigenvalue problem in a more general way and not
only for System (3.1). In Chapter 4 we will give another example.

We begin with a result about the dominant eigenvalue λε of the operator
Aε.
In order to prove it we will use the inequality (2.11) of Chapter 2, that recall,
is

s(A) ≥ sup{µ ∈ R : Af ≥ µf for some 0 < f ∈ D(A)} (3.4)

(where f > 0 means f ≥ 0 and f 6= 0 ) and A is the generator of a strongly
continuous positive semigroup.
Since we are working in the Banach lattice L1(I,Rn), the spectral bound of
the generator of a positive semigroup and the growth bound of the semigroup
coincide and therefore we can use (3.4) (see Chapter 2 for more details).

Proposition 3.3.1 Let λε and µ0(x) be the dominant eigenvalues of the
operator Aε and the matrix B0(x) respectively. Then

λε
ε→0
−→ µ0(x0)

where x0 is the (unique) point where the maximum value of µ0(x) is attained.

Proof: We begin by showing that for all δ > 0 there exists ε0 such that
for any ε < ε0,

s(Aε) = λε ≥ µ0(x0)− δ.

The continuity hypotheses on Bε(x) imply that there exists η > 0 and ε0 > 0
such that µε(x) ≥ µ0(x0)− δ whenever x ∈ J := [x0 − η, x0 + η] and ε < ε0.
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3.3. The eigenvalue problem for a general class of operators

For any x and ε ≥ 0, let ~vx,ε be the (unique except for a scalar factor) positive
eigenvector corresponding to the eigenvalue µε(x), that is

Bε(x)~vx,ε = µε(x)~vx,ε.

We are going to apply (3.4) to the function

~vε(x) = ~vx,εχJ (x)

which belongs toD(Aε). Notice that this latter coincides withD(Bε) (because
εT is a bounded operator) and that any bounded measurable function with
compact support belongs to the domain of the multiplication operator.
We have

(

Bε~vε
)

(x) = χ
J
(x)Bε(x)~vx,ε ≥ χ

J
(x)(µ0(x0)− δ)~vx,ε = (µ0(x0)− δ)~vε(x).

As εT is a positive operator, we get

Aε~vε(x) = Bε~vε(x) + εT~vε(x)

≥ (µ0(x0)− δ)~vε(x),

and by (3.4),

λε = s(Aε) ≥ µ0(x0)− δ.

Now we will show that for all δ > 0 there exists ε0 such that for any
ε < ε0

λε ≤ µ0(x0) + δ.

In order to prove it we will use a result about perturbation of the spectrum of
a closed operator of [31] that says that if T is a closed operator and S = T+A
where A is a bounded operator then

Γ ⊂ ρ(S) if ‖A‖ < min
ξ∈Γ
‖R(ξ, T )‖−1,

where ρ(S) is the resolvent set of S, R(ξ, T ) is the resolvent operator of T
and Γ is a closed subset of the resolvent set of T such that ‖R(ξ, T )‖−1 has
positive minimum.

The operator Aε can be written as Aε = B0 + εT +Bε −B0.
Since by hypothesis B0 is the generator of a positive semigroup, namely T0(t),
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3.3. The eigenvalue problem for a general class of operators

we have that the resolvent operator of B0 equals the Laplace transform of
the semigroup:

R(ξ, B0) =

∫ ∞

0

e−ξtT0(t)dt

for Re(ξ) > ω(T0) (the growth bound of the semigroup, that, since we are
working in L1(I,Rn) coincides with the spectral bound of the generator).
Therefore, if Re(ξ) > s(B0) = µ0(x0) we have

‖R(ξ, B0)‖ ≤
C

Reξ − µ0(x0)

(where C is such that ‖T0(t)‖ ≤ Ceω(T0)t).
If we consider Γδ = (µ0(x0) + δ,+∞) with δ > 0 then

min
ξ∈Γδ

1

‖R(ξ, T )‖
≥ min

ξ∈Γδ

ξ − µ0(x0)

C
=

δ

C
.

Finally, since by hypothesis ‖Bε−B0‖
ε→0
−→ 0, taking ε small enough, we have

‖εT +Bε −B0‖ <
δ

C
and therefore λε < µ0(x0) + δ. 2

In the second part of the proof of the previous proposition we have showed
that, for all δ > 0 there exists ε small enough such that λε ≤ µ0(x0) + δ. It
is possible to show that λε ≤ µ0(x0) for all ε ∈ (0, 1), under the following
additional hypothesis:

(H) The operator Aε can be written as

Aε = Bε + εT = C + (1− ε)S + εT

where S is a positive bounded operator such that for all ~u ∈ X+ there
exists a set of positive measure such that S~u(x) ≥ T~u(x), i.e., S and T
are such that T − S is not positive.

Under assumption (H), taking ~uε(x) the positive eigenfunction corresponding
to the eigenvalue λε, we have, for x in a set of positive measure,

λε~uε(x) = Aε~uε(x) = Bε(x)~uε(x) + εT~uε(x)

= C~uε(x) + (1− ε)S~uε(x) + εT~uε(x)

≤ C~uε(x) + S~uε(x)

= B0(x)~uε(x).
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3.3. The eigenvalue problem for a general class of operators

So, applying (3.4) to the operator B0(x) there exists a set of x of positive
measure such that λε ≤ µ0(x) and therefore λε ≤ µ0(x0) (for all ε ∈ (0, 1)).
Let us note that, in model (3.2), the hypothesis (H) holds automatically and
moreover, that it has a natural biological interpretation.
Indeed, Bε,P,Q can be written as

Bε,P,Q = CP,Q + (1− ε)S

=





−m1(P )− x 0

x −m2(Q)



+ (1− ε)





0 b(x)

0 0



 .

Let us prove that for all ~u ∈ L1 × L1 there exists a set of positive measure
such that S~u ≥ T~u where

S =





0 b(x)

0 0



 and T =





0
∫∞

0
b(y)γ(x, y) · dy

0 0



 .

Indeed, otherwise, for almost every x,
∫ ∞

0

b(y)γ(x, y)v(y)dy − b(x)v(x) > 0.

Integrating the left hand side with respect to x and using
∫∞

0
γ(x, y)dx = 1

we obtain

∫ ∞

0

(

∫ ∞

0

b(y)γ(x, y)v(y)dy − b(x)v(x)
)

dx = 0, (3.5)

a contradiction. So, in model (3.2) hypothesis (H) holds.
Let us note that, in model (3.2), the total number of newborns is given by
∫∞

0

(

(1− ε)b(x)v(x) + ε
∫∞

0
b(y)γ(x, y)v(y)dy

)

dx.

Assuming that (3.5) holds, we obtain

∫∞

0

(

(1− ε)b(x)v(x) + ε
∫∞

0
b(y)γ(x, y)v(y)dy

)

dx =

=
∫∞

0
b(x)v(x)dx + ε

(

∫∞

0

(

b(x)v(x)−
∫∞

0
b(y)γ(x, y)v(y)dy

)

dx
)

=

=
∫∞

0
b(x)v(x)dx.

Therefore equality (3.5) biologically means that the total number of newborns
does not change because of the mutation.
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3.3. The eigenvalue problem for a general class of operators

Once we have studied the dominant eigenvalue of the operators Aε de-
fined in (3.3), we are going to analyze how the corresponding eigenfunction
behaves when ε tends to zero.
It is convenient to choose the eigenfunctions ~uε(x) corresponding to λε sat-
isfying

‖~uε(x)‖ = 1.

Proposition 3.3.2 Let M be the space of measures of Radon, the dual space
of the normed space of continuous functions with compact support Cc(I,Rn).
For every sequence εn going to zero, the sequence ~uεn(x) ∈ L1(I,Rn) ⊂
M of normalized eigenfunctions corresponding to the eigenvalues λεn of the
operator Aεn (defined in (3.3)) has a subsequence ~uεnk (x) satisfying

~uεnk (x)
ε→0
−→ ~u0(x)

in the weak star topology, for some measure ~u0(x), i.e., for any ~f ∈ Cc(I,Rn),

〈~f, ~uεnk 〉
ε→0
−→ 〈~f, ~u0〉.

Proof: It is just an application of the Banach Alaoglu theorem. 2

Let B be a matrix valued multiplication operator on Cc(I,Rn). In the
same way as in Chapter 2, we can generalize this definition to a matrix
valued operator on M by

〈~f,Bϕ〉 = 〈~f tB,ϕ〉,

(where t denotes transpose) for any ~f ∈ Cc(I,Rn) and ϕ ∈M .
Then σ(B) = ∪x∈Iσ(B(x)). More precisely, a complex number is an eigen-
value of B(x) with corresponding eigenvector ~ux if and only if it is an eigen-
value of B with corresponding eigenfunction ~uxδx. Moreover, σ(B) coincides
with the point spectrum of B if and only if ∪x∈Iσ(B(x)) is a closed set.

Proposition 3.3.3 If the limit ~u0(x) of the subsequence ~uεnk (x) is not ~0 ,
then it is an eigenfunction of the multiplication operator B0 corresponding to
the eigenvalue µ0(x0).

Proof: Let us assume that the weak star limit does not vanish.
The subsequence ~uεnk (x) satisfies

Bεnk
(x)~uεnk (x) + εnkT~uεnk (x) = λεnk~uεnk (x).

Taking ~f ∈ Cc we have
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3.3. The eigenvalue problem for a general class of operators

〈~f tBεnk
, ~uεnk 〉+ εnk〈

~f, T~uεnk 〉 = λεnk 〈
~f, ~uεnk 〉. (3.6)

As ~f tBεnk
is a sequence of continuous functions with compact support, it

converges (uniformly) to ~f tB0. Then by Proposition 3.3.2 and Proposition
2.5.3 in Chapter 2,

〈~f tBεnk
, ~uεnk 〉 −→ 〈

~f tB0, ~u0〉.

As T is a bounded operator,

εnk〈
~f, T~uεnk 〉 −→ 0,

and by Proposition 3.3.1 and Proposition 3.3.2,

λεnk 〈
~f, ~uεk〉 −→ µ0(x0)〈~f, ~u0〉.

Then, equation (3.6) yields

〈~f tB0, ~u0〉 = µ0(x0)〈~f, ~u0〉.

That is, ~u0 is an eigenfunction corresponding to the eigenvalue µ0(x0) of the
multiplication operator B0. 2

So, we have proved that there is a subsequence of ~uεn(x) with limit
a~vx0,0δx0 for some a ≥ 0, where ~vx0,0 is the normalized eigenvector corre-
sponding to the eigenvalue µ0(x0) of the matrix B0(x0) (where µ0(x0) =
maxx µ0(x)).
Notice that, in principle, a may depend on the subsequence.
Now we are going to prove that, under an additional hypothesis, ~uε(x) has
limit and this is ~vx0,0δx0 .

Theorem 3.3.4 Let µ0(x) be the dominant eigenvalue of the operator B0(x).
Let x0 be the (unique) point where the maximum value of µ0(x) is attained.
Let us assume that for i = 1..n, there exists a bounded interval K containing
x0 such that

∫

Kc u
i
ε(x)dx

ε→0
−→ 0,

where uiε is the i-component of the eigenfunction ~uε corresponding to the
eigenvalue λε of the operator Aε.
Then the family of eigenfunctions ~uε corresponding to the eigenvalues λε
satisfy

~uε
ε→0
−→ ~u0 = ~vx0,0δx0 .

in the weak star topology.
Moreover

∫∞

0
uiε(x)dx

ε→0
−→ vix0,0

for i = 1, .., n.
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3.4. Equilibria of some (abstract quasilinear) equations

Proof: As ‖~uε(x)‖ = 1, by the Banach-Alaouglu Theorem any sequence ~uεn(x)
with εn → 0 has a subsequence that converges. By Proposition 3.3.3 the limit
is of the form a~vx0,0δx0 for any of these subsequences. So,

∫ ∞

0

uiεnk
(x)f(x)dx −→ avix0,0

f(x0) for all f ∈ Cc(I,R). (3.7)

We choose f a positive continuous function with compact support such
that f(x) = 1 for all x ∈ K and f(x) < 1 for x ∈ K c. Then we can write

∫ ∞

0

uiεnk
(x)f(x)dx =

∫

K

uiεnk
(x)f(x)dx+

∫

Kc

uiεnk
(x)f(x)dx.

By (3.7) the left hand side goes to avix0,0
.

As

0 <

∫

Kc

uiεnk
(x)f(x)dx <

∫

Kc

uiεnk
(x)dx

and
∫

Kc u
i
εnk

dx −→ 0, we have that
∫

K

uiεnk
(x)dx −→ avix0,0

.

Therefore
∫ ∞

0

uiεnk
(x)dx −→ avix0,0

.

Since by hypothesis
∑n

i=1

∫∞

0
uiε(x)dx =

∑n

i=1 v
i
x0,0

= 1, it follows that a = 1.
Therefore the w∗-limit is the same for any subsequence. This gives the first
statement and hence the second. 2

3.4 Equilibria of some (abstract quasilinear)

equations

Let us consider the nonlinear equation

~ut = Aε(F (~u))~u = Bε(x, F (~u))~u+ εT~u (3.8)

where F is a (linear and continuous) function from the state space X =
L1(I,Rn) to a m-dimensional space. For fixed E = F (~u) we assume all the
hypotheses of Section 3.3 on Aε(E). In particular, that Aε(E) has a domi-
nant eigenvalue λε(E)(= s(Aε(E))) with a normalized (positive) eigenvector
~uε,E(x). Moreover we assume that ~uε,E(x) is the only positive eigenvector of
Aε(E) and that the elements of Bε(x,E) depend smoothly on E.
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Remark 3.4.1 Let us note that in model (3.1), F is given by

F : L1([0,∞),R2+) −→ R2+

(u, v) −→ (P,Q).

Formally speaking, as long as one does not have an existence and uniqueness
theorem for the initial value problem, ~u(x) ∈ X is a positive equilibrium of
(3.8) if and only if there exist c > 0 and E ∈ Rm such that ~u(x) = c~uε,E(x)
and c and E satisfy







λε(E) = s
(

Aε(E)
)

= 0,

F
(

c~uε,E
)

− E = 0.
(3.9)

Let us assume that for every (sufficiently small) ε > 0 there exists a solution
(cε, Eε) of (3.9) (and therefore an equilibrium solution ~uε(x) of (3.8)).

On the other hand, let us consider the n-dimensional ordinary differential
equations system

~vt = B0(x,G(x,~v))~v (3.10)

where for fixed x, G is a (linear) function from Rn to Rm, x ∈ I is a real
parameter and B0(x,E) is a n × n matrix. As above, for fixed G(x,~v) we
assume the hypotheses of the previous section. In particular that B0(x,E)
has a dominant eigenvalue µ0(x,E) with a normalized (positive) eigenvector
~vx,E.

F and G are related as follows:
F is a linear and continuous function from L1(I,Rn) to Rm, that is, each

component Fi, i = 1..m, belongs to the dual space of L1(I,Rn) and therefore,
it is of the form

Fi : L
1(I,Rn) −→ R

~u(x) =
(

u1(x), .., un(x)
)

−→
∑n

i=1

∫

I
ai(x)ui(x),

where (a1(x), ..., an(x)) ∈ (L∞)n.
Then

F : L1(I,Rn) −→ Rm

~u(x) −→
(
∑n

i=1

∫

I
ai1(x)ui(x), ...,

∑n

i=1

∫

I
aim(x)ui(x)

)

,

where, for fixed j, (j = 1, ...,m), (a1j(x), ..., anj(x)) ∈ (L∞)n.
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Let us denote
(
∑n

i=1

∫

I
ai1(x)ui(x), ...,

∑n

i=1

∫

I
aim(x)ui(x)

)

:=
∫

I
a(x)u(x),

where a(x) = (aij(x)) is a n×m matrix.

Since, formally, for fixed E, Aε(E)
ε→0
−→ A0(E) = B0(x,E) it is natural to ask

G(x,~v) = F (~vδx)

to hold, obtaining then the following relation between F and G :

Given F : Mn −→ Rm (note that, as we want F to be defined in the
space of Radon measures, we will also ask aij to be continuous (for fixed i
and j)), then for ~v ∈ Rn

G(x,~v) = F (~vδx) =

∫

I

a(x)~vδxdx = a(x)~v.

Given G : I × Rn −→ Rm then for ~v ∈ L1(I,Rn)

F (~v) =

∫

I

G(x,~v(x))dx =

∫

I

a(x)~v(x)dx.

Remark 3.4.2 In the case of model (3.1) B0 is given by

B0

(

v1
v2

)

=





−m1(v1)− x b(x)

x −m2(v2)









v1

v2





where ~v = (v1, v2).
In this case

G : R2 −→ R2

(v1, v2) −→ (v1, v2).

Notice that, for any x, ~v ∈ Rn is a positive equilibrium of (3.10) if and
only if there exist c > 0 and E ∈ Rm such that ~v = c~vx,E and c and E satisfy







µ0(x,E) = 0,

G
(

x, c~vx,E
)

− E = 0.
(3.11)

For any E ≥ 0 we assume that the function x → µ0(x,E) attains its maxi-
mum value in a point xE.
Let us now assume that there exists a solution (c0, E0) of
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





µ0(xE, E) = 0,

G
(

xE, c~vxE ,E
)

− E = 0.
(3.12)

So, we have an equilibrium solution of (3.10) for x = xE0 := x̂, namely
~vx̂ := c0~vxE0

,E0 .
Furthermore, x̂ is a value of ESS of System (3.10) because it satisfies
µ0(x,E0) ≤ µ0(x̂, E0) = 0 (a definition and discussion of ESS in the con-
text of System (3.10) has been done in the Preliminaries).

Let us assume that (cε, Eε)
ε→0
−→ (c0, E0). Notice that this can be expected

due to Proposition 3.3.1 which gives the convergence of the first equation of
(3.9) to the first one of (3.12) when ε tends to 0 and to Theorem 3.3.4 that,

in some cases, implies that F (c~uε,E)
ε→0
−→ G(xE, c~vxE ,E).

Then, for a continuous function with compact support ~f(x) we have that
~f t(x)Bε(x,Eε)

ε→0
−→ ~f t(x)B0(x,E0) uniformly (i.e., in the supremum norm).

Using the same argument as in Proposition 3.3.3 and Theorem 3.3.4 we
obtain that the family of normalized eigenvectors ~uε,Eε converge in the weak
star topology to the measure a~vxE0

,E0δxE0
, where ~vxE0

,E0 is the normalized
eigenvector of eigenvalue 0 of the operator B(x̂, E0).
Indeed, by the Banach Alaouglu theorem there is a subsequence ~uεnk ,Eεnk (x)

of the normalized equilibrium solutions that converges to a measure ~u0(x).
Moreover it satisfies

Bεnk
(x,Eεnk

)~uεnk ,Eεnk (x) + εnkT~uεnk ,Eεnk (x) = λεnk~uεnk ,Eεnk (x) = 0.

Taking ~f ∈ Cc we have

〈~f tBεnk
(x,Eεnk

), ~uεnk ,Eεnk 〉+ εnk〈
~f, T~uεnk ,Eεnk 〉 = λεnk 〈

~f, ~uεnk ,Eεnk 〉 = 0

(3.13)

By Proposition 2.5.3, using that

~f tBεnk
(x,Eεnk

) −→ ~f tB0(x,E0)

and
~uεnk ,Eεnk −→ ~u0

(in the weak star topology) it follows that

〈~f tBεnk
(x,Eεnk

), ~uεnk ,Eεnk 〉 −→ 〈
~f tB0(x,E0), ~u0〉.
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Therefore, when ε tends to 0, equation (3.13) yields

〈~f tB0(x,E0), ~u0〉 = 0

i.e. ~u0 is either 0 or it is an eigenfunction of eigenvalue 0 of the operator
B0(x,E0), that is, ~u0 = a~vxE0

,E0δxE0
for a ≥ 0.

Moreover, if we assume that for i = 1..n, there exists a bounded interval
K containing x̂ such that

∫

Kc u
i
ε,Eε

(x)dx
ε→0
−→ 0,

then by the same argument as in the proof of Theorem 3.3.4 we obtain
that a = 1 and therefore the following

Theorem 3.4.3 The family of equilibrium solutions ~uε(x) of System (3.8)
satisfies

~uε(x)
ε→0
−→ ~vx̂δx̂

in the weak star topology. Moreover,
∫∞

0
uiε(x)dx

ε→0
−→ vix̂.

Summarizing, under reasonable hypotheses, System (3.8) has a family of
equilibria ~uε that tend to concentrate at the ESS, x̂, of the finite dimensional
“limit” system (3.10) when ε tends to 0. Moreover, the integral of ~uε (the
total population at equilibrium) tends to the equilibrium of (3.10) for the
value x̂ of the parameter.
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Chapter 4

Two examples: age at maturity
model and prey predator model

4.1 Introduction

This chapter is devoted to the application of the convergence results obtained
in Chapter 3 for the equilibria of some abstract (quasilinear) equations to two
models. The first one is the age at maturity model that we started Chapter
3 with, for which we obtain that, when the probability of mutation tends to
zero, the steady states converge to a Dirac mass at the point of ESS of the
ordinary differential equations maturation age model in Chapter 1 .
A predator prey model is also studied, as another example of the class of
models for which the convergence results od Chapter 3 hold.

4.2 A model for the maturation age

Let us recall the maturation age model of Chapter 3























ut(x, t) = (1− ε)b(x)v(x, t) + ε
∫∞

0
b(y)γ(x, y)v(y, t)dy

−m1

( ∫∞

0
u(y, t)dy

)

u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t).

(4.1)

In order to apply the results of Chapter 3 we write it in the following way
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4.2. Existence and uniqueness...





ut

vt



 = Aε,P,Q





u

v



 = Bε,P,Q





u

v



+ εT





u

v





=





−m1(P )− x (1− ε)b(x)

x −m2(Q)









u

v





+ε





0
∫∞

0
b(y)γ(x, y) · dy

0 0









u

v





(4.2)

where P :=
∫∞

0
u(x, t)dx, Q :=

∫∞

0
v(x, t)dx (total population of young and

adult individuals, respectively, at time t).

4.2.1 Existence and Uniqueness of positive solutions
of the Initial Value Problem

Existence and uniqueness of positive global solutions of the initial value prob-
lem follow, as in Chapter 2, from a standard application of the theory of
semilinear evolution equations.
System (4.1) can be written in the following way

(

u
v

)

t

= A

(

u
v

)

+ K

(

u
v

)

+ f(u(t), v(t)),

where

A =





−x 0

x 0



 K =





0 (1− ε)b(x) + ε
∫∞

0
b(y)γ(x, y) · dy

0 0





and

f : L1(0,∞)× L1(0,∞) −→ L1(0,∞)× L1(0,∞)

(u(t), v(t)) 7−→
(

−m1(
∫∞

0
u(x, t)dx)u,−m2(

∫∞

0
v(x, t)dx)v

)

In the same way as in Section 2.2 in Chapter 2 we obtain existence and
uniqueness of positive global solutions of the initial value problem for System
(4.1).
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4.2.2. The eigenvalue problem

4.2.2 The eigenvalue problem

In this subsection we will prove the existence of a dominant eigenvalue
λε(P,Q) of Aε,P,Q (defined in (4.2) as the linear operator that we obtain when
we fix the nonlinearities in System (4.1)) and of a corresponding strictly pos-
itive eigenfunction.
In this model it is not possible to apply, as in Chapter 2, Theorem 2.4.6
in order to obtain the existence of a simple strictly dominant eigenvalue of
Aε,P,Q because it is not possible to decompose the operator Aε,P,Q in the sum
of two operators (denoted in Theorem 2.4.6 by A and K) satisfying all the
hypotheses of Theorem 2.4.6.

Let us first recall some results about spectral properties of positive linear
operators on ordered Banach spaces (see [45], [55], [24]).

Definition 4.2.1 [45] [55] A positive semigroup (T (t)) on a Banach lattice
X with generator A is called irreducible if there is no closed ideal which is
invariant for every operator T (t) except {0} and X.
Equivalent conditions are:

- Given f ∈ X, g ∈ X ′, both positive and non-zero, then 〈T (t0)f, g〉 > 0
for some t0 ≥ 0.

- For some (every) λ > s(A), R(λ,A)f is a quasi-interior point of X+

(i.e., the minimal ideal containing it is the whole X) whenever f > 0
(where R(λ,A) denotes the resolvent operator of A).

Theorem 4.2.2 [45] Let T (t) be an irreducible semigroup on a Banach lat-
tice and let A be its generator.
If s(A) is a pole of the resolvent then there exists α ≥ 0 such that the bound-
ary spectrum (see Definition 2.4.1) σb(A) = s(A) + iαZ. Moreover, σb(A)
contains only algebraically simple poles.

The following abstract theorem is a consequence of the previous one. We
will use it to prove (in Theorem 4.2.15) the existence of a simple strictly
dominant eigenvalue of Aε,P,Q.

Theorem 4.2.3 Let us assume that A is the generator of a positive analytic
irreducible semigroup on a Banach lattice and that s(A) is a pole of R(λ,A),
the resolvent operator of A.
Then s(A) is a strictly dominant eigenvalue of algebraic multiplicity one.

Proof: By Theorem 4.2.2 the boundary spectrum of a generator of an
irreducible semigroup such that s(A) is a pole, σb(A), is σb(A) = s(A) + iαZ
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4.2.2. The eigenvalue problem

with α ≥ 0 and contains only algebraically simple poles (i.e. algebraically
simple eigenvalues).
As the semigroup generated by A is analytic, it is sectorial, and therefore
s(A) is the unique spectral value having maximal real part, that is, it is a
strictly dominant eigenvalue. 2

Next, we will prove (immediately after Proposition 4.2.4, in Proposition
4.2.11 and in Proposition 4.2.14) that Aε,P,Q satisfies the hypotheses of The-
orem 4.2.3.

Proposition 4.2.4 The operator Bε,P,Q given in model (4.2) is the infinites-
imal generator of an analytic semigroup with domain

D(Bε,P,Q) = {u ∈ L
1(0,∞) such that xu ∈ L1(0,∞)} × L1(0,∞).

Moreover, the semigroup generated by Bε,P,Q is positive.

Proof: The semigroup generated by the operator L defined in D(Bε,P,Q) by

L

(

u
v

)

=

(

−xu
xu

)

can be computed explicitly and it is the following analytic semigroup

S(t)

(

u0(x)
v0(x)

)

=

(

u0(x)e
−xt

v0(x) + (1− e−xt)u0(x)

)

.

As the perturbation by a bounded operator of the generator of an analytic
semigroup is the generator of an analytic semigroup (see [48]) we obtain that
Bε,P,Q generates an analytic semigroup.
The positivity of the semigroup generated by the multiplication operator
Bε,P,Q follows from the non-negativity of the off-diagonal elements of Bε,P,Q

(see Theorem 0.0.8 in Preliminaries). 2

Since the perturbation by a bounded positive operator of the generator
of an analytic semigroup is the generator of a positive analytic semigroup we
obtain that Aε,P,Q generates a positive analytic semigroup.
In order to prove that s(Aε,P,Q) is a pole of finite algebraic multiplicity of
the resolvent operator R(λ,Aε,P,Q) we will apply Theorem 2.4.6. Let us prove
that Aε,P,Q satisfies the hypotheses of Theorem 2.4.6 needed in order to obtain
that s(Aε,P,Q) is a pole of finite algebraic multiplicity of R(λ,Aε,P,Q).

Proposition 4.2.5 Let Bε,P,Q and T be the operators defined in (4.2) and let
R(λ,Bε,P,Q) be the resolvent operator of Bε,P,Q. The operator TR(λ,Bε,P,Q)
is compact.
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4.2.2. The eigenvalue problem

Proof: As R(λ,Bε,P,Q) is a bounded operator, we only have to see that T is
compact.
Let us consider the unit ball B of L1. We will show that

F = {
∫∞

0
γ(x, y)b(y)f(y)dy : f ∈ B}

is a precompact set .
Let us note that F is bounded since

‖F‖ = supf∈B
∫∞

0
|
∫∞

0
γ(x, y)b(y)f(y)dy|dx

≤ b(0) supf∈B
∫∞

0
|f(y)|

∫∞

0
γ(x, y)dxdy

≤ b(0).

We have, for v ∈ F , l > 0, h > 0 and τhv(x) := v(x+ h),

‖τhv − v‖L1(0,l) ≤
∫∞

0
b(y)|f(y)|

∫ l

0
|γ(x+ h, y)− γ(x, y)|dxdy

≤ b(0)
∫∞

0
|f(y)|

∫ l

0
Lhdxdy

≤ b(0)Lhl < ε if h < ε
b(0)Ll

,

where we have used that b(y) ≤ b(0) and that γ is lipschitzian .
We also have, for l sufficiently large,

‖v‖L1(l,∞) =
∫∞

l
|
∫∞

0
γ(x, y)b(y)f(y)dy|dx

≤
∫∞

0
b(y)

∫∞

l
γ(x, y)dx|f(y)|dy

≤ supy∈(0,∞)
(

b(y)
∫∞

l
γ(x, y)dy

)

< ε,

where the last inequality is due to the following hypotheses (see Section 3.1)

1. ∀K ∀ε > 0 ∃L > 0 such that if y < K then

∫ ∞

L

γ(x, y)dx < ε

2.

lim
y→∞

b(y) = 0.
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4.2.2. The eigenvalue problem

Indeed, given ε, let Kε be such that

b(y) < ε if y ≥ Kε

and, for this Kε let L be such that if y < Kε

∫ ∞

L

γ(x, y)dx <
ε

b(0)
.

Then, if l > L we have

b(y)

∫ ∞

l

γ(x, y)dx ≤ b(0)
ε

b(0)
= ε if y < Kε,

b(y)

∫ ∞

l

γ(x, y)dx ≤ ε if y ≥ Kε.

By the standard compactness criterion in Lp-spaces stated in Chapter 2 (see
Proposition 2.4.7) F is precompact, and so TR(λ,Bε,P,Q) is compact. 2

Now we proceed to state Lemma 4.2.6 which will be used in the proof of
Proposition 4.2.10 that is needed to prove Proposition 4.2.11.
In accordance with the notation of Section 3.3, µε(P,Q, x) will stand for the
dominant eigenvalue of the matrix





−m1(P )− x (1− ε)b(x)

x −m2(Q)



 . (4.3)

From now on we will assume that for all ε ≥ 0, P and Q are such that

m2(Q) < m1(P ) + (1− ε)b(0). (4.4)

Now, we proceed to prove that condition (4.4) is necessary and sufficient
in order that the function µε(P,Q, x) has a maximum point and moreover
that this maximum point x(P,Q), say, is always unique.

Lemma 4.2.6 Let µε(P,Q, x) be the dominant eigenvalue of the matrix (4.3).
The function µε(P,Q, x) has a unique (strict) maximum point x(P,Q) if and
only if hypothesis (4.4) holds.
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4.2.2. The eigenvalue problem

Proof: The characteristic polynomial of the matrix (4.3) is

p(ε, x, λ) := λ2+
(

x+m1(P )+m2(Q)
)

λ+(x+m1(P ))m2(Q)− (1− ε)xb(x).

Taking derivatives twice (with respect to x) of the equation p(ε, x, λ) = 0 we
obtain

(

2λ′(x)+2
)

λ′(x)+
(

2λ(x)+x+m1(P )+m2(Q)
)

λ′′(x)− (1−ε)
(

xb(x)
)′′

= 0.

At a critical point x̃, λ′(x̃) = 0 and the former equation yields

λ′′(x̃) =
(1− ε)

(

xb(x)
)′′

|x̃

2λ(x̃) + x̃+m1(P ) +m2(Q)
.

As
(

xb(x)
)′′

|x̃
< 0 (see (1.11) and hypotheses of Section 1.2) and

2λ(x̃) + x̃ + m1(P ) + m2(Q) > 0 we obtain that λ′′(x̃) < 0, that is, any
critical point is a maximum, which implies that the continuous function λ(x)
has, at most, one critical point.
On the other hand, since

λ(0) = −min(m1(P ),m2(Q)) ≥ lim
x→∞

λ(x) = −m2(Q),

we can conclude that λ(x) will have a maximum point if and only if λ′(0) > 0.
Taking derivatives once of the equation F (x, λ) = 0 gives, if m1(P ) 6= m2(Q),

λ′(x)|x=0 =
−λ(0)−m2(Q) + (1− ε)

(

xb(x)
)′

|x=0

2λ(0) +m1(P ) +m2(Q)

=
min(m1(P ),m2(Q))−m2(Q) + (1− ε)b(0)

|m1(P )−m2(Q)|
.

Therefore, if m1(P ) > m2(Q) then

λ′(x)|x=0 =
(1− ε)b(0)

m1(P )−m2(Q)
> 0

and if m2(Q)− (1− ε)b(0) < m1(P ) < m2(Q) then

λ′(x)|x=0 = −1 +
(1− ε)b(0)

m2(Q)−m1(P )
> 0.

Finally, the case m1(P ) = m2(Q) gives limx→0+ λ
′(x) = +∞ and the state-

ment is proved. 2
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4.2.2. The eigenvalue problem

Let us remind that we wanted to see that Aε,P,Q (defined in (4.2)) satisfies
the conditions of Theorem 4.2.3. We have already seen that Aε,P,Q generates
a positive analytic semigroup.
We would like to apply Theorem 2.4.6 to ensure that s(Aε,P,Q) is a pole of
finite algebraic multiplicity of the resolvent operator R(λ,Aε,P,Q).
Let us note that the only hypothesis of Theorem 2.4.6 (of the hypotheses that
are necessary to obtain that s(Aε,P,Q) is a pole of finite algebraic multiplicity
of R(λ,Aε,P,Q)) that we have not proved yet is the inequality s(Aε,P,Q) >
s(Bε,P,Q).
In order to do it let us first write down some results from [58].

Definition 4.2.7 [58] A linear closed operator B on an ordered Banach
space X with closed convex cone X+ is called resolvent positive if the
resolvent set of B, ρ(B), contains a ray (ω,∞)such that R(λ,B) is a positive
operator for all λ > ω.

Definition 4.2.8 [58] Let A = B+C where B is a resolvent positive operator
and let C : D(A)→ X be a linear operator such that the operators

F (λ) = CR(λ,B)

are positive for λ in a ray (α,∞) ⊆ ρ(B). Then C is called a positive
perturbator of B.

Theorem 4.2.9 [58] Let X be an ordered Banach space with normal and
generating cone X+ and A = B + C be a positive perturbation of B. Let
sprF (λ) denote the spectral radius of F (λ). Then sprF (λ) is a decreasing
convex function of λ and exactly one of the following three cases holds:

i) sprF (λ) ≥ 1 for all λ > s(B). Then A is not resolvent positive.

ii) sprF (λ) < 1 for all λ > s(B). Then A is resolvent positive and s(A) =
s(B).

iii) There exists λ2 > λ1 > s(B) such that

sprF (λ2) < 1 ≤ sprF (λ1).

Then A is resolvent positive and s(B) < s(A) <∞. Further the spectral
radius of F (λ) is a decreasing, log-convex function of λ > s(B)) and
s(A) is characterized by

sprF (s(A)) = 1, 1 ∈ σ(F (s(A))).
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4.2.2. The eigenvalue problem

Proposition 4.2.10 Let Aε,P,Q and Bε,P,Q the operators defined in (4.2).
Then s(Aε,P,Q) > s(Bε,P,Q).

Proof: First notice that Bε,P,Q is resolvent positive because it generates a
positive (analytic) semigroup (Proposition 4.2.4). As T is a positive bounded
operator we have that Aε,P,Q := Bε,P,Q + εT is the generator of a positive
(analytic) semigroup. Since the resolvent of an operator A is expressed by
the semigroup, T (t), generated by A, by

R(λ,A) =

∫ ∞

0

eλtT (t)dt

for λ > ω(A) (see [45]) we obtain that R(λ,Aε,P,Q) is a positive operator for
λ > ω(Aε,P,Q)(= s(Aε,P,Q)) .
Hence, case i) of Theorem 4.2.9 is discarded and so there exists λ2 such that
sprF (λ2) < 1, where F (λ) := εTR(λ,Bε,P,Q).
Therefore we only have to prove that there exists λ > s(Bε,P,Q) such that the
spectral radius of the operator F (λ) is bigger than or equal to 1.
Since by Proposition 4.2.5 the operator TR(λ,Bε,P,Q) is compact, it spec-
trum σ(TR(λ,Bε,P,Q) is not empty. Then s(TR(λ,Bε,P,Q) ∈ σ(TR(λ,Bε,P,Q)
(because the spectral bound of the generator of a positive semigroup on a
Banach lattice belongs to the spectrum of the generator unless it is empty,
(see [45] p. 292).
We are reduced to prove that s(εTR(λ1, Bε,P,Q) ≥ 1 for some λ1 > s(Bε,P,Q)
(because it implies spr(F (λ) ≥ 1)).
Computing explicitly TR(λ,Bε,P,Q) we obtain

TR(λ,Bε,P,Q)

(

f
g

)

=

=





















ε
∫∞

0
γ(x, y)b(y)

( yf(y)

(λ+m1(P ) + y)(λ+m2(Q))− (1− ε)yb(y)

+
(λ+m1(P ) + y)g(y)

(λ+m1(P ) + y)(λ+m2(Q))− (1− ε)yb(y)

)

dy

0





















Applying the characterization (3.4) yields that it suffices to prove that there
exists f(x) > 0, (f(x), 0) ∈ D(Bε,P,Q) such that

∫ ∞

0

εyb(y)

p(ε, λ1, y)
γ(x, y)f(y)dy ≥ f(x) (4.5)
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4.2.2. The eigenvalue problem

where p(ε, λ, y) := (λ+m1(P ) + y)(λ+m2(Q))− (1− ε)yb(y).
Let us choose f(x) := χ[x̂−δ,x̂+δ], δ to be chosen and x̂ satisfying







p(ε, s(Bε,P,Q), x̂) = 0,

∂
∂y
p(ε, λ, y) |(ε,s(Bε,P,Q),x̂) = 0.

The existence of this x̂ is guaranteed by the fact that the function
x→ µε(P,Q, x) has a strictly positive maximum point (see Lemma 4.2.6).

Substituting f(x) in (4.5) yields

∫ x̂+δ

x̂−δ

εyb(y)

p(ε, λ1, y)
γ(x, y)dy ≥ 1 for x ∈ [x̂− δ, x̂+ δ].

As γ(x, y) is a strictly positive continuous function, there exists a constant
K such that γ(x, y) > K > 0 for (x, y) ∈ [x̂− δ, x̂+ δ]2 and any δ > 0 (such
that δ < x̂).
Therefore,

∫ x̂+δ

x̂−δ

εyb(y)

p(ε, λ1, y)
γ(x, y)dy ≥

∫ x̂+δ

x̂−δ

εyb(y)

p(ε, λ1, y)
Kdy

≥ 2δεKminy∈[x̂−δ,x̂+δ]
yb(y)

p(ε, λ1, y)
.

So, the inequality (4.5) is implied by

2δεK min
y∈[x̂−δ,x̂+δ]

yb(y)

p(ε, λ1, y)
≥ 1. (4.6)

If, for every fixed ε, we develop by the Taylor formula p(ε, λ1, y) (as a
function of the two last variables) at the point (s(Bε,P,Q), x̂) we have, for any
y ∈ [x̂− δ, x̂+ δ] and for some z such that |z − x̂| < |z − y|,

p(ε, λ1, y) = k1(λ1 − s(Bε,P,Q)) + (λ1 − s(Bε,P,Q))
2

− (1−ε)
2

(yb(y))′′(z)(y − x̂)2 + (λ1 − s(Bε,P,Q))(y − x̂)

≤ (k1 + δ)(λ1 − s(Bε,P,Q)) + k2δ
2 + (λ1 − s(Bε,P,Q))

2

where k1, k2 are constants.
So choosing δ ∼ (λ1 − s(Bε,P,Q))

1
2 for λ1 close enough to (and bigger than)

s(Bε,P,Q) the inequality (4.6) holds.
2
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4.2.2. The eigenvalue problem

Proposition 4.2.11 Let Aε,P,Q be the operator defined by (4.2). Then
s(Aε,P,Q) is a pole of finite algebraic multiplicity of R(λ,Aε,P,Q).

Proof: By Propositions 4.2.4, 4.2.5, 4.2.10 and the first part of Theorem
2.4.6 in Chapter 2. 2

So far, we have proved that Aε,P,Q generates a positive analytic semigroup
and that s(Aε,P,Q) is a pole of finite algebraic multiplicity of the resolvent
operator of Aε,P,Q.
If we prove that the semigroup generated by the operator Aε,P,Q is irreducible,
then, by Theorem 4.2.3 we obtain the existence of a simple strictly dominant
eigenvalue of the operator Aε,P,Q.

To prove the irreducibility we will first formulate a result that ensures
the irreducibility, under some hypotheses, of a certain perturbation of a gen-
erator of a positive semigroup.
The perturbation by a bounded operator of the generator of a semigroup
generates a semigroup ([48], [45]...). The perturbation by an unbounded op-
erator of the generator of a semigroup does not always generate a semigroup.
However, there are some cases, under some additional hypotheses, when it
does, like, for instance, in the following result of Voigt, that we will use next.

Lemma 4.2.12 [61] Let E be a real AL-space. Let A be the generator of a
positive C0 semigroup on E. Let B : D(A) −→ E be a positive operator and
assume that there exists λ > s(A) such that ‖B(λ−A)−1‖ < 1. Then A+B
is the generator of a positive semigroup.

An AL-space (abstract L-space) is an L-normed Banach lattice, where an
L-norm is a lattice norm x 7→ ‖x‖ on a vector lattice, E, that satisfies the
axiom

‖x+ y‖ = ‖x‖+ ‖y‖ (x, y ∈ E+ (the positive cone))

(see [55]).
The former result of Voigt works only when the space is an AL-space. Oth-
erwise there are counterexamples given by Arendt in [3].
Let us now formulate the result about the irreducibility of a certain pertur-
bation of a generator of a positive semigroup.

Theorem 4.2.13 Let B be the generator of a positive semigroup in an AL-
space X. Let K : D(B) −→ X be a positive operator and assume that there
exists λ0 > s(B) such that ‖KR(λ0, B)‖ < 1 (where R(λ,B) is the resolvent
operator of B) and that the operator KR(λ0, B) is irreducible. Then B +K
is the generator of a positive irreducible semigroup.
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4.2.2. The eigenvalue problem

Proof: The fact that B +K generates a positive semigroup follows from
Lemma 4.2.12.
Let us consider arbitrary f ∈ X, φ ∈ X∗ (dual space of X) such that f > 0,
φ > 0. As R(λ0, B) is positive, R(λ0, B)∗ is also positive and its kernel reduces
to {0}. So R(λ0, B)∗φ > 0 and since by hypothesis KR(λ0, B) is irreducible,
there exists m such that

0 < 〈(KR(λ0, B))mf,R(λ0, B)∗φ〉 = 〈R(λ0, B)(KR(λ0, B))mf, φ〉.

As ‖KR(λ0, B)‖ < 1 we can write

R(λ0, B +K) = R(λ0, B)
(

I −KR(λ0, B)
)−1

= R(λ0, B)
∑∞

n=0

(

KR(λ0, B)
)n
.

So, 〈R(λ0, B + K)f, φ〉 =
∑∞

n=0〈R(KR)
nf, φ〉 > 0, i.e., R(λ0, B + K)f

is a quasi-interior point of (L1)+ and therefore, the semigroup generated by
B +K is irreducible.

2

Proposition 4.2.14 The semigroup generated by the operator Aε,P,Q (de-
fined in (4.2)) is irreducible.

Proof:
In order to prove the result we have to consider a different decomposition

of Aε,P,Q, namely,

Aε,P,Q := B̃ε,P,Q + T̃ε =





−m1(P )− x (1− ε)b(x)

0 −m2(Q)





+





0 ε
∫∞

0
b(y)γ(x, y)·

x 0



 .

The resolvent operator of B̃ε,P,Q can be computed explicitly

R(λ, B̃ε,P,Q) =













1

(λ+m1(P ) + x)

(1− ε)b(x)

(λ+m1(P ) + x)(λ+m2(Q))

0
1

(λ+m2(Q))













.

108



4.2.2. The eigenvalue problem

It is easy to check that for λ0 big enough ‖T̃εR(λ0, B̃ε,P,Q)‖ < 1.
Let us show that the operator T̃εR(λ0, B̃ε,P,Q) is irreducible.
Let us consider a closed ideal J̃ of the Banach lattice X = L1(0,∞) ×
L1(0,∞). We will assume that T̃εR(λ0, B̃ε,P,Q)J̃ ⊂ J̃ and we would like to
prove that then, either J̃ = {0} or J̃ = X.
Obviously T̃εR(λ0, B̃ε,P,Q)J̃ ⊂ J̃ ⇒ T̃εR(λ0, B̃ε,P,Q)(J̃ ∩X

+) ⊂ J̃ .
On the other hand, if we assume that T̃εR(λ0, B̃ε,P,Q)(J̃ ∩ X

+) ⊂ J̃ , as for
all u ∈ J̃ we have the decomposition u = u+ − u−, with u+, u− ∈ J̃ ∩ X+

(where u+ = sup(u, 0), u− = sup(−u, 0), the positive and negative part,
respectively), then

T̃εR(λ0, B̃ε,P,Q)u = T̃εR(λ0, B̃ε,P,Q)u
+ − T̃εR(λ0, B̃ε,P,Q)u

− ∈ J̃ ,

that is,

T̃εR(λ0, B̃ε,P,Q)(J̃ ∩X
+) ⊂ J̃ ⇒ T̃εR(λ0, B̃ε,P,Q)J̃ ⊂ J̃ .

Therefore

T̃εR(λ0, B̃ε,P,Q)J̃ ⊂ J̃ ⇔ T̃εR(λ0, B̃ε,P,Q)(J̃ ∩X
+) ⊂ J̃ . (4.7)

In the Banach lattice L1(0,∞) each subset S of (0,∞) determines a closed
ideal

JS := {f ∈ L1(0,∞) s.t f|S = 0 a.e.},

and conversely, every closed ideal has this form (see [55], III, §1).
Then

J̃ = JS1 × JS2 = {f ∈ L1(0,∞) s.t f|S1
= 0 a.e.}

× {f ∈ L1(0,∞) s.t f|S2
= 0 a.e.}

for some subsets S1 and S2 of (0,∞).

Let us assume that for arbitrary

(

u
v

)

∈ J̃ ∩X+ necessarily

T̃εR(λ0, B̃ε,P,Q)

(

u
v

)

∈ J̃ . (4.8)

If we prove that then, either J̃ = {0} or J̃ = X then by (4.7) we will obtain
that T̃εR(λ0, B̃ε,P,Q) is irreducible.
So, by assumption (4.8) we have

∫ ∞

0

b(y)γ(x, y)v(y)dy = 0 for almost every x ∈ S1, (4.9)
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and

[ xu(x)

(λ0 +m1(P ) + x)
+

x(1− ε)b(x)v(x)

(λ0 +m1(P ) + x)(λ0 +m2(Q))

]

|S2

= 0 a.e.. (4.10)

Since v(x) ∈ JS2 , we have
[ x(1− ε)b(x)v(x)

(λ0 +m1(P ) + x)(λ0 +m2(Q))

]

|S2

= 0 a.e. and

then (4.10) yields

[ xu(x)

(λ0 +m1(P ) + x)

]

|S2

= 0 a.e.. (4.11)

i.e. u(x) = 0 almost everywhere in S2. That is, we have that for all u ∈
JS1 ∩ (L

1)+ (so, it satisfies u|S1
= 0 a.e.) also u|S2

= 0 a.e. holds. This implies

S2 ⊆ S1. (4.12)

Moreover, since, v(y) ≥ 0, then (4.9) implies that either S1 has zero measure
or v(x) = 0 a.e. in (0,∞) and so S2 = (0,∞). Then, by (4.12) we have that
either S1 and S2 have both measure zero or S1 = S2 = (0,∞), and therefore
either J̃ = X or J̃ = {0}, that is, T̃εR(λ0, B̃ε,P,Q) is irreducible.
Finally, by Theorem 4.2.13 we obtain that the semigroup generated by the
operator Aε,P,Q is irreducible.

2

We can now give the theorem that ensures the existence of a simple
strictly dominant eigenvalue of the operator Aε,P,Q defined in (4.2).

Theorem 4.2.15 The spectral bound of the operator Aε,P,Q, s(Aε,P,Q), is a
strictly dominant eigenvalue of algebraic multiplicity one and its correspond-
ing eigenfunction is strictly positive.

Proof: Since Aε,P,Q is the generator of a positive analytic semigroup, the first
statement is given by Proposition 4.2.11, Proposition 4.2.14 and Theorem
4.2.3.
By Theorem 2.4.14 in Chapter 2 we obtain existence of an eigenfunction of
s(Aε,P,Q) which is a quasi interior point of the positive cone of L1(0,∞) ×
L1(0,∞), that is, a strictly positive function almost everywhere. 2

Theorem 4.2.16 The dominant eigenvalue s(Aε,P,Q) of the operator Aε,P,Q

is the only eigenvalue of Aε,P,Q such that the corresponding eigenfunction is
positive.

Proof: Applying Theorem 2.4.16. 2
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4.2.3. Steady states

4.2.3 Steady states

In this subsection we will show the existence, under reasonable hypotheses,
of a family of equilibrium solutions of System (4.1). Moreover we will show
that, when the probability of mutation (ε) tends to zero, the equilibrium
solution tends to concentrate at the ESS value of the maturation age model
(1.1). We will apply the results of Sections 3.3 and 3.4.

For ε ∈ (0, 1) and positive P and Q let s(Aε,P,Q) = λε(P,Q) be the domi-
nant eigenvalue of the linear operator Aε,P,Q and let
~uε,P,Q(x) =

(

u1ε,P,Q(x), u
2
ε,P,Q(x)

)

be the corresponding normalized positive
eigenvector. Then the equilibria of System (4.2) will be given by (P+Q)~uε,P,Q(x)
where P and Q are the solutions of







λε(P,Q) = 0,

Ψε(P,Q) = 0,
(4.13)

where

Ψε(P,Q) :=

∫∞

0
u1ε,P,Q(x)dx

∫∞

0
u2ε,P,Q(x)dx

−
P

Q
.

For ε = 0 we can consider System (4.2) as the following system in R2





ut

vt



 = B0,P,Q(x)





u

v



 :=





−m1(P )− x b(x)

x −m2(Q)









u

v





(4.14)

For positive P , Q and x let µ0(P,Q, x) be the dominant eigenvalue of the
matrix B0,P,Q(x) and let ~u0,P,Q(x) = (u10,P,Q(x), u

2
0,P,Q(x)) be the correspond-

ing normalized positive eigenvector.
Let us define µ̃0(P,Q) := maxx µ0(P,Q, x) = µ0(P,Q, x(P,Q)) and
~u0,P,Q := ~u0,P,Q(x(P,Q)) .
The equilibria of the following system





ut

vt



 = B0,P,Q(x(P,Q))





u

v





will be given by (P +Q)~u0,P,Q where P and Q are the solutions of







µ̃0(P,Q) = 0,

Ψ0(P,Q) = 0,
(4.15)
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where Ψ0(P,Q) =
u10,P,Q(x(P,Q))

u20,P,Q(x(P,Q))
−
P

Q
.

Let us give some lemmas that we will need in order to prove the existence
(for ε > 0) of steady states of System (4.2) and to describe their behavior
when ε goes to zero.
Let us recall the definition of strongly irreducible operator.

Definition 4.2.17 Let X be a Banach lattice. A positive bounded linear op-
erator B is strongly irreducible (B À 0) if Bf is a quasi-interior point
for all f ∈ X+, f 6= 0.

Remark 4.2.18 A strongly irreducible positive operator is called strictly pos-
itive in [2].

Proposition 4.2.19 [2] Let A1, A2 be resolvent positive operators with dense
domain such that

0¿ R(λ,A1) ≤ R(λ,A2) for λ > max {s(A1, s(A2))}.

Assume that

a) A1 6= A2 and

b) s(Ai) is a pole of the resolvent of Ai, i = 1, 2.

Then s(A1) < s(A2).

Lemma 4.2.20 The dominant eigenvalue of the operator Aε,P,Q (defined in
(4.2)), λε(P,Q), is a continuous strictly decreasing function with respect to
P and Q.

Proof:
Let us first prove the continuity of λε with respect to P .

Let us consider P1, P2 such that |P1 − P2| < δ.
We can write Aε,P1,Q = Aε,P2,Q + L where

L =





m1(P2)−m1(P1) 0

0 0





Using Theorem 2.4.22 in Chapter 2 we have

δ̃(Aε,P1,Q, Aε,P2,Q) ≤ ‖L‖
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and applying the results of continuity of a finite system of eigenvalues (see
[31] pag 213) we get the continuity of λε with respect to P .
The same reasoning applies to prove the continuity with respect to Q.

We proceed now to show that λε(P,Q) is decreasing with respect to P .
Let P1 < P2. Sincem1 is a strictly increasing function we have for all ~v(x) > 0,

Aε,P1,Q~v(x) ≥ Aε,P2,Q~v(x) (4.16)

and Aε,P1,Q 6= Aε,P2,Q .
Since, for any closed linear operators A and B,

R(λ,A)−R(λ,B) = R(λ,A)(A−B)R(λ,B)

holds whenever D(A) = D(B) and λ > max(s(A), s(B)), inequality (4.16)
implies R(λ,Aε,P1,Q) ≥ R(λ,Aε,P2,Q).
As by Proposition 4.2.14 the semigroup generated by Aε,P2,Q is irreducible
(and therefore its resolvent is strongly irreducible) and by Proposition 4.2.11,
s(Aε,Pi,Q) is a pole of the resolvent of Aε,Pi,Q, Proposition 4.2.19 implies
λε(P1, Q) > λε(P2, Q).
Obviously, the same proof applies for the dependence of λε on Q.

2

The following is a somehow parallel result to the previous one for the ε = 0
finite dimensional associated problem (4.14).

Lemma 4.2.21 Let µ0(P,Q, x) be the dominant eigenvalue of the matrix
B0,P,Q(x) defined in (4.14). Let µ̃0(P,Q) = maxx µ0(P,Q, x).
Then µ̃0(P,Q) is a continuous, strictly decreasing function of P and Q.

Proof: Computing explicitly µ0(P,Q, x) we have

µ0(P,Q, x) =
1

2

(

−(m1(P )+x+m2(Q))+
√

(m1(P ) + x−m2(Q))2 + 4xb(x)
)

which is a continuous function of P and Q.
Since the maximum of µ0(P,Q, x) with respect to x is unique, µ̃0(P,Q) is a
continuous function of P and Q.

In order to check the monotonicity we compute the partial derivatives of
µ̃0(P,Q) with respect to P and Q that are

∂µ̃0(P,Q)

∂P
=
∂µ0
∂P

,
∂µ̃0(P,Q)

∂Q
=
∂µ0
∂Q

,
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where we have used that
∂µ0(P,Q, x(P,Q))

∂x
= 0.

If we denote by F (P,Q, µ0, x) the characteristic polynomial of B0,P,Q(x),
taking implicit derivatives of the equation F (P,Q, µ0, x) = 0 with respect to
P and Q we obtain

∂µ0
∂P

=
−m′

1(P )
(

µ0(P,Q, x) +m2(Q)
)

2µ0(P,Q, x) + x+m1(P ) +m2(Q)
,

∂µ0
∂Q

=
−m′

2(Q)
(

µ0(P,Q, x) + x+m1(P )
)

2µ0(P,Q, x) + x+m1(P ) +m2(Q)
.

Since µ0(P,Q, x) + m2(Q) > 0, µ0(P,Q, x) + x + m1(P ) > 0,
2µ0(P,Q, x)+x+m1(P )+m2(Q) > 0 and the mortality rates are increasing

functions we conclude that
∂µ̃0
∂P

< 0 and
∂µ̃0
∂Q

< 0.

2

We proceed with the study of the solutions of System (4.2) when ε goes
to zero.
In order to be able to apply the results of Section 3.3 we need the following
lemmas.

Proposition 4.2.22 Let ~uε,P,Q(x) be the (normalized positive) eigenfunction
corresponding to the dominant eigenvalue λε(P,Q) of the operator Aε,P,Q

given by (4.2). Let µ0(P,Q, x) be the dominant eigenvalue of the matrix
B0,P,Q(x) defined in (4.14) and let x(P,Q) be the point where the maximum
of µ0(P,Q, x) is attained.
There exists a bounded interval of (0,∞), K, with x(P,Q) ∈ K and such
that

∫

Kc u
i
ε,P,Q(x)dx

ε→0
−→ 0 i = 1, 2,

uniformly with respect to P and Q on compact sets.

Proof:
By Proposition 3.3.1 we have λε(P,Q)

ε→0
−→ µ0(P,Q, x(P,Q)) ≥ µ0(P,Q, x)

for all x.
Let us take an open interval K containing x(P,Q) and ε0 such that for
0 ≤ ε ≤ ε0 and x ∈ K

c,

λε(P,Q) > µ0(P,Q, x) = sup{µ ∈ R : B0(P,Q, x)~v ≥ µ~v

for some 0 < ~v ∈ R2}.
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Here we understand λ0(P,Q) = µ0(P,Q, x(P,Q)).
Then for ε < ε0 and for all x ∈ Kc, there exists i ∈ {1, 2} such that

(

B0(P,Q, x)uε,P,Q(x)
)i
− λε(P,Q)uiε,P,Q(x) < 0. (4.17)

As for i = 2 we have
(

B0(P,Q, x)uε,P,Q(x)
)2

=
(

Aε,P,Quε,P,Q(x)
)2

= λε(P,Q)u2ε,P,Q(x) (4.18)

the inequality (4.17) must hold for i = 1.
So, for x ∈ Kc, using (4.17) and (4.18),

0 =
(

(Aε,P,Q − λε(P,Q)I)uε,P,Q(x)
)1

=
(

Bε,P,Q(x)uε,P,Q(x)
)1
− λε(P,Q)u1ε,P,Q(x) + ε

(

Tuε,P,Q(x)
)1

≤
(

B0(P,Q, x)uε,P,Q(x)
)1
− λε(P,Q)u1ε,P,Q(x) + ε

(

Tuε,P,Q(x)
)1

=
(

−m1(P )− x+ xb(x)
λε(P,Q)+m2(Q)

− λε,P,Q
)

u1ε,P,Q(x)

+ ε
∫∞

0
b(y)γ(x, y)u2ε,P,Q(y)dy

(4.19)

where we have used (4.18), (that is
(

B0(P,Q, x)uε,P,Q(x)
)2

= λε(P,Q)u2ε,P,Q(x),

i.e., u2ε,P,Q(x) =
xu1

ε,P,Q(x)

λε(P,Q)+m2(Q)
) and the inequality

(
(

Bε,P,Q(x)uε,P,Q(x)
)1
≤
(

B0(P,Q, x)uε,P,Q(x)
)1
.

Since

lim
x→+∞

(−m1(P )− x+
xb(x)

λε(p,Q) +m2(Q)
− λε(P,Q)) = −∞

and

lim
x→0

(

−m1(P )−x+
xb(x)

λε(P,Q) +m2(Q)
−λε(P,Q)

)

= −m1(P )−λε(P,Q) < 0

(because λε(P,Q) = s(Aε,P,Q) > s(Bε,P,Q) ≥ µε(P,Q, x) > −min(m1(P ),m2(Q))
see the proof of Lemma 4.2.6), both limits uniformly with respect to ε, P
and Q (on compact sets), and using (4.17), the Weierstrass theorem and the
continuity of λε(P,Q) with respect to ε, P , Q, we obtain that

−m1(P )− x+
xb(x)

λε(P,Q) +m2(Q)
− λε(P,Q) ≤ −C
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for a constant C > 0 independent of ε ∈ [0, ε0) and P,Q in a compact set
contained in the region defined by hypothesis (4.4).
Therefore, inequality (4.19) implies

0 ≤ −Cu1ε,P,Q(x) + ε

∫ ∞

0

b(y)γ(x, y)u2ε,P,Q(y)dy.

Integrating with respect to x in Kc the last inequality we get

−C

∫

Kc

u1ε,P,Q(x)dx+ ε

∫

Kc

∫ ∞

0

b(y)γ(x, y)u2ε,P,Q(y)dydx ≥ 0.

As
∫

Kc γ(x, y)dx ≤ 1, b(y) ≤ b(0) and
∫∞

0
u2ε,P,Q(y)dy ≤ 1, then

∫

Kc

∫ ∞

0

b(y)γ(x, y)u2ε,P,Q(y)dydx ≤ b(0).

So −C
∫

Kc u
1
ε,P,Q(x)dx+ εb(0) ≥ 0 and thus

∫

Kc u
1
ε,P,Q(x)dx

ε→0
−→ 0.

For the second component applying the equality (4.18) in (4.19) (in this case

that u1ε,P,Q(x) =
λε,P,Q+m2(Q)

x
u2ε,P,Q(x)) we get

0 ≤
(

(−m1(P )−x)
x

(λε(P,Q) +m2(Q)) + b(x)− λε(P,Q)(λε(P,Q)+m2(Q))
x

)

u2ε,P,Q(x)

+
∫∞

0
b(y)γ(x, y)u2ε,P,Q(y)dy.

(4.20)

Using again (4.17), the Weierstrass theorem, the continuity of λε(P,Q)
with respect to ε, P , Q, and the fact that

lim
x→+∞

(

(λε(P,Q) +m2(Q))
(−m1(P )− λε(P,Q)

x
− 1

)

+ b(x)
)

< 0,

lim
x→0

(

(λε(P,Q) +m2(Q))
(−m1(P )− λε(P,Q)

x
− 1

)

+ b(x)
)

= −∞,

(where again we have used that λε(P,Q) = s(Aε,P,Q) > s(Bε,P,Q) ≥
µε(P,Q, x) > −min(m1(P ),m2(Q))),
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we obtain that

(−m1(P )− x

x
(λε(P,Q)+m2(Q))+b(x)−

λε(P,Q)(λε(P,Q) +m2(Q))

x

)

≤ −C

for a constant C > 0 independent of ε ∈ [0, ε0) and P,Q in a compact set
contained in the region defined by hypothesis (4.4).
By the same argument as for the first component we obtain the convergence.

2

The following result gives the existence of stationary solutions of System
(4.2).

Theorem 4.2.23 Let us assume that the conditions

m2(0) < maxx

(

xb(x)
m1(0)+x

)

m2(∞) > maxx

(

xb(x)
m1(∞)+x

)

(4.21)

hold. Then, for ε small enough there exists a solution (Pε, Qε) of (4.13) and
therefore a nontrivial equilibrium of System (4.2) (of the form
(Pε +Qε)~uε,Pε,Qε(x)).
Moreover, it satisfies

Pε
ε→0
−→ P0,

Qε
ε→0
−→ Q0,

where (P0, Q0) is the solution of (4.15).

Proof: We have seen in Lemma 4.2.20 and Lemma 4.2.21 that the functions
λε(P,Q) and µ̃0(P,Q) are strictly decreasing with respect to P and Q.
Then, their zero level curves define functions Q = gε(P ) and Q = g0(P ).
From the continuity of gε, g0 and Proposition 3.3.1 we can say that

gε(P )
ε→0
−→ g0(P ).

The solution set of System (4.13) is the intersection of the zero level curve of
Ψε(P,Q) with the graph of the function gε(P ) and the solution set of System
(4.15) is the intersection of the zero level curve of Ψ0(P,Q) with the graph
of the function g0(P ).
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The statement of the proposition will be proved showing that a family of
zeros of the function

Φε(P ) :=

∫∞

0
u1ε,P,gε(P )(x)dx

∫∞

0
u2
ε,P,gε(P )

(x)dx
−

P

gε(P )

tend, when ε goes to zero, to the zero of the function

Φ0(P ) :=
u10,P,g0(P )(x(P, g0(P )))

u20,P,g0(P )(x(P, g0(P )))
−

P

g0(P )
.

By Theorem 3.3.4

∫∞

0
u1ε,P,Q(x)dx

ε→0
−→ u10,P,Q(x(P,Q))

∫∞

0
u2ε,P,Q(x)dx

ε→0
−→ u20,P,Q(x(P,Q))

So Φε(P )
ε→0
−→ Φ0(P ).

Then by Lemma 2.5.13 in Chapter 2 it only remains to show that Φ0(P )
changes sign and that the zero is isolated.

In Chapter 1 it was shown that there exists P̂ such that Φ0(P̂ ) = 0
because it corresponds to a solution (x̂, P0, Q0) (where x̂ = x(P0, Q0)) of
(4.15) which, recall, is the following system







µ̃0(P,Q) = 0,

Ψ0(P,Q) = 0,

that is, an equilibrium solution of the system





ut

vt



 =





−m1(P )− x b(x)

x −m2(Q)









u

v





for an evolutionarily stable parameter value x̂.

We will finish the proof showing that Φ0(P ) is a strictly decreasing func-
tion.
An explicit computation of the eigenvector gives

Φ0(P ) =
m2(g0(P ))

x(P, g0(P ))
−

P

g0(P )
.
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4.2.3. Steady states

Since g0(P ) is a strictly decreasing function we only have to show that
x(P, g0(P )) is a strictly increasing function.
Taking implicit derivatives with respect to x of the equation
F (P,Q, µ0, x) = 0 (where, as in the proof of Lemma 4.2.21 F (P,Q, µ0, x)
denotes the characteristic polinomial of B0,P,Q(x)) we obtain that

∂x

∂P
=

∂µ0
∂P

(

xb(x)
)′′ and

∂x

∂Q
=

∂µ0
∂Q

+m′
2(Q)

(

xb(x)
)′′ .

From the explicit computation of
∂µ0
∂P

and
∂µ0
∂Q

in the proof of Lemma 4.2.21

and the fact that
(

xb(x)
)′′
< 0 we conclude that

∂x

∂P
> 0 and

∂x

∂Q
< 0, and

from this we obtain that

∂x(P, g0(P ))

∂P
=
∂x

∂P
+
∂x

∂Q
g′0(P ) > 0,

and the proof is complete.
2

Theorem 4.2.24 Let µ0(P,Q, x) be the dominant eigenvalue of the matrix
B0,P,Q(x) defined in (4.14) and let ~u0,P,Q(x) be the corresponding normal-
ized positive eigenvector. Let x(P,Q) be the point where the maximum of
µ0(P,Q, x) is attained. Let (P0, Q0) be the solution of (4.15). Let us denote
by {~uε(x)}ε≥0 the family {(Pε + Qε)~uε,Pε,Qε(x)}ε≥0 of stationary solutions
given by Theorem 4.2.23. Let us denote by x̂ the value x(P0, Q0).
Then

~uε(x)
ε→0
−→ (P0 +Q0)~u0,P0,Q0(x̂)δx̂

in the weak star topology.
Moreover, for any bounded interval of (0,∞), K, containing x̂,

∫

Kc u
i
ε,Pε,Qε

(x)dx
ε→0
−→ 0 i = 1, 2.

Proof: Let us note that in Chapter 3 Pε +Qε and that P0 +Q0 are called cε
and c0 respectively. By Proposition 4.2.22 we have the existence of a bounded
interval K satisfying that

∫

Kc u
i
ε,Pε,Qε

(x)dx
ε→0
−→ 0 i = 1, 2.

Since we are in the hypotheses of Sections 3.3 and 3.4, Theorem 3.4.3 gives
the convergence of ~uε.
By Lemma 2.5.7, the second part of the statement follows. 2

Summarizing, under reasonable hypotheses, we have proved (as for the
model in Chapter 2) the existence of a family of equilibrium solutions ~uε(x)
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4.3. Finite dimensional predator prey model

of System (2.1) that, when the probability of the mutation (ε) tends to
zero, tend to concentrate at the ESS value x̂ of the finite dimensional age
at maturity model (1.1). Moreover, the total population at equilibrium of
System (2.1) (the integral of ~uε(x)) tends to the equilibrium of (1.1) for the
value x̂ of the parameter.

4.3 Finite dimensional predator prey model

4.3.1 Introduction

The rest of the chapter will be devoted to the application of the convergence
results for the equilibria of some (abstract quasilinear) equations obtained in
Section 3.4 to a predator prey model.
We consider a general predator prey Rosenzweig-MacArthur model consisting
on two ordinary differential equations depending on a parameter x (that will
be considered an evolutionary variable) and such that the so called “func-
tional response” (defined by Solomon in [57] in terms of the relationship
between the number of prey consumed per unit of time per predator and the
prey density) will be given by a Holling’s type 2 functional response (see [26],
[52], [37]).
We will find necessary conditions to guarantee existence and uniqueness of
a globally asymptotically stable non trivial equilibrium and also necessary
conditions to guarantee existence and uniqueness of a convergence stable evo-
lutionarily stable strategy value of the phenotypic variable.

4.3.2 Description of the model

Let f(t) denote the number of individuals of a prey population at time t and
u(t) the number of individuals of a predator population at time t, feeding on
the former.
Let us assume that in absence of predators, the prey population follows a
logistic growth law, i.e.,

f ′ = af − µf 2,

where a is the intrinsic growth rate of the prey and µ the competition coef-
ficient among preys.
The parameter x will denote the “index of activity of the predator population
during daytime”. We assume that the searching efficiency of the predator will
depend on the parameter x in an increasing way. It will be denoted by β(x).
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4.3.3. Ecological Dynamics

We also assume that the mortality rate of the predator population will de-
pend on the parameter x in an increasing way due to a bigger risk of being
captured by another predator when the index of activity is bigger. It will be
denoted by d(x).
Predation rate is simulated using the Holling’s “disc equation” of functional
response, i.e., the expected number of prey consumed by a predator during
a hunting session is given by

fp =
β(x)ft

1 + β(x)hf
(4.22)

where h is the time spent handling individual prey.
This comes from the following argument : the number of prey consumed by
a predator during a hunting session depends on the searching efficiency, the
time spent searching (we denote it by s) and the number of prey, i.e.,

fp = β(x)sf. (4.23)

As the total time t is the searching time plus the handling time times the
prey consumed,

t = s+ hfp, (4.24)

isolating s in (4.24) and substituting it in (4.23) we obtain (4.22).
Therefore, the rate of prey consumption by all predators per unit time is

fpu

t
=

β(x)fu

1 + β(x)hf
.

Finally, let us denote by α the energy that the prey consumption gives to
the predator.
The following system of ordinary differential equations models the population























f ′(t) =
(

a− µf(t)−
β(x)u(t)

1 + β(x)hf(t)

)

f(t),

u′(t) =
(

α
β(x)f(t)

1 + β(x)hf(t)
− d(x)

)

u(t),

(4.25)

where β(x) and d(x) are increasing bounded functions of x, satisfying β(0) =
0 and d(0) = d > 0 whereas a, µ, h and x are positive numbers.

4.3.3 Ecological Dynamics

In this section we are going to study the equilibria of System (4.25) and its
stability.
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4.3.3. Ecological Dynamics

EQUILIBRIA

In case of zero predator population (u = 0) we obtain two equilibria that
are (0, 0) and ( a

µ
, 0).

In case of non zero predator population, from the second equation of (4.25)
we obtain that the equality

α
β(x)f

1 + β(x)hf
= d(x)

must hold. Isolating f we obtain the first component of the third equilibrium
point which is

f(x) =
d(x)

β(x)
(

α− d(x)h
) . (4.26)

As f denotes the prey population, we are only interested in positive equilibria.
Let us note that (4.26) is positive if and only if

α > d(x)h. (4.27)

Substituting f in the first equation of (4.25) (and assuming f 6= 0 because
otherwise we would obtain the trivial equilibrium again) we derive the second
component of the third equilibrium point which is

u =
α
(

aβ(x)(α− d(x)h)− µd(x)
)

β(x)2
(

α− d(x)h
)2 . (4.28)

Let us note that u is positive if and only if aβ(x)(α − d(x)h) − µd(x) > 0,
that is,

α >
aβ(x)d(x)h+ µd(x)

aβ(x)
, (4.29)

or, equivalently,

µ <
aβ(x)

(

α− d(x)h
)

d(x)
. (4.30)

Remark 4.3.1 Hypothesis (4.29) includes the hypothesis α > d(x)h because

aβ(x)d(x)h+ µd(x)

aβ(x)
≥ d(x)h.
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Remark 4.3.2 A necessary condition in order that there exists x satisfying

(4.27) is d(0) <
α

h
.

A sufficient condition in order that there exists x satisfying (4.29) is

µ

a
d(∞) < β(∞)(α− d(∞)h) (4.31)

where β(∞) := limx→∞ β(x).

Note that (4.31) is equivalent to d(∞) <
α

µ

aβ(∞)
+ h

so it implies d(0) <
α

h
.

Therefore we have obtained, three equilibrium points of System (4.25),
namely,

(f1, u1) = (0, 0),

(f2, u2) = (
a

µ
, 0),

(f3, u3) = (
d(x)

β(x)
(

α− d(x)h
) ,
α
(

aβ(x)(α− d(x)h)− µd(x)
)

β(x)2
(

α− d(x)h
)2 ).

LOCAL STABILITY

The differential matrix of System (4.25) is

D =













a− 2µf −
β(x)u

(1 + β(x)hf)2
−

β(x)f

1 + β(x)hf

αβ(x)u

(1 + β(x)hf)2
αβ(x)f

1 + β(x)hf
− d(x)













.

The matrix D evaluated at the equilibrium point (f1, u1) = (0, 0) has eigen-
values λ1 = a and λ2 = −d(x). Therefore the trivial equilibrium point is
unstable.
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4.3.3. Ecological Dynamics

The matrix D evaluated at the equilibrium point (f2, u2) = ( a
µ
, 0) is

























−a −
β(x)

a

µ

1 + β(x)h
a

µ

0

αβ(x)
a

µ

1 + β(x)h
a

µ

− d(x)

























.

Let us note that under the hypothesis (4.29) (of existence of a positive interior

equilibrium point (f3, u3)), the eigenvalue λ2 =

αβ(x)
a

µ

1 + β(x)h
a

µ

− d(x) of the

former matrix is strictly positive and therefore we can conclude that the
equilibrium point (f2, u2) is unstable under the condition of existence of a
positive interior equilibrium point. Moreover, (f2, u2) is asymptotically stable
whenever (f3, u3) is not positive.
Finally, computing the determinant of the differential matrix evaluated at

the point (f3, u3) we obtain (using that
αβ(x)f3

1 + β(x)hf3
− d(x) = 0),

det(D|(f3,u3)) =
( β(x)f3
1 + β(x)hf3

)( αβ(x)u3
(1 + β(x)hf3)2

)

> 0.

Computing the trace of the differential matrix evaluated at the equilibrium

point (f3, u3) (using that
αβ(x)f3

1 + β(x)hf3
−d(x) = 0 and

β(x)u3
1 + β(x)hf3

= a−µf3)

we obtain

trace(D|(f3,u3)) = a− 2µf3 −
β(x)u3

(1 + β(x)hf3)2

=
a(β(x)hf3)− µf3(1 + 2β(x)hf3)

1 + β(x)hf3
.

It can be easily proved that under the condition

µ >
aβ(x)h(α− d(x)h)

α + d(x)h

the trace is strictly negative and then (f3, u3) is locally stable.
Therefore, we have proved the following
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Theorem 4.3.3 Let x ∈ (0,∞) satisfying

aβ(x)h(α− d(x)h)

α + d(x)h
< µ <

aβ(x)
(

α− d(x)h
)

d(x)
.

Then System (4.25) has a positive interior locally stable equilibrium point.

GLOBAL STABILITY

In order to prove global stability of the interior equilibrium point (f3, u3)
we will use the same argument as in Lemma 2 in [44].

Lemma 4.3.4 Let us assume ahβ(x) ≤ µ < aβ(x)
α− d(x)h

d(x)
holds for some

x ∈ (0,∞). Then the equilibrium point (f3, u3) is globally asymptotically
stable in the open first quadrant.

Remark 4.3.5 Let us note that if µ ≥ ahβ(x) then µ >
aβ(x)h(α− d(x)h)

α+ d(x)h
(condition for the local stability of the positive interior equilibrium) holds
automatically.

Proof: Let us consider the function

H(f, u) :=
1 + β(x)hf

β(x)uf
.

Obviously if f > 0 and u > 0, H(f, u) > 0.
If we denote by

G1(f, u) :=
(

a− µf −
β(x)u

1 + β(x)hf

)

f,

G2(f, u) =
(

α
β(x)f

1 + β(x)hf
− d(x)

)

u,

we have that

∂

∂f
(G1H) +

∂

∂u
(G2H) =

aβ(x)h− µ− 2µβ(x)hf

β(x)u
.

Under the hypothesis µ ≥ ahβ(x) we have that
∂

∂f
(G1H) +

∂

∂u
(G2H) < 0

and by the Bendixson-Dulac criterion we will not have periodic orbits in the
first quadrant. This proves the lemma. 2
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4.3.4 Adaptive Dynamics

Let us remark that in model (4.25) the environment reduces to the prey
population number f and hence, it is one-dimensional. This allows us to
compute the evolutionarily stable strategy in a different way than the one we
used in Chapter 1 (see [42]) because when the environment is one-dimensional
the following result can be used

Proposition 4.3.6 [42] Let ϕ be the function that gives, for every resident
population with evolutionary trait x, the environment fx for which it is in
ecological equilibrium, i.e. ϕ(x) = fx, and λ(x, y) := λ(fx, y) the fitness of
the mutant population.
If the environment is one-dimensional and f −→ λ(f, y) is decreasing (in-
creasing), then x̂ is an ESS if and only if the function ϕ has a maximum
(minimum) in x = x̂.

Let us note that in model (4.25) only the predator evolves. The fitness of
the mutant is given by

λ(fx, y) =
αβ(y)fx

1 + β(y)hfx
− d(y).

This function is increasing with respect to fx. Indeed,

∂λ(fx, y)

∂fx
=

αβ(y)

(1 + β(y)hfx)2
> 0.

By Proposition 4.3.6 in order to find ESS we have to find minima of the
function x −→ fx, i.e.,

f(x) =
d(x)

β(x)(α− d(x)h)
.

From now on let us assume that the functions involved in the model are such
that, for fixed f , the function

x→ λ(f, x) =
αβ(x)f

1 + β(x)hf
− d(x)

has a unique critical point which is an absolute maximum that will be denoted
by x(f) and moreover that there exists f̂ such that

λ(x(f̂), f̂) = 0. (4.32)
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Let us denote x(f̂) := x̂ (and note that f̂ = f(x̂)).
This hypotheses imply that the function f(x) has a unique absolute mini-
mum, and therefore, that the predator-prey system has a unique evolution-
arily stable strategy value.
Indeed, taking derivatives with respect to x in the equation λ(x, f(x)) = 0
we obtain the equality

λx(x, f(x)) + λf (x, f(x))f
′(x) = 0. (4.33)

Using that λx(x̂, f̂) = 0 and that λ is strictly increasing with respect to f we
have that f ′(x̂) = 0.
Taking derivatives with respect to x in (4.33) and evaluating at x̂ we obtain
that f ′′(x̂) > 0, that is, x̂ is a local minimum point of f .
Finally, to show that x̂ is an absolute minimum point of f , let us assume
that there exists x1 6= x̂ such that f(x1) ≤ f(x̂), then

λ(x1, f(x̂)) ≥ λ(x1, f(x1)) = 0 = λ(x̂, f(x̂))

which contradicts the fact that x̂ is the absolute maximum of λ(x, f̂).
Summarizing, we have proved the following

Theorem 4.3.7 Let us consider the values of x such that

aβ(x)h
(

α− d(x)h
)

α + d(x)h
< µ <

aβ(x)
(

α− d(x)h
)

d(x)

(condition for existence of a locally stable positive equilibrium). Let us assume
that, for fixed f , the function

x→ λ(f, x) =
αβ(x)f

1 + β(x)hf
− d(x)

has a unique critical point which is an absolute maximum that will be denoted
by x(f) and moreover that there exists f̂ such that

λ(x(f̂), f̂) = 0. (4.34)

Then x(f̂) := x̂ is an ESS of (4.25). Moreover, the ESS is unique.

Remark 4.3.8 Let us note that the ESS, x̂, is convergence stable because we
are in the hypotheses of Proposition 1.5.5 in Chapter 1.
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4.4 Infinite Dimensional Predator Prey Model

4.4.1 Introduction

In this section we formulate an integrodifferential equations model by consid-
ering densities of the predators with respect to the evolutionary variable in
the ordinary differential equations predator prey model (4.25). We will apply
the results of Section 3.4. to the infinite dimensional predator prey model ob-
taining convergence (when the probability of mutation tends to zero) of the
steady states to a Dirac mass concentrated at the ESS value of the ordinary
differential equations predator prey model (4.25).

4.4.2 Description of the model

The model equations are:







































f ′(t) =
(

a− µf(t)−
∫∞

0

β(x)u(x, t)

1 + β(x)hf(t)
dx
)

f(t),

∂u(x, t)

∂t
= (1− ε)

αβ(x)f(t)u(x, t)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y, t)

1 + β(y)hf(t)
dy

−d(x)u(x, t),
(4.35)

where u(x, t) denotes the density of predator individuals at time t with
respect to the trait x that denotes, as in Section 4.3, the index of activity of
the predators during daytime.
β(x) and d(x) are, as in Section 4.3 increasing bounded functions of x ∈
[0,∞) satisfying β(0) = 0 and d(0) = d > 0 and a, µ and h are fixed positive
numbers.
Finally, γ(x, y) is the density of probability that the trait of the mutant
offspring of a predator with trait y is x. The parameter ε stands for the
probability of mutation. As in the maturation age model in this chapter, γ is a
strictly positive globally lipschitzian function that satisfies

∫∞

0
γ(x, y)dx = 1

and the improper integral converges uniformly with respect to y on bounded
intervals.

4.4.3 Existence and Uniqueness of solutions of the ini-
tial value problem

The model (4.35) can be written as
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



f

u





′

= g





f

u



 (4.36)

where

g : R× L1(0,∞) −→ R× L1(0,∞)

(f, u) 7−→





















(

a− µf −
∫∞

0

β(x)u(x)

1 + β(x)hf
dx
)

f

(1− ε)
αβ(x)fu(x)

1 + β(x)hf

+ε
∫∞

0
γ(x, y)

αβ(y)fu(y)

1 + β(y)hf
dy − d(x)u(x)





















.

Our initial value problem is



























f

u





′

= g





f

u





(f(t0), u(t0)) = (f0, u0).

(4.37)

Local existence and uniqueness. Continuous dependence on ini-
tial conditions

As g is bounded and Lipschitz in the region |f − f0| ≤ δ1, ‖u− u0‖ ≤ δ2
for some δ1, δ2 small enough, Picard’s theorem gives us existence and unique-
ness of local solutions (f(t), u(t)) for |t− t0| < tmax(f0, u0) of the initial value
problem (4.37).
Moreover, if tmax(f0, u0) <∞ then limt→∞ ‖(f(t), u(t))‖ =∞.
Unlike in the previous models, in this one we can use Picard’s theorem to
obtain existence and uniqueness of local solutions of the initial value problem.

The fact that g is a locally lipschitzian function also implies that, given
z(t) := (f(t), u(t)) and z̃(t) := (f̃(t), ũ(t)) two solutions of (4.36) with initial
conditions z0 := (f0, u0) and z̃0 := (f̃0, ũ0) respectively, the inequality

‖z(t)− z̃(t)‖R×L1(0,∞) ≤ ‖z0 − z̃0‖R×L1(0,∞)e
L|t−t0| (4.38)
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(where L is the Lipschitz constant of g) holds for all
|t− t0| < min(tmax(z0), tmax(z̃0)).
Inequality (4.38) is proved using the integral equation formulation of the Ini-
tial Value Problem (i.e. z(t) = z0+

∫ t

t0
g(z(s), s)ds) and Gronwall’s inequality

(for more details see, for instance, [25]).
From (4.38) we obtain continuous dependence on initial conditions of the
Initial Value Problem.

Positivity of solutions and global existence

Let us consider z1(t) := (f1(t), u1(t)) a local solution of the initial value
problem (4.37), with t0 = 0, f0 > 0, u0 > 0. We claim that f1(t) is positive.
Indeed, if we consider T = inf{t : f1(t) = 0} then (f1(t), u1(t)) is a solution
of the initial value problem























































f ′(t) =
(

a− µf(t)−
∫∞

0

β(x)u(x, t)

1 + β(x)hf(t)
dx
)

f(t),

∂u(x, t)

∂t
= (1− ε)

αβ(x)f(t)u(x, t)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y, t)

1 + β(y)hf(t)
dy

−d(x)u(x, t),

(f(T ), u(T )) = (0, u1(T )).
(4.39)

As z2(t) := (f2(t), u2(t)) where f2(t) ≡ 0 and u2(t) = u1(T )e
−d(x)(t−T )

is also a solution of (4.39) it contradicts the uniqueness of local solution of
the initial value problem (4.39) (note that f1(t) is not identically 0 because
f1(0) = f0 > 0).
From the first equation

f ′(t) =
(

a− µf(t)−
∫∞

0

β(x)u(x, t)

1 + β(x)hf(t)
dx
)

f(t),

we can see that if
a

µ
< f(t) then f ′(t) < 0. Therefore f(t) is bounded above

in [0, tmax] (and we have just seen that it is bounded below by 0).
So we have that, if f0 > 0, the first component of the local solution of the
Initial Value Problem (4.37) is positive, and moreover, that the first compo-
nent of a solution of (4.37) is bounded for positive t.
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In order to prove the positivity of u, let us note that the equation

∂u(x, t)

∂t
= (1− ε)

αβ(x)f(t)u(x, t)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y, t)

1 + β(y)hf(t)
dy

−d(x)u(x, t),

can be written as

ut = Au+B(t)u, (4.40)

where

Au := −d(x)u,

B(t)u := (1− ε)
αβ(x)f(t)u(x)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y)

1 + β(y)hf(t)
dy.

A local solution of the initial value problem







ut = Au+B(t)u,

u(0) = u0.
(4.41)

satisfies the integral equation

u(t) = etAu0 +

∫ t

0

e(t−s)AB(s)u(s)ds (4.42)

(see [48]) where etA is the positive semigroup generated by the operator A
(that satisfies ‖etA‖ ≤Mewt).
Since we have just proved that f(t) is positive and bounded, B(t) is a pos-
itive and bounded linear operator (for all t). Therefore, if u0 is positive, by
(4.42) u(t) is positive.

So far we have proved existence and uniqueness of positive local solutions
of the initial value problem (4.37). In order to obtain global existence of
solutions of the initial value problem (4.37) we only have to prove that, if
tmax <∞,

lim
t→tmax

‖z(t)‖ <∞

where z(t) is a local solution of the initial value problem (4.37) defined in
(0, tmax).
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We have already showed that the first component of a positive solution f(t)
satisfies lim supt→∞ f(t) <∞.
From (4.42) we have that

‖u(t)‖ ≤Mewt‖u0‖+BMewt
∫ t

0

e−ws‖u(s)‖ds,

(where sup0,tmax
‖B(t)‖ = B <∞) that is,

‖u(t)‖e−wt ≤M‖u0‖+BM

∫ t

0

e−ws‖u(s)‖ds.

By Gronwall’s inequality

‖u(t)‖e−wt ≤M‖u0‖e
MBt,

that is,

‖u(t)‖ ≤M‖u0‖e
(MB+w)t.

Therefore lim supt→tmax
‖z(t)‖ <∞ if tmax <∞, what implies that the solu-

tions are defined in [0,∞).

In order to prove that every global solution is positive, the same argument
used in Theorem 2.3.10 in Chapter 2 works.

4.4.4 Equilibria and small mutation rate

In this section we will show, using the results of Sections 3.3 and 3.4, the
existence of a family of equilibrium solutions of the predator prey model
(4.35) converging, when the probability of mutation tends to zero, to a Dirac
measure at the ESS value of the finite dimensional predator prey model
(4.25).

The (nontrivial) equilibria of (4.35) will be given by the solutions of

0 = a− µf −
∫∞

0

β(x)u(x)

1 + β(x)hf
dx,

0 = (1− ε)
αβ(x)fu(x)

1 + β(x)hf
+ ε

∫∞

0
γ(x, y)

αβ(y)fu(y)

1 + β(y)hf
dy − d(x)u(x)

:= Aε,fu.
(4.43)
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First we will study the eigenvalue problem for the operator Aε,f . We will
show that it has a strictly dominant eigenvalue (we will denote it by λε(f))
with a corresponding strictly positive normalized eigenfunction ϕε,f .
The first component of the steady state, fε, will then be given by the solution
of the equation λε(f) = 0 and the second component by uε := cϕε,fε where c
is given by

c =
a− µfε

∫∞

0

β(x)ϕε,fε(x)

1 + β(x)hfε
dx

.

The eigenvalue problem

As in Chapter 2 we would like to apply Theorem 2.4.6 to the operator Aε,f

to prove that the spectral bound s(Aε,f ) is a strictly dominant eigenvalue.
So, we are going to show that Aε,f satisfies the hypotheses of Theorem 2.4.6.
In order to do it we consider Aε,f as the sum of the two following operators

(

Bε,fu
)

(x) = −d(x)u(x) + (1− ε)
αβ(x)fu(x)

1 + β(x)hf
,

(

Kε,fu
)

(x) = ε
∫∞

0
γ(x, y)

αβ(y)fu(y)

1 + β(y)hf
dy.

(4.44)

Let us note that, as the function −d(x)+ (1− ε)
αβ(x)f

1 + β(x)hf
is bounded, the

multiplication operator Bε,f generates a positive analytic semigroup.

Proposition 4.4.1 Let Bε,f and Kε,f be the operators defined in (4.44). Let
R(λ,Bε,f ) be the resolvent operator of Bε,f . The operator Kε,fR(λ,Bε,f ) is
compact.

Proof: As R(λ,Bε,f ) is a bounded operator it suffices to show that Kε,f

is a compact operator.
This follows by the same method as in the proof of Proposition 4.2.5 (with
αβ(y)f

1 + β(y)hf
instead of b(y)). 2

Proposition 4.4.2 Let Bε,f and Kε,f be the operators defined in (4.44). Let
s(Bε,f + Kε,f ) be the spectral bound of the operator Bε,f + Kε,f and s(Bε,f )
the spectral bound of the operator Bε,f . Then s(Bε,f +Kε,f ) > s(Bε,f ).
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Proof: As in the proof of Proposition 4.2.10 it is enough to show that
s(Kε,fR(λ1, Bε,f )) ≥ 1 for some λ1 > s(Bε,f ).

An explicit computation gives that
(

Kε,fR(λ1, Bε,f )g
)

(x) equals

ε

∫ ∞

0

γ(x, y)
αβ(y)f

1 + β(y)hf

g(y)

λ1 − (1− ε)
(

αβ(y)f
1+β(y)hf

)

+ d(y)
dy.

Denoting by p(ε, λ, y) := λ− (1− ε)
( αβ(y)f

1 + β(y)hf

)

+d(y) we would like to see

that there exists g > 0 such that

(

Kε,fR(λ1, Bε,f )g
)

(x) = ε

∫ ∞

0

γ(x, y)
αβ(y)f

1 + β(y)hf

g(y)

p(ε, λ1, y)
dy ≥ g(x)

for some λ1 > s(Bε,f ).
In the same way as in the proof of Proposition 4.2.10, choosing
g(x) := χ[x̂−δ,x̂+δ], δ to be chosen and x̂ satisfying







p(ε, s(Bε,f ), x̂) = 0,

∂
∂y
p(ε, λ, y) |(ε,s(Bε,f ),x̂) = 0,

and using the Taylor’s formula we obtain (choosing δ small enough), in the
same way as in the proof of Proposition 4.2.5, the result. 2

Proposition 4.4.3 The operator Kε,f (defined in (4.44)) is irreducible.

Proof: In the Banach lattice L1(0,∞)×L1(0,∞) the quasi-interior points
coincide with the functions strictly positive almost everywhere (see [45] p.238).
It is obvious that Kε,fg is a quasi-interior point whenever g > 0 (recall that
g > 0 means g ≥ 0 and g 6= 0). 2

We can now apply Theorem 2.4.6 to the operator Aε,f .

Theorem 4.4.4 Let Bε,f and Kε,f be the operators defined in (4.44). Let
s(Bε,f +Kε,f ) be the spectral bound of the operator Bε,f +Kε,f .
Then s(Bε,f +Kε,f ) is a strictly dominant eigenvalue of algebraic multiplicity
one of the operator Bε,f +Kε,f .
Moreover the semigroup generated by Bε,f +Kε,f is irreducible.

Proof: The operator Bε,f generates a positive semigroup. Kε,f is a pos-
itive bounded linear operator. Propositions 4.4.1, 4.4.2 and 4.4.3 yield that
Kε,fR(λ,Bε,f ) is compact, s(Bε,f + Kε,f ) > s(Bε,f ) and Kε,f is irreducible,
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respectively. Therefore, a direct application of Theorem 2.4.6 in Chapter 2
gives the result. 2

As we mentioned before, in the forthcoming we will denote the dominant
eigenvalue of the operator Aε,f by λε(f).

Theorem 4.4.5 Let Aε,f = Bε,f + Kε,f be the operator defined in (4.43).
There is a unique positive eigenfunction of Aε,f corresponding to the eigen-
value λε(f) and it is strictly positive.
Moreover, λε(f) is the only eigenvalue of Aε,f admitting a positive eigenfunc-
tion.

Proof: Applying Theorem 2.4.16 in Chapter 2. 2

We will denote by ϕε,f the family of normalized eigenfunctions corre-
sponding to the eigenvalue λε(f).
Our aim is to apply the results of Sections 3.3 and 3.4 to System (4.25) in
order to prove the existence of steady states and to study their behavior
when the probability of mutation (ε) is very small.
We are going to prove that System (4.25) satisfies the hypotheses of Section
3.3 in order to be able to use the convergence results obtained there.
In the notation of Section 3.3 we have

Aε = Bε + εT where, in this case

Bεu(x) := −d(x)u(x) + (1− ε)
αβ(x)fu(x)

1 + β(x)hf
,

(Tu)(x) :=
∫∞

0
γ(x, y)

αβ(y)fu(y)

1 + β(x)hf
dy.

Let us see that we are in the hypotheses of Section 3.3.

- Aε generates a positive semigroup.
Aε is obtained by adding a bounded positive perturbation to the opera-
tor Bε. We have just proved that Bε generates an analytic and positive
semigroup. Therefore Aε generates an analytic and positive semigroup.

- s(Aε) is a dominant eigenvalue of algebraic multiplicity 1 of Aε with
corresponding strictly positive eigenfunction.
This statement has been proved in Theorems 4.4.4 and 4.4.5.

- Bε is a matrix valued multiplication operator.

In our case Bε = (1 − ε)
αβ(x)f

1 + β(x)hf
− d(x) that is a one-dimensional

multiplication operator.
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- There exists xε such that µε(xε) = maxx µε(x) .

This is equivalent to say that the function (1 − ε)
αβ(x)f

1 + β(x)hf
− d(x)

has a maximum. This holds by the hypothesis made in Section 4.3.4.

- There exists a unique x0 such that µ0(x0) = maxx µ0(x) .

This is equivalent to say that the function
αβ(x)f

1 + β(x)hf
− d(x) has a

unique maximum point. This holds by the hypothesis made in Section
4.3.4.

- T is a positive bounded operator.
Obvious.

Let us remark that, for this model, also the hypothesis (H) stated in
section 3.3 holds. That is, Bε can be written as C + (1− ε)S where

C = −d(x)

S =
αβ(x)f

1 + β(x)hf

and for all u ∈ X+ there exists a set of positive measure such that Su(x) ≥
(Tu)(x).
Indeed, let us assume that Su(x) ≥ (Tu)(x) does not hold. Then for almost
all x

αβ(x)fu(x)

1 + β(x)hf
<

∫ ∞

0

γ(x, y)
αβ(y)fu(y)

1 + β(x)hf
dy,

that is,
∫ ∞

0

γ(x, y)
αβ(y)fu(y)

1 + β(x)hf
dy −

αβ(x)fu(x)

1 + β(x)hf
> 0, a.e.

But integrating with respect to x and using that
∫∞

0
γ(x, y)dy = 1 we obtain

∫ ∞

0

∫ ∞

0

γ(x, y)
αβ(y)fu(y)

1 + β(x)hf
dy −

αβ(x)fu(x)

1 + β(x)hf
dx = 0

a contradiction.

Since we are in the hypotheses of Sections 3.3 and 3.4 let us apply the
results obtained there.

Proposition 4.4.6 Let Aε,f be the operator defined in (4.43). Let λε(f) be
the strictly dominant eigenvalue of Aε,f . Then

λε(f)
ε→0
−→ max

x

( αβ(x)f

1 + β(x)hf
− d(x)

)

:= µ0(f).
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Proof: By Proposition 3.3.1. 2

Let us denote by x(f) the point where µ0(f) is attained.

Proposition 4.4.7 For every sequence εn going to zero, the sequence ϕεn,f ∈
L1(0,∞) ⊂ M (the space of measures of Radon) of normalized eigenfunc-
tions corresponding to the eigenvalues λεn(f) of the operator Aεn,f has a
subsequence ϕεnk ,f satisfying

ϕεnk ,f
ε→0
−→ aδx(f)

in the weak star topology.

Proof: By Propositions 3.3.2 and 3.3.3, the sequence has a limit that either

is zero or it is an eigenfunction of the multiplication operator
αβ(x)f

1 + β(x)hf
−

d(x) of eigenvalue µ0(f) (that recall, is the maximum value of the function
( αβ(x)f

1 + β(x)hf
− d(x)

)

). This proves the proposition. 2

If we prove that there exists a bounded interval K containing the point
x(f) such that

∫

Kc ϕε,f (x)dx
ε→0
−→ 0 then we have that a = 1 in Proposition

4.4.7 (see Lemma 2.5.6 in Chapter 2).

Proposition 4.4.8 There exists a bounded interval K containing the point
x(f) such that

∫

Kc

ϕε,f (x)dx
ε→0
−→ 0

uniformly with respect to f , where ϕε,f is the normalized eigenfunction cor-
responding to the (dominant) eigenvalue λε(f) of the operator Aε,f .

Proof: By Proposition 4.4.6 we have

λε(f)
ε→0
−→ max

x

( αβ(x)f

1 + β(x)hf
− d(x)

)

= µ0(f).

Therefore, for any K containing x(f) there exists ε0 such that for ε < ε0

λε(f) >
( αβ(x)f

1 + β(x)hf
− d(x)

)

if x ∈ Kc.

Integrating over Kc the equality 0 = (Aε,f − λε(f))ϕε,f the same argument
used in Proposition 2.5.5 in Chapter 2 yields

∫

Kc

ϕε,f (x)dx
ε→0
−→ 0.

2
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Theorem 4.4.9 The family of eigenfunctions ϕε,f corresponding to the (dom-
inant) eigenvalue λε(f) of the operators Aε,f satisfy

ϕε,f
ε→0
−→ δx(f)

in the weak star topology.

Proof: As ‖ϕε,f‖ = 1 by the Banach Alaouglu Theorem any sequence
ϕεn,f with εn → 0 has a subsequence that converges.
By Propositions 4.4.7 and 4.4.8 the limit is δx(f) for all of them. This com-
pletes the proof. 2

The (first components of the) steady states are given by the solutions
of λε(f) = 0. We are going to give a result about the monotonicity of the
function λε(f) that will give us uniqueness of the steady state (for every ε).

Lemma 4.4.10 Let λε(f) be the (strictly dominant) eigenvalue of the oper-
ator Aε,f . The function λε(f) is strictly increasing with respect to f .

Proof: Let f1 > f2. Let us take u > 0. Since the function
f

1 + β(x)hf
is

strictly increasing with respect to f we have

Aε,f1u > Aε,f2u and Aε,f1 6= Aε,f2 . (4.45)

Since, for any closed linear operators A and B,

R(λ,A)−R(λ,B) = R(λ,A)(A−B)R(λ,B)

whenever D(A) = D(B) and λ > max(s(A), s(B)), inequality (4.45) and the
fact that Aε,f1 and Aε,f2 are resolvent positive imply R(λ,Aε,f1) ≥ R(λ,Aε,f2).
As by Theorem 4.4.4 the semigroup generated by Aε,fi is irreducible and
s(Aε,fi) is a pole of the resolvent of Aε,fi , Proposition 4.2.19 implies λε(f1) >
λε(f2). 2

We will now formulate two results that, for ε small enough and, under the
hypotheses of existence of a locally stable positive equilibrium corresponding
to the (unique) ESS value of the finite dimensional predator prey model
(4.25), give us existence of a steady state of the infinite dimensional predator
prey system (4.35).
Moreover, we will show that, when ε tends to zero, the steady states tend to
concentrate at the mentioned ESS value.
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Theorem 4.4.11 Let λε(f) be the (strictly dominant) eigenvalue of the op-
erator Aε,f . Under the hypotheses of Theorem 4.3.7 and for ε small enough
there exists a unique solution fε of λε(f) = 0 (and therefore a unique interior
equilibrium of System (4.35)). Moreover it satisfies

fε
ε→0
−→ f̂

where f̂ is the solution of maxx
( αβ(x)f

1 + β(x)hf
− d(x)

)

= 0.

Proof: By Proposition 4.4.6 and Lemma 2.5.13. 2

Theorem 4.4.12 Let us consider the family (fε, uε) of stationary solutions
of (4.35). Let us denote by x̂ the value x(f̂). Then

uε
ε→0
−→ ûδx̂

in the weak star topology and

fε
ε→0
−→ f̂

where (f̂ , û) is the solution of the finite dimensional predator prey model
(4.25) when x = x̂.
Moreover for any bounded interval of (0,∞), K, containing x̂

∫

Kc

uε
ε→0
−→ 0.

Proof: We are reduced to proving the result for the second component
~uε = cεϕε,fε of the steady state because Theorem 4.4.11 gives the result for
the first component.
By the Banach Alaoglu Theorem we obtain, with the same argument used
to prove Theorem 3.4.3, that

ϕε,fε
ε→0
−→ bδx̂ for b ≥ 0.

Moreover, by Proposition 4.4.8 there exists K such that
∫

Kc

ϕε,fε(x)dx
ε→0
−→ 0

which implies that b = 1.
Finally,

cε =
a− µfε

∫∞

0

β(x)ϕε,fε(x)

1 + β(x)hfε
dx

ε→0
−→

aµf̂

β(x̂)

1 + β(x̂)hf̂

= û.

By Lemma 2.5.7 we obtain the last statement of the theorem. 2
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Chapter 5

Towards a stability theory

5.1 Stability of equilibria of some (abstract

quasilinear) equations

Let us consider a nonlinear equation of the form

~zt = Aε(F (~z))~z (5.1)

in the space X of L1 Rn-valued functions defined on an interval I, of R
(bounded or not), endowed with the natural Banach lattice structure.
F is a function from the state space X to a m- dimensional space, which we
assume linear and continuous.
For fixed E = F (~z), let us assume that Aε(E) is the generator of an analytic
positive semigroup on X.
Let us assume that for every (sufficiently small) ε > 0 there exists a positive
equilibrium solution ~zε of (5.1).
Our aim is to give some results related to the stability of the equilibrium
solution.
Assuming that (5.1) has semilinear structure, we can apply the results about
stability by the linear approximation of [27] or [48], that is, if the spectrum
of the linearization of (5.1) at the equilibrium point ~zε lies in {Reλ < β} for
some β < 0 then ~zε is uniformly asymptotically stable in X.
Moreover we assume that Aε(E) can be written as the sum of a constant (in-
dependent of E) operator and a bounded linear operator depending smoothly
on E. By abuse of notation, DAε(E) will denote the differential of this
bounded operator.
Let us compute the linearization of (5.1) at the equilibrium point ~zε.
Taking a perturbation of ~zε, namely ~z = ~zε + ~v we have
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~vt = Aε

(

F (~zε) + F (~v)
)

(~zε + ~v),

where we have used that (~zε)t = 0 and that F is linear.
If we denote F (~zε) := Eε and we develop by the Taylor formula we have

~vt = Aε

(

F (~zε) + F (~v)
)

(~zε + ~v)

=
(

Aε(Eε) +DAε(Eε)F (~v) + ...
)

(~zε + ~v).

Taking only the linear terms and using that Aε(Eε)~zε = 0 we obtain

~vt = Aε(Eε)~v +DAε(Eε)F (~v)~zε

:= Ãε~v + Sε~v.
(5.2)

Sε is an operator with finite dimensional range.
Indeed, recall that F : X −→ Rm. Then, if ~v ∈ X, we have F (~v) =
∑m

i=1 fi(~v)ei, where fi ∈ X
′ and {ei}

m
i=1 is a basis of Rm. Then,

Sε~v = DAε(Eε)F (~v)~zε =
m
∑

i=1

fi(v)DAε(Eε)ei~zε ∈ 〈DAε(Eε)ei~zε〉
m
i=1.

That is, {DAε(Eε)ei~zε}
m
i=1 is a generator system of the range of Sε and there-

fore the dimension of the range of Sε is smaller than or equal to m.

Let us give some definitions that we will use in the forthcoming.

Definition 5.1.1 [31] Let A and T be operators with the same domain space
X (but not necessarily with the same range space) such that D(A) ⊂ D(T )
and

‖Tu‖ ≤ a‖u‖+ b‖Au‖, u ∈ D(A),

where a, b are nonnegative constants. Then we shall say that T is relatively
bounded with respect to A or simply A-bounded.
T is A-degenerate if T is A-bounded and the range of T is finite dimensional.

Definition 5.1.2 [31] Let A be a closed operator in a Banach space X and T
an operator in X relatively degenerate with respect to A. For any ξ belonging
to the resolvent set of A, T (A− ξ)−1 is a degenerate bounded operator and

ω(ξ) = det(I + T (A− ξ)−1)

is defined and it is called the Weinstein-Aronszajn determinant (of the first
kind) associated with A and T .
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ω(ξ) is a meromorphic function of ξ in any domain of the complex plane
consisting of points of the resolvent set of A and of isolated eigenvalues of A
with finite (algebraic) multiplicities (see [31]).
We would like to study the spectrum of the operator Ãε + Sε (defined in
(5.2)), that is, we would like to study the problem

Ãε~v + Sε~v − λI~v = ~f,

(where ~f ∈ X), or, equivalently,

(

Ãε − λI
)

~v = −Sε~v + ~f.

Let us assume that λ /∈ σ(Ãε), then

~v = −
(

Ãε − λI
)−1

Sε~v +
(

Ãε − λI
)−1 ~f.

Applying Sε to both sides we obtain,

Sε~v = −Sε
(

Ãε − λI
)−1

Sε~v + Sε
(

Ãε − λI
)−1 ~f,

or, equivalently,

(

I + Sε
(

Ãε − λI
)−1
)

Sε~v = Sε
(

Ãε − λI
)−1 ~f.

This problem has a unique solution, Sε~v, if and only if

det
(

I + Sε
(

Ãε − λI
)−1
)

6= 0.

That is, the problem has a solution for the values of λ (λ /∈ σ(Ãε)) such that
the Weinstein-Aronszajn determinant associated with Ãε and Sε does not
vanish.

Remark 5.1.3 The former determinant is defined as

det
(

I + Sε
(

Ãε − λI
)−1
)

= det
(

(

I + Sε
(

Ãε − λI
)−1)

|R(Sε)

)

.

where R(Sε) denotes the range of the operator Sε, (see [31] for the definition
of the determinant of a degenerate operator).

Summarizing, we have obtained that

σ(Ãε + Sε) ⊂ σ(Ãε) ∪ {λ : det
(

I + Sε
(

Ãε − λI
)−1)

= 0}. (5.3)
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From now on, we will denote

ωε(λ) := det
(

I + Sε
(

Ãε − λI
)−1)

. (5.4)

Since we are interested in infinite dimensional selection-mutation models
that converge to pure selection “ecological” models, we will assume, as in
Section 3.4 in Chapter 3 that, for fixed E

Aε(E)
ε→0
−→ A0(E) formally,

where A0(E) is a multiplication operator, that is,

(A0(E)~u)(x) := B0(x,E)~u(x),

where B0(x,E) is a n× n matrix which depends smoothly on x and E. Let
us consider the n-dimensional ordinary differential equations system

~vt = B0(x,G(x,~v))~v, (5.5)

with x playing the role of a parameter and where G and F are related in the
same way as in Section 3.4 in Chapter 3.
Let us assume that ~vx is an equilibrium of (5.5) and let us linearize (5.5) at
the equilibrium point ~vx.
Taking ~v = ~vx + ~w and recalling that G(x,~v) is assumed to be linear with
respect to ~v we have

~w′ = B0
(

x,G(x,~vx + ~w)
)

(~vx + ~w)

= B0
(

x,G(x,~vx) +G(x, ~w)
)

(~vx + ~w).

Let x̂ denote a value of ESS of System (5.5), (see section 3.4). When x = x̂
the former equation yields

~w′ = B0
(

x̂, G(x̂, ~vx̂) +G(x̂, ~w)
)

(~vx̂ + ~w).

Denoting G(x̂, ~vx̂) := E0 (as in Section 3.4 in Chapter 3) and developing by
the Taylor formula,

~w′ =
(

B0(x̂, E0) +
∂B0
∂G

(x̂, E0)G(x̂, ~w) + ...
)

(~vx̂ + ~w).

Taking only the linear terms and using that B0(x̂, E0)~vx̂ = 0 we have
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~w′ = B0(x̂, E0)~w +
(∂B0
∂G

(x̂, E0)G(~w)
)

~vx̂

:= B̃0 ~w + T0 ~w.

In the same way as we did for System (5.1), we can define

ω0(λ) := det
(

I + T0(B̃0 − λI)
−1
)

. (5.6)

where ω0(λ) is holomorphic for λ /∈ σ(B̃0). In particular, if 0 is a dominant
eigenvalue of B̃0 then ω0(λ) is holomorphic for λ such that Re λ ≥ 0, λ 6= 0.
As we assume that the equilibrium point ~vx̂ is hyperbolic and asymptotically
stable, ω0(λ) does not vanish for λ such that Re λ ≥ 0.
Our aim is to show that, under some hypotheses including ε small enough, if
ω0(λ) does not vanish for λ such that Re λ ≥ 0, ωε(λ) has the same property.
In order to do it, we will first formulate some results.

Definition 5.1.4 [33] For any closed path γ, its winding number with
respect to a point α is

ω(γ, α) =
1

2πi

∫

γ

1

z − α
dz

provided the path does not pass through α.

Definition 5.1.5 [33] Let U be an open set. We say that a closed path γ in
U is homologous to 0 in U if

∫

γ

1

z − α
dz = 0

for every point α not in U .

Definition 5.1.6 [33] Let γ be a closed path. We say that γ has an interior
if ω(γ, α) = 0 or 1 for every complex number α which does not lie on γ. Then
the set of points α such that ω(γ, α) = 1 will be called the interior of γ.

Theorem 5.1.7 (Rouché) [33] Let γ be a closed path homologous to 0 in
U and assume that γ has an interior.
Let f , g be analytic on U , and such that

|f(z)− g(z)| < |f(z)|

for z on γ. Then, f and g have the same number of zeros in the interior of
γ.
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Theorem 5.1.8 [45] Let A be a densely defined operator on a Banach space
X and α ∈ (0, π

2
]. Then A is the generator of a bounded analytic semigroup

of angle α if and only if

S(α +
π

2
) ⊂ ρ(A)

and for every α1 ∈ (0, α) there exists a constant M such that

‖R(λ,A)‖ ≤
M

|λ|
λ ∈ S(α1 +

π

2
),

(where S(α) = {reiθ : r > 0, θ ∈ (−α, α)}).

Theorem 5.1.9 Let ~zε be a positive equilibrium solution of the nonlinear
equation

~zt = Aε(F (~z))~z

where F is a linear function from the state space X to a m-dimensional
space and such that, for fixed E = F (~z), Aε(E) is the generator of a bounded
analytic positive semigroup on X.
Let Ãε + Sε be, as in (5.2), the linearized operator at the equilibrium ~zε and
let ωε(λ) and ω0(λ) be defined as in (5.4) and (5.6) respectively.
Let us denote by D := {λ ∈ C s.t Reλ ≥ 0, λ 6= 0}.
Let us assume that ωε(λ) and ω0(λ) are holomorphic functions for all λ ∈ D.
Let Cε be a constant such that ‖R(λ, Ãε)‖ ≤

Cε
|λ|

for λ ∈ D. Let us assume

that lim supε→0 ‖Sε‖Cε is bounded.
Moreover, let us assume that ω0(λ) does not vanish for λ ∈ D and that

ωε(λ)
ε→0
−→ ω0(λ)

uniformly on λ in compact sets contained in D.
Then, for all L1 > 0 there exists ε small enough such that ωε(λ) does not
vanish for λ ∈ {λ ∈ C s.t Reλ ≥ 0, |λ| ≥ L1}.

Remark 5.1.10 If 0 is a strictly dominant algebraically simple eigenvalue of
Ãε then the semigroup generated by Ãε is bounded (see for instance Theorem
3.1 p. 329 in [19]).

Remark 5.1.11 The hypothesis saying that ωε(λ) is holomorphic for all λ ∈
D (that is, for λ such that Re λ ≥ 0, λ 6= 0) is guaranteed by assuming that
0 is a dominant eigenvalue of the operator Ãε and, in the same way, the
hypothesis that ω0(λ) is holomorphic for all λ ∈ D is guaranteed by assuming
that 0 is a dominant eigenvalue of the operator B̃0.
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Remark 5.1.12 If the operator Ãε can be written as Ãε = A+Bε where A
generates an bounded analytic semigroup (then there exists a constant C such
that R(λ,A) ≤ C

|λ|
) and Bε is a bounded operator such that lim supε→0 ‖Bε‖

is bounded, then Cε is bounded.
Indeed, since R(λ, Ãε) = R(λ,A)(I +BεR(λ,A))

−1 we have

‖R(λ, Ãε)‖ ≤
‖R(λ,A)‖

1− ‖Bε‖‖R(λ,A)‖
≤

2C

|λ|

if |λ| > 2C‖Bε‖ (see [48], [14]).

Proof: Let us denote by L2 := supε ‖Sε‖Cε (by hypothesis this sumpre-
mum is bounded). Let us consider the compact set

K := {λ : Reλ ≥ 0, 0 < L1 ≤ |λ| ≤ L2}

for some L1 > 0.
Let us denote by I := infK |ω0(λ)|.

As ωε(λ)
ε→0
−→ ω0(λ) we have that, for ε small enough,

|ω0(λ)− ωε(λ)| < I ≤ |ω0(λ)| if λ ∈ K.

Hence, Rouche’s theorem implies that there exists ε0 such that for ε < ε0

ωε(λ) 6= 0 for λ ∈ K.

Let us assume now that λ /∈ K.
Since Ãε is the infinitesimal generator of a bounded analytic semigroup, it
satisfies

‖R(λ, Ãε)‖ ≤
Cε

|λ|

for λ such that Reλ ≥ 0, |λ| > L2 and Cε a constant.
Therefore

‖SεR(λ, Ãε)‖ ≤ ‖Sε‖
Cε

|λ|
.

Thus, for |λ| > L2 we have ‖SεR(λ, Ãε)‖ <
1
2
and this implies that

‖SεR(λ, Ãε)|R(Sε)
‖ <

1

2
. (5.7)

If P (µ) denotes the characteristic polynomial of SεR(λ,Aε)|R(Sε)
, by (5.7) we

have that if µi is a zero of P (µ), it satisfies |µi| <
1
2
(because the spectrum
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of a bounded operator is contained in a ball of radius equal to the norm of
the operator).
Since

det
(

(I + SεR(λ, Ãε))|R(Sε)

)

= P (−1) = (−1)n
n
∏

i=1

(−1− µi),

we obtain that

|det
(

(I + SεR(λ, Ãε)) |R(Sε)
)

| >
1

2n
> 0 if |λ| > L2.

2

The former theorem, together with the characterization of the spectrum
of the operator Ãε+Sε given by (5.3) allow us to give a (partial) result about
the stability of the equilibrium solution ~zε of System (5.1)

Theorem 5.1.13 Let ~zε be a positive equilibrium solution of the nonlinear
equation

~zt = Aε(F (~z))~z

where F is a function from the state space X to a m-dimensional space and
such that, for fixed E = F (~z), Aε(E) is the generator of a bounded analytic
semigroup on X.
Let us assume that 0 is an isolated eigenvalue of Ãε = Aε(F (~zε)).
Let Ãε + Sε be, as in (5.2), the linearized operator at the equilibrium ~zε.
Let ωε(λ) and ω0(λ) be defined as in (5.4) and (5.6) respectively. Under the
hypotheses of Theorem 5.1.9, if, moreover there exists L1 > 0 such that for
ε small {λ ∈ C s.t Reλ ≥ 0, |λ| < L1} /∈ σ(Ãε + Sε) then, for ε small
enough, the equilibrium solution ~zε is uniformly asymptotically stable.

Proof: We have seen that

σ(Ãε + Sε) ⊂ σ(Ãε) ∪ {λ s.t ωε(λ) := det
(

I + Sε
(

Ãε − λI
)−1)

= 0}.

By Theorem 5.1.9, for ε sufficiently small, the equation ωε(λ) = 0 does not
have a solution for λ ∈ {λ ∈ C s.t Reλ ≥ 0, L1 ≤ |λ|}.
Moreover, by hypothesis {λ ∈ C s.t Reλ ≥ 0, |λ| < L1} /∈ σ(Ãε + Sε).
On the other hand, also by hypothesis, ωε(λ) is holomorphic for all
λ ∈ D = {λ ∈ C s.t Re λ ≥ 0, λ 6= 0}, equivalently, Ãε(= Aε(F (~zε)))
has 0 as a dominant eigenvalue.
Therefore σ(Ãε + Sε) ⊂ {λ s.t Reλ < 0} and this proves the theorem. 2
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5.1. Stability of equilibria...

We have just seen that, under the hypotheses of Theorem 5.1.9, whenever
we can exclude a set {λ ∈ C s.t Reλ ≥ 0, |λ| < L1} (for some L1 > 0)
from the spectrum of the linearized operator Ãε+Sε, then, for ε small enough
the equilibrium solution ~zε is uniformly asymptotically stable.

Let us remark that, in case that the hypothesis stated in Theorem 5.1.9
saying that ωε(λ) is holomorphic for all λ such that Re λ ≥ 0, λ 6= 0 does not
hold, anyway we can use the same method to prove stability of the equilibrium
~zε but we might have values with positive real part in the spectrum of Ãε that
we will have to prove that do not belong to the spectrum of the linearized
operator Ãε + Sε in order to obtain stability of ~zε.

CASE F ONE DIMENSIONAL

In the particular case that the function F is one dimensional, it is possi-
ble to give conditions to exclude a set {λ ∈ C s.t Reλ ≥ 0, |λ| < L1} (for
some L1 > 0) from the spectrum of the linearized operator Ãε + Sε.
Let us start by giving conditions to exclude 0 from the spectrum of Ãε + Sε.
We will use the first Weinstein-Aronszajn formula that we define next.

The first Weinstein-Aronszajn formula (see [31]) is

ν̃(λ;S) = ν̃(λ;T ) + ν(λ;ω),

where T is a closed operator in a Banach space X, S = T +A where A is an
operator in X relatively degenerate with respect to T , ω(λ) = det(I+A(T −
λ)−1) and

ν̃(λ;T ) =























0 if λ ∈ ρ(T ),

dim(rangeP ) if λ is an isolated point of σ(T ),

+∞ in all other cases,

where P is the projection associated with the isolated point of σ(T ), and

ν(λ;ω) =























k if λ is a zero of ω of order k,

−k if λ is a pole of ω of order k,

0 for other λ ∈ ∆,
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where ∆ is the domain of the complex plane where ω is defined.

Theorem 5.1.14 Let ~zε be a positive equilibrium solution of the nonlinear
equation

~zt = Aε(F (~z))~z

where F is a function from the state space X to a one-dimensional space and
such that, for fixed E = F (~z), Aε(E) is the generator of a bounded analytic
semigroup on X. Let Eε denote F (~zε).
Let Ãε + Sε be, as in (5.2), the linearized operator at the equilibrium ~zε. Let
ωε(λ) and ω0(λ) be defined as in (5.4) and (5.6) respectively.
Let us assume that 0 is an isolated eigenvalue of Ãε = Aε(F (~zε)) with al-

gebraic multiplicity 1. If ~ξε := DAε(Eε)~zε /∈ Range(Ãε) and F (~zε) 6= 0 then
0 /∈ σ(Ãε + Sε).

Proof:
By hypothesis, 0 is an isolated dominant eigenvalue of Ãε with algebraic

multiplicity one. Therefore ν̃(0, Ãε) = 1.
So, applying the first Weinstein-Aronszajn formula, to say that 0 belongs to
the resolvent set of Ãε + Sε is equivalent to say that 0 is a pole of ωε(λ) of
order 1.
Since F is one dimensional, the range of Sε is at most one dimensional and
it is generated by ~ξε .
Moreover, as 0 is an isolated dominant eigenvalue of algebraic multiplicity
one of Ãε, it is a simple pole of R(λ, Ãε), and then, by the Laurent series at
λ = 0 we have

(

I + Sε(Ãε − λI)
−1
)

~ξε = ~ξε

+ Sε

(1

λ
Pε~ξε +

∑∞
n=0

1

2πi
λn
∫

Γ
−
(Ãε − λI)

−1~ξε
λn+1

dλ
)

= ~ξε +
βε
λ
Sε~zε + Sε

∑∞
n=0

1

2πi
λn
∫

Γ
−
(Ãε − λI)

−1~ξε
λn+1

dλ,

where Γ is a positively-oriented small circle enclosing λ = 0 but excluding
other eigenvalues of Ãε, Pε is the spectral projection corresponding to the
spectral set {0} and SεPε~ξε = Sεβε~zε = βεSε~zε.
ωε(λ) will have a pole of first order (and therefore 0 /∈ σ(Ãε + Sε)) if βε 6= 0
and Sε~zε 6= 0.
SinceX = 〈~zε〉

⊕

Range(Ãε), βε 6= 0 is equivalent to say that ~ξε /∈ Range(Ãε).
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Finally, Sε~zε = DAε(Eε)F (~zε)~zε = F (~zε)~ξε 6= 0 because ~ξε 6= 0 (we have as-

sumed ~ξε /∈ Range(Ãε)) and, also by hypotheses F (~zε) 6= 0. 2

Remark 5.1.15 Let us note that to ask the two following hypotheses

~ξε := DAε(Eε)~zε /∈ Range(Ãε) and F (~zε) 6= 0

to hold is equivalent to ask F (PεDAε(Eε)~zε)) 6= 0 to hold.

Let us now give conditions to exclude the set {λ ∈ C s.t Reλ ≥ 0, |λ| <
L1, λ 6= 0}, for some L1 > 0 from the spectrum of the operator Ãε + Sε, for
ε small.

Theorem 5.1.16 Let ~zε be a positive equilibrium solution of the nonlinear
equation

~zt = Aε(F (~z))~z

where F is a function from the state space X to a one-dimensional space and
such that, for fixed E = F (~z), Aε(E) is the generator of a bounded analytic
semigroup on X.
Let Ãε + Sε be, as in (5.2), the linearized operator at the equilibrium ~zε. Let
ωε(λ) and ω0(λ) be defined as in (5.4) and (5.6) respectively.
Let us assume that 0 is an isolated eigenvalue of Ãε = Aε(F (~zε)) with alge-
braic multiplicity 1. Let Pε be the projection corresponding to the eigenvalue
0 of Ãε. Let us assume that F (PεDAε(Eε)~zε)) 6= 0.
If |F ((Ãε − λI)

−1(I − Pε)DAε(Eε)~zε)| is bounded for ε small enough and λ
close to zero (with Reλ ≥ 0) then there exists L1 > 0 such that for ε small
enough ωε(λ) does not vanish in the set {λ ∈ C s.t Reλ ≥ 0, |λ| < L1,
λ 6= 0}.

Proof: Since F is one dimensional, if v ∈ X we have F (v) ∈ R and
therefore

Sεv = DAε(Eε)F (v)~zε = F (v)DAε(Eε)~zε = F (v)~ξε.

Then

(I + Sε(Ãε − λI)
−1)~ξε = ~ξε + Sε(Ãε − λI)

−1~ξε

= ~ξε + F
(

(Ãε − λI)
−1~ξε

)

~ξε

= ~ξε + F
(

Pε~ξε
λ

+ (Ãε − λI)
−1(I − Pε)~ξε

)

~ξε

= ~ξε +
1

λ
F (Pε~ξε)~ξε + F

(

(Ãε − λI)
−1(I − Pε)~ξε

)

~ξε
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5.1. Stability of equilibria...

Therefore, if |F ((Ãε−λI)
−1(I−Pε)DAε(Eε)~zε)| is bounded for ε small enough

and λ close to zero (with Reλ ≥ 0), ωε(λ) 6= 0 for ε small and λ close to zero
(with Reλ ≥ 0).

2

Finally, let us formulate the theorem summarizing all the conditions that
we enunciated so far in order to obtain stability of the equilibrium ~zε in the
case of one dimensional environment.

Theorem 5.1.17 Let ~zε be a positive equilibrium solution of the nonlinear
equation

~zt = Aε(F (~z))~z

where F is a function from the state space X to a one-dimensional space and
such that, for fixed E = F (~z), Aε(E) is the generator of a bounded analytic
semigroup on X. Let Eε denote F (~zε).
Let Ãε + Sε be, as in (5.2), the linearized operator at the equilibrium ~zε. Let
ωε(λ) and ω0(λ) be defined as in (5.4) and (5.6) respectively.
Let us assume that 0 is an isolated eigenvalue of Ãε = Aε(F (~zε)) with al-
gebraic multiplicity 1. Let Pε be the projection corresponding to the (domi-
nant) eigenvalue 0 of Ãε. Let us assume that F (PεDAε(Eε)~zε)) 6= 0 and that
|F ((Ãε−λI)

−1(I−Pε)DAε(Eε)~zε)| is bounded for ε small enough and λ close
to zero (with Reλ ≥ 0). Then, under the hypotheses of Theorem 5.1.9 and
for ε small enough, the equilibrium solution ~zε is uniformly asymptotically
stable.

Proof: An application of Theorems 5.1.13, 5.1.14 and 5.1.16. 2

The last two hypotheses (F (PεDAε(Eε)~zε)) 6= 0 and |F ((Ãε − λI)
−1(I −

Pε)DAε(Eε)~zε)| bounded for ε small enough and λ close to zero (with Reλ ≥
0)) hold automatically (assuming F (~zε) 6= 0) if DAε(Eε) is a scalar multiple
of the identity operator.
This is the situation if equation (5.1) is of the form

~zt = (Aε −m(F (~z))I)~z

where m : R→ R+.
This particular kind of nonlinearity has extensively been used in models in
population dynamics ([5],[7], [8], [9]) where sometimes it is called uniform
increase of mortality.
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Appendix

In this appendix some computations are done in order to apply some of the
stability results of Chapter 5 to the models studied in Chapter 4.

A.1 Prey Predator

Let us recall the prey predator model studied in Chapter 4







































f ′(t) =
(

a− µf(t)−
∫∞

0

β(x)u(x, t)

1 + β(x)hf(t)
dx
)

f(t),

∂u(x, t)

∂t
= (1− ε)

αβ(x)f(t)u(x, t)

1 + β(x)hf(t)
+ ε

∫∞

0
γ(x, y)

αβ(y)f(t)u(y, t)

1 + β(y)hf(t)
dy

−d(x)u(x, t).
(A.8)

In Chapter 4 we proved, under the hypotheses of Theorem 4.3.7 and for
ε small enough, the existence of an interior equilibrium (fε, uε) of System
(A.8).
In this appendix we are going to apply the results of Chapter 5 to study the
stability of (fε, uε).
Writing the prey predator model (A.8) in the form ~zt = Aε(F (~z))~z we see
that, in this case

F : R× L1(0,∞) −→ R

(f, u) −→ f

and
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Aε(f) =















a− µf −
∫∞

0
β(x)f

1+β(x)hf
· dx

0 −d(x) + (1− ε)α β(x)f
1+β(x)hf

+

ε
∫∞

0
αγ(x, y) β(y)f

1+β(y)hf
· dy















.

Note that in Chapter 5 we considered the state space X of L1- Rn valued
functions defined on an interval I of R.
In the prey predator model (A.8) the state space is X = R × L1(0,∞).
Nevertheless, all the results stated in Chapter 5 are also true if the state
space is X = R× L1(0,∞).
Let us denote by

Tε(f) := −d(x) + (1− ε)α
β(x)f

1 + β(x)hf
+ ε

∫ ∞

0

αγ(x, y)
β(y)f

1 + β(y)hf
· dy,

(note that the same operator was denoted in Chapter 4 by Aε,f but we
change the notation here because we have already used Aε(f) in this chapter
to denote a different operator).

The linearized system for the prey predator model (A.8) at the equilib-
rium (fε, uε) (considering f(t) = fε + f̄ , u(x, t) = uε + ū(x, t), using that
(fε, uε) is a steady state, eliminating higher order terms and using Taylor’s
formula) is

f̄ ′ = af̄ − 2µf̄fε −
∫∞

0

β(x)uεf̄

(1 + β(x)hfε)2
dx−

∫∞

0

β(x)fεū

(1 + β(x)hfε)
dx,

∂ū

∂t
= −d(x)ū+ (1− ε)α

( β(x)uεf̄

(1 + β(x)hfε)2
+

β(x)fεū

(1 + β(x)hfε)

)

+ε
∫∞

0
αγ(x, y)

( β(y)uεf̄

(1 + β(y)hfε)2
+

β(y)fεū

(1 + β(y)hfε)

)

dy,

(A.9)
that is, in this case, the operators Ãε and Sε defined in Chapter 5 are

Ãε =















a− µfε −
∫∞

0
β(x)fε

(1+β(x)hfε)
· dx

0 −d(x) + (1− ε)α β(x)fε
1+β(x)hfε

+ε
∫∞

0
αγ(x, y) β(y)fε

1+β(y)hfε
· dy















(A.10)
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and

Sε =













−µfε −
∫∞

0

β(x)uε(x)

(1 + β(x)hfε)2
dx 0

(1− ε)α
β(x)uε(x)

(1 + β(x)hfε)2
+ ε

∫∞

0
αγ(x, y)

β(y)uε(y)

1 + β(y)hfε
dy 0













.

(A.11)
Let us note that

σ(Ãε) = σ(Aε(fε)) = {a− µfε} ∪ σ(Tε(fε)).

In Chapter 4 we proved that zero is the dominant eigenvalue of Tε(fε).
Since a − µfε > 0, the hypothesis of Theorem 5.1.9 saying that ωε(λ) =
det(I + Sε(Ãε − λI)

−1) is holomorphic for all λ such that Re λ ≥ 0, λ 6= 0
(or equivalently, that 0 is the dominant eigenvalue of Ãε) does not hold.
However, let us note that this hypothesis was only used because if it holds
then, σ(Ãε) does not contain values with positive real part and since

σ(Ãε + Sε) ⊂ σ(Ãε) ∪ {λ s.t det
(

I + Sε
(

Ãε − λI
)−1)

= 0},

we only had to show that det
(

I+Sε
(

Ãε−λI
)−1)

6= 0 for λ such that Reλ ≥ 0,

λ 6= 0 and that 0 /∈ σ(Ãε + Sε).
From now on, let us denote

Dε := {λ ∈ C s.t. Re λ ≥ 0, λ 6= 0, λ 6= a− µfε}.

In the prey predator model (A.8), in order to obtain stability of (fε, uε) we

will have to show that ωε(λ) := det
(

I + Sε
(

Ãε − λI
)−1)

6= 0 for λ ∈ Dε ,

that 0 /∈ σ(Ãε + Sε) and moreover, that a− µfε /∈ σ(Ãε + Sε).

Let us recall the finite dimensional prey predator model of Chapter 4 at
the ESS value























f ′ =
(

a− µf −
β(x̂)u

1 + β(x̂)hf

)

f,

u′ =
(

α
β(x̂)f

1 + β(x̂)hf
− d(x̂)

)

u.

(A.12)

Linearizing at the equilibrium point (f̂ , û) and eliminating higher order
terms we obtain the linear system
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(

f̄
ū

)′

=









a− µf̂ −
β(x̂)f̂

1 + β(x̂)hf̂

0 0









(

f̄
ū

)

+













−µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2
0

αβ(x̂)û

(1 + β(x̂)hf̂)2
0













(

f̄
ū

)

=: B̃0

(

f̄
ū

)

+ T0

(

f̄
ū

)

.

Let us define ω0(λ) := det(I + T0(B̃0 − λI)
−1) for λ /∈ σ(B̃0) (i.e. for λ such

that λ 6= 0 and λ 6= a− µf̂).
Let us denote

D0 := {λ ∈ C s.t. Re λ ≥ 0, λ 6= 0, λ 6= a− µf̂}.

We proved in Chapter 4 that, under the hypotheses of Theorem 4.3.7, the
equilibrium point (f̂ , û) is hyperbolic and asymptotically stable, therefore

ω0(λ) = det(I + T0(B̃0 − λI)
−1) 6= 0

for λ ∈ D0, that is,

1 +
(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)( 1

(a− µf̂ − λ)

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(−λ)

)

6= 0

for λ ∈ D0.
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Remark A.1.1 Note that the equation

1 +
(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)( 1

(a− µf̂ − λ)

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(−λ)

)

= 0

is equivalent (for λ 6= 0, λ 6= a− µf̂) to

(a− µf̂ − λ)(−λ) + (−λ)
(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2
β(x̂)f̂

1 + β(x̂)hf̂
= 0,

that is,

λ2 − λ
(

a− 2µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2
β(x̂)f̂

1 + β(x̂)hf̂
= 0.

(A.13)

In Chapter 4 we assumed (in order to have asymptotical stability of the non-
trivial equilibrium) that the trace of the differential matrix of the prey predator
system at the equilibrium point was negative, which led to the condition,

a− 2µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2
< 0. (A.14)

Since αβ(x̂)û

(1+β(x̂)hf̂)2
β(x̂)f̂

1+β(x̂)hf̂
> 0 it is obvious that, under the hypothesis (A.14),

the equation (A.13) does not have a solution for λ ∈ D0.

Our aim is to apply Theorem 5.1.17 to the prey predator model (A.8).

Therefore one of the hypotheses that we have to prove is that ωε(λ)
ε→0
−→ ω0(λ)

uniformly on λ in compact sets contained in D0 (it is one of the hypotheses
of Theorem 5.1.9).
In order to show it, let us consider the following operators in R×M (where
M is the space of Radon measures),
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A0 =















a− µf̂ −
∫∞

0

β(x)f̂

1 + β(x)hf̂
· dx

0
αβ(x)f̂

1 + β(x)hf̂
− d(x)















, (A.15)

S0 =













−µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2
0

αβ(x)ûδx̂

(1 + β(x)hf̂)2
0













. (A.16)

We can define

g0(λ) := det(I + S0(A0 − λI)
−1)|R(S0)

. (A.17)

The operator (A0 − λI)
−1 can be computed explicitly

(A0 − λI)
−1 =











1

(a−µf̂−λ)

1

(a−µf̂−λ)

∫∞

0
β(x)f̂

1+β(x)hf̂

1
αβ(x)f̂

1+β(x)hf̂
−d(x)−λ

· dx

0 1
αβ(x)f̂

1+β(x)hf̂
−d(x)−λ











.

The range of S0 is one dimensional and generated by













−µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

αβ(x)ûδx̂

(1 + β(x)hf̂)2













.

Therefore we can compute
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g0(λ) = 1 +
( 1

(a− µf̂ − λ)

)(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(α
β(x̂)f̂

1 + β(x̂)hf̂
− d(x̂)− λ)

)

= 1 +
( 1

(a− µf̂ − λ)

)(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(−λ)

)

.

Let us note that g0(λ) = ω0(λ). This implies that, under the hypotheses of
Theorem 4.3.7, g0(λ) 6= 0 for λ ∈ D0.

Proposition A.1.2 Let ωε(λ) := det(I + Sε(Ãε − λI)
−1) where Ãε and Sε

are defined by (A.10) and (A.11) respectively. Then

ωε(λ)
ε→0
−→ g0(λ)(= ω0(λ))

uniformly on λ in compact sets contained in D0

Proof: It is enough showing that

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

Sε(A0 − λI)
−1
)

|R(Sε)
‖

ε→0
−→ 0 (A.18)

where A0 is defined by (A.15), and that

‖
(

Sε(A0 − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖

ε→0
−→ 0. (A.19)

where S0 is defined by (A.16).
Let us denote by Bε := Ãε − A0. Then
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Bε =







































−µfε + µf̂ −
∫∞

0

β(x)fε
1 + β(x)hfε

· dx

+
∫∞

0

β(x)f̂

1 + β(x)hf̂
· dx

0
αβ(x)fε

1 + β(x)hfε
−

αβ(x)f̂

1 + β(x)hf̂

−ε
αβ(x)fε

1 + β(x)hfε
+ ε

∫∞

0
αγ(x, y)

β(y)fε
1 + β(y)hfε

· dy







































Then

(Ãε − λI)
−1 = R(λ, Ãε) = R(λ, (A0 +Bε))

= R(λ,A0)(I −BεR(λ,A0))
−1

= R(λ,A0)
∑∞

n=0(BεR(λ,A0))
n

where in the last equality we have used that, as ‖Bε‖
ε→0
−→ 0, for ε small

enough ‖BεR(λ,A0)‖ < 1.
Hence, for ε small enough

‖
(

Sε(Ãε − λI)
−1
)

−
(

Sε(A0 − λI)
−1
)

‖ =

‖SεR(λ,A0)
∑∞

i=0(BεR(λ,A0))
n − SεR(λ,A0)‖ =

‖SεR(λ,A0)
∑∞

i=1(BεR(λ,A0))
n‖ ≤

‖Sε‖‖R(λ,A0)‖
‖BεR(λ,A0)‖

1− ‖BεR(λ,A0)‖

where in the last inequality we have used that

‖
∞
∑

i=1

(BεR(λ,A0))
n‖ ≤

∞
∑

i=1

‖BεR(λ,A0)‖
n =

‖BεR(λ,A0)‖

1− ‖BεR(λ,A0)‖
.

As R(λ,A0) and Sε are bounded operators and ‖Bε‖
ε→0
−→ 0 we obtain

that
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‖
(

Sε(Ãε − λI)
−1
)

−
(

Sε(A0 − λI)
−1
)

‖
ε→0
−→ 0.

Therefore we have that

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

Sε(A0 − λI)
−1
)

|R(Sε)
‖

ε→0
−→ 0.

In order to prove (A.19) let us compute SεR(λ,A0) in the basis of the
range of Sε which is













−µfε −
∫∞

0

β(x)uε
(1 + β(x)hfε)2

dx

(1− ε)α
β(x)uε

1 + β(x)hfε
+ ε

∫∞

0
αγ(x, y)

β(y)uε
1 + β(y)hfε

dy













.

Then

SεR(λ,A0)|R(Sε)
= 1

(a−µf̂−λ)

(

− µfε −
∫∞

0
β(x)uε

(1+β(x)hfε)2
dx
)

+ 1

(a−µf̂−λ)

∫∞

0
β(x)f̂

1+β(x)hf̂

( (1−ε)α
β(x)uε

(1+β(x)hfε)2
+ε

∫∞
0 αγ(x,y)

β(y)uε
1+β(y)hfε

dy
αβ(x)f̂

1+β(x)hf̂
−d(x)−λ

)

dx

The convergence results obtained in Chapter 4 imply that

SεR(λ,A0)|R(Sε)

ε→0
−→ S0R(λ,A0)|R(S0)

=
( 1

(a− µf̂ − λ)

)(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(α
β(x̂)f̂

1 + β(x̂)hf̂
− d(x̂)− λ)

)

=
( 1

(a− µf̂ − λ)

)(

− µf̂ −
β(x̂)û

(1 + β(x̂)hf̂)2

)

+
αβ(x̂)û

(1 + β(x̂)hf̂)2

(

β(x̂)f̂

1 + β(x̂)hf̂

(a− µf̂ − λ)(−λ)

)

.
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2

We have just proved that ωε(λ)
ε→0
−→ g0(λ)(= ω0(λ)) uniformly on λ in

compact sets contained in D0. Since, under the hypotheses of Theorem 4.3.7,
g0(λ) does not vanish in D0, using the same argument as in the proof of
Theorem 5.1.9 we will be able to prove that, there exist 0 < L1 and δ > 0
such that for ε small ωε(λ) does not vanish for λ ∈ {λ ∈ C s.t. Reλ ≥
0, L1 ≤ |λ|} ∩ {λ ∈ C s.t. |λ− (a− µf̂)| ≥ δ}.
Now we will prove that for ε small ωε(a − µf̂) 6= 0. In order to show it we
will use the following result.

Lemma A.1.3 Let f0(λ) be a meromorphic function. Let λ0 be a simple pole
of f0. Let fε(λ) be a family of meromorphic functions. Let us assume that
for every ε small enough, λε is a simple pole of fε. Moreover, let us assume
that λε

ε→0
−→ λ0 and that

fε(λ)
ε→0
−→ f0(λ)

uniformly on compact sets that do not contain λ0.
Then fε(λ0) 6= 0 for ε small enough.

Proof: If we develop f0 by the Laurent series at λ0 we can write

f0(λ) =
a−1

λ− λ0
+ h0(λ)

where h0(λ) is an holomorphic function and a−1 =
1

2πi

∫

C
f0(ξ)dξ where C

is a positively oriented small circle enclosing λ0 but excluding other poles of
f0.
In the same way

fε(λ) =
(b−1)ε
λ− λε

+ hε(λ)

where hε(λ) is an holomorphic function and (b−1)ε =
1

2πi

∫

C
fε(ξ)dξ, and

where we have used that, since λε
ε→0
−→ λ0, for ε small enough C also encloses

λε.
Therefore

(b−1)ε
λ− λε

ε→0
−→

a−1
λ− λ0

uniformly on compact sets that do not contain λ0.
This implies that hε(λ)

ε→0
−→ h0(λ) uniformly on compact sets that do not

contain λ0. Since

hε(λ0) =
1

2πi

∫

C

hε(ξ)

ξ − λ0
dξ

ε→0
−→

1

2πi

∫

C

h0(ξ)

ξ − λ0
dξ = h0(λ0),
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we have that hε(λ)
ε→0
−→ h0(λ) uniformly on compact sets in C. Then

(λ−λε)fε(λ) = (b−1)ε+(λ−λε)hε(λ)
ε→0
−→ a−1+(λ−λ0)h0(λ) = (λ−λ0)f0(λ)

uniformly on compact sets in C. Applying Rouche’s theorem we obtain that,
for ε small enough, (λ − λε)fε(λ) does not vanish at λ0 and therefore that
fε(λ0) 6= 0.

2

Remark A.1.4 In fact we have proved that, for ε small enough there exists
δ > 0 such that ωε(λ) 6= 0 for λ such that |λ− λ0| < δ.

Proposition A.1.5 Let (f̂ , û) be the equilibrium point of the ordinary dif-
ferential equations prey predator model (A.12). Let ωε = det(I+Sε(ÃελI)

−1)
where Ãε and Sε are the operators defined in (A.10) and (A.11) respectively.
Then for ε small there exists δ > 0 such that ωε(λ) 6= 0 for λ such that
|λ− (a− µf̂)| < δ.

Proof: An application of Lemma A.1.3 and Remark A.1.4. 2

Theorem A.1.6 Let ωε(λ) := det(I + Sε(Ãε − λI)
−1) where Ãε and Sε are

defined by (A.10) and (A.11) respectively. Then, under the hypotheses of
Theorem 4.3.7 for all L1 > 0 there exists ε small enough such that ωε(λ)
does not vanish for λ ∈ {λ ∈ C s.t. Reλ ≥ 0, L1 ≤ |λ|}.

Proof: The operator Ãε generates a bounded analytic semigroup, therefore
it satisfies ‖R(λ, Ãε)‖ ≤

Cε
|λ|
. By remark 5.1.12 and the fact that ‖Sε‖ is

bounded (with respect to ε) we obtain that supε ‖Sε‖Cε is bounded.
Theorem 5.1.9 gives that for ε small there exist 0 < L1 and δ > 0 such that
ωε(λ) does not vanish for λ ∈ {λ ∈ C s.t. Reλ ≥ 0, L1 ≤ |λ|} ∩ {λ ∈
C s.t. |λ− (a−µf̂)| ≥ δ} := D1. However, the result does not follow from
a direct application of Theorem 5.1.9 because ωε(λ) is not defined for a−µfε
and ω0(λ) is not defined for a− µf̂ . Nevertheless, since a− µfε

ε→0
−→ a− µf̂ ,

using the same argument as in the proof of Theorem 5.1.9 we obtain that for
ε small ωε(λ) does not vanish for λ ∈ D1.
By Proposition A.1.5 we obtain that, in fact, for ε small enough ωε(λ) does
not vanish for λ ∈ {λ ∈ C s.t. Reλ ≥ 0, L1 ≤ |λ|}. 2

Let us recall that, in order to prove stability of the equilibrium (fε, uε) of
the prey predator model (4.35) we have to show that ωε(λ) = det

(

I+Sε
(

Ãε−

λI
)−1)

6= 0 for λ ∈ Dε := {λ ∈ C s.t. Re λ ≥ 0, λ 6= 0, λ 6= a−µfε},

that 0 /∈ σ(Ãε + Sε) and moreover, that a − µfε /∈ σ(Ãε + Sε) (where recall
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(Ãε + Sε) is the linearization of (4.35) at (fε, uε)).
By Theorem A.1.6 what is left to show is that 0 /∈ σ(Ãε+Sε), that a−µfε /∈
σ(Ãε + Sε) and that, for ε small, ωε(λ) 6= 0 for λ ∈ {λ ∈ C s.t. Reλ ≥
0, |λ| < L1} for some L1 > 0.

Proposition A.1.7 Let Ãε, Sε be the operators given by (A.10) and (A.11)
respectively. Then 0 /∈ σ(Ãε + Sε).

Proof: 0 is a simple eigenvalue of Ãε with corresponding eigenfunction
(fε, uε). By the Weinstein Aronszajn formula, if we show that 0 is a pole

of order 1 of ωε(λ) = det
(

(I + Sε
(

Ãε − λI
)−1

)|R(Sε)

)

, we will obtain that

0 /∈ σ(Ãε + Sε).
The range of Sε is one dimensional and a basis is

DAε(Eε)

(

fε
uε

)

=













−µfε −
∫∞

0

β(x)uε
(1 + β(x)hfε)2

dx

(1− ε)α
β(x)fε

1 + β(x)huε
+ ε

∫∞

0
αγ(x, y)

β(y)uε
1 + β(y)hfε

dy













.

In the proof of Theorem 5.1.14 we showed that 0 is a pole of order 1 of ωε
(and therefore 0 /∈ σ(Ãε + Sε)) if and only if the following two conditions

DAε(Eε)

(

fε
uε

)

/∈ Range(Ãε). (A.20)

F

(

fε
uε

)

6= 0. (A.21)

hold.

Since F

(

fε
uε

)

= fε, condition (A.21) holds.

Let us now show that (A.20) also holds.
Since N(Ã∗ε) = Range(Ãε)

⊥ (see [4]), where Ã∗ε denotes the adjoint operator
of Ãε, N(Ã∗ε) denotes the kernel of the operator Ã

∗
ε and ⊥ denotes orthogonal

(in the dual space sense), condition (A.20) is equivalent to

〈

(

f ∗ε
u∗ε

)

, DAε(Eε)

(

fε
uε

)

〉

6= 0, (A.22)
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where

(

f ∗ε
u∗ε

)

is the eigenfunction of eigenvalue 0 of Ã∗ε.

Condition (A.22) is

−µfεf
∗
ε − f

∗
ε

∫∞

0

β(x)uε
(1 + β(x)hfε)2

+ (1− ε)α
∫∞

0

β(x)uεu
∗
ε

(1 + β(x)hfε)2
dx

+ε
∫∞

0
u∗ε(x)

∫∞

0
αγ(x, y)

β(y)uε(y)

(1 + β(x)hfε)2
dydx 6= 0.

Computing Ã∗ε we obtain

Ã∗ε =





















a− µfε 0

−β(x)fε
1 + β(x)hfε

−d(x) + (1− ε)α
β(x)fε

1 + β(x)hfε

+εα
β(x)fε

1 + β(x)hfε

∫∞

0
γ(y, x) · dy





















.

Since Ã∗ε

(

f ∗ε
u∗ε

)

= 0 we obtain that f ∗ε = 0 and u∗ε satisfies

(

− d(x) + (1− ε)α
β(x)fε

1 + β(x)hfε

)

u∗ε

+εα
β(x)fε

1 + β(x)hfε

∫∞

0
γ(y, x)u∗ε(y)dy = 0.

The operator −d(x) + (1− ε)α
β(x)fε

1 + β(x)hfε
+ εα

β(x)fε
1 + β(x)hfε

∫∞

0
γ(y, x) · dy

is the adjoint operator of

Tε(fε) = −d(x) + (1− ε)α
β(x)fε

1 + β(x)hfε
+ ε

∫ ∞

0

αγ(x, y)
β(y)fε

1 + β(y)hfε
· dy.

In Chapter 3 we proved that the operator Tε(fε) satisfies the hypothesis of
Theorem 2.4.14. Applying this theorem we obtain that u∗ε is strictly positive
(and also that uε is strictly positive) and therefore

〈

(

f ∗ε
u∗ε

)

, DAε(Eε)

(

fε
uε

)

〉

= (1− ε)α
∫∞

0

β(x)uε(x)u
∗
ε(x)

(1 + β(x)hfε)2
dx

+ε
∫∞

0
u∗ε(x)

∫∞

0
αγ(x, y)

β(y)uε(y)

(1 + β(x)hfε)2
dydx > 0

and the proof is complete. 2
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Proposition A.1.8 Let Ãε, Sε be the operators given by (A.10) and (A.11)
respectively. Then a− µfε /∈ σ(Ãε + Sε).

Proof: a−µfε is a simple eigenvalue of Ãε with corresponding eigenfunc-

tion

(

1
0

)

.

In the same way as in the proof of Proposition A.1.7, by the Weinstein-
Aronszajn formulas, if we show that a − µfε is a pole of order 1 of
ωε(λ) = det((I+Sε(Ãε−λI)

−1)|R(Sε)
) we will obtain that a−µfε /∈ σ(Ãε+Sε).

Let us recall that the range of Sε is DAε(Eε)

(

fε
uε

)

.

In the same way as in the proof of Theorem 5.1.14, since a− µfε is a simple
pole of R(λ, Ãε) by the Laurent series at λ = a− µfε we have

(

I + Sε(Ãε − λI)
−1
)

DAε(Eε)

(

fε
uε

)

= DAε(Eε)

(

fε
uε

)

+ Sε
1

(λ− (a− µfε))
PεDAε(Eε)

(

fε
uε

)

+ Sε
∑∞

n=0

1

2πi
(λ− (a− µfε))

n
∫

Γ
−

(Ãε−λI)−1DAε(Eε)





fε
uε





(λ−(a−µfε))n+1 dλ,

where Γ is a positively-oriented small circle enclosing λ = a−µfε but exclud-
ing other eigenvalues of Ãε and Pε is the spectral projection corresponding
to the spectral set {a− µfε}.

ωε(λ) will have a pole of first order in a − µfε if SεPεDAε(Eε)

(

fε
uε

)

6= 0.

Since the eigenvector corresponding to the eigenvalue a−µfε of the operator

Ãε is of the form





1

0



 we have

PεDAε(Eε)

(

fε
uε

)

=





−µfε −
∫∞

0

β(x)uε
(1 + β(x)hfε)2

0



 .

Finally, since the equilibrium (fε, uε) is strictly positive we have

SεPεDAε(Eε)

(

fε
uε

)

6= 0 and the proof is complete. 2

Summarizing, with all the results we proved so far for the prey predator
model, by Theorem 5.1.17, showing that
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|F
(

(Ãε − λI)
−1(I − Pε)DAε(Eε)

(

fε
uε

)

)

| (A.23)

(where Pε is the spectral projection corresponding to the eigenvalue zero
of the operator Ãε) is bounded for λ close to zero with Reλ ≥ 0 and ε small,
we would obtain that the equilibrium (fε, uε) is uniformly asymptotically
stable.
In this particular model we can compute

F
(

(Ãε − λI)
−1DAε(Eε)

(

fε
uε

)

)

=

first component of (Ãε − λI)
−1DAε(Eε)

(

fε
uε

)

=

1

a− µfε − λ

(

− µfε −
∫∞

0

β(x)uε(x)

(1 + β(x)hfε)2
dx
)

+

1

a− µfε − λ

∫∞

0

β(x)fε
1 + β(x)fε

R(λ, Tε(fε))

(

(1− ε)α
β(x)uε(x)

(1 + β(x)hfε)2
+ ε

∫∞

0
αγ(x, y)

β(y)uε(y)

1 + β(y)hfε
dy
)

dx

Since 0 is a simple pole of R(λ, Tε(fε)) we can write

R(λ, Tε(fε)) =
P̃ε
λ

+R(λ, Tε(fε))(I − P̃ε)

where P̃ε is the projection corresponding to 0. So, in this case, to see that
A.23 is bounded for λ close to zero with Reλ ≥ 0 and ε small is equivalent
to see that

1

a− µfε − λ

∫∞

0

β(x)fε
1 + β(x)fε

R(λ, Tε(fε)) (I − P̃ε)

(

(1− ε)α
β(x)uε(x)

(1 + β(x)hfε)2
+ ε

∫∞

0
αγ(x, y)

β(y)uε(y)

1 + β(y)hfε
dy
)

dx

is bounded for λ close to zero with Reλ ≥ 0 and ε small.

It is an open problem to prove this boundedness due to the undetermined
limit of the form ∞ · 0 appearing in the first term. The resolvent operator
tends to be singular at 0 when ε

ε→0
−→ 0 because Tε(fε) tends to a multipli-

cation operator (with continuous spectrum), whereas the projection I − P̃ε
acts on a vector which approaches 〈~uε〉 = Ker(I − P̃ε).
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A.2 Maturation age

Let us recall the maturation age model of Chapter 4























ut(x, t) = (1− ε)b(x)v(x, t) + ε
∫∞

0
b(y)γ(x, y)v(y, t)dy

−m1

( ∫∞

0
u(y, t)dy

)

u(x, t)− xu(x, t),

vt(x, t) = xu(x, t)−m2

( ∫∞

0
v(y, t)dy

)

v(x, t).

(A.24)

In Chapter 4 we proved, under the conditions of Theorem 1.3.6 and for ε
small enough, the existence of a positive equilibrium, (uε, vε), of (A.24).
In this case, since the environment is not one dimensional, Theorem 5.1.17
does not suffices to prove stability of (uε, vε). However, let us show that the
model satisfies the hypotheses of Theorem 5.1.9.

If we linearize around the equilibrium (uε, vε), we obtain (using the Taylor
formula and eliminating the higher order terms)





u

v





t

=













−x−m1(Pε) (1− ε)b(x)v(x, t)

+ε
∫∞

0
b(y)γ(x, y) · dy

x −m2(Qε)

















u

v





+





−m′
1(Pε)uε

∫∞

0
· 0

0 −m′
2(Qε)vε

∫∞

0
·









u

v





:= Ãε





u

v



+ Sε





u

v





(A.25)

We can define, in this case, in the same way as in Chapter 5,

ωε(λ) := det
(

I + (Sε(Ãε − λ)
−1)|R(Sε)

)

.

Let us denote by D := {λ ∈ C s.t. Re λ ≥ 0, λ 6= 0}.
Since 0 is a strictly dominant eigenvalue of Ãε, ωε(λ) is holomorphic for all
λ ∈ D.

Let us recall the finite dimensional model for the maturation age studied
in Chapter 1 at the ESS value
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





u′ = b(x̂)v(t)−m1(u(t))u(t)− x̂u(t),

v′ = x̂u(t)−m2(v(t))v(t).
(A.26)

In Chapter 1 we proved, under the hypotheses of Theorem 1.3.6, the
existence of a hyperbolic asymptotically stable equilibrium point (u(x̂), v(x̂)).
Linearizing at the equilibrium point (u(x̂), v(x̂)) and eliminating higher order
terms we obtain the linear system





w1

w2





′

=





−m1(u(x̂))− x̂ b(x̂)

x̂ −m2(v(x̂))









w1

w2





+





−m′
1(u(x̂))u(x̂) 0

0 −m′
2(v(x̂))v(x̂)









w1

w2





:= B̃0





w1

w2



+ T0





w1

w2



 .

(A.27)

Since the equilibrium point (u(x̂), v(x̂)) is hyperbolic and asymptotically sta-
ble, σ(B̃0 + T0) ⊂ {λ : Reλ < 0}, therefore

ω0(λ) := det(I + T0(B̃0 − λI)
−1) 6= 0

for λ ∈ D, that is, the determinant

det













1 +
(m2(v(x̂)) + λ)m′

1(u(x̂))u(x̂)

f(λ)

b(x̂)m′
1(u(x̂))u(x̂)

f(λ)

x̂m′
2(v(x̂))v(x̂)

f(λ)
1 +

(x̂+m1(u(x̂))m
′
2(v(x̂))v(x̂)

f(λ)













where f(λ) := (x̂+m1(u(x̂))+λ)(m2(v(x̂))+λ)− x̂b(x̂), does not vanish for
λ ∈ D.
Our aim is to apply Theorem 5.1.9 to ωε(λ).
In order to see that ωε(λ) −→ ω0(λ) uniformly on compact sets in D, let us
consider the multiplication operator
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A0 =





−x−m1(u(x̂)) b(x)

x −m2(v(x̂))



 (A.28)

in M ×M , where M is the space of the measures of Radon, with domain

D(A0) = {(u, v) ∈M ×M : ∃ Cu such that 〈xf, u〉 ≤ Cu

if ‖f‖∞ = 1} := D1 ×M.

Lemma A.2.1 The operator A0 defined in (A.28) is a closed operator.

Proof: It is sufficient to show that the operator B defined in D1 by

〈f,Bu〉 = 〈xf, u〉

is closed.
Let us consider a sequence {un}n with un ∈ D1 and such that

un
n→∞
−→ u (∈M), (A.29)

Bun
n→∞
−→ v (∈M). (A.30)

We would like to prove that u ∈ D1 and that Bu = v.
By (A.29) we have that

sup
g∈Cc,‖g‖∞=1

|〈g, un − u〉| = ‖un − u‖M
n→∞
−→ 0, (A.31)

where Cc denotes the space of continuous functions with compact support in
(0,∞).
Let f be a continuous function with compact support. Then by (A.29)

|〈xf, un〉 − 〈xf, u〉| = |〈xf, un − u〉|

= maxx |xf |〈
xf

maxx |xf |
, un − u〉

n→∞
−→ 0.

Therefore 〈f,Bun〉 = 〈xf, un〉
n→∞
−→ 〈xf, u〉.

By (A.30) we have that

sup
g∈Cc,‖g‖∞=1

|〈g,Bun − v〉| = ‖Bun − v‖M
n→∞
−→ 0. (A.32)
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Taking the same f as before, by (A.32) we obtain

|〈f,Bun〉 − 〈f, v〉| = max
x
|f |〈

f

maxx |f |
, Bun − v〉

n→∞
−→ 0.

That is, 〈f,Bun〉
n→∞
−→ 〈f, v〉.

As we also proved that 〈f,Bun〉
n→∞
−→ 〈xf, u〉, by uniqueness of the limit we

have that 〈xf, u〉 = 〈f, v〉. Then,

|〈xf, u〉| = |〈f, v〉| ≤ ‖v‖M‖f‖∞,

that is, u ∈ D1.
On the other hand,

〈f,Bu〉 = 〈xf, u〉 = 〈f, v〉.

Therefore Bu = v. 2

The resolvent operator of A0 can be computed explicitly

(A0 − λI)
−1 = 1

f(λ,x)





−m2(v(x̂))− λ −b(x)

−x −x−m1(u(x̂))− λ





where f(λ, x) := (x+m1(u(x̂)) + λ)(m2(v(x̂)) + λ)− xb(x).

Let us also consider the operator

S0 =

(

−m′
1(u(x̂))u(x̂)δx̂

∫∞

0
·(dx) 0

0 −m′
2(v(x̂))v(x̂)δx̂

∫∞

0
·(dx)

)

(where we understand
∫∞

0
µ(dx) = µ(0,∞)) in M ×M .

We define h0(λ) := det
(

(I+S0(A0−λI)
−1)|R(S0)

)

. The function h0(λ) can be
computed explicitly. If we consider the basis of the range of S0

〈(u(x̂)δx̂, 0), (0, v(x̂)δx̂〉,

then h0(λ) is

det













1 +
(m2(v(x̂)) + λ)m′

1(u(x̂))u(x̂)

f(λ)

b(x̂)m′
1(u(x̂))u(x̂)

f(λ)

x̂m′
2(v(x̂))v(x̂)

f(λ)
1 +

(x̂+m1(u(x̂))m
′
2(v(x̂))v(x̂)

f(λ)












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where f(λ) := (x̂+m1(u(x̂)) + λ)(m2(v(x̂)) + λ)− x̂b(x̂).
That is, h0(λ) = ω0(λ).

Theorem A.2.2 Let ωε(λ) = det(I + Sε(Ãε − λI)
−1) where Ãε and Sε are

defined in (A.25). Let us consider D = {λ ∈ C such that Re λ ≥ 0, λ 6=
0}. Then, under the hypothesis of Theorem 1.3.6 and if ε is small enough,
ωε(λ) does not vanish for λ ∈ D.

Proof: Let us consider ω0(λ) = det(I + T0(B̃0 − λI)
−1) where B̃0 and T0

are defined in (A.27). We have showed that ω0(λ) 6= 0 for λ ∈ D (because
the equilibrium point (u(x̂, v(x̂))) of (A.26) is hyperbolic and asymptotically
stable).

By Theorem 5.1.9 we have to prove that ωε(λ)
ε→0
−→ ω0(λ) uniformly in λ on

compact sets in D.
It suffices to show that

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖

ε→0
−→ 0.

Adding and substracting
(

Sε(A0 − λI)
−1
)

|R(Sε)
we have

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖ ≤

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

Sε(A0 − λI)
−1
)

|R(Sε)
‖ +

‖
(

Sε(A0 − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖

.

We can write Ãε = A0 +Bε where

Bε =





−m1(Pε) +m1(P0) −εb(x) + ε
∫∞

0
b(y)γ(x, y) · dy

0 −m2(Qε) +m2(Q0)



 .

Since ‖Bε‖
ε→0
−→ 0, by the same argument as in the proof of Proposition

A.1.2 we have that

‖
(

Sε(Ãε − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖

ε→0
−→ 0

holds.
We are reduced to proving

‖
(

Sε(A0 − λI)
−1
)

|R(Sε)
−
(

S0(A0 − λI)
−1
)

|R(S0)
‖

ε→0
−→ 0.
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Computing SεR(λ,A0) in the basis 〈(uε, 0), (0, vε)〉 of the rank of Sε we
obtain that it is







−m′
1(Pε)

∫∞

0
−m2(v(x̂))−λ

f(λ,x)
uε(x)dx −m′

1(Pε)
∫∞

0
−b(x)
f(λ,x)

vε(x)dx

−m′
2(Qε)

∫∞

0
−x

f(λ,x)
uε(x)dx −m′

2(Qε)
∫∞

0
−x−m1(u(x̂))−λ

f(λ,x)
vε(x)dx






.

The convergence results of (uε, vε) in Chapter 3 give the result.
2
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