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Abstract

In this dissertation, we concentrate on the physics of weakly bound states made of two heavy
fermions with different masses. Their description is performed in the framework of effective field
theorys (EFTs), specifically pNRQED and pNRQCD. We compute the potentials up to next-to-
next-to-next-to-leading order (N3LO) for two systems: hydrogen-like atoms and heavy quarkonia.
We apply our results to the extraction of some associated energy levels.

In the first part of this thesis, we obtain a model independent expression for the muonic hydro-
gen Lamb shift. This expression includes the leading logarithmic O(mµα

6) terms, as well as the
leading O(mµα

5 m2
µ

Λ2
QCD

) hadronic effects. Most remarkably, our analysis include the determination
of the spin-dependent and spin-independent structure functions of the forward virtual-photon
Compton tensor of the proton to O(p3), using HBET and including the Delta particle. Us-
ing these results we obtain the leading hadronic contributions to the Wilson coefficients of the
lepton-proton four fermion operators in NRQED. The spin-independent coefficient yields a pure
prediction for the two-photon exchange contribution to the muonic hydrogen Lamb shift, which
is the main source of uncertainty in our computation. The use of EFTs crucially helps us orga-
nizing the computation, in such a way that we can clearly address the parametric accuracy of
our result. Furthermore, we review in the context of NRQED all the contributions to the energy
shift of order α5, as well as those that scale like α6×logarithms. With our final determination of
the Lamb shift, we obtain the proton charge radius in a model independent way. The value we
obtain is 6.8σ away from the CODATA value.

In the second part of this thesis, we determine the 1/m and 1/m2 spin-independent heavy
quarkonium potentials in the unequal mass case with O(α3) and O(α2) accuracy, respectively. We
discuss in detail different methods to calculate such potentials, and explicitly show the equivalence
among them. In particular we obtain, for the first time, the manifestly gauge invariant 1/m and
1/m2 potentials in terms of Wilson loops with next-to-leading order (NLO) precision. As an
application of our results we derive the theoretical expression for the Bc spectrum in the weak-
coupling limit to N3LO.
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Introduction

The Standard Model of particle physics found experimental completion in 2012 with the discovery
of the Higgs boson at the Large Hadron Collider (LHC). This spectacularly successful theory,
based entirely on gauge and local space-time symmetries, describes most of the physical processes
taking place in our universe, between the tiniest Planck length and the vastness of our observable
cosmos. Nevertheless, it has some limitations. In this dissertation we focus on those shortcomings
related to the description of the strong interactions among quarks and gluons, i.e. quantum
chromodynamics (QCD).

The existence of quarks was predicted theoretically by Gell-Mann and Zweig in 1964 [1, 2]
and confirmed experimentally at SLAC in 1968. QCD was definitely established in 1973 after the
discovery of asymptotic freedom by Gross and Wilczek [3], and by Politzer [4] in the same year.
The dynamics of quarks and gluons is described by the QCD Lagrangian. In the massless quark
and classical limit this Lagrangian is scale invariant, and so its interactions are only dictated by
the dimensionless parameter αs, the strong coupling constant. This conformal symmetry of the
classical theory is anomalously broken upon quantization, thereby setting up a mass scale, namely
ΛQCD. In other words, at the quantum level the dimensionless coupling constant runs with the
energy, being ΛQCD the renormalization group scale at which the coupling constant diverges.
Such a trade of a coupling constant by a mass scale is known as dimensional transmutation.
The strong coupling constant, unlike the electromagnetic one, decreases as the energy increases.
This means that particles which interact weakly at very high energies, do so very strongly at low
energies. As a result, on the one hand, in the high energy regime the theory is fully described
perturbatively, leading to very successful and accurate predictions. On the other hand, the
theory is non-perturbative at low energies, and so the challenging need for appropriate methods
and models to describe physical processes arises. The physics that at high energies is described
by quarks and gluons, is described by hadrons at low energies. This implies that in the transition
a process of confinement must occur1 and, as a result, no single quark or gluon can be directly
observed in Nature. In fact, we can only find them bounded in hadrons: baryons, such as the
proton, and mesons.

In order to overcome these limitations different approaches have been developed. On the
computational side, lattice gauge theory has proven to be an extremely useful tool to determine
some of the QCD parameters and observables, having provided estimates for quark masses, decay
widths, or even the strong coupling constant among others. In fact, the realm of applicability
of lattice theories is far larger than QCD, being useful in the description of any generic gauge
theory. On the analytical side, great success has been achieved by developing effective field
theories (EFTs) that are specifically dedicated to describing an interval of the energy range

1However, confinement has not yet been analytically proven. This is the challenge of the problem “Yang-Mills
existence and mass gap”. Solving it will earn the fortunate researcher one of the Millennium prizes.
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in which a particular dynamics of the strong sector dominates. Well-known and very relevant
examples of these theories are chiral perturbation theory (ChPT) [5, 6], heavy baryon effective
theory (HBET) [7,8], heavy baryon effective theory in the large-Nc limit [9], heavy quark effective
theory (HQET) [10–13], non-relativistic QCD (NRQCD) [14] or potential NRQCD (pNRQCD)
[15]. Throughout this work we make an extensive use of the EFT framework in order to describe
the physics of non-relativistic (NR) bound states. Let us now briefly introduce the two physical
systems under study in this dissertation: hydrogen-like atoms and heavy quarkonia.

The existence of baryons was established in the beginning of the 20th Century (long before
the discovery of QCD) with the discovery of the proton by Rutherford. The proton is the most
stable baryon in the Universe (τp > 1034 years), and it is essential to the existence of the world as
we know it, being the main constituent of visible matter. Due to its composite nature, one of the
principal features characterising the proton is its size. The interaction of protons and electrons
has been primal to measure the proton charge radius. It was first measured by Hofstadter
and collaborators in the 1950s via elastic electron scattering [16]. Most recently the electron
scattering experiment in Mainz measured a new set of data points at low momentum [17]. The
CODATA 2010 value for the proton radius [18] is based both on ep-scattering measurements and
determinations from hydrogen spectroscopy. Hydrogen arises from the bound state of a proton
and an electron and it is the most abundant element in the universe, making up 75% of normal
matter. It is essential to the existence of life. Without hydrogen the Sun would not give us heat
or light, and water, crucial to any kind living system, would not exist. The spectroscopy lines
of hydrogen were discovered by Lyman in 1906 [19] and during the last century a large number
of the hydrogen spectral transitions have been measured in different experiments all around the
world. Similar hydrogen-like bound states, such as muonic hydrogen are the perfect place to
obtain precise measurements of hadronic effects. This is so because the probability of a lepton
being within the size of the proton grows cubically with the mass, i.e. heavier leptons are more
susceptible to finite size effects. In 2010, for the first time, the muonic hydrogen Lamb shift was
measured at PSI [20]. In particular, they measured the Lamb shift (the 2S-2P transition), which
allows for a precise determination of the value of the proton radius. Surprisingly for the scientific
community, this measurement is ∼ 7σ away from the CODATA value. This puzzle is one of the
main reasons driving us to study the model independent prediction of the proton radius that the
implementation of an EFT framework provides.

Heavy quarkonium physics found its first experimental evidence when in 1974 the very nar-
row resonance J/Ψ (charmonium) was first measured simultaneously at SLAC and Brookhaven
National Laboratory [21,22]. It was concluded that this resonance was a bound state of a quark
much heavier than any other known at the moment: it was the discovery of the charm quark.
A few years later, in 1977 the Υ resonance (bottomium) was found in Fermilab [23], leading to
the discovery of the bottom quark. It took perseverance to finally discover the long expected
partner of the bottom quark, the top quark, which was first measured 18 years later, in 1995,
at Fermilab [24]. The main differential characteristic of the top quark is the impossibility to
create toponium states. This is due to the top quark’s fast decay rate, mediated by the weak
interactions. Ever since the beginning of these discoveries, there have been extensive investiga-
tions and further discoveries of heavy quarkonium states. On the experimental side, quarkonium
factories have been able to measure several types of spectra and decays. Among the most rel-
evant experiments are BaBar at SLAC, Belle at KEK, CLEO-III and CLEO-c at CESR, CDF
and DÃŸ at Fermilab, and BESII and BESIII at IHEP, and LHC at CERN (in the short term
future, the PANDA experiment at FAIR will use proton-antiproton collisions to study the strong
interaction). These experiments have measured different states of charmonium and bottomium
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but also other mesons such as B-mesons (among which the Bc is an example of heavy quarko-
nium with different heavy masses) or D-mesons, and even more exotic states such as the X(3872).
There is room for a lot of theoretical improvements in this area (current reviews on the matter
can be found in Refs. [25–27]), and this dissertation constitutes a significant contribution in this
direction.

In the first part of this work, we study those systems composed by a lepton and a proton
which are weakly bounded by the electromagnetic force, such as hydrogen and specially muonic
hydrogen. Hadronic information is encoded in the interaction of the baryon and the lepton it is
bounded to, when one takes into account the effects of the hadron’s finite size. Therefore, they
are a good place to learn about the physics inside hadrons upon comparison with experimental
measurements. The physics of systems composed by a heavy quark and a heavy antiquark
with different masses weakly bounded by QCD, i.e. heavy quarkonium, comprises the second
part of this dissertation. Its description in terms of EFTs is a powerful tool to perform QCD
computations, which allows us to obtain important information on observables such as heavy
quark masses, the strong coupling constant, etc. These determinations help us overcome our
limitations in dealing with low energy QCD. The two systems at hand are in fact very similar in
their EFT description. In both cases, an expansion in the inverse of the masses of the heavy quarks
and their coupling constant α/αs is a good perturbative approach, therefore allowing for a well-
defined theoretical description of the system. The main difference between the two is the different
gauge symmetry structures of their interactions: U(1) in quantum electrodynamics (QED) vs.
SU(3) in QCD. However, by explicitly keeping track of the Casimir coefficients of the non-Abelian
theory (QCD) in the computations, one can easily recover the Abelian case (QED) for point-like
particles. Besides, hadronic corrections that arise in the QED case when coping with the finite
size baryons do not happen in QCD. This mismatching arises from the different nature of the
theories at scales of the order of the heavy masses i.e. HBET vs. QCD.

Effective field theories for baryons

The development of quantum field theories for baryons at low energies is closely related to the
chiral symmetry that the QCD Lagrangian exhibits when the three lightest flavors of quarks (up,
down and strange) are considered in the massless limit. Since the actual mass of these quarks is
much smaller than ΛQCD, this allows for a good expansion parameter and, thus, a perturbative
theory. In this energy range (below 1 GeV) the heavy quark flavors (bottom, charm and top)
play no significant role due to their large masses. Therefore, the chiral QCD Lagrangian exhibits
an approximate SU(3)L×SU(3)R×U(1)L+R chiral symmetry which is spontaneously broken to a
SU(3)L+R ×U(1)L+R vector symmetry (flavor symmetry). The effects of the symmetry breaking
become important at energies below ΛQCD, which is where hadrons become the appropriate
degrees of freedom. Associated with the spontaneously broken generators of the chiral symmetry,
eight Goldstone bosons arise, which in the case at hand are the octet of the lowest pseudoscalar
mesons: the three pions, the four kaons and the eta. However, we know for a fact that these quarks
and mesons are not actually massless. In fact, the chiral symmetries are explicitly broken, e.g.
due to non-zero quark masses, and consequently, masses for the Goldstone bosons are generated.

This rationale gives rise to an effective Lagrangian at tree level that describes the physics of
mesons and baryons at low energies. It was in 1979 that, for the first time, Weinberg took this
Lagrangian beyond the tree level [5], which can be naturally done as long as the energy of the
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process is smaller than the chiral breaking scale (∼ ΛQCD). This provides a power counting for
the chiral Lagrangian in powers of E/ΛQCD. Shortly after, in the 1980’s a systematic study of the
Lagrangian beyond tree level was performed by Gasser and Leutwyler [6], extending it to SU(3)
and expressing it in terms of the Goldstone matrix field containing the octet of pseudoscalars.
This is known today as ChPT and it is organised as an expansion in the derivatives of the fields
p, i.e. it is equipped with a well-defined power counting.

Much as baryons were known long before quarks, historically its description in terms of
fields has been problematic. The main reason for this is that their mass is comparable to the
hadronisation scale ΛQCD (in the case of nucleons mN ∼ 1 GeV), reaching the limit where the
chiral expansion ceases to be valid. This fact gives rise to the question of whether their physics
can be described in a perturbative manner. The introduction of baryons in the chiral Lagrangian
was proposed by Weinberg in 1968 [28]. However, power counting rules remained problematic
until the inclusion of the heavy mass methods, which overcome the issue by going to the NR
limit. This idea was first carried out for the pion-nucleon sector in the 1990’s by Jenkins and
Manohar in [7] and by Bernard et al. [8], and has since then been extensively developed in what
is today known as heavy baryon chiral perturbation theory (HBChPT).2 This theory provides
a consistent power counting in terms of the small velocity of the heavy baryon hence allowing
for extensive calculations. A concern that remains, however, is that of finding the appropriate
way of handling the baryon resonances. In general, these states are heavier than the nucleon,
and so their contribution could be included simply by integrating them out from the Lagrangian,
in such a way that their effect would be subleading. A different approach, though, should be
adopted with the Delta particle (∆(1232)), which is only ∼300 MeV away from the nucleon mass
and couples strongly to the pion-nucleon sector. On top of this, an outcome of applying large-Nc

rationale to baryons, is that the proton and the Delta particle become degenerate in mass. Even
though for Nc = 3 the 1/Nc expansion is not optimal, the former argument may signal that
the Delta particle represents the largest resonant contribution and thus should be taken into
account. A HBET Lagrangian that includes the interaction of pions, the proton, and the Delta
was developed by Jenkins and Manohar in 1991 [29] and by Hemmert et al. [30] in 1996 in a
chiral context (see also [31]). It was studied within a large-Nc ideology by Dashen and Manohar
in 1993 [32]. In this work we make use of these EFTs.

Effective field theories for NR bound states

A NR bound state is a system where a particle is subject to a potential in such a way that it has a
tendency to remain (in time) quasi-localised (in space). The interaction of the potential happens
an infinite number of times, which in fact is what causes the system to be bounded. In this way,
the physics describing the bound state is clearly non-perturbative, as it requires summing up an
infinite series. This is compactly achieved by solving exactly the Schrödinger equation for a given
potential. However, through the application of EFT mechanisms, we can find the potential up
to some order in the velocity expansion and safely assume that the rest of the contribution will
be small. Here we will give some details on how this approach is taken. Both (muonic) hydrogen
and heavy quarkonium systems admit a description in terms of EFTs for NR bound states.

In a classical system interacting through electromagnetism, the potential giving rise to the
bound state is the well-known Coulomb potential. Upon quantization, electromagnetism becomes

2In fact, the name HBET is sometimes used to refer to HBChPT. We will use them indistinctly throughout
this text.
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the well-known QED. However, incorporating quantum effects to the Coulomb potential is not
straightforward. The first attempt to address this issue was the Bethe-Salpeter equation [33],
presented in 1951. This equation describes bound states of a two-body quantum field system in a
relativistically covariant formalism. However, it turned out that the equation cannot be exactly
solved in a general case, and in the cases where the solution can be exactly found, it turned
out to be problematic [34]. In other words, provided it can be achieved, solving this equation
for a physical system requires considerable effort. It consequently fails to provide a systematic
approach to the bound state problem. This motivated extensive effort of the community to bypass
this difficulty. The answer laid, once again, in the application of EFTs to take away the irrelevant
information hence simplifying the treatment of the relevant one.

The main point to consider is that the heavy constituents in a bound state barely move
with respect to each other, and thus are naturally NR systems. The problem was then how
to incorporate the relativistic quantum corrections into this NR system. It was in 1986 that a
NR effective Lagrangian was first proposed by Caswell and Lepage [14]. This theory is today
known as non-relativistic QED (NRQED)/NRQCD. The success of this approach lays on its
improvement on the computational side, where, having disposed of the irrelevant information,
the effort needed to describe the system is heavily reduced.

Let us now explain the different approaches taken to describe the physics of a bound state,
depending on the characteristics of the system. First, we consider the case where the bound state
has one heavy (mh) and one light constituents (ml). In terms of the scales of the system, we may
regard the heavy fermion as a static source with the energy scale hierarchy mh � ml, |pl|, El,
where |pl| and El are the momentum and energy of the light fermion respectively. The light
fermion is still a relativistic degree of freedom, fulfilling the linear dispersion relation and therefore
El ∼ |pl|. Moreover, the typical energy and momentum transferred within the bound state will
be of the same order as those of the light fermion, E ∼ |p| ∼ El ∼ |pl|, as this is the scale
of the energy/momentum exchange between the heavy and the light fermions. In other words,
the momentum of the heavy particle (at the lowest order) can be split into a large component
proportional to its mass and a small component, i.e. pµ = mvµ + kµ where k2 � m2. This
consideration leads to the aforementioned leading order HBET/HQET Lagrangians. This is
the appropriate approach to describe systems such as the D-mesons. Moreover, we have that
E ∼ |p| ∼ ΛQCD and therefore the counting in HQET is provided by one single scale ΛQCD. In the
case of QED, we could apply it to systems with atomic number Z big enough such that Zα ∼ 1.
Then any number of e+e− pairs could be created, giving rise to non-perturbative physics, similar
to the case of the D-meson.

Now let us move on to the case where we have two heavy fermions of masses m1 and m2
in the bound state. The physics of this system is more complicated as well as more interesting,
since it allows for different scale configurations. It is in this case in which this work is focused.
The NR nature of this situation is described by the relation

m1 ∼ m2 � |p| � E. (1)

This correspondence establishes the scale hierarchy which allows for the use of EFTs in all their
glory. We can successively integrate out the higher scales obtaining an EFT for each energy
range.

The largest scale is known as the hard scale and it is set by the masses of the heavy fermions,
as well as by the reduced and total masses of the bound state, which read

mr = m1m2
m1 +m2

, M = m1 +m2, (2)
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respectively. This scale plays no dynamical role in the EFT and therefore it is integrated out. It
appears only through fluctuations, i.e. an expansion in the inverse of the mass can be carried out.
However, it does have a role in the power counting since momentum and energy depend on the
reduced mass mr. Corrections due to the hard scale are encoded in the Wilson coefficients. The
soft scale is set by the typical momentum of the bound state p ∼ mrv. Finally, the ultrasoft
scale is given by the typical binding energy in the bound state E ∼ mrv

2. The already established
fact that the velocity v is small yields a wide separation among these three scales, as well as it
provides a good expansion parameter.

In the case of QED, the only expansion parameter that we have is the fine-structure cou-
pling constant α, which is of the order of the velocity v ∼ α. Therefore, it can be success-
fully approached perturbatively, and an expansion in terms of the coupling constant and the
inverse of the mass is carried out. Within these systems, depending on the relation among the
masses, we can distinguish two cases. We may contemplate the case where the masses are sim-
ilar m1 ∼ m2 ∼ mr such as in positronium and dimuonium, but also the case where they are
different in size, m1 � m2 ∼ mr, but still both particles are considered NR. This is the case of
hydrogen and also muonic hydrogen, to which we devote the first part of this thesis. In these
systems, keeping the full dependence on the masses allows for an increase in the precision of the
computations. As a first approximation these systems can be regarded as a quasi-static source
interacting with a NR particle.

When we are dealing with QED-like bound states, the system can be completely described
in terms of the scale mrα

n. However, when the system is bounded by QCD, in addition to the
equivalent scale mrα

n
s (ν), we have to consider the scale of ΛQCD ∼ νe−2π/(β0αs(ν)). In order to stay

in the NR limit, only the relation mr � ΛQCD needs to hold. However energy/momentum can
relate differently to ΛQCD. Note that configurations where ΛQCD is a large scale will be controlled
by non-perturbative physics and the EFT will not provide important predictions. However, we
will focus on states where this is not the case and the non-perturbative physics is negligible or
encoded in small corrections. In this case the EFT may give important information about the
size and characteristics of these corrections, making this an ideal system in which to study QCD.

Now let us examine the case where |p| � E ∼ ΛQCD. This case can still be considered
as mainly perturbative and non-perturbative effects will be regarded as corrections. However,
due to our little understanding, these corrections need some modelling. They are non-local and
therefore difficult to assess. We will not further study this interesting field in this thesis.

Finally, we can also consider the case where |p| � E � ΛQCD. i.e. the weak coupling regime.
In this case the strong coupling constant will be small, as it has to be taken at scales larger
than ΛQCD, and therefore, it can be compared to the velocity, αs ∼ v. This provides a good
perturbative approach, at least for the lowest levels of the spectrum since the momentum and
energy can be parametrized as

|p| ∼ mr
αs
n
, E ∼ mr

α2
s
n2 . (3)

In this case we can obtain in a perturbative fashion precise determinations of the heavy quark
masses and the strong coupling constant. Non-perturbative corrections in this case would be in
the form of local condensates, and are beyond the accuracy we consider.

Once the dynamical situation of the system is established we shall proceed to finding the
most suitable EFT to describe our bound states. In fact, we are most interested in determining
the potential, which will allow us to obtain the bound state by solving the Schrödinger equation.
For states involving QCD we focus on the more general case where mrv � ΛQCD.
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We start from a theory containing the physics at all scales, in particular up to the hard scale:
this would be QED/QCD (for finite size hadronic effects in QED-like systems we will instead
consider this theory to be HBET). Since the chief energy range characterising the system is much
smaller than the hard and soft scales, we may integrate them out. By means of this procedure
the effects of large scales are encoded in higher order terms in the Lagrangian and the Wilson
coefficients. When we integrate out the hard scale we obtain the theory of NRQED/NRQCD.
The Lagrangian is obtained as an expansion in the (inverse of the) masses, as well as in the small
coupling constant. The Wilson coefficients are determined via a matching procedure between
these theories and QED/QCD. As we already mentioned, the power counting in this theory is
fully controlled by the small parameter v. Not only all the symmetries of the full theory are
inherited by the effective Lagrangian, new ones can arise in the low energy theory. The latter is
the case of the spin symmetry of the NRQED/NRQCD Lagrangian. An example of the former
is the inherited non-linearly realized Poincaré/reparametrization invariance.

At this point, however, there are still terms in the Lagrangian where different scales are mixed,
therefore complicating the determination of a well-defined potential. This is solved by integrating
out the soft scale which in fact is the natural thing to do in the systems we are discussing. We
are then left with an EFT for ultrasoft photons/gluons known as potential-NRQED/NRQCD
(pNRQED/pNRQCD). This effective Lagrangian was first presented by Pineda and Soto [15] in
1998. Since then it has been established as the most suitable theory to perform computations
in bound states both for QED and QCD. The Lagrangian in this theory can be written in
terms of a Schrödinger-like potential plus a term for the interactions of ultrasoft photons. The
potential is written as an expansion in inverse powers of the mass and the coupling constant,
rendering an explicit power counting. As commonly done in the literature, throughout this text
we will frequently refer to the different (well-defined) terms at different orders in the 1/m or
v expansion of the potential as the “potentials”. We shall distinguish between two kinds of
pNRQCD. When we are working at energies such that mv2 ∼ ΛQCD, then we talk about weakly
coupled pNRQCD, and the matching to NRQCD can be performed perturbatively. The other
case arises when mv ∼ ΛQCD, then we refer to strongly coupled pNRQCD, and the matching is
to be carried out non-perturbatively (as now the soft scale is already non-perturbative). In this
work we will focus in weakly coupled pNRQCD. Note that this is not a problem for potential
NRQED (pNRQED), where the matching to NRQED is always carried out perturbatively.

In the weak-coupling limit, the EFT can be summarized schematically by(
i∂0 − p2

2mr − V
(0)(r)

)
φ(r) = 0

+ corrections to the potential
+ interaction with other low-energy degrees of freedom

 pNRQCD/pNRQED. (4)

The matching of pNRQCD to NRQCD is performed by equating Green functions, which in prac-
tice may be done in several ways, producing different potentials for different matching schemes
(which will nevertheless yield the same physical results). We will further extend on this in the
second part of this thesis. Some remarks, however, are to be noted in advance. The matching is
always performed by equating Green functions. However we will use three different kinds of Green
functions: truncated on-shell Green functions (i.e. S-matrix elements) for the on-shell matching
scheme, truncated off-shell Green functions for the off-shell matching scheme and off-shell gauge
independent Green functions for the matching with Wilson loops. The latter scheme is of spe-
cial interest to us. A Wilson loop is defined as a gauge-invariant observable obtained from the
holonomy of the gauge connection around a given loop. Formulae for the different potentials in
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terms of Wilson loops have been known for a long time. It was used for the first time to describe
the static potential between quarks by in 1977 [35], in the context of lattice gauge theory. This
formula has been established as the way to compute this potential, which has been done now up
to three loops Refs. [36–41]. The formulation was then translated to the language of pNRQCD in
2000 by Brambilla, Pineda, Soto and Vairo [42, 43], who computed the formula for the 1/m and
then 1/m2 potentials. The most interesting feature of these formulae is that they are valid both
in the perturbative regime at short distances and the non-perturbative regime at long distances.
We devote a considerable fragment of the second part of the thesis to extend on how to perform
this computation in the perturbative regime.

In summary, this thesis is divided into two main parts. In Part II, we focus on the study
the muonic hydrogen system, and, in particular, on the hadronic contributions to the Lamb shift
coming from the two photon exchange (TPE). Gathering the results of our investigation we are
able to theoretically compute the n=2 Lamb shift with accuracy O(mµα

6 lnα,mµα
5m2

µ

m2
ρ
), and

upon comparison with its experimental value, we determine the value of the proton radius. In
Part III, we concentrate on the analysis of heavy quarkonium systems with different masses.
We compute the next-to-next-to-next-to-leading order (N3LO) potential with different matching
schemes and find the relation among them. We use our results to compute the Bc spectrum up
to O(mrα

5
s ). We devote Part IV to providing a summary and some final remarks on the work

carried out and future related lines of research.

10



Part II

Muonic hydrogen
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Chapter 1

Introduction

In the first part of this thesis we focus on the development of the abelian effective theory pNRQED
applied to (muonic) hydrogen. We will use it to comprehensively analyse the theoretical prediction
of the Lamb shift in muonic hydrogen, and the associated determination of the proton radius.
The use of EFTs allows us to relate the proton radius with well-defined objects in quantum field
theory, eliminating unnecessary model dependence. We obtain the potentials that allow us to
find an expression for the muonic hydrogen Lamb shift that includes the leading logarithmic
O(mµα

6) terms, as well as the leading O(mµα
5m2

µ

m2
ρ
) hadronic effects. This part of the thesis is

based in the work published in Refs. [44–46] by the author.
The Lamb shift in muonic hydrogen has been measured at PSI, Refs. [20, 47], obtaining

E(2P3/2)− E(2S1/2) ≡ ∆Eexp
L = 202.3706(23) meV. (1.1)

By comparing this measurement to its theoretical prediction, the proton radius (more precisely,
the root mean square of the electric proton radius), was determined: rp ≡

√
〈r2
p〉 = 0.84087(39)

fm. This result has led to a lot of controversy as it is 7.1σ away from the 2012 CODATA value,
rp = 0.8775(51) fm, Ref. [18] (see Refs. [48,49] for reviews on the proton radius puzzle). The latter
value is an average of determinations coming from hydrogen spectroscopy and electron-proton
scattering1.

In order to assess the significance of the discrepancy, it is of fundamental importance to
perform the computation of the Lamb shift in muonic hydrogen (in particular of its errors) in a
model independent way.

In this respect, the use of EFTs is specially useful. They help organizing the computation by
providing power counting rules that assess the importance of the different contributions. This
becomes increasingly necessary as higher order effects are included. Even more important, these
power counting rules allow to parametrically control the size of the higher order non-computed
terms and, thus, give a reliable and model-independent estimate of the error (which is of the size
of such terms).

The EFT approach is specially convenient in the case of NR bound states where the relevant
scales are naturally well-separated. They are: the hard scale or reduced mass (mr), the soft

1The determination from ep scattering data, however, has been challenged in Refs. [50, 51], and its exclusion
would certainly diminish this tension. Further experiments and theoretical analyses of the ep scattering are being
carried out in order to clarify this issue. See Refs. [52–56].
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Chapter 1. Introduction

scale or typical momentum (p ∼ mrv ∼ mrα) and the ultrasoft scale or typical binding energy
(E ∼ mrv

2 ∼ mrα
2), where v(∼ α) is the typical velocity of the particles in the bound state.

This allows us to systematically integrate out the large scales until we find an EFT suitable for
the setting of our problem.

In the case of muonic hydrogen the EFT organization is specially useful, as its dynamics is
characterized by several scales:

mp ∼ mρ, mµ ∼ mπ ∼ mr ≡
mµmp

mp +mµ
, mrα ∼ me.

By considering ratios between them, the main expansion parameters are obtained:

mπ

mp
∼ mµ

mp
≈ 1

9 ,
me

mr
∼ mrα

mr
∼ mrα

2

mrα
∼ α ≈ 1

137 . (1.2)

In our approach we combine the use of HBET, Refs. [7, 8], NRQED, Ref. [14] and, specially,
pNRQED, Refs. [15,57,58]. Partial results following this approach can be found in Refs. [59–62],
and the complete results are presented in [44–46].

Since pNRQED describes degrees of freedom with E ∼ mµα
2, any other degree of freedom

with larger energy is integrated out. This implies treating the proton and muon in a NR fashion
and integrating out pions and Delta particles. This is the step of going from HBChPT to NRQED.
By integrating out the scale mµα, pNRQED is obtained and the potentials appear. Schematically
the path followed is (∆ ≡ m∆ −mp):

HBChPT
(mπ/µ,∆)

=⇒ NRQED (mµα)=⇒ pNRQED .

Following this program, we start by setting the Lagrangians of the EFTs of our interest:
HBChPT, NRQED and pNRQED in Chapter 2. By exploiting the symmetries of our system,
we determine these Lagrangians that will produce contributions to the computation up to the
order of our interest. The Wilson coefficients in the HBChPT Lagrangian are typically fixed
by comparison to experimental data. In particular, those corresponding to the lowest order
Lagrangian and of which we make use in our computation (Fπ, gA, gπN∆ and b1F ) are already
well-known. For the point-like NRQED Lagrangian, we are able to compute all of its Wilson
coefficients analytically in terms of the parameters of the higher energy theory QED and the
matching energy scale. This is so because we have full control on the behavior of the full theory
(QED) at all energies. Therefore the challenge lays in the computation of the hadronic part of
these Wilson coefficients.

In Chapter 3, a detailed explanation of the matching computation between HBChPT and
NRQED is given. The hadronic contribution to the Lamb shift in muonic hydrogen is obtained
through this matching procedure. It includes the contribution of the TPE, which is of utmost
interest to us as it corresponds to the main source of uncertainty in our computation. The
computation of the TPE needs of the determination of the forward virtual Compton tensor
(FVCT). The spin-dependent and spin-independent structure functions of the FVCT of the
proton, Tµν , carry important information about the QCD dynamics. They test the Euclidean
region of the theory since Q2 ≡ −q2 > 0. For Q2 ∼ m2

π 6= 0, the behavior of Tµν is determined
by the chiral theory, and can be obtained within a chiral expansion using HBChPT. If one
works within a large-Nc ideology (where Nc is the number of colours) the Delta particle should
be incorporated in the HBET Lagrangian, Ref. [32] (see also Refs. [30, 31]). This produces a
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double expansion in ∼ mπ/mρ and ∼ ∆/mρ. Note that this creates a new expansion parameter
mπ/∆ ∼ 1/2, and therefore the associated corrections will be incorporated in our computation
together with the pure chiral result.

Within this framework we compute the spin-dependent and spin-independent structure func-
tions of the FVCT of the proton to O(p3) in HBChPT including the Delta particle. The tensor
Tµν cannot be directly related to cross sections obtained at fixed energies, as it tests the Euclidean
regime. Nevertheless, it is possible to obtain it (up to eventual subtractions) from experiment
through dispersion relations, i.e., through specifically weighted averages of measured cross sec-
tions over all energies. Possible constructions are the so-called generalized sum rules, which, for
large energies, can be related with the deep inelastic sum rules. These have been studied in
Ref. [63] for the spin-dependent case and briefly discussed in Ref. [61] for the spin-independent
case. This constitutes an interesting new line of research, since we could use the results of our
study to develop generalized sum rules for the spin-independent part of Tµν analogous to those
obtained in Ref. [63] for the spin-dependent part.

The tensor Tµν appears in the matching computation between HBChPT and NRQED that
determines cpli3 and cpli4 (li = e or µ), the Wilson coefficients of the lepton-proton four-fermion
operators in the NRQED Lagrangian. At the scales at which we perform the matching, Tµν
is fixed by its chiral structure. This is our main motivation for its computation. As soon as
hadronic effects start to become important in atomic physics, the Wilson coefficients cpli3 and
cpli4 play a major role. They appear in the hyperfine splitting (spin-dependent) and Lamb shift
(spin-independent) in hydrogen and muonic hydrogen (see Refs. [44–46,59–61]). Therefore, their
determination allows us to relate the energy shifts obtained in hydrogen and muonic hydrogen.
Even more important, these Wilson coefficients are often responsible for most of the theoretical
uncertainty in these splittings, as happens for the Lamb shift in muonic hydrogen. The necessity
to improve our knowledge of the (spin-independent) lepton-proton four-fermion Wilson coefficient
has led us to compute this quantity in HBChPT including the Delta particle. Fortunately enough,
this object is chiral enhanced. Therefore, the O(p3) chiral computation yields a pure prediction
(without the need of new counterterms) of δEL,TPE, the (hadronic) TPE contribution to the
muonic hydrogen Lamb shift: ∆EL = E(2P3/2) − E(2S1/2). Note that, since mµ/mπ ∼ 1, we
keep the complete mµ/mπ dependence in such predictions.

We profit this analysis to revisit the distinction between Born and non-Born terms of Tµν and
δEL,TPE. Such distinction is translated into the so-called Born (or Zemach) and polarizability
corrections to the Wilson coefficients (names also used for the associated contributions to the
energy shifts: hyperfine or Lamb shift). For the spin-independent case we have a good analytic
control and can also compute the charge moments, 〈rn〉, and the Zemach, 〈rn〉(2), moments, for
n ≥ 3, since they are dominated by the chiral theory. The polarizability correction of ∆ETPE
is also usually split into the so-called inelastic and subtraction terms. We will also discuss what
HBChPT has to say in this respect.

In Chapter 4, we give the details of the matching of NRQED to pNRQED. In this way, all the
information associated to scales higher than the ultrasoft scale that will allow us to compute the
spectrum, is encoded in potentials. Hence we need to find all the potentials that contribute to
the order of interest. Our main goal is the reorganization of all the contributions within the EFT
framework, since most of these computations were previously known. However, we add some
new analytical information to some of the potentials. We compute the relativistic corrections
in dimensional regularization and we express them in terms of the NRQED Wilson coefficients,
which contain information of higher order effects. On top of this, we have made some effort to
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Chapter 1. Introduction

present the result assuming an arbitrary charge for the muon and proton, so that the results can
be of use in a more general situation, in particular for other muonic atoms. The expressions of
the potentials we found would be equal for light muonic atoms after appropriately eliminating
the effects of the hadronic scales from the NRQED Wilson coefficients. We also expect that the
analysis presented here will set the basis for higher order computations using EFTs.

In Chapter 5 we compute the energy shifts that the pNRQED potentials and the ultrasoft
photons yield. Gathering these results together we compute the n = 2 Lamb shift with accu-
racy O(mµα

6 lnα,mµα
5m2

µ

m2
ρ
). This allow us, by comparing to the experimental measurement in

Eq. (1.1), to obtain a model independent prediction of the proton radius. On top of this, the
parametric control of the uncertainties allows us to obtain a model independent estimate of the
error, which is dominated by hadronic effects.
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Chapter 2

Effective field theories

In this chapter, we will present the main building blocks of the HBET, NRQED and pNRQED
Lagrangians needed for our analysis.

2.1 HBET

Our starting point is the SU(2) version of HBET coupled to leptons where the Delta particle
is kept as an explicit degree of freedom. The degrees of freedom of this theory are the proton,
neutron and Delta, for which the NR approximation can be taken, and pions, leptons (muons
and electrons) and photons, which will be taken relativistic. This theory has a cut-off µ � mp,
mρ, which is much larger than any other scale in the problem. The Lagrangian can be split in
several sectors. Nevertheless, the fact that some particles will only enter through loops, since
only some specific final states are wanted, simplifies the problem. The Lagrangian can be written
as an expansion in e and 1/mp and can be structured as follows

LHBET = Lγ + Ll + Lπ + Llπ + L(N,∆) + L(N,∆)l + L(N,∆)π + L(N,∆)lπ, (2.1)

representing the different sectors of the theory. In particular, the ∆ stands for the Delta particle:
the spin 3/2 baryon multiplet (we also use ∆ = m∆ − mp, the specific meaning in each case
should be clear from the context).

The photonic HBET Lagrangian reads (the first corrections to this expression scale like
α2/m4

p)

Lγ = −1
4F

µνFµν +
(
d2,R
m2
p

+ d
(τ)
2
m2
τ

)
FµνD

2Fµν , (2.2)

where d2,R stands for the hadronic contribution.
The leptonic sector can be approximated to (iDµ = i∂µ − eAµ)

Ll =
∑
i

l̄i(i /D −mli)li , (2.3)

where li = e, µ.
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Chapter 2. Effective field theories

The Lagrangian of a heavy baryon at O(1/m2
p) coupled to electromagnetism reads

LN = N †p

{
iD0 +

D2
p

2mp
+

D4
p

8m3
p

− e c
(p)
F

2mp
σ ·B (2.4)

−e c
(p)
D

8m2
p

[∇ ·E]− ie c
(p)
S

8m2
p

σ · (Dp ×E−E×Dp)
}
Np ,

where iD0
p = i∂0 +ZpeA

0, iDp = i∇−ZpeA. For the proton Zp = 1 (for the neutron all indices
p→ n and Zn = 0).

The hadronic interactions are organized according to their chiral counting. Since a single
chiral loop already produces a factor 1/(4πF0)2 ∼ 1/m2

p, we only need the free-particle pionic
Lagrangian:

Lπ =
[
(∂µ − ieAµ)π+

] [
(∂µ + ieAµ)π−

]
−m2

ππ
+π− + 1

2(∂µπ0)(∂µπ0)− 1
2m

2
ππ

0π0 . (2.5)

We need not account for pion self-interactions, and the pion-baryon interactions are only needed
at O(mπ), which is the leading order and reads (Refs. [64, 65]):

L(N,∆)π = N̄ (iv · Γ + gAu · S)N − T̄µa (iv ·Dab −∆δab)Tµ b + gπN∆
(
T̄µa w

a
µN + h.c.

)
, (2.6)

where Tµa stands for the Rarita-Schwinger spin 3/2 field, N for the nucleon 1/2 isospin multiplet
and Sµ = i

2γ5σµνv
ν is the spin operator (where we will take vµ = (1,0)).

The only relevant 1/mp interaction mixing the Delta and the nucleon in our case is the p-∆+-γ
term reading

L(N,∆) = ib1,F
2mp

(
T̄µa Sν

1
2Tr[f

νµ
+ τa]N + h.c.

)
. (2.7)

The previous equations make use of the definitions:

Dij
µ =

(
∂µ δ

ij + Γijµ
)
,

Γijµ = Γµ δij −
i

2ε
ijkTr[τkΓµ],

Γµ = 1
2
[
u†, ∂µu

]
− i

2u
†(vµ + aµ)u− i

2u(vµ − aµ)u†,

f±µν = u†FRµνu± uFLµνu† ≡ τ i f i±µν ,

FXµν = ∂µF
X
ν − ∂νFXµ − i

[
FXµ , F

X
ν

]
; X = L,R ,

FRµ = vµ + aµ , FLµ = vµ − aµ ,
uijµ = uµδ

ij − iεijkwkµ,

wiµ = 1
2Tr

[
τ iuµ

]
= − 1

Fπ
∂µπ

a − e

Fπ
Aµε

a3bπb + ...,

uµ = iu†∇µUu†,
∇µU = ∂µU − iFRµ U + iUFLµ ,

U = u2 = exp

(
i

Fπ
τ̃ · π̃

)
, (2.8)
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2.2. NRQED(µp)

where vµ, aµ denote external vector, axial-vector fields and are the only external sources possible
at this order.

The baryon-lepton Lagrangian provides new terms that are not usually considered in HBET.
The relevant term in our case is the interaction between the leptons and the nucleons (actually
only the proton):

L(N,∆)l = 1
m2
p

∑
i

cpli3,RN̄pγ
0Np l̄iγ0li + 1

m2
p

∑
i

cpli4,RN̄pγ
jγ5Np l̄iγjγ5li . (2.9)

The above matching coefficients fulfil cpli3,R = cp3,R and cpli4,R = cp4,R up to terms suppressed by
mli/mp, which will be sufficient for our purposes.

Let us note that with the conventions above, Np is the field of the proton (understood as a
particle) with positive charge if li represents the leptons (understood as particles) with negative
charge.

This finishes all the needed terms for the computation of the Lamb shift up to the order of
our interest, since the other sectors of the Lagrangian would give subleading contributions.

2.2 NRQED(µp)

In the muon-proton sector, by integrating out the mπ ∼ mµ and ∆ scales, an EFT for muons,
protons and photons appears. In principle, we should also consider neutrons but they play no
role at the precision we aim. The effective theory corresponds to a hard cut-off ν � mπ and
therefore pions and Deltas have been integrated out. The Lagrangian is equal to the previous
case but with neither pions nor Deltas, and with the following modifications: Ll → Le + L(NR)

µ

and L(N,∆)l → LNe + L(NR)
Nµ , where it is made explicit that the the muon has become NR. Any

further difference goes into the Wilson coefficients, in particular, into the Wilson coefficients of
the baryon-lepton operators.

The effective Lagrangian reads

LNRQED(µ) = Lγ + Le + L(NR)
µ + LN + LNe + L(NR)

Nµ . (2.10)

The pure photon sector is approximated by the following Lagrangian

Lγ = −1
4F

µνFµν +
(
d

(µ)
2
m2
µ

+ d2
m2
p

+ d
(τ)
2
m2
τ

)
FµνD

2Fµν , (2.11)

d
(µ)
2 and d

(τ)
2 are generated by the vacuum polarization (VP) loops with only muons and taus

respectively. Note that, in comparison to Eq. (2.2), there is here an extra contribution from the
VP loop with muons, which are now NR. At O(α) they read

d
(µ)
2 =

Z2
µα

60π +O(α2) , d
(τ)
2 = α

60π +O(α2) . (2.12)

The hadronic effects of the VP are encoded in d2, which is the NR version of d2,R in Eq. (2.2):

d2 =
m2
p

4 Π′h(0) =
Z2
pα

60π + dhad
2 +O(α2) . (2.13)
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Chapter 2. Effective field theories

We define Π′h(0) as the derivative of the hadronic VP (such that Πh(−k2) = −k2Π′h(0)+ . . .). The
experimental figure for the total hadronic contribution reads Π′h ' 9.3 × 10−3 GeV−2, Ref. [66].
Following standard practice, we have singled out the contribution due to the one loop VP of a
point-like proton in the second equality of Eq. (2.13). Note though that dhad

2 is still of order α.
The electron sector reads (iDµ = i∂µ − eAµ)

Le = l̄e(i /D −mle)le . (2.14)

We do not include the term

− egle
mµ

l̄eσνλleF
νλ , (2.15)

since the coefficient gle is suppressed by powers of α and the mass of the lepton. Therefore, it
would give contributions beyond the accuracy we aim. In any case, any eventual contribution
would be absorbed in a low energy constant.

The muonic sector reads

L(NR)
µ = l†µ

{
iD0

µ +
D2
µ

2mµ
+

D4
µ

8m3
µ

+ e
c

(µ)
F

2mµ
σ ·B

+ e
c

(µ)
D

8m2
µ

[∇ ·E] + ie
c

(µ)
S

8m2
µ

σ · (Dµ ×E−E×Dµ)
}
lµ, (2.16)

with the following definitions: iD0
µ = i∂0 − ZµeA0, iDµ = i∇ + ZµeA and Zµ = 1. The Wilson

coefficients can be computed order by order in α. They read (where we have used the fact that
c

(µ)
S = 2c(µ)

F − Zµ, Ref. [67])

c
(µ)
F = Zµ

(
1 +

Z2
µα

2π +O(α2)
)
, (2.17)

c
(µ)
S = Zµ

(
1 +

Z2
µα

π
+O(α2)

)
. (2.18)

Taking the values of the form factors for the muon-electron difference computed in Ref. [68]
and those for the electron computed in Ref. [69], we can deduce the following expression for the
c

(µ)
D,MS(ν) Wilson coefficient1:

c
(µ)
D,MS(ν) = Zµ

(
1 + 4α

3πZ
2
µ ln

(
m2
µ

ν2

)
(2.19)

+
(
α

π

)2
Z2
µ

{
Z2
µ

[
π2

6

(
18 ln(2)− 40

9

)
− 1523

324 −
9
2ζ(3)

]

+ 8
9 ln2

(
mµ

me

)
− 40

27 ln
(
mµ

me

)
+ 85

81 + 4π2

27 +O
(
me

mµ

)})
+O

(
α3
)
.

1In NRQED(µp), the electron has not been integrated out, therefore Eq. (2.19) is not the c(µ)
D Wilson coefficient

of NRQED(µp). It is the c(µ)
D that will show up after lowering the muon energy cut-off below the electron mass in

pNRQED. Still we choose to present it here as otherwise we would be forced to do an extra intermediate matching
computation that is unnecessary to obtain the final result. Since we have integrated out the electron, note also
that α = 1/137.14... in this equation, i.e. any running associated to the electron is written explicitly in Eq. (2.19).
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2.2. NRQED(µp)

Note that written in this way one can easily identify the O(α2
s ) color structures C2

F and
CFTFnl (for the case of nl massive quarks): the second line in Eq. (2.19) would correspond to
the C2

F term and the third line to the CFTFnl one. In this way we could obtain the analogous
Wilson coefficient cD in QCD.

For the Lamb shift computation we perform here we only need c(µ)
D with O(α2× ln) accuracy.

We also include the finite piece for completeness but neglect O(me/mµ) terms. Note that analo-
gous O(α2) terms (changing mµ by mp and either keeping me or changing it by mµ) would exist
for c(p)

D if computing the Wilson coefficient as if the proton were point-like at the mp scale. Even
if these effects are small, they should be taken into account for eventual comparisons with lattice
where typically only the hadronic correction is computed.

For the proton sector we have the same Lagrangian as Eq. (2.4). The proton Wilson coef-
ficients are hadronic, non-perturbative quantities. In some cases they can be directly related
with low energy constants, for instance with the anomalous magnetic moment of the proton
κp = 1.792847356(23), Ref. [70]:

c
(p)
F = Zp + κp = Zp + κhad

p +
Z3
pα

2π +O(α2), (2.20)

c
(p)
S = Zp + 2κp = Zp + 2κhad

p +
Z3
pα

π
+O(α2) . (2.21)

Note that κp includes O(α) effects. In principle, this is also so for κhad
p , to which we have

subtracted the proton-associated point-like contribution to the anomalous magnetic moment (note
that the point-like result is a bad approximation for c(p)

F , even though it gives the right order of
magnitude). The case of c(p)

D is more complicated (a more detailed discussion can be found in
Ref. [60]). It can be written in the following way in terms of the electromagnetic current form
factors at zero momentum (where F1(0) = Zp):

c
(p)
D = Zp + 2F2(0) + 8F ′1(0) = Zp + 8m2

p

dGp,E(q2)
d q2

∣∣∣∣∣
q2=0

. (2.22)

This object is infrared divergent, which makes it scale and scheme dependent. This is not a
problem from the EFT point of view but makes the definition of the proton radius ambiguous.
The standard practice is to make explicit the proton-associated point-like contributions to the
computation. In practice this means that one uses the following definition for the proton radius

c
(p)
D,MS(ν) ≡ Zp + 4

3
Z3
pα

π
ln
(
m2
p

ν2

)
+ 4

3r
2
pm

2
p +O(α2). (2.23)

In other words (up to O(α2) corrections)

c
(p)
D,MS(mp)− Zp ≡

4
3r

2
pm

2
p . (2.24)

Note that rp includes O(α) terms in its definition. This should be kept in mind when comparing
with lattice determinations. Note also that it is not natural to set ν = mp, or, in other words, to
assume that the proton is point-like up to (and beyond) the scales of the proton mass; 4

3r
2
pm

2
p '

21.3, to be compared with ”1” for a point-like particle. This illustrates that the point-like result
does not even give the right order of magnitude of cD.
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Chapter 2. Effective field theories

The Lagrangian LNe refers to the four-fermion operator made of nucleons and (relativistic)
electrons. It corresponds to the Lagrangian in Eq. (2.9), for the electron case only. Note that
this Lagrangian is only meaningful in the case of muonic hydrogen, as in the case of hydrogen the
electron would no be relativistic. It will not contribute to the spectrum at O(mrα

5), therefore
we will not consider it any further. For a detailed discussion see Ref. [59].

Finally, we consider the four-fermion operators 2:

LNR
Nµ = c3

m2
p

N †pNp l
†
µlµ −

c4
m2
p

N †pσNp l
†
µσlµ . (2.25)

Our main interest in the next two chapters will be the determination of c3 and c4 by performing
the matching from HBET to NRQED. At O(α2), we symbolically represent this matching as in
Fig. 2.1.

p p

lili

mπ

Figure 2.1: Symbolic representation of the matching between HBET and NRQED for cpli3 and cpli4 .
The bubble represents the hadronic corrections.

Again in this case it is common practice to single-out the proton-associated point-like con-
tribution. Note that this assumes that one can treat the proton as point-like at energies of the
order of the proton mass. We have already seen that this is a bad approximation for cD and other
Wilson coefficients. Nevertheless, we keep this procedure for the sake of comparison. Therefore,

c3 ≡ c3,R + c3,point−like + chad
3 +O(α3) , (2.26)

c4 ≡ c4,R + c4,point−like + chad
4 +O(α3) . (2.27)

Note that c3/4,R is suppressed by an extra factor mµ/mp, i.e. c3/4,R ∼ α2mµ/mp. This goes
beyond the aimed accuracy of our calculation and so we neglect c3/4,R. The point-like Wilson

2Note that we have renamed c
plµ
3/4 → c3/4 here and throughout the text for muonic hydrogen. Furthermore, in

Ref. [59] c3/4 → c
plµ
3/4,NR. We eliminate some indices to lighten the notation.
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2.2. NRQED(µp)

coefficients read as follows 3:

c3,point−like ≡ −
mp

mµ
ds(ν) = mp

mµ

Z2α2

m2
µ −m2

p

[
m2
µ

(
ln
m2
p

ν2 + 1
3

)
−m2

p

(
ln
m2
µ

ν2 + 1
3

)]
, (2.30)

c4,point−like ≡ −
mp

mµ
dv = −

Z2α2m2
p

m2
µ −m2

p

ln
m2
µ

m2
p

. (2.31)

The expression of ds should be understood in the MS scheme, dv, on the other hand, is finite.
The Wilson coefficient ds was computed in Ref. [71] and dv in Ref. [14].

chad
3 encodes the hadronic effects of pions and the Delta to O(α2) in the spin-independent four-

fermion Wilson coefficient. At O(α2) it is generated by the two-photon exchange contribution.
Since chad

3 depends linearly on the muon mass, it is dominated by the infrared dynamics and
diverges linearly in the chiral limit. This produces an extra mµ/mπ suppression with respect to
its natural size, and allows us to compute the leading pure-chiral and Delta-related effects in a
model independent way. The detailed matching computation between HBET and NRQED will
be carried out in Chapter 3 (partial results can be found in Refs. [60, 61], and in Ref. [72] in
the context of relativistic baryon effective theory). We quote here the result we get for ease of
reference,

chad
3 ∼ α2mµ

mπ

[
1 + #mπ

∆ + · · ·
]

+O
(
α2 mµ

ΛQCD

)

= α2mµ

mπ

{
47.2(23.6) (π),
56.7(20.6) (π + ∆),

(2.32)

where the upper and lower numbers refer to the matching computation with only pions, or with
pions and the Delta particle, respectively. For comparison, the value chad

3 = α2mµ
mπ

54.4(3.3), which
follows from the analysis in Ref. [73], was used in Ref. [20].

chad
4 encodes the hadronic effects of pions and the Delta to O(α2) in the spin-dependent four-

fermion Wilson coefficients. As in the previous case, this coefficient diverges in the chiral limit.
Nevertheless, it only does so logarithmically (unlike in the previous case, where the divergence
was linear). Such computation can be found in Ref. [59]. Still it is possible to determine chad

4 from
the analogous one of the proton-electron four-fermion operator determined in Ref. [59]. Again,
we leave the details of the matching for Chapter 3, but quote here the result:

chad
4 ' −46α2 . (2.33)

3In this expression we have computed the loop with the proton being relativistic to follow common practice.
Nevertheless, this assumes that one can consider the proton to be point-like at the scales of the proton mass. To
stick to an standard EFT approach one should consider the proton to be NR. Then one would obtain

cpli3,point−like = Z2α2 mp

mli

(
ln
m2
li

ν2 + 1
3

)
, (2.28)

cpli4,point−like =
(

1−
κ2
p

4

)
Z2α2 ln

m2
li

ν2 . (2.29)

The difference between both results is of the order of c3/4,R, and gets absorbed into this coefficient (which we do
not know anyhow). Therefore, the value of cpli3/4, will be the same no matter the prescription used. In practice
there could be some difference due to truncation, but always of the order of the error of our computation.
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Chapter 2. Effective field theories

2.3 NRQED(e)

If we focus in the electron-proton sector, things go quite as in the previous section. After inte-
grating out scales of O(mπ,∆), an EFT for electrons coupled to protons (and photons) appears.
This effective theory has a cut-off ν � mπ and pions, Deltas and muons have been integrated out,
but the electron is still relativistic. After integrating out scales of O(me) in the electron-proton
sector, we still have an EFT for electrons coupled to protons and photons. Nevertheless, now
the electrons are NR. The Lagrangian is quite similar to the one in Sec. 2.2 but without a light
fermion and with the replacement µ→ e. It reads

LNRQED(e) = Lγ + L(NR)
e + LN + L(NR)

Ne . (2.34)

We will perform the matching to this theory directly from HBET. At O(α2) this matching can
be symbolically represented by the same figure as in the case of the muon, namely Fig. 2.1.

2.4 pNRQED

After integrating out scales of O(mµα ∼ me), the resulting effective theory is pNRQED Ref. [15].
This EFT naturally gives a Schrödinger-like formulation of the bound-state problem but still
keeping the quantum field theory nature of the interaction with ultrasoft photons, as well as
keeping the information due to high energy modes (of a quantum field theory nature) in the
Wilson coefficients of the theory. pNRQED has been applied to hydrogen Ref. [57], positronium
Ref. [58] and muonic hydrogen Refs. [59,60] providing with much of the information we need for
our computation. In particular in the last reference the explicit form of the Lagrangian up to
O(mrα

5) was presented. This is:

LpNRQED =
∫
d3xd3XS†(x,X, t)

{
i∂0 −

p2

2mr
+ p4

8m3
µ

+ p4

8m3
p

− P2

2M (2.35)

− V (x,p,σ1,σ2) + e

(
Zµmp + Zpmµ

mp +mµ

)
x ·E(X, t)

}
S(x,X, t)−

∫
d3X1

4FµνF
µν ,

where M = mµ + mp, mr = mµmp
mµ+mp , x and X, and p and P are the relative and center of mass

coordinate and momentum respectively.
V can be written as an expansion in 1/mµ, 1/mp, α, ... We will assume 1/r ∼ me (which is

realistic for the case at hand) and that mµ � mp. We then organize the potential as an expansion
in 1/mµ:

V (x,p,σ1,σ2) = V (0)(r) + V (1)(r) + V (2)(r) + · · · , (2.36)

where

V (n) ∝ 1
mn
µ

. (2.37)

We will also make the expansion in powers of α explicit. This means that

V (n,r) ∝ 1
mn
µ

αr. (2.38)
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2.4. pNRQED

V (0,1) = −Zα
r has to be included exactly in the leading order Hamiltonian to yield the leading

order solution to the bound-state problem:

h = p2

2mr
− Zα

r
. (2.39)

Thus, the contribution to the energy of a given potential is

〈V (n,r)〉 ∼ mµα
1+n+r

up to large logarithms or potential suppression factors due to powers of 1/mp. Iterations of
the potential are dealt with using standard quantum mechanics perturbation theory producing
corrections such as:

〈V (n,r) · · ·V (m,s)〉 ∼ mµα
1+n+r+(1+m+s−2) (2.40)

and alike. Therefore, in order to reach the desired O(mα5) accuracy, V (0) has to be computed
up to O(α4), V (1) up to O(α3), V (2) up to O(α2) and V (3) up to O(α).
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Chapter 3

Matching HBET to NRQED

In this chapter we will perform in detail the computation of the NRQED(µp) coefficients c3 and
c4. We focus on their hadronic contributions which we find by matching to HBET an EFT where
the muons and pions are still relativistic. These hadronic Wilson coefficients are related to the
FVCT, which we compute in HBET by splitting it in two contributions: Born and polarizability.
We start by computing the Born tensor, which was already known and which we can use to
compute different Zemach momenta. Then we compute analytically the polarizability tensor.
With both results together we compute both c3 and c4. We compare these results to previous
results in the literature.

3.1 The forward virtual Compton tensor

The electromagnetic current reads Jµ =
∑
iQiq̄iγ

µqi, where i = u, d (we will not consider the
strange quark in this work) and Qi is the quark charge. The form factors (which we will under-
stand as pure hadronic quantities, i.e. without electromagnetic corrections) are then defined by
the following equation:

〈p′, s|Jµ|p, s〉 = ū(p′)
[
F1(q2)γµ + iF2(q2)σ

µνqν
2Mp

]
u(p) , (3.1)

where q = p′ − p and F1, F2 are the Dirac and Pauli form factors, respectively. The states are
normalized in the following (standard relativistic) way:

〈p′, λ′|p, λ〉 = (2π)32p0δ3(p′ − p)δλ′λ , (3.2)

and

u(p, s)ū(p, s) = (/p+Mp)
1 + γ5/s

2 , (3.3)

where s is an arbitrary spin four-vector obeying s2 = −1 and p · s = 0.
More suitable for a NR analysis are the Sachs form factors:

GE(q2) = F1(q2) + q2

4M2
p

F2(q2), GM (q2) = F1(q2) + F2(q2). (3.4)
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Chapter 3. Matching HBET to NRQED

Nevertheless, the main object of interest of our work here is the FVCT,

Tµν = i

∫
d4x eiq·x〈p, s|T{Jµ(x)Jν(0)}|p, s〉 , (3.5)

which has the following structure (ρ = q · p/mp ≡ v · q, although we will usually work in the rest
frame where ρ = q0):

Tµν =
(
−gµν + qµqν

q2

)
S1(ρ, q2) + 1

m2
p

(
pµ − mpρ

q2 qµ
)(

pν − mpρ

q2 qν
)
S2(ρ, q2) (3.6)

− i

mp
εµνρσqρsσA1(ρ, q2)− i

m3
p

εµνρσqρ
(
(mpρ)sσ − (q · s)pσ

)
A2(ρ, q2) ≡ TµνS + TµνA .

It depends on four scalar functions, which we call structure functions. We split the tensor into two
pieces, namely Tµν

S and TµνA . The tensor TµνS = T νµS is symmetric and spin-independent and it
corresponds to the first two terms of Eq. (3.6). The tensor TµνA = −T νµA is the antisymmetric and
spin-dependent and corresponds to the and the last two terms of Eq. (3.6). We have computed
this tensor at O(p3) in HBChPT. The diagrams that contribute are listed in Figs. 3.1, 3.2 and 3.3
(without closing the loop with the muon, i.e. without the muon line). Note that the tensor arises
when the loop with the muon is not closed. The first figure refers to diagrams without Delta
contributions (pure chiral), the second to the tree-level Delta contribution, and the last to one-
loop chiral diagrams involving the Delta particle. Expressions in D = 4 + 2ε and four dimensions
for each diagram can be found in Appendix D.2. Summing them up we can reconstruct the tensor
structure of Tµν (in other words, check gauge invariance). In principle, more diagrams, besides
those drawn should be considered but they do not contribute to the structure functions at the
order we aim in this work.

It is also common to split Tµν into two components, which we label ”Born” and ”pol” (i.e.
polarizability):

Tµν = TµνBorn + Tµνpol . (3.7)

3.2 Computation of T µνBorn

The Born term (also referred to as Zemach term in the literature) is defined as the contribution
coming from the intermediate state being the proton (somewhat the elastic contribution). The
associated structure functions can be written in terms of the form factors. They read (or, rather,
they are defined as)

SBorn
1 (ρ, q2) ≡ −2F 2

1 (q2)− 2(q2)2G2
M(q2)

(2mpρ)2 − (q2)2 , (3.8)

SBorn
2 (ρ, q2) ≡ 2

4m2
pq

2 F 2
1 (q2)− (q2)2 F 2

2 (q2)
(2mpρ)2 − (q2)2 , (3.9)

ABorn
1 (ρ, q2) ≡ −F 2

2 (q2) +
4m2

pq
2 F1(q2)GM(q2)

(2mpρ)2 − (q2)2 , (3.10)

ABorn
2 (ρ, q2) ≡

4m3
pρF2(q2)GM(q2)

(2mpρ)2 − (q2)2 . (3.11)
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(3) (4) (5)

(6) (7) (8)

µ

p

(1) (2)

Figure 3.1: Two-loop TPE diagrams with an internal pion (dashed line) loop contributing to c3
and c4. Crossed diagrams and those obtained through permutations are implicit.

From these expressions one could easily single out the point-like contributions. The remaining
contributions, with the one-loop accuracy of our chiral computation, are encoded in the following
expression (we split GE,M into pieces according to its chiral counting: G(n)

E,M ∼ 1/mn
p ∼ 1/Λnχ):

TµνBorn = iπδ(v · q) (3.12)

× Tr
[
uū

(
−4p+G

(0)
E G

(2)
E vµvν + 2

mp
G

(0)
E G

(1)
M

(
vµp+

[
sν , sρ

′]
qρ′p+ − vνp+

[
sµ, sρ

′]
qρ′p+

))]
,

where p+ = 1+v·γ
2 . Note that TµνBorn is proportional to δ(v · q) and G

(0)
E = 1. The expressions for

G
(2)
E , G(1)

M were computed in Refs. [8, 74,75]. They read:

G
(2)
E (q2) = q2 〈r2〉

6 + 1
(4πFπ)2

(
q2
(

1
12 + g2

A

4 −
2g2
πN∆
9

)

− 4
3g

2
πN∆∆

(
5
9

q2√
∆2 −m2

π

+ 4
√

∆2 −m2
π

)
lnR(m2

π)
)

+ 1
(4πFπ)2

∫ 1

0
dx

{[
m2
π

(1
2 + 3

2g
2
A −

4
3g

2
πN∆

)
+ ∆2 8

3g
2
πN∆

+
(1

2 + 5
2g

2
A −

20
9 g

2
πN∆

)
q2(−1 + x)x

]
ln
(
m̃2

m2
π

)

+ 16
3 g

2
πN∆

∆√
∆2 − m̃2

(4
3q

2x(1− x) + ∆2 −m2
π

)
lnR(m̃2)

}
, (3.13)
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µ

p

Figure 3.2: One-loop TPE diagram with an internal Delta particle (double line) contributing to
c3 and c4. Crossed diagram is implicit.

where (the coefficients B̃1 and B10 are counterterms of the HBET Lagrangian from [75])

〈r2〉 = −6dGE(−q2)
d(q2)

∣∣∣∣∣
q2=0

= 3(κs + κv)
4m2

p

− 1
(4πFπ)2

(1
2 + 12B̃1 + 6B10 + 7

2g
2
A −

104
27 g

2
πN∆

− 40
9 g

2
πN∆

∆√
∆2 −m2

π

ln
(
R(m2

π)
)

+
(

1 + 5g2
A −

40
9 g

2
πN∆

)
ln
(
mπ

λ

))
, (3.14)

and

G
(1)
M (q2) = −g2

A

4πmp

(4πFπ)2

∫ 1

0
dx
{√

m̃2 −mπ

}
(3.15)

+ 32
9 g

2
πN∆

mp∆
(4πFπ)2

∫ 1

0
dx

{
1
2 ln

(
m̃2

4∆2

)
− ln

(
mπ

2∆

)

+
√

∆2 − m̃2

∆ lnR
(
m̃2
)
−
√

∆2 −m2
π

∆ lnR(m2
π)
}
,

with

R
(
m2
)

= ∆
m

+

√
∆2

m2 − 1 , m̃2 = m2
π − q2x(1− x) . (3.16)

For the spin-dependent case, the only contribution is the term proportional to G
(1)
M , which

comes from the ABorn
1 term (this is the only term that contributes to the Born piece of the

hyperfine splitting). For the spin-independent case we only need G
(2)
E .

Eq. (3.12) comes from diagrams (5) and (6) in Figs. 3.1 and 3.3 after properly subtracting
the subdivergences.

Following common practice we define the electromagnetic charge density as

ρe(r) ≡
∫

d3k

(2π)3 e
ik·rGE(−k2) . (3.17)

The inverse of its Fourier transform allows us to obtain the even powers of the moments of the
charge distribution of the proton,

GE(−k2) =
∞∑
n=0

(−1)n

(2n+ 1)!k
2n
∫ ∞

0
dr(4π)r2nρe(r) =

∞∑
n=0

(−1)n

(2n+ 1)!k
2n〈r2n〉 . (3.18)
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Figure 3.3: Two-loop TPE diagrams with an internal pion and Delta loop contributing to c3 and
c4. Crossed diagrams and those obtained through permutations are implicit.

By Taylor expanding Eq. (3.13) we obtain (for k > 1)

〈r2k〉 = m2−2k
π

32F 2
ππ

2

(
1 + g2

A(3 + 2k)
)
k(k − 1)Γ(k − 1)2 (3.19)

+ m2−2k
π g2

πN∆
36F 2

ππ
2y2

{
k

((3 + 2k)
1− k y2 − 6

)
Γ(k)2 + ln(2)(−1)k+141−k(3 + 2k)(2k)!

(2k − 1) y2k
√

1− y2

(1− y2)k

}

+ m2−2k
π g2

πN∆(k!)2

18F 2
ππ

2 y−4+2k
(
1− y2

) 1
2−k

{
−3
(
y2 − 1

)(−1/2
k − 1

)
3F2

(
1, 1, 1− k; 2, 3

2 − k; 1− 1
y2

)

− 4
(
y2 − 1

)(−1/2
k − 2

)
3F2

(
1, 1, 2− k; 2, 5

2 − k; 1− 1
y2

)
− y2 ln

(
y2
)(

4
(
−1/2
k − 1

)
+ 3

(
−1/2
k

))}

− m2−2k
π g2

πN∆
9F 2

ππ
2

(
y2 − 1

)k
y2 (1− y2)

1
2 +k

(k!)2
∞∑
r=1

(2r)!
22r+1r(r!)2 y

2r

×
[(

3 + y2
)(r

k

)
2F1

(
−k, 1

2 , 1− k + r,
y2

y2 − 1

)

− 4y2
(

1 + r

k

)
2F1

(
−k, 1

2 , 2− k + r,
y2

y2 − 1

)]
,

where y ≡ mπ
∆ , and Γ(n) is the Euler Γ function.
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The odd powers are obtained (defined) through the relation:

〈r2k+1〉 = π3/2Γ[2 + k]
Γ[−1/2− k] 2

4+2k
∫

d3q

(2π)3
1

q2(2+k)

[
GE(−q2)−

k∑
n=0

q2n

n!

(
d

dq2

)n
GE(−q2)

∣∣∣
q2=0

]
.

(3.20)

An analytic expression of this quantity is relegated to Eq. (3.55). Note that, by using dimensional
regularization, we can eliminate all the terms proportional to integer even powers of q2 in this
expression. For k > 1, this integral is dominated by the chiral result and can be approximated
by

〈r2k+1〉 ' π3/2Γ[2 + k]
Γ[−1/2− k] 2

4+2k
∫

dD−1q

(2π)D−1
1

q2(2+k)G
(2)
E (−q2) . (3.21)

Finally, let us note that, by construction, both TµνBorn and Tµνpol comply with current conserva-
tion. The separation (definition) of the Born and polarizability terms is in general ambiguous,
see, for instance, the discussion in Refs. [76,77]. In our case, as far as we give an explicit definition
for TµνBorn, this ambiguity disappears. In what follows we consider the computation of Tµνpol.

3.3 Computation of T µνpol

We split each Spol
i /Apol

i in the following way:

Spol
i = Spol

i,π + Spol
i,∆ + Spol

i,π∆ , Apol
i = Apol

i,π +Apol
i,∆ +Apol

i,π∆ . (3.22)

Spol
i,π and Apol

i,π encode the contributions only due to pions. They are produced by the diagrams
listed in Fig. 3.1, which we compute using the Feynman rules in Appendix B.1. Summing them
up we can reconstruct the tensor structure of Tµν . In D-dimensions the structure functions read

Spol
1,π(q2, q0) = − g

2
A

F 2
π

mp

(
m2
πJ
′
0

(
0,m2

π

)
+ J0

(
0,m2

π

)
− J0

(
q0,m

2
π

)
+ 4

∫ 1

0
dx
{

(2x− 1)J ′2
(
q0x, m̃

2
)
− (1− x)

(
m̃2 + (q2 − 2q2

0)x2
)
J ′′2

(
q0x, m̃

2
)})

+ (q0 → −q0), (3.23)

Spol
2,π(q2, q0) = g2

A

F 2
π

mpmπ
q2

q2
0

(
J0
(
0,m2

π

)
+m2

πJ
′
0

(
0,m2

π

)
− J0

(
q0,m

2
π

)
+
∫ 1

0
dx
{
q2q2(1− 2x)2(1− x)x2J ′′0

(
q0x, m̃

2
)

+ 2q2(2x− 1)xJ ′0
(
q0x, m̃

2
)

− (1− x)
(
4(m̃2 − 2q2

0x
2) + q2(4x2 + (2x− 1)(1 + 6x+ d(2x− 1)))

)
J ′′2

(
q0x, m̃

2
)

+ 4(2x− 1)J ′2
(
q0x, m̃

2
)})

+ (q0 → −q0), (3.24)

Apol
1,π(q2, q0) = −2 g

2
A

F 2
π

m2
p

∫ 1

0
dx

{ 1
q0
J ′2

(
q0x, m̃

2
)

+ q0x
2J ′0

(
q0x, m̃

2
)

+ xDπ(m̃2)
}

+ (q0 → −q0), (3.25)

Apol
2,π(q2, q0) = g2

A

F 2
π

m3
p

∫ 1

0
dxx(2x− 1)J ′0

(
q0x, m̃

2
)
− (q0 → −q0) , (3.26)
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where the loop functions Ji have been defined in D-dimensions in Appendix C.1.
These structure functions reduce to the following expressions in D = 4:

Spol
1,π(q2, q0) = 1

π

(
gA

2Fπ

)2
mp mπ

{
3
2 + m2

π

q2 −
(

1 + m2
π

q2

)
√

1− z (3.27)

− 1
2

√
m2
π

q2

(
2 + q2

q2

)
I1 (m2

π, q
0, q2)

 ,

Spol
2,π(q2, q0) = 1

π

(
gA

2Fπ

)2
mp mπ

q2

q2

{
−
(

3
2 +

(
1
2 + m2

π

q2 + m2
π

(q0)2

)
q2

q2

)

−
(
q0)2 q2

4m2
πq2 + (q2)2

(
m2
π

q2 −
q2

2q2

)
(3.28)

+ m2
π

q2

(
2− q2

(q0)2 (1− z) + q2 (q0)2
4m2

πq2 + (q2)2

)
√

1− z

+ 1
2

√
m2
π

q2

(
2 + 3 q

2

q2 + q2

m2
π

)
I1 (m2

π, q
0, q2)

 ,

Apol
1,π(q2, q0) = − 1

2π2
g2
A

F 2
π

m2
p

∫ 1

0
dx

√
m̃2

q0

 q0x√
m̃2
−
(

1− q2
0x

2

m̃2

)−1/2

sin−1
(
q0x√
m̃2

) ,
(3.29)

Apol
2,π(q2, q0) = − 1

4π2
g2
A

F 2
π

m3
p

∫ 1

0
dx

x(2x− 1)√
m̃2

(
1− q2

0x
2

m̃2

)−1/2

sin−1
(
q0x√
m̃2

)
, (3.30)

where

z = q2
0

m2
π

, (3.31)

and

I1 (m2
π, q

0, q2) =
∫ 1

0
dx

1√
m2
π

q2 − q2

q2 x− x2
(3.32)

= − arctan
(

q2

2mπ|q|

)
+ arctan

 2q2 + q2

2|q|
√
m2
π − q2

0


= i ln

 2imπ|q| − q2

2i|q|
√
m2
π − q2

0 + q2 − 2q2
0

 .

Note that in order to find a finite result we have subtracted the usual MS factor as defined in
Eq. (C.8). For D = 4 we can compare with previous results in the literature. Spol

1,π and Spol
2,π were

originally computed in Ref. [61]. We agree with those results, which were obtained with different
methods, either by dispersion relations or through a diagrammatic computation assuming gauge
invariance. In the case of real photons (for q2 = 0 in the Coulomb gauge (CG)) we recover the
results of Ref. [8]. Spol

1,π has also been checked in the limit q0 → 0 in Ref. [73], and Spol
1/2,π for all

q0 and q2 in Ref. [72].
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The spin-dependent structure functions, Apol
1,π and Apol

2,π, agree with the ones given in Eqs.
(30) and (34) of Ref. [63], up to a normalization factor. They follow from summing up all the
contributions of the diagrams in Fig. 3.1 that have an antisymmetric contribution, i.e. diagrams
(2), (4) and (5).

We now move to contributions involving Delta particles. We first consider tree-level Delta
mediated contributions. The corresponding diagram is pictured in Fig. 3.2, and the associated
contributions read:

Spol
1,∆(q2, q0) = −4

9
b21F
m2
p

mp
∆q2

q2
0 −∆2 + iη

, (3.33)

Spol
2,∆(q2, q0) = 4

9
b21F
m2
p

mp
∆q2

q2
0 −∆2 + iη

, (3.34)

Apol
1,∆(q2, q0) = 4b21F

9m2
p

m2
p

q2
0

q2
0 −∆2 + iη

, (3.35)

Apol
2,∆(q2, q0) = −4b21F

9m2
p

m3
p

q0
q2

0 −∆2 + iη
. (3.36)

We have checked that Eq. (3.33) agrees with Ref. [61] and, in the limit q0 → 0, with the leading
order expression of Ref. [73] up to normalization. Eq. (3.34) differs from the expression obtained
in Ref. [61] using dispersion relations by a local term, i.e. the expression in Ref. [61] is only valid
in a logarithmic approach (taking the limit ml � ∆). For the spin-dependent terms we are in
agreement with Ref. [63], as we would expect since they are computed in the same way.

The last set of diagrams that we consider are those with one internal chiral loop and virtual
Delta particles. They are drawn in Fig. 3.3 producing the following D-dimensional expressions
for the structure functions:

Spol
1,π∆(q2, q0) = −32

3
D − 2
D − 1mp

(
gπN∆
Fπ

)2 (1
4(D − 1)J ′2

(
−∆,m2

π

)
− 1

4J0
(
q0 −∆,m2

π

)
−
∫ 1

0
dx
{

(1− x)
(
−∆2 + m̃2 + q2x2 + 2q0x(∆− q0x)

)
J ′′2

(
q0x−∆, m̃2

)
+ ∆

D
(1− x)

(
m̃2D′′π

(
m̃2
)

+ 2D′π
(
m̃2
))

+ (2x− 1)J ′2
(
q0x−∆, m̃2

)})
+ (q0 → −q0), (3.37)

Spol
2,π∆(q2, q0) = −8

3
D − 2
D − 1mp

q2

q2
0

(
gπN∆
Fπ

)2 (
J0
(
q0 −∆,m2

π

)
− (D − 1)J ′2

(
−∆,m2

π

)
+
∫ 1

0
dx

{
(1− x)J ′′2

(
q0x−∆, m̃2

) (
q2
(
D(1− 2x)2 − 4x(1− 4x)− 1

)
+ 4m̃2 − 4

(
∆2 + 2q0x(q0x−∆)

))
+ 2q2x(1− 2x)J ′0

(
q0x−∆, m̃2

)
+ q2q2(1− x)x2(2x− 1)(1− 2x)J ′′0

(
q0x−∆, m̃2

)
− 4(2x− 1)J ′2

(
q0x−∆, m̃2

)
+ 4∆

D
(1− x)

(
m̃2D′′π

(
m̃2
)

+ 2D′π
(
m̃2
))})

+ (q0 → −q0), (3.38)

Apol
1,π∆(q2, q0) = −

(
gπN∆
Fπ

)2
m2
p

16
3(D − 1)

∫ 1

0
dx
{
x(∆ + q0x)J ′0

(
−q0x−∆, m̃2

)
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− xD′π(m̃2) 1
q0
J ′2

(
−q0x−∆, m̃2

)}
+ (q0 → −q0),

(3.39)

Apol
2,π∆(q2, q0) = −

(
gπN∆
Fπ

)2
m3
p

8
3(D − 1)

∫ 1

0
dxx(1− 2x)J ′0

(
−q0x−∆, m̃2

)
− (q0 → −q0). (3.40)

The results for D = 4 dimensions are:

Spol
1,π∆(q2, q0) = − 4

9π2
g2
πN∆
F 2
π

mpmπ

[
3Z

( ∆
mπ

)
−Z

(∆− q0
mπ

)
−Z

(∆ + q0
mπ

)

+
∫ 1

0
dx

{
∆
mπ

(5x− 3) ln
(
m̃2

m2
π

)
+
√
m̃2

m2
π

((
5x− 3 + q2(1− x)x2

m̃2 − (∆ + q0x)2

)

Z
(∆ + q0x√

m̃2

)
+
(

5x− 3 + q2(1− x)x2

m̃2 − (∆− q0x)2

)
Z
(∆− q0x√

m̃2

))}]
, (3.41)

Spol
2,π∆(q2, q0) = − 4

9π2
g2
πN∆
F 2
π

mpmπ
q2

q2
0

[
−3Z

( ∆
mπ

)
+ Z

(∆− q0
mπ

)
+ Z

(∆ + q0
mπ

)

+
∫ 1

0
dx

{
∆
mπ

(3x− 5) ln
(
m̃2

m2
π

)
+ 1

4

√
m̃2

m2
π

Z
(∆ + q0x√

m̃2

)(
4(3− 5x)

+ (3− 7x)(1− 2x)2q2 − 4q2x2

m̃2 − (∆ + q0x)2 + q2q2(1− x)x2(1− 2x)2

(m̃2 − (∆ + q0x)2)2

)

+ 1
4

√
m̃2

m2
π

Z
(∆− q0x√

m̃2

)(
4(3− 5x) + (3− 7x)(1− 2x)2q2 − 4q2x2

m̃2 − (∆− q0x)2

+q2q2(1− x)x2(1− 2x)2

(m̃2 − (∆− q0x)2)2

)
+ q2q2

4m̃2 (1− 2x)2(1− x)x2

( ∆ + q0x

mπ (m̃2 − (∆ + q0x)2) + ∆− q0x

mπ (m̃2 − (∆− q0x)2)

)}]
, (3.42)

Apol
1,π∆(q2, q0) = 2

9π2
g2
πN∆
F 2
π

m2
p

(
1−

∫ 1

0
dx
√
m̃2

{(
− 1
q0

+ x(∆− q0x)
m̃2 − (∆− q0x)2

)
Z
(∆− q0x√

m̃2

)
+
( 1
q0

+ x(∆ + q0x)
m̃2 − (∆ + q0x)2

)
Z
(∆ + q0x√

m̃2

)})
, (3.43)

Apol
2,π∆(q2, q0) = 1

9π2
g2
πN∆
F 2
π

m3
p

∫ 1

0
dx x(1− 2x)

√
m̃2

 Z
(

∆−q0x√
m̃2

)
m̃2 − (∆− q0x)2 −

Z
(

∆+q0x√
m̃2

)
m̃2 − (∆ + q0x)2

 ,
(3.44)

where we have defined Z as

Z(x) ≡
√
x2 − 1 ln

(√
x2 − 1 + x

)
. (3.45)

The D = 4 expressions for Spol
1,π∆ and Spol

2,π∆ agree with Eqs. (51) in Ref. [65] for the case of
real photons, i.e. q2 = 0 and in the CG.
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Summing up all the contributions of the diagrams in Fig. 3.3 that have an antisymmetric
contribution, i.e. diagrams (2), (4) and (5), we get the spin-dependent part that agrees with Eqs.
(33) and (36) in Ref. [63], up to a normalization factor.

In all expressions we use principal value prescriptions, the Dirac delta contributions associated
to the propagators have gone into the Born term. Nevertheless, from the point of view of the
effective theory this splitting between the polarizability and Born term is quite arbitrary.

3.4 Spin-independent matching: c3

The matching between HBET and NRQED can be performed in a generic expansion in 1/mp,
1/mµ and α. We have two sorts of loops: chiral and electromagnetic. The former are always asso-
ciated to 1/(4πF0)2 factors, whereas the latter are always suppressed by α factors. Any scale left
to get the dimensions right scales with mπ or ∆. In our case we are only concerned with obtain-
ing the matching coefficients of the lepton-baryon operators of NRQCD with O

(
α2 ×

(
mli
mπ

,
mli
∆

))
accuracy.

At O(α2), the contribution to cpli3 (see Fig. 2.1) from matching HBET to NRQED can be
written in a compact way in terms of the structure functions of the FVCT. It reads (Ref. [78])

cpli3 = −e4mpmli

∫
d4kE
(2π)4

1
k4
E

1
k4
E + 4m2

µk
2
0,E

×
{

(3k2
0,E + k2)S1(ik0,E ,−k2

E)− k2S2(ik0,E ,−k2
E)
}

+O(α3) . (3.46)

This result keeps the complete dependence on the lepton mass mli and so it is valid both for
NRQED(µp) and NRQED(ep). In what follows, we will assume that we are doing the matching to
NRQED(µp). Therefore, we keep the whole dependence on mµ/mπ since they are similar in size.
In order to recover the coefficient cpli3 from our computation one would just replace mµ → mli .
The NRQED(ep) case can then be derived by expanding me versus mπ. This contribution is
usually organized as in Eq. (2.26), and so we do. From now on we will focus in obtaining the
hadronic part of the coefficient, which we split, as is customary, in:

chad
3 = c3,Born + c3,pol. (3.47)

We compute each of these terms separately.

3.4.1 c3,Born and Zemach moments

The first term in Eq. (3.47) is generated by the spin-independent Born contribution to Tµν in
Eq. (3.12). We symbolically picture it for a given lepton in Fig. 3.4. At leading order in the NR
expansion it reads1

c3,Born = 4(4πα)2m2
pmµ

∫
dD−1q

(2π)D−1
1
q6G

(0)
E G

(2)
E (−q2) . (3.48)

Note again that the exact dependence on mµ is kept at leading order in the NR expansion and
so this result holds for NRQED(lip). The linear dependence in the lepton mass makes this

1In Ref. [60] this object is named cpli3,Zemach.
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p p

lili

mπ

G
(2)
E G

(0)
E

Figure 3.4: Symbolic representation (plus permutations) of the Zemach correction in Eq. (3.48).

contribution much smaller for the case of hydrogen. G(0)
E = 1. We take the expression for G(2)

E

from Eq. (3.13). The use of EFTs and dimensional regularization is a strong simplification,
which we have already used when writing Eq. (3.48). This guarantees that only low energy
modes contribute to the integral, and that we only need the non-analytic behavior of G(2)

E in q2

around mπ and ∆. In other words, even though some point-like contributions are still encoded in
G

(2)
E , they do do not contribute to the integral. The analytical behavior in q2 produces scaleless

integrals, which are zero in dimensional regularization. This is a reflection of the factorization of
the different scales. Therefore, we do not need to introduce the point-like interactions to regulate
the infrared divergences of the integrals at zero momentum, as it is done if trying to compute
this object directly from the experimental data. We will come back to this issue when we discuss
the Zemach moments.

The computation of c3,Born was made in Ref. [60]. Here we give a simplified expression:

c3,Born = 2(πα)2
(
mp

4πF0

)2 mµ

mπ

{
3
4g

2
A + 1

8 + 32
9 πg

2
πN∆

m2
π

∆2 −m2
π

(3.49)

+ 2
π
g2
πN∆

mπ

∆

∞∑
r=0

(−1)rΓ(−3/2)
Γ(r + 1)Γ(−3/2− r)

{
B6+2r −

2(r + 2)
3 + 2r B4+2r

}(
mπ

∆

)2r
}
,

where the first line is due to scales of O(mπ) and the terms proportional to Bn are due to scales
of O(∆), where (this corrects Eq. (61) of Ref. [60])

Bn ≡
∫ ∞

0
dt

t2−n

1− t2 ×


√

1− t2 ln
[

1
t

+
√

1
t2
− 1

]
if t < 1

−
√
t2 − 1 arccos[1

t
] if t > 1

(3.50)

= −
√
π
(
S1
(

1
2 −

n
2

)
− S1

(
1− n

2
))

Γ
(

3
2 −

n
2

)
4Γ
(
2− n

2
)

+ 21−n π
Γ(n− 2)

Γ2(n2 ) 3F2(1
2 ,
n− 2

2 ,
n− 1

2 ; n2 ,
n

2 ; 1)

+
2

5
2−

n
2 3F2

(
3
2 −

n
2 ,

3
2 −

n
2 ,

n
2 + 1

2 ; 5
2 −

n
2 ,

5
2 −

n
2 ; 1

2

)
(n− 3)2
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−
2

3
2−

n
2 3F2

(
5
2 −

n
2 ,

5
2 −

n
2 ,

n
2 + 1

2 ; 7
2 −

n
2 ,

7
2 −

n
2 ; 1

2

)
(n− 5)2

+
π3/2 sec

(
πn
2
) (

(n− 2)S1 (1− n) + (2− n)S1
(

1
2 −

n
2

)
+ n(− ln(2))− 1 + ln(4)

)
(n− 2)Γ

(
2− n

2
)

Γ
(
n−1

2

) ,

where S1(n) is the n harmonic number as defined in Appendix A.
Eq. (3.49) encapsulates all the non-analytic dependence in the light quark masses and in the

splitting between the nucleon and the Delta mass (proportional to powers of 1/Nc in the large
Nc limit) of c3,Born. This expression is the leading contribution to the Zemach term in the chiral
counting (supplemented with a large Nc counting). This is a model independent result. Other
contributions to the Zemach term are suppressed in the chiral counting.

c3,Born can be related with (one of) the Zemach moments:

〈rm〉(2) ≡
∫
d3rrm

∫
d3zρe(|z− r|)ρe(z). (3.51)

The Zemach moments can be determined in a similar way as the moments of the charge distri-
bution of the proton. For even powers we have the relation2

G2
E(−k2) =

∞∑
n=0

(−1)n

(2n+ 1)!k
2n〈r2n〉(2). (3.52)

The odd powers are obtained (defined) through the relation:

〈r2k+1〉(2) = π3/2Γ(2 + k)
Γ(−1/2− k)24+2k

∫
d3q

(2π)3
1

q2(2+k)

[
G2
E(−q2)−

k∑
n=0

q2n

n!

(
d

dq2

)n
G2
E(−q2)

∣∣∣
q2=0

]
.

(3.53)

Again, using dimensional regularization, we can eliminate all the terms proportional to integer
even powers of q2 in this expression. For k ≥ 1 this integral is dominated by the chiral result
and can be approximated by

〈r2k+1〉(2) ' 2× π3/2Γ(2 + k)
Γ(−1/2− k)24+2k

∫
dD−1q

(2π)D−1
1

q2(2+k)G
(2)
E (−q2) ' 2〈r2k+1〉 . (3.54)

It is possible to get an analytic result for these integrals. We obtain (y ≡ mπ
∆ )

〈r2k+1〉(2) ' 2〈r2k+1〉 ' 2Γ(3/2 + k) m
1−2k
π

(4πF0)2

{
Γ(3/2 + k)2 + 4g2

A(2 + k)
3 + 4(k2 − 1) (3.55)

+ 4
9g

2
πN∆

π(k + 2)(−1)k+1

Γ[5/2− k] y2
2F1(3

2 , 1; 5
2 − k; y2)

+ 32
3 g

2
πN∆y

2k−1
∞∑
r=0

y2r

r!
(−1)r

Γ(−1/2− k − r)

[
B2k+2r+4 −

r + 4
3k + 2

3
1
2 + k + r

B2k+2r+2

]}
.

2Note that comparison with Eq. (3.18) gives algebraic relations between the even charge, 〈r2n〉, and Zemach,
〈r2n〉(2), moments.
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〈r3〉 〈r4〉 〈r5〉 〈r6〉 〈r7〉 〈r3〉(2)

π 0.4980 0.6877 1.619 5.203 20.92 0.9960
π&∆ 0.4071 0.6228 1.522 4.978 20.22 0.8142
Ref. [79] 0.7706 1.083 1.775 3.325 7.006 2.023
Ref. [80] 0.9838 1.621 3.209 7.440 19.69 2.526
Ref. [81] 1.16(4) 2.59(19)(04) 8.0(1.2)(1.0) 29.8(7.6)(12.6) −−− 2.85(8)

Table 3.1: Values of 〈rn〉 in fermi units. The first two rows give the prediction from the effective
theory: the first row for the effective theory with only pions and the second for the theory with
pions and Deltas. The third row corresponds to the standard dipole fit of Ref. [79] with 〈r2〉 =
0.6581 fm3. The fourth and fifth rows correspond to different parameterizations of experimental
data Ref. [80, 81], with the latest fit being the more recent analysis based on Mainz data. For
completeness, we also quote 〈r3〉(2) = 2.71 fm3 from Ref. [82].

In Table 3.1 we give our predictions for some selected charge and Zemach moments,3 both in
the effective theory with only pions and in the effective theory with pions and Deltas. The even
powers are obtained by direct Taylor expansion of Eq. (3.13), or using the analytic formulas in
Eq. (3.19). The odd powers are obtained from Eq. (3.55). We have also numerically checked the
values of 〈r2k+1〉 directly using Eq. (3.20). In order to estimate the error of the charge/Zemach
moments and the other quantities we compute in this work we proceed as follows. We count
mπ ∼

√
ΛQCDmq and ∆ ∼ ΛQCD

Nc
. We then have the double expansion mπ

ΛQCD
∼
√

mq
ΛQCD

and
∆

ΛQCD
∼ 1

Nc
. We still have to determine the relative size between mπ and ∆. We observe

that mπ/∆ ∼ Nc

√
mq

ΛQCD
∼ 1/2. Therefore, we associate a 50% uncertainty to the pure chiral

computation. For all Zemach moments we observe good convergence, with the contribution due
to the Delta being much smaller than the pure chiral result, and well inside the 50% uncertainty.
Leaving aside the Delta, the splitting with the next resonances suggest a mass gap of order
ΛQCD ∼ 500-770 MeV depending on whether one considers the Roper resonance or the ρ. For
practical purposes, we also count mK ∼

√
ΛQCDms ∼ 500 MeV of order ΛQCD. Therefore,

we assign mπ
ΛQCD

∼ 1/3 and ∆
ΛQCD

∼ 1/2, as the uncertainties of the pure chiral and the Delta-
related contribution respectively. We add these errors linearly for the final error. This gives the
expected size of the uncomputed corrections but numerical factors may change the real size of
the correction.

The chiral prediction is expected to give the dominant contribution of 〈rn〉 for n ≥ 3. For
n = 2 it could also give the leading chiral logarithm. For smaller n the chiral corrections are
subleading. Note that for all n ≥ 3, these expressions give the leading (non-analytic) dependence
in the light quark mass as well as in 1/Nc. This is a valuable information for eventual lattice
simulations of these quantities where one can tune these parameters. In Table 3.1 we also compare
with the standard dipole ansatz Ref. [79], and with different determinations using experimental
data of the electric Sachs form factor fitted to more sophisticated functions Refs. [80, 81].4 The
latest fit claims to be the more accurate. Nevertheless, we observe large differences, bigger than

3Note that 〈r2k+1〉(2) ' 2〈r2k+1〉 with the precision of our computation.
4The agreement with Ref. [80] for n = 7 is accidental. We have checked that the growth with n is different with

respect the chiral prediction.
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the errors. This is specially worrisome for large n, since the chiral prediction is expected to give
the dominant contribution of 〈rn〉 for n ≥ 3. In this respect, we believe that the chiral result may
help to shape the appropriated fit function and, thus, to discriminate between different options,
as well as to assess uncertainties. The impact of choosing different fit functions can be fully
appreciated, for instance, when dealing with renormalons such as in Ref. [83], where the lack
of data points in the low 1/NS region allows for very different behaviors of the fitted function
unless extra theoretical constrains are introduced. Closer to our concerns, we can also see the
effect of the chosen fitting function in the different values of the electromagnetic proton radius
obtained in Ref. [84] vs. Refs. [50, 85] from direct fits to the ep scattering data. The first group
found a satisfactory fit (χ2 = 1.14 for 1422 points) using flexible fitting functions (splines and
polynomials). The second group found a fit with χ2 = 1.4 for the same set of points, fixing the
normalization of the fitting function. The values of the proton radius which they yield differ by
around three standard deviations. On the other hand, even if on general grounds one may expect
the charge/Zemach moments will be more and more sensitive to the chiral region for n → ∞,
large fractions of the experimental numbers are determined by the subtraction terms included to
render these objects finite (for odd powers of n). We stop the discussion here but the reason for
such large discrepancies should be further understood.

Lastly, as we have already mentioned, cpli3,Born can be related with (one of) the Zemach mo-
ments:

c3,Born = π

3α
2m2

p〈r3〉(2) , 〈r3〉(2) = 48
π

∫ ∞
0

dQ

Q4

(
G2
E(−Q2)− 1 + Q2

3 〈r
2〉
)
. (3.56)

Note again that the terms proportional to ”1” and r2 vanish in dimensional regularization.

3.4.2 c3,pol, the polarizability term

Finally, we consider the polarizability correction of c3. It is obtained from Eq. (3.46) but sub-
tracting the Born term to the structure functions of the FVCT. The expressions to O(p3) in
HBChPT can be found in Sec. 3.3. The final expression reads

c3,pol = −e4m2
p

mµ

mπ

(
gA
Fπ

)2
Iπ2 − e4b21F

mµ

∆
4
9I

∆
2 − e4m2

p

mµ

∆
8
3

(
gπN∆
Fπ

)2
I∆π

2 , (3.57)

where

Ii2 =
∫

d3k

(2π)3
1

(1 + k2)4

∫ ∞
0

dω

π

1
ω

1
ω2 + 4m̂i

1
(1+k2)2

{(
2 + (1 + k2)2

)
AiE

(
ω,k2

)
+ (1 + k2)2k2ω2Bi

E

(
ω,k2

)}
. (3.58)

For the case of only pions we have m̂π = mµ/mπ and

AπE

(
ω,k2

)
= − 1

4π

[
−3

2 +
√

1 + ω2 +
∫ 1

0
dx

1− x√
1 + x2ω2 + x(1− x)ω2k2

]
, (3.59)

Bπ
E

(
ω,k2

)
= 1

8π

∫ 1

0
dx

[
1− 2x√

1 + x2ω2 + x(1− x)ω2k2 −
1
2

(1− x)(1− 2x)2

(1 + x2ω2 + x(1− x)ω2k2)
3
2

]
.

(3.60)
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For the case of Delta at tree level we have m̂∆ = mµ/∆ and

A∆
E

(
ω,k2

)
= 1
π2

ω2k2

ω2 + 1 , (3.61)

B∆
E

(
ω,k2

)
= − 1

π2
1

ω2 + 1 . (3.62)

For the case of loops including the Delta we have m̂∆π = mµ/∆ and

A∆π
E

(
ω,k2

)
= − 1

12π2

∫ 1

0
dx

{
3
√

1− t2 ln
(

1 +
√

1− t2
t

)

+ 2
√
−t2 − (i+ ω)2

(
ln(t)− ln

(
1− iω +

√
−t2 − (i+ ω)2

))
− (3− 5x) ln

(
1 +

(
1 + k2) (1− x)xω2

t2

)

+ 2
(
t2 − 1

)
(3− 5x) + 2ix(3− 5x)ω + x

(
3− 5x+ 3k2(1− x)(1− 2x)

)
ω2√

1− t2 + xω (−2i+ (−1 + k2(−1 + x))ω)

ln
(

1− ixω +
√

1− t2 + xω (−2i+ (−1 + k2(−1 + x))ω)√
t2 − (1 + k2) (−1 + x)xω2

)}
+ (ω → −ω),

(3.63)

B∆π
E

(
ω,k2

)
= 1

24π2

∫ 1

0
dx (1− 2x)2{

k2(1− x)x2ω2(1 + iωx)
(t2 − (1 + k2) (−1 + x)xω2) (1− t2 + xω (2i+ (−1 + k2(−1 + x))ω))

− −3 + t2(3− 7x) + x
(
7 + 2i(−3 + 7x)ω +

(
3− 7x+ 3k2(1− x)(1− 2x)

)
ω2)

(1− t2 + xω (2i+ (−1 + k2(−1 + x))ω))3/2

ln
(

1 + ixω +
√

1− t2 + xω (2i+ (−1− k2(1− x))ω)√
t2 − (1 + k2) (−1 + x)xω2

)}
+ (ω → −ω),

(3.64)

where t = mπ/∆. Note that the imaginary part of these expressions comes only from the Wick
rotation of k0 and will vanish upon integration.

It is also interesting to consider the limit mli � mπ, which is relevant for the hydrogen atom.
In this limit the general form of Eq. (3.57) approximates, with logarithmic accuracy, to

cpli3,pol = −αm2
pmli

[
5α(p)

E − β
(p)
M

]
ln(mli) , (3.65)

cpli3,pol = −2
9α

2mli

∆ b21,F ln ∆
mli

+ 49
12πα

2g2
A

mli

mπ

m2
p

(4πF0)2 ln
(
mπ

mli

)
(3.66)

+ 8
27α

2g2
πN∆

mli√
∆2 −m2

π

m2
p

(4πF0)2

(
45∆√

∆2 −m2
π

+ 4∆2 − 49m2
π

∆2 −m2
π

ln[R
(
m2
π

)
]
)

ln
(
mπ

mli

)
.

These logarithms can be obtained by computing the ultraviolet behavior of the diagram in Fig. 3.5.
This contribution is proportional to cA1 and cA2 or, in other words, the polarizabilities of the
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proton (see Refs. [86,87]). For the pure pion cloud, the polarizabilities were computed in Ref. [8].
The contribution due to the ∆ can be found in Ref. [88]. The scale in the logarithm is compensated
by the next scale of the problem, which can be mπ or ∆. For contributions which are only due
to the ∆ or pions, the scale is unambiguous. In the case where pions and ∆ are both present in
the loop we will choose the pion mass (the difference being beyond the logarithmic accuracy).
It is known that the pure chiral prediction of α(p)

E and β
(p)
M nicely agrees with the experimental

values. This agreement deteriorates after the inclusion of the Delta effects, specially for β(p)
M .

Nevertheless, this object is comparatively small, and even more so for 5α(p)
E −β

(p)
M , the combination

that appears in the logarithmic approximation. Whereas the experimental number, Ref. [89],
reads 5α(p)

E − β
(p)
M ' 54 × 10−4 fm3, the pure chiral result gives (5α(p)

E − β
(p)
M )(π) ' 60 × 10−4

fm3, and after the inclusion of the Delta we obtain (5α(p)
E − β

(p)
M )(π&∆) ' 73 × 10−4 fm3. The

inclusion of the Delta slightly deteriorates the agreement, the difference being of the order of one
sigma according to our error analysis. We take this as an indication that EFT result will not be
very far off from the real number for the case of muonic hydrogen.

p p

ee

me

cA

Figure 3.5: Diagram contributing to the polarizability correction with lnme accuracy. The match-
ing coefficients of the proton can be cA1 or cA2, or, in other words, the proton polarizabilities.

It is also customary to split the polarizability term (note that the Born term has already been
subtracted from it) in what is called the inelastic and subtraction term:

c3,sub = −e4mpmµ

∫
d4kE
(2π)4

1
k4
E

1
k4
E + 4m2

µk
2
0,E

(3k2
0,E + k2)S1(0,−k2

E)

= −α
2mp

2mµ

∫ ∞
0

dQ2

Q2

1 +
(

1− Q2

2m2
li

)√4m2
li

Q2 + 1− 1

S1(0,−Q2), (3.67)

c3,inel = −e4mpmµ

∫
d4kE
(2π)4

1
k4
E

1
k4
E + 4m2

µk
2
0,E

(3.68)

×
{

(3k2
0,E + k2)(S1(ik0,E ,−k2

E)− S1(0,−k2
E))− k2S2(ik0,E ,−k2

E)
}
.

It is argued that the inelastic term does not require further subtractions and can be obtained
through dispersion relations. On the other hand, the subtraction term cannot be directly obtained
from experiment. This fact has been used in Ref. [90] to emphasize that the polarizability term
is affected by huge theoretical uncertainties. In this work, we can avoid making any assumption
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about the dispersion relation properties of these quantities. This is possible within the framework
of EFTs. In this setup the splitting between the inelastic and subtraction terms is unmotivated,
and to some extent artificial (as it was the splitting between the Born and polarizability term).
Let us elaborate on this point and see what EFTs have to say in this respect. The main problem
comes, as it has already been pointed out in Ref. [72], from the diagram in Fig. 3.2. This diagram
yields a finite (an small) contribution to c3,pol (and therefore to the energy shift, see Eq. (5.35)).
Nevertheless, when split into c3,inel and c3,sub, each term diverges in the following way

δc3,sub ∼ −δc3,inel ' −
4
3α

2mµ

∆ b21,F ln(ν/mµ) . (3.69)

Obviously such contribution is fictitious but it may alter the value of the individual terms.

We relegate further discussion on the contribution of the coefficient chad
3 to Sec. 5.4, where

we will discuss the Lamb energy shift.

3.5 Spin-dependent matching: c4

In order to find the spin-dependent coefficient c4, we proceed in the same way as in the spin-
independent case. We match HBET and NRQED order by order in a generic expansion in 1/mp,
1/mli and α. We have two sorts of loops: chiral and electromagnetic. The former are always
associated to 1/(4πF0)2 factors, whereas the latter are always suppressed by α factors. Any scale
left to get the dimensions right scales with mπ or ∆.

At O(α2), the contribution to cpli4 (see Fig. 2.1) from matching HBET to NRQED can be
written in a compact way in terms of the structure functions of the FVCT. In Euclidean space it
reads

cpli4 = e4

3

∫
dDk

(2π)D
1
k2
E

1
k4
E + 4m2

li
k2

0,E

{
A1(ik0,E ,−k2

E)(k2
0,E + 2k2

E) + i3k2
E

k0,E
mp

A2(ik0,E ,−k2
E)
}

+O(α3) , (3.70)

consistent with the expressions obtained long ago in Ref. [91]. This result keeps the complete
dependence on mli and is valid both for NRQED(µp) and NRQED(ep), i.e. for hydrogen and
muonic hydrogen. From now on we will assume that we are doing the matching to NRQED(µp).
Therefore, we keep the whole dependence on mµ/mπ. Once again can recover the case for a
general lepton just replacing mµ → mli . The NRQED(ep) case can then be derived by expanding
me versus mπ.

Similarly to the spin-independent case, this contribution can be organized as in Eq. (2.27).
From now on we focus on the matching of the hadronic part, which we again split in:

chad
4 = cpli4,Born + cpli4,pol. (3.71)

These terms (associated to energies of O(mπ)) were computed with O(α2 × (lnmq, ln ∆, lnmli))
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accuracy in Ref. [59]. We quote them here for ease of reference5:

c4,Born ' (4πα)2mp
2
3

∫
dD−1k

(2π)D−1
1
k4G

(0)
E G

(1)
M (3.72)

'
m2
p

(4πF0)2α
2 2
3π

2
[
g2
A ln m

2
π

ν2 + 4
9g

2
πN∆ ln ∆2

ν2

]
, (3.73)

c4,pol =
m2
p

(4πF0)2
α2

π

8
3

(
7π
8 −

π3

12

)[
g2
A ln m

2
π

ν2 −
8
9g

2
πN∆ ln ∆2

ν2

]
+
b21,F
18 α2 ln ∆2

ν2 . (3.74)

Note that Eq. (3.72) is independent of the lepton mass, while the last expression Eq. (3.74) does
not include the whole dependence on the lepton mass anymore. Summing up the hadronic and
point-like terms one has6

c4 '
(

1−
µ2
p

4

)
α2 ln

m2
µ

ν2 +
b21,F
18 α2 ln ∆2

ν2 +
m2
p

(4πF0)2α
2 2
3

(2
3 + 7

2π2

)
π2g2

A ln m
2
π

ν2

+
m2
p

(4πF0)2α
2 8
27

(5
3 −

7
π2

)
π2g2

πN∆ ln ∆2

ν2

(Nc→∞)
' α2 ln

m2
µ

ν2 +
m2
p

(4πF0)2α
2π2g2

A ln m
2
π

ν2 . (3.75)

Parametrically, the three contributions, Eqs. (2.31), (3.72) and (3.74), are of the same order.
Nevertheless, the polarizability and the point-like term are much smaller. This is consistent with
the fact that polarizability correction seems to be small (see Refs. [93–95]), if determined through
dispersion relations. As already discussed in Ref. [59], the EFT computation gives a double
explanation to this fact. On the one hand, this is due to the smallness of the numerical coefficient
of the polarizability term, but there also seems to be some large Nc rationale behind. Since
gπN∆ = 3/(2

√
2)gA in the large Nc limit, the polarizability term vanishes (see Ref. [63]) except

for the tree-level-like Delta contribution (the last term in Eq. (3.74)). Nevertheless, the latter also
vanishes against the κp-dependent point-like contribution (which effectively becomes the result
of a point-like particle) in the large Nc limit, since bF1 = 3/(2

√
2)κV and κp = κV /2 Ref. [96].

Note also that the point-like term and the tree-level-like Delta contribution are suppressed by
1/π factors with respect the Born contribution.

This discussion also illustrates that splitting the total contribution into different terms may
introduce spurious effects that vanish in the total sum. We have also seen a similar thing but in
a different context for the case of the spin-independent computation.

Our computation allows us to relate cplµ4 ≡ c4 and cple4 in a model independent way (now keep-
ing the whole dependence on the lepton masses). Since cpli4,R ' c

p
4,R up to terms ofO(α2mli/ΛQCD),

we can obtain the following relation

c4 = cple4 +
[
c4,point−like − cple4,point−like

]
+
[
c4,pol − cple4,pol

]
+O(α3, α2mµ/ΛQCD) . (3.76)

5In Ref. [59] cpli4,Born was named δcpli4,Zemach, as Eq. (3.72) corresponds to the Zemach expression Ref. [92], the
leading order in the NR expansion of the Born term. The point-like contribution diverges irrespectively of doing
the computation in a relativistic or NR way (see the discussion in Ref. [59]). Here we only quote the NR expression,
which is more natural from the EFT point of view, as it avoids any assumption about the behavior of the theory
at the proton mass scale.

6Remember that, analogously to c3, within the EFT framework the contribution from energies of O(mρ) or
higher in Eq. (2.27) are encoded in cpli4,R ' c

p
4,R.
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Note that we have already used the fact that cpli4,Born cancels in the difference, as it is independent
of the lepton mass. The experimental and theoretical results discussed before suggest that cpli4,Born
is the leading contribution to the Wilson coefficient. Therefore, such contribution can be obtained
from cple4 , which can be determined from the hyperfine splitting of Hydrogen. In Ref. [59] it was
estimated to be cple4 ' −48α2. By considering differences in Eq. (3.76) the ultraviolet behavior
gets regulated and the logarithmic divergences vanish. This renders these contributions very
small and negligible in comparison with the uncertainties. For the point-like contribution we
obtain

c4,point−like − cple4,point−like =
(

1−
κ2
p

4

)
α2 ln

m2
µ

m2
e

' 2.09α2 , (3.77)

and for the polarizability we obtain (note that this term vanishes in the large Nc limit, except
for the tree-level-like contribution)

c4,pol − cple4,pol = 0.17α2(π) + 0.07α2(∆) + 0.008α2(π&∆) = 0.24α2 . (3.78)

Overall we obtain c4 ' −46α2. The bulk of this contribution is expected to come from the Born
term, which in turn is related to the Zemach magnetic radius,

〈rZ〉 = − 4
π

∫ ∞
0

dQ

Q2

[
GE(Q2)GM (Q2)− 1

]
(3.79)

by the following relation

〈rZ〉 = − 3
4π

1
α2mp

cpli4,Born ' −
π

2
mp

(4πF0)2

[
g2
A ln m

2
π

ν2 + 4
9g

2
πN∆ ln ∆2

ν2

]
(ν=mρ)= 1.35 fm . (3.80)

The chiral logarithm result compares well (∼ 30%) with existing predictions (∼ 1.04-1.08 fm)
from hydrogen hyperfine Refs. [97,98], from dispersion relations Refs. [81,82], or from the muonic
hydrogen hyperfine Ref. [20]. Note that in the case of the determinations of 〈rZ〉 from the
hyperfine splitting (either from hydrogen or muonic hydrogen) one needs to control the relativistic
hadronic affects associated to the Born term as well as the polarizability correction. On the other
hand, if we are only interested in the hyperfine splitting it may make more sense to consider cpli4
as a whole. We relegate a more detailed discussion to future work.
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Chapter 4

Matching NRQED to pNRQED

Now that we have fully set the NRQED Lagrangian and its Wilson coefficients, we move on to
its matching to pNRQED. In this chapter we will give the form of the potentials that form the
pNRQED Lagrangian in Sec. 2.4. We will organise them in terms of their power counting within
the EFT framewok. Once all the potentials that contribute to the spectrum at O(mrα

5) are
collected we will be able to compute the Lamb shift in muonic hydrogen.

4.1 The static potential: V (0)

The Fourier transform of V (0) reads

Ṽ (0) ≡ −4πZαṼ (k)
k2 ≡

∞∑
n=1

Ṽ (0,n), (4.1)

where Ṽ (0,n) have been defined in Eq. (2.38). The definition of αṼ , the coupling constant associ-
ated to the static potential is implicit in the previous equation. This coupling constant is gauge
invariant and scheme/scale independent. The contribution to the static potential associated to
the electron VP (Π(0) = 0)

Π(k2) = αΠ1(k2) + α2Π2(k2) + α3Π3(k2) + ...

provides with another very popular definition for the effective coupling that enjoys the nice
properties of gauge invariance and scheme/scale independence:

αeff(k) = α
1

1 + Π(−k2) = α− α2

π
Π1 + α3

π2 (Π2
1 −Π2) + α4

π3 (−Π3
1 + 2Π1Π2 −Π3) +O(α5) . (4.2)

The coupling αeff corresponds to Dyson summation. If we express αṼ (k) in terms of αeff(k), we
have

αṼ (k) = αeff(k) +
∑
n,m=0

n+m=even>0

ZnµZ
m
p α

(n,m)
eff (k) ≡ αeff(k) + δα(k) , δα(k) = O(α4). (4.3)

The leading order contribution to the static potential is nothing but the Coulomb potential

Ṽ (0,1) ≡ −4πZ α

k2 . (4.4)
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k

p

µ

Figure 4.1: One-loop electron VP contribution to the static potential. The dashed lines represent
the A0 fields, while the continuous lines represent the fermion and antifermion fields.

In order to achieve O(mrα
5) accuracy we need to know Π(1), Π(2), Π(3) and the leading, non-

vanishing, contributions to α(2,0)
eff (k), α(0,2)

eff (k) and α
(1,1)
eff (k).

The next-to-leading order (NLO) term of the static potential is displayed in Fig. 4.1 and reads

Ṽ
(0,2)

VP (k) = 4πZα
2

π

Π1(−k2)
k2 , (4.5)

where

Π1(k2) = k2
∫ ∞

4
dq2 1

q2(m2
eq

2 − k2)u(q2), (4.6)

and

u(q2) = 1
3

√
1− 4

q2

(
1 + 2

q2

)
. (4.7)

p

µ µ

p p

µ µ

p

Figure 4.2: Diagrams contributing to V (0,3). The dashed and wiggly lines represent the A0 and A
fields respectively, while the continuous lines represent the fermion and antifermion fields.

The next-to-next-to-leading order (NNLO) term of the static potential is produced by the
diagrams depicted in Fig. 4.2, which can be understood as a correction to the VP. It was computed
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4.2. The potential beyond the static limit

by Källen and Sabry Ref. [99] and reads

Ṽ
(0,3)

VP (k) = 4πZα
3

π2
Π2

1(−k2)−Π2(−k2)
k2 , (4.8)

Π2
1(k2)−Π2(k2) = k2

∫ ∞
4

dq2 1
q2(m2

eq
2 − k2)u

(2)(q2), (4.9)

where

u(2)(q2) = 1
3

[
τ

(
−19

24 + 55
72τ

2 − 1
3τ

4 − 3− τ2

2 ln
(

64τ4

(1− τ2)3

))

+ ln
(1 + τ

1− τ

)(33
16 + 23

8 τ
2 − 23

16τ
4 + 1

6τ
6 +

(
3
2 + τ2 − τ4

2

)
ln
(

(1 + τ)3

8τ2

))

+
(
3 + 2τ2 − τ4

)(
2Li2

(1− τ
1 + τ

)
+ Li2

(−1 + τ

1 + τ

))]
, (4.10)

with

τ =
√

1− 4
q2 , (4.11)

and the polylogarithm function is defined as

Li2(x) = −
∫ z

0
du

ln(1− u)
u

, z ∈ C \[1,∞). (4.12)

The N3LO term of the static potential coming from the VP reads

Ṽ
(0,4)

VP (k) = 4πZα
4

π3
−Π3

1(−k2) + 2Π1(−k2)Π2(−k2)−Π3(−k2)
k2 . (4.13)

This object (more specifically Π3) has been computed in Ref. [100], see also Ref. [101] where the
complete set of diagrams can be found.

The remaining N3LO contribution to the static potential is generated by diagrams that cannot
be completely associated to the VP, and is encoded in δα(k). Its sum is constrained to fulfil
n+m = even because of the Furry theorem. Each α(n,m)

eff (k) is also gauge invariant. The leading,
non-vanishing, contributions are α(2,0)

eff (k), α(0,2)
eff (k) and α

(1,1)
eff (k). They have an expansion in

α themselves. Since each of them is O(α4), we can approximate them by its leading order
expression, which is produced by the light-by-light diagrams displayed in Fig. 4.3. This object
could be deduced from the computation in Ref. [102] (we truncate the αeff expressions to its
leading order)

Ṽ
(0,4)

LbL (k) = −4πZ
k2

(
(Z2

µ + Z2
p)α(2,0)

eff (k) + ZµZpα
(1,1)
eff (k)

)
, (4.14)

where we have already used that α(2,0)
eff (k) = α

(0,2)
eff (k).
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e e e

(0 : 2) (1 : 1) (2 : 0)

µ

p

µ µ

pp

Figure 4.3: Light-by-light contribution to the static potential. The first and third diagram are the
contributions to α(2,0)

eff (k) and α(0,2)
eff (k) respectively. The second diagram contributes to α(1,1)

eff (k).

4.2 The potential beyond the static limit

We perform the matching computation through the off-shell matching scheme in the CG. In this
scheme the 1/m potential is zero in QED as long as there are no light fermions (see Ref. [58]).
However, in our computation we must include the electron as a massive light fermion. Yet,
after inspection of the diagrams that may contribute, they would produce, at most, O(mrα

6)
corrections to the energy, so they will be neglected in the following.

Up to order α2/m2 the expression of the potential in momentum space was obtained in
Ref. [60]. We summarize its different contributions here.

Ṽ
(2)

tree+VP = παeff(k)
2

(
Zp
c

(µ)
D

m2
µ

+ Zµ
c

(p)
D

m2
p

)

− i2παeff(k)(p× k)
k2 ·

(
Zp
c

(µ)
S Sµ
m2
µ

+ Zµ
c

(p)
S Sp
m2
p

)

− Z16πα
(
d

(µ)
2
m2
µ

+ d
(τ)
2
m2
τ

+ d2
m2
p

)

− Z 4παeff(k)
mµmp

(
p2

k2 −
(p · k)2

k4

)

− i4παeff(k)
mµmp

(p× k)
k2 · (Zpc(µ)

F Sµ + Zµc
(p)
F Sp)

+ 4παeff(k)c(µ)
F c

(p)
F

mµmp

(
Sµ · Sp −

Sµ · kSp · k
k2

)
− 1
m2
p

(c3 − 4c4Sµ · Sp) , (4.15)

Ṽ
(2,2)

1−loop = Z2α2

mµmp

(
7
3 ln k2

ν2 + 1
3

)
, (4.16)
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µ

p

p

µ

µµ

pp

µµ

pp

µ

p

Figure 4.4: The non-zero relevant diagrams for the matching at tree level in CG. For the A0
(dashed line) the circle is the vertex proportional to cD, the square to cS (spin dependent) and the
black dot to d2, while for A (zigzag line) the square is the vertex proportional to cF and the other
vertex appears from the covariant derivative in the kinetic term. The last diagram is proportional
to c3 and c4. The symmetric diagrams are not displayed. Their sum corresponds to Eq. (4.15)
(without VP).

Ṽ
(2,2)

off−shell = − Ze2

4mµmp

(p2 − p′ 2)2

k2
α

π
m2
e

∫ ∞
4

d(q2) 1
(m2

eq
2 + k2)2u(q2) , (4.17)

where Si = σi/2 is the spin of the particle i. We stress that Eq. (4.16) has been obtained in the
MS scheme. If we switch off the electron VP effects, the computation would correspond to the
muonium case (or positronium if we consider the equal masses). The relevant diagrams in such
situation are presented in Figs. 4.4 and 4.5 (following the classification of Ref. [58] generalized to
the non-equal mass case).

The tree-level diagrams of Fig. 4.4 produce the potential quoted in Eq. (4.15). Note that this
equation depends on αeff ' α − α2Π1(−k2) (with the precision we are working). The effective
coupling constant produces a leading order potential of O(α). It also produces a NLO potential
of O(α2), which corresponds to incorporating the electron VP effects. This means including the
VP in the 1st, 2nd, 4th, 5th and 6th diagram in Fig. 4.4. On top of that one has to include
the contribution coming from Fig. 4.6, which appears from the Taylor expansion in powers of
the transfer energy of the VP when doing the matching computation off-shell (for further details
see the discussion in Ref. [60]). It produces the potential quoted in Eq. (4.17). The one-loop
diagrams in Fig. 4.5 produce the potential quoted in Eq. (4.16) (in the MS scheme).

The sum of these three potentials includes all terms of O(V (2,1)) and O(V (2,2)):

Ṽ (2) = Ṽ
(2)

tree+VP + Ṽ
(2,2)

1−loop + Ṽ
(2,2)

off−shell +O(Ṽ (2,3)) . (4.18)

4.3 The potential in position space

The matrix elements of the potentials that appear in the energy shifts are more efficiently com-
puted in position space. Therefore, we also write the potentials in position space.
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p

µ

µ

p

µ

p

Figure 4.5: The non-zero relevant diagrams for the matching at one loop in CG. The interac-
tions for A (zigzag line) are the ones which appear from the covariant space derivatives in the
kinetic term, while for A0 (dashed line) comes from the covariant time derivative. The symmetric
diagrams are not displayed. They correspond to Eq. (4.16).

k

p

µ

Figure 4.6: Symbolic representation of the leading correction to the static potential due to the
Taylor expansion of the electron VP in CG in powers of k0 = E′1 − E1. It corresponds to
Eq. (4.17). The dashed lines represent the A0 field, while the continuous lines represent the
fermion and antifermion.

The static potential is trivially written in position space via Fourier transformation. It reads:

V (0,1)(r) = −Zα
r
, (4.19)

V
(0,2)

VP (r) = −Zα
r

α

π

∫ ∞
4

dq2

q2 u(q2)e−2merq, (4.20)

V
(0,3)

VP (r) = 4πZα
3

π2

∫ ∞
4

dq2

q2 u
(2)(q2)e−2merq, (4.21)

V
(0,4)

VP (r) = 4πZα
4

π3

∫
d3k

(2π)3 e
−ik·r−Π3

1(−k2) + 2Π1(−k2)Π2(−k2)−Π3(−k2)
k2 , (4.22)

V
(0,4)

LbL (r) = −4πZ
∫

d3k

(2π)3 e
−ik·r 1

k2

(
(Z2

µ + Z2
p)α(2,0)

eff (k) + ZµZpα
(1,1)
eff (k)

)
. (4.23)

For the case of the 1
m2 potential it is convenient to split the potential in a slightly different
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4.3. The potential in position space

way than in momentum space. In particular, the VP contributions are dealt with in an isolated
way. We follow the notation of Ref. [60]. The contributions coming from tree-level diagrams read

V
(2)

tree = Zα

2mµmp

[
−
{1
r
,p2

}
+ 1
r3 L2 + 4πδ(3)(r)

]
− 16πZα

(
d

(µ)
2
m2
µ

+ d
(τ)
2
m2
τ

+ d2
m2
p

)
δ(3)(r)

+ α

2mµmp

Zµc(p)
D m2

µ + Zpc
(µ)
D m2

p

mµmp

πδ(3)(r)

+ Zpc
(µ)
F

2
r3 L · Sµ + Zµc

(p)
F

2
r3 L · Sp +mµmp

{
Zpc

(µ)
S

m2
µ

1
r3 L · Sµ + Zµc

(p)
S

m2
p

1
r3 L · Sp

}]

+ α

2mµmp

[
16π
3 c

(µ)
F c

(p)
F δ(3)(r)SµSp + c

(µ)
F c

(p)
F

2r3 Ŝpµ(r̂)
]

+ 1
m2
p

(−c3 + 4SµSpc4) δ(3)(r),

(4.24)

where Ŝij(r̂) = −4(Si · Sj) + 12(Si · r̂)(Sj · r̂).
The Fourier transform of Eq. (4.16) reads

V
(2,2)

1−loop = Z2α2

3mpmµ

[
δ(3)(r)(1− 7 ln ν2)− 7

2π reg 1
r3

]
, (4.25)

where

− 1
4π reg 1

r3 =
∫

d3k

(2π)3 e
−ik·r ln k . (4.26)

Finally, the contributions associated to the one-loop VP read1

V
(2)

VP,1−loop + V
(2,2)

off−shell = α

π

∫ ∞
4

dq2u(q2)
q2 (4.28)

×
{

α

8m2
µm

2
p

(
Zµc

(p)
D m2

µ + Zpc
(µ)
D m2

p

)(
4πδ(3)(r)− λ2e−λr

r

)

+ α

2

(
Zµc

(p)
S

L · Sp
m2
p

+ Zpc
(µ)
S

L · Sµ
m2
µ

)(
e−λr(1 + λr)

r3

)

− ZpZµα

4mµmp

(
λ2e−λr

r

(
1− λr

2

)
+ 2pi e

−λr

r

(
δij + rirj

r2 (1 + λr)
)
pj
)

+ α

mµmp

(
Zpc

(µ)
F L · Sµ + Zµc

(p)
F L · Sp

)(e−λr(1 + λr)
r3

)
1Note that the fourth line can be written in a way that makes the angular momentum structure more explicit:∫ ∞

4
dq2 u(q2)

q2

(
λ2e−λr

r

(
1− λr

2

)
+ 2pi e

−λr

r

(
δij + rirj

r2 (1 + λr)
)
pj
)

(4.27)

=
∫ ∞

4
dq2 u(q2)

q2

(
2
{

p2,
e−λr

r

(
1 + λr

2

)}
− 2e

−λr

r3 (1 + λr)L2 + λ2

r
e−λr

(
1 + λr

2

)
− 8πδ(3)(r)

)
.

Nevertheless, one has to be careful when dealing with the right-hand-side of the equality, as the first and last term
are separately divergent (but not their sum).
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+αc
(µ)
F c

(p)
F

mµmp

(
−2

3
e−λrλ2

r
Sµ · Sp + 8

3πδ
(3)(r)Sµ · Sp + e−λr

4r3

(
1 + rλ+ r2λ2

3

)
Ŝpµ(r̂)

)}
,

where λ = meq. Therefore, with the precision we aim at, we obtain

V (2) = V
(2)

tree + V
(2,2)

1−loop + (V (2)
VP,1−loop + V

(2,2)
off−shell) +O(V (2,3)) = V (2,1) + V (2,2) +O(V (2,3)),

(4.29)

where in the second equality we organize the potential terms according to their powers in α. This
requires expanding the NRQCD Wilson coefficients in powers of α. The leading non-vanishing
contribution reads2

V (2,1) = Zα

2mµmp

[
−
{1
r
,p2

}
+ 1
r3 L2 + 4π

(
1 +

m2
µ +m2

p

4mµmp

)
δ(3)(r)

]
(4.30)

+ α

2mµmp

[
16
3 πZµ(Zp + κhad

p )SµSpδ
(3)(r)Zµ

Zp + κhad
p

2
1
r3 Ŝpµ(r̂)

]

+ α

2mµmp

[
Zµ

(
2(Zp + κhad

p ) + mµ

mp
(Zp + 2κhad

p )
)

1
r3 L · Sp + Z

(
2 + mp

mµ

)
1
r3 L · Sµ

]

+ πα

2m2
p

Zµ

[4
3r

2
pm

2
p

]
δ(3)(r).

For the organization of the computation it is also convenient to split V (2,2) in the following
way:

V (2,2) = V
(2,2)

no−VP + V
(2,2)

VP . (4.31)

The first term is the potential if we switch off the interaction with the electrons. This is a well
defined limit, as it corresponds to the case of muonium. The second term is the correction to the
potential associated to the one-loop electron VP. They read:

V
(2,2)

no−VP = −4Zα2

15

(
Z2
p

m2
p

+
Z2
µ

m2
µ

+ 1
m2
τ

)
δ(3)(r) +

α2ZZ2
p

2πm2
p

(
1
r3 L · Sp + 4

3π ln
(
m2
p

ν2

)
δ(3)(r)

)
(4.32)

+
α2ZZ2

µ

2πm2
µ

(
1
r3 L · Sµ + 4

3π ln
(
m2
µ

ν2

)
δ(3)(r)

)
+ α2Z

2πmpmµ

(
Z2
p

r3 L · Sp +
Z2
µ

r3 L · Sµ

+
(
Z2
p + Z2

µ

)(8π
3 SµSpδ

(3)(r) + Ŝpµ(r̂)
4

)
− 14πZ

3

(
ln(ν2)δ(3)(r) + 1

2π reg 1
r3

))

+ α2Z2δ(3)(r)
m2
p −m2

µ

(
4SµSp ln

(
m2
µ

m2
p

)
− mp

mµ
ln
(
m2
µ

ν2

)
+ mµ

mp
ln
(
m2
p

ν2

))

− δ(3)(r)
m2
p

(
chad

3 − 4chad
4 SµSp + 16Zπαdhad

2

)
+
Z3
µα

2κhad
p

2πmµmp

(
8π
3 SµSpδ

(3)(r) + Ŝpµ(r̂)
4

)
, (4.33)

2Strictly speaking there could still be some O(α) included in κhad
p with the definition we are using, similarly as

what happens with the proton radius.
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4.3. The potential in position space

V
(2,2)

VP = α2

π

∫ ∞
4

dq2u(q2)
q2

{
Zµm

2
µ + Zpm

2
p

8m2
µm

2
p

(
4πδ(3)(r)− λ2e−λr

r

)
(4.34)

+
(
Zµ

L · Sp
m2
p

+ Zp
L · Sµ
m2
µ

)(
e−λr(1 + λr)

2r3

)
+ ZpL · Sµ + ZµL · Sp

mµmp

e−λr(1 + λr)
r3

− ZpZµ
4mµmp

(
λ2e−λr

r

(
1− λr

2

)
+ 2pi e

−λr

r

(
δij + rirj

r2 (1 + λr)
)
pj
)

+ 1
mµmp

(
−2

3
e−λrλ2

r
Sµ · Sp + 8

3πδ
(3)(r)Sµ · Sp + e−λr

4r3

(
1 + rλ+ r2λ2

3

)
Ŝpµ(r̂)

)}
.

Finally, the 1/m3 potential, which we directly consider in position space, just comes from the
Taylor expansion of the relativistic expression of the dispersion relation:

V (3,0) = −1
8

(
1
m3
µ

+ 1
m3
p

)
p4 . (4.35)

There are no O(α/m3) terms.
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Chapter 5

The muonic hydrogen Lamb shift and
the proton radius

In this chapter we review all the contributions to the energy shift E(2P3/2)−E(2S1/2) ofO(mrα
5),

as well as those that scale like α6×logarithms, in the context of pNRQED. Many of the compu-
tations were done before. We have checked most of them, and we provide some new analytical
expressions.

In order to carry out the computations of this chapter we use the most updated PDG values
(Ref. [70]) for the masses and fine structure constant.

me = 0.510998928(11) MeV,
mµ = 105.6583715(35) MeV,
α = 1/137.035999074(44) MeV,

mp = 938.272046(21) MeV,
mτ = 1776.82(16) MeV,
mπ = 139.57018 MeV,

∆ = 293.728 MeV,
gA = 1.25,

gπN∆ = 1.05,
Fπ = 92.5 MeV,
b1F = 3.86. (5.1)

The values of the effective theory parameters gπN∆ and b1F correspond to the leading order
expressions of the NR effective theory.

The muonic hydrogen Lamb shift is obtained by the combined use of NR quantum mechanics
perturbation theory and perturbative quantum field theory computations (when ultrasoft photons
show up). As we have definite counting rules to asses the relative importance of the different
terms we know when we can stop computing. The application of this program to the muonic
hydrogen produces the contributions we use in our analysis, listed in Table 5.5. Most of the results
were already available in the literature, we have checked many. We now discuss them focusing on
the novel aspects. Note that, even though most of the contributions can be associated to a pure
QED calculation, the hadronic effects are also included in this computation. Their effects are
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Chapter 5. The muonic hydrogen Lamb shift and the proton radius

included in the NRQED Wilson coefficients discussed in Sec. 2.2, and are encoded in the different
terms of the potential in the Lagrangian of pNRQED discussed in Sec. 4.

We define the following function which we will need for the n = 2 Lamb shift between the S-
and P -wave bound states:

ρ(r) ≡ ρ2P (r)− ρ2S(r) = (mrZα)3/2e−mrZαr
[

1
12(mrZαr)2 −

(
1− mrZαr

2

)2
]
, (5.2)

where ρnl is the NR charge density of the nl state.

We will use the following notation:

δEVnlj = 〈nlj|V |nlj〉 (5.3)

and

δEVL = 〈2P1/2|V |2P1/2〉 − 〈2S1/2|V |2S1/2〉 (5.4)

for the correction to the Lamb shift of a generic potential V .

V V

Figure 5.1: 2nd order perturbation theory of the bound-state Green function generated by a generic
potential V .

We will represent the second order perturbation theory correction to the bound-state Green
function generated by a generic potential V by Fig. 5.1, where the double line represents the bound
state and the vertices (local in time) the potentials. In case we want to obtain the associated
energy shift we will compute objects like

δEV×Vnlj = 〈ψnlj |V
1

(En − h)′V |ψnlj〉

=
∫

dr2dr1ψ
∗
nlj(r2)V (r2)G′nl(r1, r2)V (r1)ψnlj(r1), (5.5)

where

1
(En − h)′ = lim

E→En

( 1
E − h

− 1
E − En

)
, h = p2

2mr
− α

r
, (5.6)

G′nl(r1, r2) ≡ 〈r1|
1

(Enl − h)′ |r2〉 ≡ lim
E→En

(
G(r1, r2;E)− |ψnl|2

E − En

)
, (5.7)

ψnl(r) is the bound state wave function of the (nl)-state and En is the energy of the state, h is
the Hamiltonian in the Schrödinger equation and G(r1, r2;E) is the Coulomb Green function. In
the case of different potentials we use objects analogous to Eq. (5.5).
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5.1. Corrections from the static potential: V (0)

In order to perform the computation it is specially useful to use the following representation
for a negative energy E = −mrZ2α2

2λ2 of the Coulomb Green function (see for instance, the appendix
of Ref. [103]):

G(r1, r2;E) = −m
2
rZα

λπ

∞∑
l=0

(2l + 1)Pl(
r1 · r2
r1r2

)
(2mrZα

λ
r1

)l (2mrZα

λ
r2

)l
e−

mrZα
λ

(r1+r2)

∞∑
s=0

L2l+1
s (2mrZα

λ r1)L2l+1
s (2mrZα

λ r2)s!
(s+ l + 1− λ)(s+ 2l + 1)! . (5.8)

Then G′nl(r1, r2) is just the Coulomb Green function evaluated at λ = n + δλ, and subtracting
the pole. In the case where the potentials that appear in Eq. (5.5) are only functions of the
modulus of r (i.e. they are invariant under rotations), the sum over l reduces to the single term
that matches the angular momentum l of the bound state.

Obviously a similar discussion applies to higher order corrections from perturbation theory,
and also similar expressions follow for the Lamb shift.

We will now study each relevant contributing term separately, both in the 1/mµ and in the
α expansions. We will write explicitly the Zµ, Zp, Z dependence except for the dependence on
Z that appears in the combination mrZα/me in the numerical integrals we perform. Therefore,
such numerical values will change for different muonic atoms.

5.1 Corrections from the static potential: V (0)

5.1.1 One-loop Vacuum Polarization: δEV
(0,2)
VP

L ∼ O(mµα
3)

The Lamb shift in muonic hydrogen, unlike in hydrogen, receives its most important contribution
from the electron VP. This is due to the fact that the typical atomic momentum of the muonic
hydrogen is mµα, which is of the order of the electron mass: mµα ∼ 1.5me. This effect comes
from the modification of the photon propagator, as we have already seen in the previous chapter
(see Fig. 4.1). In order to compute it, we must take the first order in α of the expansion of
Π(−k2).

The integral in r and x can be done analytically. The result reads (see for instance Ref. [104])

δE
V

(0,2)
VP

L =
∫
d3rV

(0,2)
VP (r)ρ(r) = (5.9)

= α

π
(Zα)2mr

[
8πβ3

3 + 1− 26β2 + 352β4 − 768β6

18 (1− 4β2)2

+4β4 (15− 80β2 + 128β4)
3 (1− 4β2)5/2 ln

(
1−

√
1− 4β2

2β

)]
= mrα

3Z20.005555 = 205.00737 meV,

where

β = me

(Zαmr)
= 0.7373836 . (5.10)

Eq. (5.9) gives the first entry in Table 5.5.
For the case me � Zαmr the computation can be checked with the result of heavy quarko-

nium. We have checked it. We also observe that me � Zαmr is a bad approximation to this
quantity, so we will not consider it further but only for checking. Actually, neither the β � 1 nor
the β � 1 give a good approximation to Eq. (5.9).
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Chapter 5. The muonic hydrogen Lamb shift and the proton radius

5.1.2 Two-loop Vacuum Polarization: δEV
(0,3)
VP

L ∼ O(mrα
4)

We now compute the O(mrα
4) contribution associated to the two-loop static potential. We

obtain the second entry of Table 5.5:

δE
V

(0,3)
VP

L = mrα
4Z2 0.005599695 = 1.50795 meV . (5.11)

It agrees with the result of Pachucki’s Ref. [105] with 5 significant digits.
We observe that this contribution is significantly bigger than the one coming from double

insertions of the leading VP potential discussed in the next section. In a different context a
similar situation has been found in heavy quarkonium physics, Ref. [106].

5.1.3 Double Vacuum Polarization: δEV
(0,2)
VP ×V (0,2)

VP
L ∼ O(mrα

4)

The second O(mrα
4) correction is generated by the second order perturbation theory of the V (0,2)

VP
potential. Following Eq. (5.5) and the associated discussion we obtain

δE
V

(0,2)
VP ×V (0,2)

VP
L = 〈ψ2p|V (0,2)

VP
1

(E2p − h)′V
(0,2)

VP |ψ2p〉 − 〈ψ2s|V (0,2)
VP

1
(E2s − h)′V

(0,2)
VP |ψ2s〉

= (Zα)2mr

(
α

π

)2 ∫ ∞
4

∫ ∞
4

dρ2
1dρ

2
2
u
(
ρ2

1
)

ρ2
1

u
(
ρ2

2
)

ρ2
2

(5.12)

×
(

[1 + β(ρ1 + ρ2)]−3β2Q

12(1 + βρ1)5(1 + βρ2)5 + β2[ρ2
1 + ρ2

2 + 2(βρ1ρ2)2]
(1 + βρ1)4(1 + βρ2)4 ln

((1 + βρ1)(1 + βρ2)
1 + β(ρ1 + ρ2)

))
,

where

Q = 12β8ρ6
1ρ

4
2+12β8ρ5

1ρ
5
2 + 36β7ρ6

1ρ
3
2 + 120β7ρ5

1ρ
4
2 + 12β6ρ6

1ρ
2
2 + 84β6ρ5

1ρ
3
2 + 74β6ρ4

1ρ
4
2

+ 33β5ρ6
1ρ2 + 39β5ρ5

1ρ
2
2 − 62β5ρ4

1ρ
3
2 + 9β4ρ6

1 + 111β4ρ5
1ρ2 − 33β4ρ4

1ρ
2
2 − 142β4ρ3

1ρ
3
2

+ 24β3ρ5
1 + 99β3ρ4

1ρ2 − 189β3ρ3
1ρ

2
2 + 18β2ρ4

1 − 3β2ρ3
1ρ2 − 75β2ρ2

1ρ
2
2 − 24βρ2

1ρ2 − 3ρ2
1

+ (ρ1 → ρ2). (5.13)

This expression corrects several mistakes in Eq. (11) of Ref. [107] (which however gets the correct
numerical result) and yields the 3rd entry of Table 5.5:

δE
V

(0,3)
VP ×V (0,3)

VP
L = mrα

2Z2
(
α

π

)2
0.0055304 = 0.150897 meV. (5.14)

This numerical value agrees with Ref. [105] within the significant digits given in this reference.

5.1.4 Static potential (vacuum polarization): δEL ∼ O(mrα
5)

The first four entries in Table 5.5 are the contributions to the Lamb shift associated to the electron
VP corrections to the static potential V (0). Specially difficult is the 4th entry, as it corresponds
to the three-loop static potential and to the third order iteration in perturbation theory. It was
computed (numerically) in Ref. [101] (see also Ref. [108] for a small correction). It can be split
into the following contributions:

δE
V

(0,4)
VP

L = mrα
5Z20.002694 = 5.295× 10−3meV. (5.15)
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5.2. Corrections from the 1/mµ potentials without vacuum polarization

The contribution from 2nd order perturbation theory yields Ref. [101] (this result includes all
permutations):

δE
V

(0,2)
VP ×V (0,3)

VP
L + δE

V
(0,3)
VP ×V (0,2)

VP
L = mrα

5Z20.00109562 = 2.153× 10−3meV. (5.16)

And the contribution from 3rd order perturbation theory reads Refs. [101,108]:

δE
V

(0,2)
VP ×V (0,2)

VP ×V (0,2)
VP

L = mrα
5Z20.0000377 = 0.0741× 10−3meV. (5.17)

The sum of the above three terms gives the final contribution:

δE
O(α5),VP
L,static = 0.11868mrZ

2α2
(
α

π

)3
= 0.00752 meV, (5.18)

which is the 4th entry of Table 5.5. The computation has been done independently for a time-
like (q2 > 0) and a space-like (q2 < 0) momentum of the photon. This last one involves the
integration of the whole VP function Π(q2) to the desired order, and the other involves just its
imaginary part evaluated at q2 = tm2

e.

5.1.5 Static potential (light-by-light): δEV
(0,4)
LbL

L ∼ O(mrα
5)

The 5th entry of Table 5.5 corresponds to the contribution associated to the light-by-light cor-
rections to the static potential V (0), i.e. to VLbL (see Eq. (4.14)). It was obtained in Ref. [102],
where a very long explanation was made to argue that the light-by-light contributions could be
computed in the static approximation. This is evident in the EFT, as they correspond to a
correction to the static potential, as already stated in Ref. [60].

The result for this contribution, given in Ref. [102], is

δE
V

(0,4)
LbL

L = −mrα
5Z2 10−3

[
(Z2

p + Z2
µ)0.5185− ZpZµ0.5852

]
= −mrα

5 0.000452 = −0.00089(2) meV. (5.19)

5.2 Corrections from the 1/mµ potentials without vacuum polar-
ization

We jump directly into the V (2) potential, since we already discussed that the V (1) potential
produces corrections of, utmost, O(mrα

6) and are then beyond the accuracy of our interest.

We now compute the corrections to the energy and Lamb shift associated to the potentials in
Eqs. (4.24) and (4.25) to O(mrα

5). In other words, we compute the relativistic corrections that
are not associated to the VP.
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Chapter 5. The muonic hydrogen Lamb shift and the proton radius

5.2.1 Relativistic corrections: δEL ∼ O(mrα
4)

The potential in Eq. (4.24) is the EFT generalization of the Breit potential. Note that it is in
this potential where the hadronic corrections arise at O(mrα

5m2
µ

m2
p
) (we will consider them in more

detail later on). The energy associated to this potential for any given quantum numbers reads

δE
V

(2)
tree

nljjµ
= m3

rZ
3α4

2n3m2
µ

{
Zpc

(µ)
D δl0 + Zpc

(µ)
S

(1− δl0)
l(l + 1)(2l + 1)djµ,l

+ 2mµ

mp

(
Z

( 1
n

+ (1 + 4l)δl0 − 3
2l + 1

)
+ c

(µ)
F c

(p)
F

( (1− δl0)δs1
2l(l + 1)(2l + 1)cj,l − 2δl0 + 8

3δl0δs1
)

+ (1− δl0)
l(l + 1)(2l + 1)

(
Zpc

(µ)
F djµ,l + Zµc

(p)
F (2hj,lδs1 − djµ,l)

))
+
m2
µ

m2
p

(
Zµc

(p)
D δl0 + Zµc

(p)
S

(1− δl0)
l(l + 1)(2l + 1)

(
2δs1hj,l − djµ,l

))}

− m3
rZ

3α3

πn3 δl0

{
1
m2
p

(c3 + (3− 4δs1)c4) + 16πZα
(
d2
m2
p

+ d
(µ)
2
m2
µ

+ d
(τ)
2
m2
τ

)}
, (5.20)

where

cj,l = 2


− l + 1

2l − 1 j = l − 1,

1 j = l,

− l
2l+3 j = l + 1 ,

(5.21)

hj,l =


−(l + 1) j = l − 1,
−1 j = l,

l j = l + 1 ,
(5.22)

dj1,l =
{
−(l + 1) j1 = l − 1

2 ,

l j1 = l + 1
2 .

(5.23)

The energy has been expressed in terms of the total angular momentum J = L + S (where
S = Sµ+Sp) and in terms of the angular momentum of the muon Jµ=L+Sµ. The basis is taken
in terms of the lightest particle because it is the most convenient in which to express the energy
shift. This is so since the lightest particle gives rise to larger effects in the terms which involve
the ratio of the masses, and this comes out more clearly when using this basis. In our notation,
the ill-defined quantity (1− δl0)/l→ 0 when l→ 0.

In the last line of Eq. (5.20) we have still included the contribution associated to the tau VP.
As its numerical effect is very small we will neglect it in the following.

δE
V

(2)
tree

nljjµ
encodes all the O(mrα

4) corrections to the spectrum due to the 1/m2
µ. It also includes

higher order effects through the O(α) terms in the NRQCD Wilson coefficients. If we set them
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5.2. Corrections from the 1/mµ potentials without vacuum polarization

to zero, we obtain the non-trivial leading-order contribution:

δE
V

(2)
tree

nljjµ
= m3

rZ
3α4

2n3m2
µ

{
Zδl0 + Z

(1− δl0)
l(l + 1)(2l + 1)djµ,l

+ 2mµ

mp

(
Z

( 1
n

+ (1 + 4l)δl0 − 3
2l + 1

)
+ Zµ(Zp + κhad

p )
( (1− δl0)δs1

2l(l + 1)(2l + 1)cj,l − 2δl0 + 8
3δl0δs1

)
+ (1− δl0)

l(l + 1)(2l + 1)
(
Zdjµ,l + Zµ(Zp + κhad

p )(2hj,lδs1 − djµ,l)
))

+
m2
µ

m2
p

(
Zδl0 + Zµ(Zp + 2κhad

p ) (1− δl0)
l(l + 1)(2l + 1)

(
2δs1hj,l − djµ,l

))}

+
[4

3r
2
pm

2
p

]
πα

2m2
p

Zµδl0
1
π

(
mrZα

n

)3
. (5.24)

We shall also take into account the correction to this order in α coming from the perturbative
expansion of the relativistic kinetic term, i.e. from Eq. (4.35), which leads to the energy shift:

δEV
(3,0)

nl = m3
rZ

4α4

2m2
µ

1− mµ

mp
+
(
mµ

mp

)2
( 3

4n4 −
2

n3(2l + 1)

) . (5.25)

Summing up the contributions of Eqs. (5.24) and (5.25) we get for the transition of the
2S1/2 → 2P 1/2 states:

δEV
(2,1)

L + δEV
(3,0)

L = m3
rα

4Z4

48m2
p

− m3
rα

4Z3Zµ
16m2

p

[4
3r

2
pm

2
p

]
=
(

0.05747− 5.1975
r2
p

fm2

)
meV. (5.26)

The first term agrees both analytically and numerically with the one obtained in Ref. [105].
We shall remark that it has an extra m2

r
m2
p

suppression factor, which was to be expected since this
correction does not contribute for the case of the hydrogen (in the infinite proton mass limit).
The 2nd term is the leading contribution associated to the proton radius. Both contributions
appear as entries vi) and xi) in Table 5.5.

5.2.2 Relativistic corrections: δEL ∼ O(mrα
5)

We now compute the O(mrα
5) contributions to the spectrum with no electron VP. As we have

already mentioned, this is a well defined quantity, as it amounts to the corresponding evaluation of
the muonium (µe) spectrum (if we turn off the hadronic effects). Taking the O(mrα

5) corrections
generated from Eq. (5.20) (typically generated by the O(α) corrections of the NRQCD Wilson
coefficients) plus the energy shift produced by the expectation value of Eq. (4.25), we obtain
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(note that this computation has been done in the MS scheme)

δE
V

(2,2)
no−VP

nljjµ
= m3

rZ
3α5

2πn3

{
ZZ2

µ

m2
µ

(
4
3

(
−2

5 + ln
(
m2
µ

ν2

))
δl,0 + 1− δl,0

l(l + 1)(2l + 1)djµ,l

)

+
Z2
pZ

m2
p

(
4
3

(
−2

5 + ln
(
m2
p

ν2

))
δl,0 + 1− δl,0

l(l + 1)(2l + 1)(2δs,1hj,l − djµ,l)
)

+ 1
mµmp

(
−2
(
ZZ2

µ + ZZ2
p −

Z2

3 + Z3
µκ

had
p

)
δl,0 −

14
3 Z

2 1− δl,0
l(l + 1)(2l + 1)

+ 14
3 Z

2δl,0

(
1− 1

n
+ 2S1(n) + 2 ln

(2αmr

nν

))
+ 8

3
(
ZZ2

µ + ZZ2
p + Z3

µκ
had
p

)
δs,1δl,0

+ 1− δl,0
l(l + 1)(2l + 1)

(1
2
(
ZZ2

µ + ZZ2
p + Z3

µκ
had
p

)
δs,1cj,l

+ 2ZZ2
pδs,1hj,l + Z(Z2

µ − Z2
p)djµ,l

))
+ 2Z2δl,0
m2
µ −m2

p

(
mp

mµ

(
1
3 + ln

(
m2
µ

ν2

))

+ mµ

mp

(
1
3 + ln

(
m2
p

ν2

))
+ ln

(
m2
µ

m2
p

)
(3− 4δs,1)

)
− 8ZpZµ

15m2
τ

δl,0

}

− m3
rZ

3α3

πn3 δl0

[
1
m2
p

(
chad

3 + (3− 4δs,1)chad
4

)
+ 16παd

had
2
m2
p

]
, (5.27)

where S1(n) is the n harmonic number defined in Appendix A. Note that in this expression the
hadronic corrections that scale as α2: chad

3 , chad
4 and αdhad

2 are also included, as they also produce
an mrα

5 energy shift.

5.3 Ultrasoft effects: δEL ∼ O(mrα
5)

kUS

Figure 5.2: Correction due to ultrasoft photons.

The interaction of the bound state with ultrasoft photons (symbolically pictured in Fig. 5.2)
produces an energy shift of O(mrα

5). It has been computed in the MS in Refs. [57, 58] for the
case of hydrogen and positronium respectively. The application to muonic hydrogen is trivial, as
we only have to rescale for the reduced mass. On top of that we introduce the changes for the
case of particles with general charges Zµ, Zp. Finally, the energy shift reads (in the MS scheme)

δEUS
nl = 2

3

(
Zµmp + Zpmµ

mp +mµ

)2
α

π

((
ln ν

mr
+ 5

6 − ln 2
)(

Ze2

2

)
|φn(0)|2

m2
r

−
∑
n′ 6=n
|〈n| p

mr
|n′〉|2(En − En′) ln mr

|En − En′ |


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5)

≡ mrZ
4α5

n3π

(
Zµmp + Zpmµ

mp +mµ

)2(
δl,0

(
−4

3

(
lnR(n, l) + ln mrZ

2α2

ν

)
+ 10

9

)

− (1− δl,0)4
3 lnR(n, l)

)
, (5.28)

where |φn(0)|2 = 1
π

(
mrZα
n

)3
and lnR(n, l) are the Bethe logarithms and are implicitly defined

by the equality with Eq. (5.28). For their numerical values for the 2S and 2P states we have
used the values quoted in Ref. [105].

We observe that δEUS
n,l is factorization scale dependent. Such dependence cancels with the

scale dependence of Eq. (5.27). The sum of both contributions gives all the O(mrα
5) corrections

to the spectrum that are not associated to the electron VP:

δE
O(α5),no−VP
nljjµ

= δE
V

(2,2)
no−VP

nljjµ
+ δEUS

nl , (5.29)

and is independent of the factorization scale. It can also be split into the different hadronic
contributions, associated to the fact that the proton is not point-like, and the O(α5) contribution
to the spectrum of two point-like particles (relevant for muonium) in the following way:

δE
O(α5),no−VP
nljjµ

= δE
O(α5),no−VP
nljjµ,point−like + δE

O(α5),no−VP
nljjµ,dhad

2
+ δE

O(α5),no−VP
nljjµ,chad

3
+ δE

O(α5),no−VP
nljjµ,chad

4
. (5.30)

Similar equations follow for the Lamb shift energy splitting: δEO(α5),no−VP
L , although in this

last case the contribution proportional to chad
4 vanishes, since the spin-dependent term does not

contribute to the average energy over polarizations.
The above computation keeps the complete proton and muon mass dependence. It is inter-

esting to see the convergence of the mµ/mp expansion. We do so for δEO(α5),no−VP
L,point−like , which has a

non-trivial dependence on this ratio. The first orders of the expansion in this ratio can be found
in Table 5.1, where one can observe a clear convergence.

O(mµα
5)m

n
µ

mnp
δE
O(α5),no−VP
L,point−like

n = 0 −0.900 meV
n = 1 0.226 meV
n = 2 −0.054 meV
n = 3 0.010 meV

Table 5.1: Diferent orders of the expansion in mnµ
mnp

for δEO(α5),no−VP
L,point−like .

Summing up to all orders, leads to the following O(α5) energy contribution to the Lamb shift

δE
O(α5),no−VP
L,point−like = −0.71896 meV, (5.31)

which corresponds to the 7th entry of Table 5.5. This result is very similar to the one computed by
Pachucki’s Ref. [105], where these effects sum up to E(2P1/2−2S1/2) = −0.663−0.045−0.010 =
−0.718 meV at O(mµα

5). The difference between both computations is the inclusion of the Tau
VP plus a finite term proportional to 1/m2

p in our computation. The latter is due to the fact
that Eq.(51) in Ref. [105] is only computed with logarithmic accuracy, i.e. the finite terms are
missing.
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5.4 1/m2
µ hadronic corrections: δEL ∼ O(mrα

5)

We now consider the hadronic corrections. The energy shift associated to the hadronic VP can
be fully obtained from dispersion relations (Ref. [66]) and reads

δE
O(α5),no−VP
L,dhad

2
= 16αZdhad

2
m2
p

(
mrZα

2

)3
= 0.0111(2) meV, (5.32)

which corresponds to the 14th entry of Table 5.5.
Now we will focus on the energy shift associated to chad

3 , i.e. the hadronic contribution of
TPE. Using the value found in Eq. (2.32) we obtain

δETPE
L ≡ δEO(α5),no−VP

L,chad
3

= chad
3
m2
p

1
π

(
mrZα

2

)3
= 0.0344(125) meV, (5.33)

which corresponds to the 15th entry of Table 5.5. The energy shift associated to the TPE
is typically split into its Born and polarizability contributions. For ease of comparison with
previous results we compute it in the same way (see discussion in Chapter 3). Now we present
our results each contribution and compare them with other determinations.

First we obtain the Born contribution to δETPE
L , from the EFT.

δEBorn
L = c3,Born

m2
p

1
π

(
mrα

2

)3
, (5.34)

We quote our results in Table 5.2. The pure chiral result was already obtained in Ref. [60].
The π&∆ result corrects the evaluation made in that reference due to the error in its Eq. (61).
Note that the new result is much more convergent, since the correction associated to the Delta is
much smaller. On the other hand our result is now much more different with respect to standard
values obtained from dispersion relations. We quote two of them in Table 5.2. One may wonder
whether such difference is due to relativistic corrections. An estimate of the relativistic effects can
be obtained from the analysis made in Ref. [105], which, however, is based on dipole form factors
parameterizations. The difference between the relativistic and NR expression was found to be
small (∼ 3µeV). It should be checked that this feature holds with different parameterizations.
If so, the difference seems to be mainly due to the computation of the Zemach correction (see
Table 3.1 and the discussion above).

µeV DR Ref. [109] Ref. [110] HBET Ref. [60](π) (π&∆)
δEBorn

L 23.2(1.0) 24.7(1.6) 10.1(5.1) 8.3(4.3)

Table 5.2: Predictions for the Born contribution to the n = 2 Lamb shift. The first two entries
correspond to dispersion relations. The last two entries are the predictions of HBET: The 3rd
entry is the prediction of HBET at leading order (only pions) and the last entry is the prediction
of HBET at leading order and NLO (pions and Deltas).

We now look at the contribution from the polarizability term. The pure pion contribution
was already found in Ref. [61], which we confirm. Our full prediction including the Delta effects
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5)

reads

δEpol
L = c3,pol

m2
p

1
π

(
mrα

2

)3
= 18.51(π−loop)− 1.58(∆−tree) + 9.25(π∆−loop) = 26.2(10.0)µeV .

(5.35)

In Table 5.3 we compare our determination with previous results. Most of them are obtained
by a combination of dispersion relations plus some modelling of the subtraction term that we
discuss below. The analysis of Ref. [72] has a different status. In this reference the polarizability
correction was computed using BχPT with only pions. Such computation treats the baryon
relativistically. The result incorporates some subleading effects, which are sometimes used to
give an estimate of higher order effects in HBChPT. Nevertheless, the computation also assumes
that a theory with only baryons and pions is appropriate at the proton mass scale. This should be
taken with due caution. Still, it would be desirable to have a deeper theoretical understanding of
this difference, which may signal that relativistic corrections are important for the polarizability
correction. In any case, the BχPT computation differs of our chiral result by around 50% (this
means around 1.5 times the error we use for the chiral contribution, once the Delta is incorporated
in the calculation), which we consider reasonable.

We now combine the contribution from the Born and polarizability terms and summarize our
final results for δETPE

L :

δETPE
L = δEBorn

L + δEpol
L = 28.59(π) + 5.86(π&∆) = 34.4(12.5)µeV . (5.36)

We would like to emphasize that this result is a pure prediction of the EFT. It is also the most
precise expression that can be obtained in a model independent way, since O(mµα

5 m3
µ

Λ3
QCD

) effects
are not controlled by the chiral theory and would require new counterterms. Our number is only
marginally bigger than δETPE

L = 33(2)µeV Ref. [73]. This number is the one used in Ref. [20]
for its determination of the proton radius. It is obtained as the sum of the elastic and inelastic
terms from Ref. [110] and the subtraction term from Ref. [73]. Note that this evaluation is model
dependent. Even though the low energy behavior of the FVCT was computed to O(p4), this
does not reflect in an improved determination of the polarizability correction, since an effective
dipole form factor is used, not only at the ρ mass scale, but also at the chiral scale. This
problem also introduces a model dependence in its error estimate. Other existing determinations
Refs. [109–111] yield quite similar numbers but suffer from the same systematic uncertanties. In
this respect our calculation is model independent and have completely different systematics. The
fact that we obtain similar numbers gives further significance for the reliability of the proton
radius determinations obtained in Refs. [20, 44]. On the other hand, one should not forget
that the individual contributions are quite different, and the reasons for that should be further
investigated. Yet it is quite remarkable that the total sum gives such similar numbers. Therefore,
as stated above, the reason for such large discrepancies should be investigated. In the mean time
we will stick to our model independent prediction from the effective theory.

It is also worth discussing the LEX approximation used in Ref. [72]. This approximation
consists in setting q0 = 0 everywhere except in the denominator in Eq. (3.46). For the pure chiral
result, this approximation works remarkably well (18.51(exact) vs 17.85 (LEX)). Nevertheless,
such success does not survive the incorporation of the ∆ particle. For the Delta tree-level contri-
bution we find (-1.58(exact) vs 0 (LEX)). The real problem appears from the one-loop pion-Delta
result. For such contribution there are 1/q0 singularities in the tensor that only cancel if the
complete expression is used. Doing the LEX approximation leads to divergent expressions. Even
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more worrisome is the fact that, at present, there is no theoretical justification for using the LEX
approximation for the integral in Eq. (3.46). It is not correct to assume that the photon energy
that appears in the integral, q0, corresponds to the energy in the atomic system. It rather reflects
virtual fluctuations of order of the pion and muon mass (as well as of the ∆ scale). Since those
particles are relativistic at those scales it is theoretically incorrect, a priori, to neglect q0. In any
case, on the light of the good agreement for the pure chiral case, it would be interesting to see
whether one could find a theoretical justification for such behavior.

DR + Model BχPT(π) HBET(π) (π&∆)
Ref. [109] Ref. [111] Ref. [110] Ref. [112] Ref. [72] Ref. [61] Ref. [44]

δEpol
L (µeV) 12(2) 11.5 7.4(2.4) 15.3(5.6) 8.2(+1.2

−2.5) 18.5(9.3) 26.2(10.0)

Table 5.3: Predictions for the polarizability contribution to the n = 2 Lamb shift. The first four
entries use dispersion relations for the inelastic term and different modeling functions for the
subtraction term. The number of the fourth entry has been taken from [72]. The 5th entry is the
prediction obtained using BχPT. The last two entries are the predictions of HBET discussed in
this paper. The 6th entry is the prediction at leading order (only pions) and the last entry is the
prediction at leading and next-to-leading order (pions and Deltas).

The subtraction and inelastic terms in Eqs. (3.67) and (3.68) are individually divergent. If
we set the ultraviolet cutoff in Eq. (3.69) to the ρ mass, ν = mρ, the energy shift of each term is
one order of magnitude bigger ∼ −11.37 µeV than the exact result for the sum. Obviously such
contribution is fictitious and may alter the value of the individual terms. On the other hand it
is possible to perform this splitting for the case of the pion and pion-Delta loop. We obtain the
following:

δEsub
L (π−loop) = −1.62 µeV ; δEsub

L (π∆−loop) = −1.23 µeV. (5.37)

They are of the same magnitude. Their size is barely one order of magnitude smaller than the
total polarizability term. For the case of the pion loop it is possible to obtain analytic expressions
in the limit mµ = mπ, which is a rather good approximation:

δEsub
L (π−loop)

∣∣∣∣∣
mπ=mµ

= −g
2
Aα

5m3
r

64π2F 2
π

mµ

mπ
(−1 + 3G− 2 ln 2) = −1.40 µeV, (5.38)

where G ' 0.9160 is the Catalan’s constant. For these quantities the LEX approximation works
quite well, both for the pion and the pion-Delta loop case. We find1

δEsub
L,LEX(π−loop) = −1.23 µeV ; δEsub

L,LEX(π∆−loop) = −0.91 µeV, (5.40)

which is again asking for a theoretical explanation of this relatively good agreement.
For comparison we show different values obtained for the subtraction and inelastic terms

obtained in the literature in Table 5.4.
1For mµ = mπ an analytic expression can be found for the pion-loop case, Ref. [72]:

δEsub
L,LEX(π−loop)

∣∣∣∣∣
mπ=mµ

= −g
2
Aα

5m3
r

64π2F 2
π

mπ

mµ

(1
2 −G+ ln 2

)
= −1.08 µeV. (5.39)
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(µeV) Ref. [109] Ref. [111] Ref. [110] Ref. [73] Ref. [112] Ref. [72]
δEsub

L −1.8 −2.3 −5.3(1.9) −4.2(1.0) 2.3(4.6)(1) 3.0
δEinel

L 13.9 13.8 12.7(5) −−− 13.0(6) 5.2

Table 5.4: Values for the subtraction and inelastic terms that one can find in the literature.
(1)This number is the adjusted value of Ref. [112], given in Ref. [72].

5.5 1/m2
µ electron VP corrections: δEL ∼ O(mrα

5)

We now compute the O(mrα
5) energy shifts associated to the electron VP. They are produced

by 2nd order NR quantum mechanics perturbation theory of V (0,2)
VP ∼ α2/r, together with the

V (2,1) ∼ α/m2 and V (3,0) ∼ 1/m3 potentials, as well as by the correction due to the V (2,2)
VP ∼

α2/m2 potential. This sum constitutes a well defined set, as it can be parametrically distinguished
from other contributions (formally through the number of light fermions). The energy shift then
reads

δE
V

(2,2)
VP

nl + δE
V (2,1)×V (0,2)

VP
nl + δE

V (3,0)×V (0,2)
VP

nl

= 〈ψnl|V
(2,2)

VP |ψnl〉+ 2〈ψnl|(V (2,1) + V (3,0)) 1
(Enl − h)′V

(0,2)
VP |ψnl〉. (5.41)

For the Lamb shift corrections we obtain the explicit expressions

δE
V

(2,2)
VP

L = (mrZα)3α

8
α

π

∫ ∞
4

dq2u(q2)
q2 (5.42)

×
{
−1

2

(
Zpc

(µ)
D

m2
µ

+ Zµc
(p)
D

m2
p

)
(1 + 2βq)(1 + 2βq(1 + βq))

(1 + βq)4 + Z

mµmp

1 + 2βq
(1 + βq)2

− Zp
3

(
c

(µ)
S

2m2
µ

+ c
(µ)
F

mµmp

)( 3βq + 1
(βq + 1)3

)}
= −

(
0.027714 + 0.0112

r2
p

fm2

)
meV

+O(α6) ,

δE
V

(0,2)
VP ×V (2,1)

L + δE
V

(0,2)
VP ×V (3,0)

L = (mrZα)3α

2
α

π

∫ ∞
4

dq2u(q2)
q2

×
{
mr

6

(
Z

m3
µ

+ Z

m3
p

)(
−4

(
1 + 3q2β2)
(1 + qβ)4 ln

( 1
1 + qβ

)

+16 + 64qβ + 53q2β2 + 81q3β3 + 24q4β4

4(1 + qβ)5

)
+ Z

mµmp

(
−1 + 4q2β2

(1 + qβ)4 ln
( 1

1 + qβ

)

+(3 + 11qβ)
(
1 + q2β2)

4(1 + qβ)5

)
+ 1

2

(
Zpc

(µ)
D

m2
µ

+ Zµc
(p)
D

m2
p

)(
−3 + 11qβ + 4q2β2 + 12q3β3 + 4q4β4

4(1 + qβ)5

+1 + 2q2β2

(1 + qβ)4 ln
( 1

1 + qβ

))
+ Zp

3

(
c

(µ)
S

2m2
µ

+ c
(µ)
F

mµmp

)−3 + 11qβ + 4q2β2

4(1 + qβ)5 +
ln
(

1
1+qβ

)
(1 + qβ)4


69



Chapter 5. The muonic hydrogen Lamb shift and the proton radius

=
(

0.046473− 0.016953
r2
p

fm2

)
meV +O(α6). (5.43)

For this last result we have used Eq. (5.8). Summing up both contributions, Eqs. (5.42) and
(5.43), we obtain

δE
V

(2,2)
VP

L + δE
V (2,1)×V (0,2)

VP
L + δE

V (3,0)×V (0,2)
VP

L

= mrα
5 0.0095460−mrα

5 0.01433
r2
p

fm2 =
(

0.018759− 0.0282
r2
p

fm2

)
meV . (5.44)

As we have already stated, this sum constitutes a well defined set, as it can be parametrically
distinguished from other contributions (formally through the number of light fermions). This is
also so for each individual term in the last equality in Eq. (5.44). The first term corresponds to
assuming the proton to be point-like (switching off the proton radius contribution) and gives the
viii) entry in Table 5.5. This contribution was first computed in Ref. [105] and later corrected
in Refs. [113, 114]. Nevertheless, a different number has been obtained in two recent analyses
Refs. [104,115]. We confirm this last number, which is the one we quote in Table 5.5.

The term proportional to the proton radius in Eq. (5.44) emanates from the coefficient c(p)
D . It

corresponds to the xi) entry of the table and it is in agreement with the result found in Ref. [105].

5.6 O(mrα
6 × ln) effects

The first eight entries in Table 5.5 give the complete O(mrα
5) result for a point-like proton. In

this result we have kept the exact mass dependence. The O(mrα
6) contribution is dominated

by the logarithmic enhanced terms. Here, we compute the leading ones. We assign a general
counting of mr/mp <∼ lnα ∼ ln(me/mµ). Therefore, we only compute those contributions at
leading order in the mr/mp expansion, i.e. those where the proton is infinitely massive. If we
switch off electron VP effects (i.e. we switch off the interaction with the electron) the system
corresponds to the standard hydrogen situation, which has no O(mrα

6 lnα) effects. Actually,
this is also true if we consider the case of muonium (with finite recoil effects), which again has
no O(mrα

6 lnα) effects. The reason is that the sum of all possible contributions vanishes for the
case of the Lamb shift, since the effective energy shift, Ref. [116], is

δEnls = 1
3

m5
r

m2
pm

2
µ

α6 ln 1
α

(
δs1 −

3
4

)
δl0
n3 , (5.45)

which vanishes for the Lamb shift (for simplicity we set Zp = Zµ = 1 in this section). Therefore,
we can actually claim that all the O(mrα

6 lnα) logarithms are generated by the electron VP (for
a point-like proton). Note that this would also be true if we consider proton-recoil corrections. In
any case, as we have already mentioned, here we only consider the infinite proton mass limit. In
this limit, for a point-like proton, only two contributions are produced (both of them generated
by electron VP effects), listed in the the ix) and x) entries of Table 5.5, which we now discuss.

The 9th entry is due to the logarithmic-enhanced O(α2) corrections to the c(µ)
D Wilson co-

efficient (see Eq. (2.19)) that appear in the tree-level potential (see the c(p)
D -dependent term of
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Eq. (4.24)). It produces an α3/m2
µ×logarithm-potential, the expectation value of which gives the

following energy shift to the spectrum

δEnl = m3
rα

4

2m2
µ

c
(µ)
D

n3 δl0

∣∣∣∣∣
O(α6 ln)

, (5.46)

and to the Lamb shift

δEL = −mrα
6 0.08885 = −0.0012741 meV, (5.47)

which is the number that we quote in the 9th entry of Table 5.5.
The 10th entry in Table 5.5 is generated in the same way as the 8th entry but multiplied by

the (logarithmic enhanced) O(α) term of c(µ)
D (ν) (see Eqs. (2.19) and (5.42)):

δE
V

(2,2)
VP

L

∣∣∣∣∣
O(α6)

= −(mrα)3 α

16
α

π

∫ ∞
4

dq2u(q2)
q2

c
(µ)
D

m2
µ

{(1 + 2βq)(1 + 2βq(1 + βq))
(1 + βq)4

+ 4β4q4 + 12β3q3 + 4β2q2 + 11βq + 3
(βq + 1)5 −

4
(
2β2q2 + 1

)
ln
(

1
βq+1

)
(βq + 1)4


∣∣∣∣∣
O(α6 ln)

.

(5.48)

The ν dependence gets regulated by the ultrasoft scale, which we set to ν = mµα
2, producing

the number

δE
V

(2,2)
VP

L

∣∣∣∣∣
O(α6 ln)

= −mrα
6 0.31644 = −0.004538 meV, (5.49)

which we quote in the 10th entry in Table 5.5.
Both computations were considered before in Ref. [105]. We agree with them for the significant

digits given in that reference. It is also interesting to see that both contributions can be under-
stood from a renormalization group analysis in some appropriate limit Ref. [117]. This analysis
also gives us information on the logarithmic structure of the recoil, mr/mp, corrections. At this
order extra logarithmic terms appear. Nevertheless, they are at most linear: O(mµα

6mr
mp

lnα),
i.e. there are no O(mrα

6mµ
mp

ln2 α) terms, contrary to the claim in Ref. [104].
For a point-like proton this computation would finish our analysis. The error would be due

to uncomputed contributions of O(mrα
6) and O(mrα

6mµ
mp

lnα). In Refs. [107,118] several terms
of this order were computed. We use these analyses to estimate the error. Specially useful
to us are the (a) and (d) entries in Table IV of the last reference. They are related with the
large logarithmic contributions discussed above but also include some finite pieces. We take the
difference with the pure logarithmic terms for the generic O(mrα

6) error. Taking instead 1/2 of
the sum of the 9th and 10th entries yields a similar error: ∼ 3 µeV. This is the error we quote in
the first term of Eq. (5.51), which encodes all the QED-like contributions assuming the proton
to be point-like.

We now consider the O(mrα
6 lnα) correction associated to the proton radius. It scales like

O(mrα
6 lnα ×m2

r r
2
p) and has been computed in Ref. [119]. Such effect would be generated by

the 2nd order perturbation theory of the delta potential (note that a similar effect would also
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exist in the analogous hydrogen computation). The infrared behaviour of this computation would
be regulated by the inverse Bohr radius generated by the bound state dynamics, ∼ mµα. The
ultraviolet behaviour gets regulated by energy scales of order mµ ∼ mπ. This produces the large
logarithm: ln((mµα)/mµ) = lnα. The explicit correction reads

δEL = 2π
3

[
m3
rα

3

23π

]
r2
pα

3 lnα = −0.0014
r2
p

fm2 , (5.50)

and it is listed in the 13th entry of Table 5.5. We use 1/2 of this result for the error of the r2
p

coefficient in Eq. (5.51).

i) O(mrα
3) V

(0)
VP Eq. (5.9) 205. 00737

ii) O(mrα
4) V

(0)
VP Eq. (5.11) 1. 50795

iii) O(mrα
4) V

(0)
VP Eq. (5.14) 0. 15090

iv) O(mrα
5) V

(0)
VP Eq. (5.18) 0. 00752

v) O(mrα
5) V

(0)
LbL Eq. (5.19) −0. 00089(2)

vi) O(mrα
4 × m2

µ

m2
p
) V (2,1) + V (3,0) Eq. (5.26) 0. 05747

vii) O(mrα
5) V

(2,2)
no−VP + ultrasoft Eq. (5.31) −0. 71896

viii) O(mrα
5) V

(2,2)
VP + V (2,1) × V (0,2)

VP Eq. (5.44) 0. 01876
ix) O(mrα

6 × ln(mµme )) V (2,3); c(µ)
D Eq. (5.47) −0. 00127

x) O(mrα
6 × lnα) V

(2,3)
VP ; c(µ)

D Eq. (5.49) −0. 00454

xi) O(mrα
4 ×m2

rr
2
p) V (2,1); c(p)

D ; r2
p Eq. (5.26) −5. 19745 r2

p

fm2

xii) O(mrα
5 ×m2

rr
2
p) V

(2,2)
VP ; c(p)

D ; r2
p Eq. (5.44) −0. 02815 r2

p

fm2

xiii) O(mrα
6 lnα×m2

rr
2
p) V (2,3); c(p)

D ; r2
p Eq. (5.50) −0. 00136 r2

p

fm2

xiv) O(mrα
5 × m2

r
m2
ρ
) V

(2)
VPhad

; dhad
2 Eq. (5.32) 0. 0111(2)

xv) O(mrα
5 × m2

r
m2
ρ

mµ
mπ

) V (2); chad
3 Eq. (5.33) 0. 0344(125)

Table 5.5: The different contributions to the Lamb shift in muonic hydrogen in meV units.

5.7 The proton radius

Summarizing all contributions, our final prediction for the Lamb shift reads

∆Ethis work
L =

[
206.070(13)− 5.2270(7)

r2
p

fm2

]
meV (5.51)

=
[
206.0243(30)− 5.2270(7)

r2
p

fm2 + 0.0455(125)
]

meV . (5.52)

In the last equality the first term is the pure QED result, and its error is the estimate of the
O(mµα

6) effects. The error of the coefficient of the term proportional to r2
p is the estimated
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size of the O(mµα
6(mµrp)2) terms. The last term encodes the rp-independent hadronic effects.

The error is the assigned uncertainty due to unknown terms of O(mµα
5m3

µ

m3
ρ
). Using Eq. (1.1) we

obtain
rp = 0.8412(15) fm, (5.53)

where the theoretical and experimental errors have been combined in quadrature. Nevertheless,
the latter is completely subdominant with respect to the total error, which is fully dominated by
the hadronic effects.

Our central value is basically equal to the one quoted in [20] (even though some individual
terms are quite different) but has significantly larger errors. The main reason is that the error
associated to the two-photon exchange contribution is larger in our case, as it is the most one
can do without model dependent assumptions. Nevertheless, we emphasize that with our model
independent analysis, which yields a 6.8σ discrepancy with respect to the CODATA value, we
give a model independent significance to the proton radius puzzle.
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Chapter 6

Conclusions

In the first part of this dissertation we have established the necessary pNRQED terms that allow
us to determine the Lamb shift in muonic hydrogen up to uncomputed terms ofO(mµα

5 m3
µ

Λ3
QCD

,mµα
6).

Most importantly, for the relevant four-fermion Wilson coefficients, we have performed the match-
ing of HBET to NRQED. The hadronic part of these coefficients arises from the TPE. In order to
obtain it, we have computed the FVCT at leading order including the contributions of the pion
and the Delta particle. This allows us to obtain a model independent prediction of the muonic
hydrogen Lamb shift.

We have computed the spin-dependent and spin-independent structure functions of the FVCT
of the proton at O(p3) in HBChPT including the Delta particle. We include it not only because
the Delta is the closest resonance to the proton (see [29]), but also because in the large Nc limit
the Delta and the proton become degenerate in mass [32]. Moreover, we have given D-dimensional
expressions for these functions. Those are relevant for future higher order loop computations.
We have compared our results with previous computations. The D = 4 expressions for the spin-
dependent structure functions were computed in Ref. [63]. We agree with their results. The
D = 4 expressions for the pure chiral (without Delta contributions) spin-independent structure
functions were computed in Ref. [61]. We agree with their results too. The Delta-associated
contributions to the spin-independent structure functions are computed in this work for the first
time. We also profit to present all these results obtained throughout the years in a unified form.

We have used these results to determine the leading chiral and large Nc structure of cpli3 and
cpli4 , or, in other words, to determine their non-analytic dependence on mq and Nc. The fact that
we have full control over the quark mass dependence makes our result very useful for eventual
lattice determinations of these quantities. In lattice simulations, by fine tuning the mass we can
identify the results obtained in this work and up to which mass the chiral is a good approximation.
One could also vary Nc to check how well the large-Nc approximation works.

These Wilson coefficients appear in the hyperfine splitting (spin-dependent) and the Lamb
shift (spin-independent) in hydrogen and muonic hydrogen. The relevant Wilson coefficient for
the Lamb shift, cpli3 , is chiral enhanced. Therefore, the O(p3) chiral result is a pure prediction
of the effective theory, which we use to determine Eq. (5.36), the energy shift associated to the
(hadronic) TPE of the Lamb shift.

We would like to emphasize that Eq. (5.36) is the most precise expression that can be obtained
in a model independent way, since O(mµα

5 m3
µ

Λ3
QCD

) effects are not controlled by the chiral theory
and would require new counterterms. Our final number is quite similar to previous estimates
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existing in the literature. Nevertheless, those computations require the splitting of the TPE con-
tribution into different terms. Such terms are then computed using different dispersion relations,
except for a subtraction term which requires modelling of its Q2 dependence. In contrast, we have
used the same method for all computations contributing to our result, yielding a parameter-free
prediction. On the other hand, one should not forget that the individual contributions we obtain
are quite different to other determinations, and the reasons for that should be further investi-
gated. In this respect we have discussed what the effective theory has to say about the separation
into Born, polarizability, inelastic and subtraction term. The Born contribution is related with
the Zemach moments. We profit of our computation to give the prediction of the effective the-
ory for some charge, 〈rn〉, and Zemach, 〈rn〉(2) moments. To finalise the matching of HBET to
NRQED, we have also discussed the chiral dependence of the spin-dependent four-fermion Wilson
coefficient, cpli4 , and obtained the relation between cpe4 and cpµ4 given by the effective theory.

All the contributions to the Lamb shift considered here are listed in Table 5.5. Their sum
produces the theoretical prediction for the Lamb shift in Eqs. (5.51)-(5.52).

The first ten terms in Table 5.5 are those associated to a pure QED-like computation assuming
the proton to be point-like. Their sum comprises the first term in Eq. (5.52), and its error is the
estimate of the O(mrα

6) effects.
As a by-product of this computation, we give in Appendix E the exact O(mrα

5) expression
for the muonium spectrum, keeping the complete mass dependence. It can be easily deduced
from our muonic hydrogen computation by changing mp → mµ and mµ → me, and setting the
hadronic coefficients, dτ2 , and the electron VP effects to zero.

The second line in Eq. (5.52) encodes all the corrections proportional to the proton radius,
entries x)-xiii) in Table 5.5. The error of the coefficient of the term proportional to r2

p is the
estimated size of the O(mrα

6(m2
µr

2
p)) terms.

The last term encodes the r2
p-independent hadronic effects. The error is the assigned uncer-

tainty due to unknown terms of O(mrα
5m3

µ

m3
ρ
).

We emphasize that a partial incorporation of subleading corrections in α to the above expres-
sion will not improve the precision of the result (unless arguments in favor that such contributions
dominant are found), as the uncertainty is still dominated by unknown parametric terms of order
mrα

6. For an account of some of such corrections see Ref. [120].
In order to obtain Eq. (5.51), the first and last term of Eq. (5.52) have been added and their

error combined in quadrature. This, together with the experimental result in Eq. (1.1), yields
the value for the proton radius quoted in Eq. (5.53), where the theoretical and experimental
errors have been combined in quadrature. Nevertheless, the latter is completely subdominant
with respect to the total error, which is fully dominated by the hadronic effects. In this respect
it is also convenient to present our result in the following way

∆EL = 206.0243 meV

−
[

1
π

m3
rα

3

8

]
α

m2
p

r2
p

fm2

[
47.3525 + 35.1491α+ 47.3525α2 ln(1/α)

]
+
[

1
π

m3
rα

3

8

]
1
m2
p

[
chad

3 + 16παdhad
2

]
+O(mrα

6) . (6.1)

Note that since chad
3 ∼ α2 and αdhad

2 ∼ α2, the third line of the previous equation encodes all
the hadronic effects unrelated to the proton radius of order mrα

5. This presentation of the result
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where rp and chad
3 are kept explicit could be important for the future. In the long term (once the

origin of the proton radius puzzle is clarified) the natural place to provide the value of the proton
radius is the hydrogen Lamb shift while, since chad

3 is suppressed by an extra factor of the lepton
mass, it should be best determined in muonic hydrogen. In this scenario a complete evaluation of
the O(mrα

6) term may improve the precision of an eventual experimental determination of chad
3 .

Note that throughout this discussion we assume that we can determine dhad
2 from alternative

methods, like dispersion relations.
The value for the proton radius that we obtain is 6.8σ away from the CODATA value. This

quantifies, in a model independent way, the significance to the proton radius puzzle. In the near
future several experiments will take place in order to shed some light on this long-standing issue.
On the one hand, looking for measurements at lower momentum and to clarify the aforementioned
problems with the ep-scattering data, various scattering experiments will take place: MAMI [121],
JLAB [122], MUSE [123]. On the other hand, the puzzle may be related to problems in previous
measurements of the hydrogen spectrum. Experiments as MPQ [124], Garching [125], Toronto
[126] or LKB [127] will get new measurements of different energy splittings. Finally, muonic
experiments are much newer and rare, presenting the need to both confirm the PSI muonic
hydrogen results and measure other muonic bound states. Theoretical understanding of nuclear
effects will be of primary importance for the interpretation of the next muonic measurements
which will deal with states such as muonic deuterium and muonic helium.
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Part III

Heavy quarkonium: the Bc system
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Chapter 7

Introduction

In Part II, we established the appropriate EFT for systems bounded by the electromagnetic
interaction, and with it we computed the Lamb shift in muonic hydrogen and the proton radius.
We now move on to a similar but more complicated system. We want to study systems bounded
by the strong interaction, in particular, those formed by a heavy quark and heavy anti-quark (i.e.
heavy quarkonium) with different masses. The contents of this part of the thesis are based on
the work published in [128] by the author.

In analogy to the case of muonic hydrogen, the dynamical properties of quark-antiquark
systems near threshold (E ∼ 2m) and with large quark masses can be obtained by solving
a properly generalized NR Schrödinger equation. The use of EFTs, in particular of pNRQCD
(Refs. [15,129], for reviews see Refs. [103,130]), allows us to quantify this connection, and to derive
the Schrödinger equation and its corrections from the underlying theory, in a model independent
and efficient way (see the discussion in Part I). pNRQCD exploits both the NR nature of the
problem and the wide hierarchy of the scales that govern the system:

m� mv � mv2 · · · , (7.1)

where m ∼ m1 ∼ m2 ∼ mr � ΛQCD and v is the heavy-quark velocity in the center of mass
frame.

In this work we focus on the extreme weak-coupling limit mv2 � ΛQCD, where the EFT can
be summarized schematically by(

i∂0 − p2

2mr − V
(0)(r)

)
φ(r) = 0

+ corrections to the potential
+ interaction with other low-energy degrees of freedom

 pNRQCD. (7.2)

Analogously to the QED case, a key ingredient in the EFT is the (heavy quarkonium) potential
that appears in the Schrödinger equation. The potential is expanded in inverse powers of the
heavy masses. At leading order in this expansion, i.e. O(m0), it consists of the static potential
V (0). Relativistic corrections are then further suppressed by inverse powers of the heavy quark
masses. The potential is obtained by matching NRQCD Refs. [14, 131] to pNRQCD. As we
discussed in Part I, there are several ways to carry out the matching in practice. The most
common three are: on-shell matching, off-shell matching and Wilson-loop matching.

In the on-shell matching one equates S-matrix elements of NRQCD and pNRQCD order
by order in an expansion in the QCD coupling constant αs and the velocity v (∼ αs in the
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extreme weak-coupling regime). The S-matrix elements are defined for asymptotic external quark
states satisfying the equations of motion (EOMs) of free quarks. This necessarily requires the
incorporation of potential loops, i.e. loops with internal momenta (k0,k) ∼ (mv2,mv), in both
calculations, in order to carry out the matching. The reason is that the free-quark on-shell
condition produces an imperfect cancellation between potential loops in NRQCD and pNRQCD,
and mixes different orders in the 1/m expansion. This obscures the mass dependence of the
potential, as it invalidates a strict 1/m expansion for the determination of the potentials. In
other words, in the on-shell matching computation the potentials at a given order in 1/m also
receive contributions from matrix elements involving operators of higher order. On the other
hand, the on-shell matching result for the potential is gauge invariant (to a fixed order in v), as
so are the S-matrix elements.

In the off-shell matching one equates off-shell Green functions computed in NRQCD with the
corresponding off-shell Green functions in pNRQCD (still respecting global energy-momentum
conservation). In other words, external quark fields need not fulfil the free equations of motion.
This allows us to perform the matching within a strict 1/m expansion, since potential loops in
NRQCD and pNRQCD exactly cancel each other. Hence we can keep exact track of the mass
dependence of the resulting matching condition for the potentials. The drawback is that the
expression we get from the off-shell matching for the individual potentials may depend on the
gauge. The total expression for the potential, however, still yields of course gauge invariant
results for observables, in particular for the bound state energies, within the accuracy of the
computation. In addition, the potentials may acquire some energy dependence, of which one
should get rid by using field redefinitions.1

In the Wilson-loop matching one equates NRQCD and pNRQCD Green functions which
are off-shell and gauge-invariant directly in position space. These Green functions are written
in terms of Wilson loops with chromo-electric/magnetic insertions. Working in position space is
obviously only a Fourier transformation and it is not the major difference with respect to the
previous matching schemes. The key point is that the time of the quark and antiquark fields
are set equal. This is not a restriction, and is in fact the natural thing to do for the heavy
quark-antiquark system near threshold. We also incorporate gluon strings between the quark
and the antiquark fields such that the whole system is gauge invariant. This description of the
potential in terms of Wilson loops is also valid in the strong coupling regime. The details of
how this matching is performed can be found in Refs. [42, 43]. In the static limit, it reduces
to the original computation of the static potential by Wilson in Ref. [132]. The advantage of
this procedure is twofold: the matching can be done in a strict 1/m expansion with no need of
potential loops, and closed expressions in terms of the aforementioned rectangular Wilson loops
can be obtained for each potential. They are therefore explicitly gauge invariant. This makes
this procedure quite appealing. We will see that both the static potential and the relativistic
corrections can be efficiently computed using this method.

The heavy quarkonium potential is known with N3LO precision for the equal mass case in the
on-shell matching scheme since 2002 Ref. [133]. Nevertheless, there are several reasons why we
would like to know the heavy quarkonium potential with N3LO precision for the unequal mass
case, and also in other matching schemes. Let us highlight two of them:

• The Bc system: the LHC provides a unique opportunity to study the properties of the Bc
bound states in great detail. In particular, the possibility to measure a good deal of the Bc

1 Equivalently, at the order at which we are woking, one can use the complete EOMs at the appropriate order.
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spectrum and decays is now a reality, starting with the observation of the Bc ground state at
LCHb [134] (which was first observed by CDF [135]), and of an excited Bc state consistent
with Bc(2S) at ATLAS, Ref. [136]. Obviously, a major ingredient in such analyses is a
detailed knowledge of the heavy quarkonium potential and spectrum in the short distance
limit. We will compute both in this work.

• The heavy quarkonium potential in terms of Wilson loops: It is possible to give closed
expressions for the potentials in terms of Wilson loops that can be generalized beyond per-
turbation theory. They are therefore suitable objects for the study of the non-perturbative
QCD dynamics by comparing different models with lattice simulations (the Wilson loop
representation of the potentials indeed allows for exact results in the case of QED, e.g. that
the 1/m potential is zero to all orders Ref. [42]). For such analyses it is also important to
control the short distance behavior of the potentials.

Another important motivation for this work is to set the ground for higher order computations
of the potentials, which we stress again are key ingredients in any observable related to heavy
quarkonium we can think of (spectrum, decays, NR sum rules, and t t̄ production near threshold,
...). We would like to systematize their computation as much as possible, since, as one goes
to higher orders, and as soon as ultrasoft effects start to play a role, the understanding of the
relation of the computed potential to the EFT framework becomes compulsory.

In this respect, we believe that it is important to clarify the relation between the different
matching schemes and to explore their advantages and disadvantages. The three matching meth-
ods mentioned above have been employed more or less independently over the years. However,
the results obtained with these methods often differ, which makes a comparison difficult. On
top of that, there is the problem of how to renormalize the potentials in pNRQCD, i.e. how the
ultrasoft divergences are subtracted from the bare potentials. There is much freedom here as
well. One can perform the subtraction in momentum or position space. In the latter case, one
can define the subtraction for the potentials in D = 4 + 2ε or in four dimensions. These different
subtraction/renormalization prescriptions give rise to different expressions for the renormalized
potentials (even if all of them only account for soft physics), but not for physical observables. We
also note that, while computations using on-shell/off-shell Green functions are naturally done in
momentum space, the Wilson loop calculations are naturally carried out in position space (as is
the computation of the spectrum). We will discuss these issues in some detail, putting a special
emphasis on matching schemes that admit a strict 1/m expansion of the potential.

In this work we will focus on the spin-independent potentials. The spin-dependent potentials
are not affected by ultrasoft divergences, nor by field redefinitions, to the order required for the
calculation of the heavy quarkonium mass with N3LO accuracy. Therefore, we will not consider
them in detail in this work and only use known renormalized results for the final determination of
the Bc spectrum. Nevertheless, we will present the spin-dependent results in a form compatible
with our EFT computation.
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Chapter 8

Effective field theories: Matching
NRQCD to pNRQCD

8.1 NRQCD

The NRQCD Lagrangian is defined uniquely up to field redefinitions. In this work we use the
following Lagrangian density for a quark ψ of mass m1, an antiquark χc of mass m2 and nf
massless fermions qi to O(1/m2) [14,67,131,137]:1

LNRQCD = Lg + Ll + Lψ + Lχc + Lψχc , (8.1)

Lg = −1
4G

µν aGaµν + 1
4

(
c
g (1)
1
m2

1
+ c

g (2)
1
m2

2

)
gfabcG

a
µνG

µ b
λG

νλ c, (8.2)

Ll =
nf∑
i=1

q̄ii /Dqi + δL(1)
l

m2
1

+ δL(2)
l

m2
2
, (8.3)

δL(1)
l = c

ll (1)
1
8 g2

nf∑
i,j=1

q̄iT
aγµqi q̄jT

aγµqj + c
ll (1)
2
8 g2

nf∑
i,j=1

q̄iT
aγµγ5qi q̄jT

aγµγ5qj

+ c
ll (1)
3
8 g2

nf∑
i,j=1

q̄iγ
µqi q̄jγµqj + c

ll (1)
4
8 g2

nf∑
i,j=1

q̄iγ
µγ5qi q̄jγµγ5qj , (8.4)

δL(2)
l = δL(1)

l ((1)→ (2)) , (8.5)

Lψ = ψ†
{
iD0 + c

(1)
k

2m1
D2 + c

(1)
4

8m3
1
D4 + c

(1)
F

2m1
σ · gB + c

(1)
D

8m2
1

(D · gE− gE ·D)

+ i
c

(1)
S

8m2
1
σ · (D× gE− gE×D)

}
ψ +

δL(1)
ψl

m2
1
, (8.6)

δL(1)
ψl = c

hl (1)
1
8 g2

nf∑
i=1

ψ†T aψ q̄iγ0T
aqi + c

hl (1)
2
8 g2

nf∑
i=1

ψ†γµγ5T
aψ q̄iγµγ5T

aqi

1We also include the D4/(8m3) terms since they will be necessary later on.
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+ c
hl (1)
3
8 g2

nf∑
i=1

ψ†ψ q̄iγ0qi + c
hl (1)
4
8 g2

nf∑
i=1

ψ†γµγ5ψ q̄iγµγ5qi, (8.7)

Lχc = Lψ(ψ → χc, g → −g, T a → (T a)T ,m1 → m2, (1)→ (2)), (8.8)

Lψχc = − dss
m1m2

ψ†ψχ†cχc + dsv
m1m2

ψ†σψχ†cσχc

− dvs
m1m2

ψ†Taψχ†c(Ta)Tχc + dvv
m1m2

ψ†Taσψχ†c(Ta)Tσχc . (8.9)

Here ψ is the NR fermion field represented by a Pauli spinor and χc ≡ −iσ2χ
∗ is the respective

antifermion field also represented by a Pauli spinor. The matrix (T a)T is the transpose of the
SU(Nc) generator T a in the fundamental representation, and T a → (T a)T in Eq. (8.8) only
applies to the matrices contracted with the heavy quark color indexes. The components of the
vector σ are the Pauli matrices. We define iD0 = i∂0 − gA0, iD = i∇ + gA, Ei = Gi0 and
Bi = −εijkGjk/2, where εijk is the three-dimensional totally antisymmetric tensor with ε123 = 1
and (a×b)i ≡ εijkajbk. For a list of the relevant Feynman rules derived from Eq. (8.1) we refer
e.g. to Appendix B.2.

Due to reparametrization invariance, we know that c(i)
k = c

(i)
4 = 1 and c

(i)
S = 2c(i)

F − 1,
Ref. [67]. In Ref. [138], cF was computed with NLO accuracy. The other NLO Wilson coefficients
to O(1/m2) were computed for the light and one heavy-quark sector in Ref. [67] and for the two
heavy-quark sector in Ref. [71], both in Feynman gauge (FG). Here we only list the Wilson
coefficients that are directly relevant for our analysis.2 Their bare expressions read

c
(i)
F = c

(i)MS
F (ν)− c(i)

F CA
g2
B ν̄

2ε

(4π)2
1
ε

+O(ε) , (8.11)

c
(i)
D = c

(i)MS
D (ν)−

(2
3CAc

(i)
D −

16
3 CF −

1
3CA −

5
3CAc

(i) 2
F + 4

3TFnfc
hl (i)
1

)
g2
B ν̄

2ε

(4π)2
1
ε

+O(ε) , (8.12)

dss = dMS
ss (ν)− CF

(
CA
2 − CF

)
g4
B ν̄

2ε

(4π)2
1
ε

+O(ε) , (8.13)

dvs = dMS
vs (ν)−

[
2CF −

3CA
4 + 3

8CA
(
m1
m2

c
(2)
D + m2

m1
c

(1)
D

)
− 5

8CA
(
m1
m2

+ m2
m1

)]
×

× g4
B ν̄

2ε

(4π)2
1
ε

+O(ε) , (8.14)

dsv = dMS
sv (ν) +O(ε) , (8.15)

dvv = dMS
vv (ν) + CA

4 c
(1)
F c

(2)
F

g4
B ν̄

2ε

(4π)2
1
ε

+O(ε) , (8.16)

where

ν̄2ε = ν2ε
(
eγE

4π

)ε
, g2

B = g2
[
1 + g2ν̄2ε

4π
β0
4π

1
ε

+O(g4)
]
, (8.17)

and αs = g2ν2ε/(4π). The color factors TF , CA, CF as well as the QCD β-function coefficients
(βi) are given in Appendix A. In the following we will only distinguish between the bare coupling

2Except for

c
g(1)
1 = αs(m)

90π TF , (8.10)

as this equation corrects Eq. (218) in Ref. [103].
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gB and the MS renormalized coupling g when necessary. The respective renormalized Wilson
coefficients of the single quark sector in the MS scheme can be found in Appendix A.2.

At the order we are working, we can set c(i)hl
1 = 0. However, if we are interested in the

resummation of large logarithms, we must keep c
(i)hl
1 due to its non-trivial RG evolution. For

future purposes we will therefore retain the contribution proportional to c(i)hl
1 in the potential and

only set it to zero in the final determination of the heavy quarkonium mass with N3LO accuracy.
Since the basis of operators is not minimal, there are ambiguities in the values of some

Wilson coefficients. In particular the expressions of dvs and cD depend on the gauge used to de-
termine them (not only the finite pieces but also the logarithmic divergences, see the discussion
in Ref. [139]). The expression we give here is the FG result. Note also that the coefficient dvv
is affected by the prescription used to deal with Pauli matrices in D-dimensions. In dimensional
regularization several prescriptions are possible for the εijk tensors and σ, and the same prescrip-
tion as for the calculation of the Wilson coefficients must be used. Throughout this work we use
the prescription [σi,σj ] = 2iεijkσk and εijkεijk′ = (D − 2)δkk′ .

8.2 pNRQCD: the potentials

Integrating out the soft modes in NRQCD we end up with the EFT pNRQCD. The most general
pNRQCD Lagrangian compatible with the symmetries of QCD that can be constructed with a
singlet and an octet (quarkonium) field, as well as an ultrasoft gluon field to NLO in the multipole
expansion has the form (Refs. [15, 129])

LpNRQCD =
∫
d3r Tr

{
S† (i∂0 − hs(r,p,PR,S1,S2)) S + O† (iD0 − ho(r,p,PR,S1,S2)) O

}

+ VA(r)Tr
{

O†r · gE S + S†r · gE O
}

+ VB(r)
2 Tr

{
O†r · gE O + O†Or · gE

}
− 1

4G
a
µνG

µν a +
nf∑
i=1

q̄i i /D qi , (8.18)

hs(r,p,PR,S1,S2) = p2

2mr
+ P2

R
2M + Vs(r,p,PR,S1,S2), (8.19)

ho(r,p,PR,S1,S2) = p2

2mr
+ P2

R
2M + Vo(r,p,PR,S1,S2), (8.20)

Vs = V (0) + V (1,0)

m1
+ V (0,1)

m2
+ V (2,0)

m2
1

+ V (0,2)

m2
2

+ V (1,1)

m1m2
+ · · · , (8.21)

Vo = V (0)
o + V

(1,0)
o

m1
+ V

(0,1)
o

m2
+ V

(2,0)
o

m2
1

+ V
(0,2)
o

m2
2

+ V
(1,1)
o

m1m2
+ · · · , (8.22)

where iD0O ≡ i∂0O − g[A0(R, t),O], PR = −i∇R for the singlet, PR = −iDR for the octet
(where the covariant derivative is in the adjoint representation), p = −i∇r. The masses mr and
M have been defined in Eq. (2). We adopt the color normalization

S = S 1lc/
√
Nc , O = OaTa/

√
TF , (8.23)
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for the singlet field S = S(r,R, t) and the octet field O = Oa(r,R, t).

Both, hs and the potential Vs are operators acting on the Hilbert space of a heavy quark-
antiquark system in the singlet configuration.3 In order to achieve the precision we are aiming for,
we need to know the potentials up to terms of order 1/m2, since there is no O(αs/m

3) potential.
For our calculation of the Bc spectrum we also have to include the leading correction to the NR
dispersion relation:

δVs = −
( 1

8m3
1

+ 1
8m3

2

)
p4. (8.24)

The static and the 1/m potentials are real-valued functions of r only. The 1/m2 potentials have
an imaginary part proportional to δ(3)(r) (which we will drop in this analysis) and a dependence
on the momentum operator p = −i∂/∂r of each particle. The real part may be decomposed as:

V (2,0) = V
(2,0)
SD + V

(2,0)
SI , V (0,2) = V

(0,2)
SD + V

(0,2)
SI , V (1,1) = V

(1,1)
SD + V

(1,1)
SI , (8.25)

V
(2,0)
SI = 1

2
{
p2

1, V
(2,0)

p2 (r)
}

+ V
(2,0)

L2 (r)L2
1
r2 + V (2,0)

r (r), (8.26)

V
(0,2)
SI = 1

2
{
p2

2, V
(0,2)

p2 (r)
}

+ V
(0,2)

L2 (r)L2
2
r2 + V (0,2)

r (r), (8.27)

V
(1,1)
SI = −1

2
{
p1 · p2, V

(1,1)
p2 (r)

}
− V (1,1)

L2 (r)(L1 · L2 + L2 · L1)
2r2 + V (1,1)

r (r), (8.28)

V
(2,0)
SD = V

(2,0)
LS (r)L1 · S1, (8.29)

V
(0,2)
SD = −V (0,2)

LS (r)L2 · S2, (8.30)

V
(1,1)
SD = V

(1,1)
L1S2

(r)L1 · S2 − V (1,1)
L2S1

(r)L2 · S1 + V
(1,1)
S2 (r)S1 · S2 + V

(1,1)
S12

(r)S12(r), (8.31)

where the operators are the same as in those for pNRQED in Chapter 4: S1 = σ1/2, S2 = σ2/2,
L1 ≡ r× p1, L2 ≡ r× p2 and S12(r) ≡ 3r·σ1 r·σ2

r2 − σ1 · σ2.

By arguments of invariance under charge conjugation plus invariance under m1 ↔ m2 inter-
change we have that

V (1,0)(r) = V (0,1)(r), and so V (1,0)

m1
+ V (0,1)

m2
= V (1,0)

mr
. (8.32)

The same arguments also imply:

V
(2,0)

p2 (r) = V
(0,2)

p2 (r) , V
(2,0)

L2 (r) = V
(0,2)

L2 (r) , V (2,0)
r (r) = V (0,2)

r (r;m2 ↔ m1) ,

V
(2,0)
LS (r) = V

(0,2)
LS (r;m2 ↔ m1) , V

(1,1)
L1S2

(r) = V
(1,1)
L2S1

(r;m1 ↔ m2) . (8.33)

Our aim is to calculate the potentials. In order to do so we can neglect the center-of-mass
momentum, i.e. in the following we set PR = 0 and thus L1 ≡ r×p1 = r×p ≡ L, L2 ≡ r×p2 =
−r× p ≡ −L.

3Therefore, in a more mathematical notation: h→ ĥ, Vs(r,p)→ V̂s(r̂, p̂). We will however avoid this notation
in order to facilitate the reading.
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8.2.1 Potentials in momentum space

Unlike the position space potential Vs, the momentum space potential Ṽs is a c-number, not an
operator. It is defined as the matrix element

Ṽs ≡ 〈p′|Vs|p〉 . (8.34)

For the static potential we have (k = p− p′)

Ṽ (0) = − 1
k2 D̃

(0)(k) = − 1
k2CF

∞∑
n=0

g2n+2
B k2nε

(4π)2n D̃
(0)
n+1(ε) , (8.35)

where the coefficients D̃(0)
i (ε) can be found in Appendix G.2 up to i = 3. Throughout this work

we will use the notation

D ≡ 4 + 2ε , d ≡ 3 + 2ε . (8.36)

For the 1/m potential we follow the standard practice of making the prefactor 1/k explicit:

Ṽ (1,0) ≡ 1
k
D̃(1,0)(k) = 1

k
CF

g4
Bk

2ε

4π

(
D̃

(1,0)
2 (ε) + g2

Bk
2ε

(4π)2 D̃
(1,0)
3 (ε) +O(g4

B)
)
. (8.37)

Implicit in the definitions above is the fact that the mass dependence of the potentials admits a
Taylor expansion in powers of 1/m1 and 1/m2 (up to logarithms). This is so in the off-shell and
Wilson-loop matching scheme but not in the on-shell scheme.

In momentum space we choose the following basis for the 1/m2 potentials:

Ṽ
(2,0)
SI = p2 + p′2

2k2 D̃
(2,0)
p2 (k) + D̃(2,0)

r (k) + (p′2 − p2)2

k4 D̃
(2,0)
off (k), (8.38)

Ṽ
(1,1)
SI = p2 + p′2

2k2 D̃
(1,1)
p2 (k) + D̃(1,1)

r (k) + (p′2 − p2)2

k4 D̃
(1,1)
off (k) . (8.39)

The Wilson coefficients D̃(n)
p2/r/off are functions of d and k = |p − p′|. They have non-integer

(mass) dimension ∼M−2ε, and the following expansion in powers of the bare parameter g2
B:

D̃
(2,0)
p2 = CF g

2
B

(
D̃

(2,0)
p2,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(2,0)
p2,2 (ε) +O(g4

B)
)
, (8.40)

D̃
(2,0)
off = CF g

2
B

(
D̃

(2,0)
off,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(2,0)
off,2 (ε) +O(g4

B)
)
, (8.41)

D̃(2,0)
r = CF g

2
B

(
D̃

(2,0)
r,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(2,0)
r,2 (ε) +O(g4

B)
)
, (8.42)

D̃
(1,1)
p2 = CF g

2
B

(
D̃

(1,1)
p2,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(1,1)
p2,2 (ε) +O(g4

B)
)
, (8.43)

D̃
(1,1)
off = CF g

2
B

(
D̃

(1,1)
off,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(1,1)
off,2 (ε) +O(g4

B)
)
, (8.44)

D̃(1,1)
r = D̃

(1,1)
r,0 (ε) + CF g

2
B

(
D̃

(1,1)
r,1 (ε) + g2

Bk
2ε

(4π)2 D̃
(1,1)
r,2 (ε) +O(g4

B)
)
. (8.45)
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In our convention the different coefficients of the Taylor expansion are dimensionless except
for D̃(1,1)

r,0 (ε). Furthermore, this coefficient depends on the NRQCD four-fermion Wilson coeffi-
cients, which have a non-trivial mass dependence. This makes the assignment of (part of) the
four-fermion NRQCD Wilson coefficient to D̃(1,1)

r,0 or D̃(2,0)
r,0 ambiguous. We choose to put these

coefficients in D̃
(1,1)
r,0 . We will discuss these issues further in the following sections.

8.2.2 The L2 operator and potentials in D dimensions

We work with dimensional regularization, hence we need to define the potentials in D = 4 + 2ε
dimensions. In the previous section we have given D-dimensional expressions for the potentials
in momentum space. In position space, for the spin-independent potentials, only the L2 operator
differs from the four-dimensional case. The definition of the operator L2 in D dimensions is
ambiguous. In this work we choose the definition

L2

r2 ≡ p
i(δij − rirj

r2 )pj . (8.46)

The right-hand-side of the equation is equal to the usual L2

r2 in four dimensions and it commutes
with pure functions of r in D dimensions, i.e. [f(r), L2

r2 ] = 0, as we would expect for an angular
momentum operator.

8.2.3 Position versus momentum space

We now proceed to relate the potentials in position and momentum space. For the static and
1/m potentials the relation is straightforward. After Fourier transformation to position space
Eq. (8.35) becomes

V (0) =
∫

ddq

(2π)d e
−iq·rṼ (0)(q) = −CF

∞∑
n=0

g2n+2
B

(4π)2nF2−2nε(r)D̃(0)
n+1(ε) , (8.47)

where

Fn(r) =
∫

ddk

(2π)d
e−ik·r

|k|n = 2−nπ−d/2

rd−n
Γ (d/2− n/2)

Γ(n/2) (8.48)

is the d-dimensional Fourier transform of |k|−n.
For the 1/m potential we have

V (1,0) =
∫

ddq

(2π)d e
−iq·rṼ (1,0)(q) = CF

∞∑
n=1

g2n+2
B

(4π)2n−1F1−2nε(r)D̃(1,0)
n+1 (ε) . (8.49)

In order to Fourier transform the 1/m2 potentials some preparation is required. Given two
arbitrary functions of r, f(r) and gij(r) = A(r)δij +B(r) rirj

r2 , the following equalities hold:4

pif(r)pi = [pi, f(r)]pi + f(r)p2 = 1
2
{
f(r),p2

}
− 1

2[pi, [pi, f(r)]] , (8.50)

pi
(
A(r)δij +B(r)r

irj

r2

)
pj = −B(r)L2

r2 + 1
2
{
A(r) +B(r),p2

}
− 1

2[pi, [pi, A(r) +B(r)]] .

(8.51)
4Recall that in coordinate space pi = −i∂/∂ri and [pi, [pi, f(r)]] = −(∇2f(r)) for an arbitrary function f(r).
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Furthermore, we can write

(p′2 − p2)2

k4 D̃
(2,0)
off (k) = p′i

(
4D̃(2,0)

off (k)k
ikj

k4

)
pj + D̃

(2,0)
off (k) , (8.52)

and analogously for D̃(1,1)
off . The last equality is especially useful, because the first term has the

structure of the matrix element of the left-hand-side of Eq. (8.51). It allows us to relate

Ṽ
(2,0)

off ≡ (p′2 − p2)2

k4 D̃
(2,0)
off (k) (8.53)

with the potentials in position space:

V
(2,0)

off = 4
(
d2g

(2,0)
off
dr2 − 1

r

dg
(2,0)
off
dr

)
L2

r2 − 2
{
d2g

(2,0)
off
dr2 ,p2

}
+ 2[pi, [pi, d

2g
(2,0)
off
dr2 ]] + hoff(r) , (8.54)

through

g
(2,0)
off (r) =

∫
ddk

(2π)d e
−ik·r D̃

(2,0)
off (k)
k4 , h

(2,0)
off (r) =

∫
ddk

(2π)d e
−ik·rD̃

(2,0)
off (k) , (8.55)

and similarly for V (1,1)
off .5 Note that the three potentials VL2 , Vp2 and Vr receive contributions

from the Fourier transform of Ṽoff . On the other hand, Ṽp2 and Ṽr only directly contribute to
Vp2 and Vr. We stress that Ṽp2/r is not the Fourier transform of Vp2/r.

In summary, we have the following relations:

V
(2,0)

L2 = 4
(
d2g

(2,0)
off
dr2 − 1

r

dg
(2,0)
off
dr

)
≡ CF

∞∑
n=0

g2n+2
B

(4π)2n+1F2−2nε(r)D(2,0)
L2,n+1(ε) , (8.59)

V
(2,0)

p2 =
∫

ddq

(2π)d e
−iq·rṼ

(2,0)
p2 (q)− 4d

2g
(2,0)
off
dr2 ≡ CF

∞∑
n=0

g2n+2
B

(4π)2n+1F2−2nε(r)D(2,0)
p2,n+1(ε) ,

(8.60)

V (2,0)
r =

∫
ddq

(2π)d e
−iq·rṼ (2,0)

r (q) + 2[pi, [pi, d
2g

(2,0)
off
dr2 ]] + h

(2,0)
off (r)

5For the inverse Fourier transform the following relation is useful:

〈p′|f(r)L2|p〉 = k2

4

(
f̃ ′′(k)− f̃ ′(k)

k

)((
p2 − p′2

)2
k4 − 1

)
− k2

(
f̃ ′′(k) + (d− 2) f̃

′(k)
k

)
p2 + p′2

2k2

+ k2

2

(
f̃ ′′(k) + (d− 2) f̃

′(k)
k

)
, (8.56)

where

f(r) = r2
∫

ddk

(2π)d e
−ik·rf̃(k) (8.57)

and f̃ ′(k) = d
dk
f̃(k). Finally, note that in four dimensions

〈p′| L2

2πr3 |p〉 =
(

p2 − p′2

k2

)2

− 1 . (8.58)
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= CF

[
g2
B

4π δ
(d)(r)D(2,0)

r,1 (ε) + g4
B

(4π)3F−2ε(r)D(2,0)
r,2 (ε) +O(g6

B)
]
, (8.61)

V
(1,1)

L2 = 4
(
d2g

(1,1)
off
dr2 − 1

r

dg
(1,1)
off
dr

)
≡ CF

∞∑
n=0

g2n+2
B

(4π)2n+1F2−2nε(r)D(1,1)
L2,n+1(ε) , (8.62)

V
(1,1)

p2 =
∫

ddq

(2π)d e
−iq·rṼ

(1,1)
p2 (q)− 4d

2g
(1,1)
off
dr2 ≡ CF

∞∑
n=0

g2n+2
B

(4π)2n+1F2−2nε(r)D(1,1)
p2,n+1(ε) ,

(8.63)

V (1,1)
r =

∫
ddq

(2π)d e
−iq·rṼ (1,1)

r (q) + 2[pi, [pi, d
2g

(1,1)
off
dr2 ]] + h

(1,1)
off (r) (8.64)

= δ(d)(r)D(1,1)
r,0 (ε) + CF

[
g2
B

4π δ
(d)(r)D(1,1)

r,1 (ε) + g4
B

(4π)3F−2ε(r)D(1,1)
r,2 (ε) +O(g6

B)
]
.

In the second equality of each expression we have explicitly expanded in powers of g2
B. Again,

Fn(r) has been defined in Eq. (8.48) and expressions with F−2ε(r) should be treated with care,
as such operators are singular.

In summary, at each order in g2
B it is possible to obtain closed expressions relating the 1/m2

coefficients in momentum and position space. The position space expressions are, however, more
complicated than for the static and 1/m potentials. The off-shell potential Ṽoff obscures the
relation between the momentum and position space potentials. Note also that Vr can always be
written as [pi, [pi,Vr(r)]], where Vr(r) has the same dimensions as Vp2 and VL2 .

8.3 Field redefinitions

The bases of potentials, Eqs. (8.49)-(8.59)-(8.64), in position space, and Eqs. (8.37)-(8.39) in
momentum space, are ambiguous. There is a large freedom to reshuffle (parts of) some poten-
tials into others using unitary transformations of the pNRQCD fields S and O, which leave the
spectrum unchanged. In particular, this reshuffling takes place between the off-shell 1/m2 po-
tential and the 1/m potential. It turns out that we can even eliminate the 1/m potential or,
alternatively, the off-shell 1/m2 potential Ṽoff , completely by such field redefinitions. In fact, the
latter is achieved in the on-shell matching scheme, which provides us with a minimal basis of
operators by construction. The drawback of this scheme is that, as it relies on the free EOMs, the
determination of the potentials has to be corrected order by order in αs, through potential loops.
Still, once a minimal basis is fixed, there is no ambiguity left and each potential is well defined
on its own. The fact that the potential is unambiguous also implies that unitary transformations
that keep the Hamiltonian in a given minimal basis cannot move terms between the potentials.

In this work, however, we want to keep Ṽoff , in order to enable a strict 1/m expansion and to
maintain the Poincaré invariance relations, see Sec. 9.6. We are also not particularly interested in
completely eliminating the 1/m potential, as it naturally appears in the Wilson loop matching,
as well as in the off-shell/on-shell matching schemes.

Instead, the goal of this section is to determine the field redefinitions that translate the
results of different matching schemes into each other. This will eventually allow us to combine
our calculation of the 1/m2 potential with the result of the 1/m potential in the on-shell matching
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scheme for the equal mass case computed in Ref. [140] to obtain the 1/m potential in the unequal
mass case in Sec. 9.3. Following Ref. [42] we proceed as follows. The Hamiltonian has the form

hs = p2

2mr
+ V (0)(r) + δV1(r)

mr
+ · · · , (8.65)

where · · · stands for O(1/m) (or higher order) potentials that we are not interested in eliminating.
The unitary transformation

U = exp
(
− i

mr
{W(r),p}

)
(8.66)

transforms hs → h′s = U † hs U . Under the condition {W,p} � mr (which is necessary in order
to maintain the standard form of the leading terms in the Hamiltonian, i.e. a kinetic term plus
a potential) h′s reads

h′s = p2

2mr
+ V (0) + δV1

mr
+ 2
mr

W · (∇V (0)) + 2
m2
r

W · (∇δV1)

+ 2
m2
r

W i(∇iW j(∇jV (0)))− 1
2m2

r

{pi, {pj , (∇iW j)}}+O
( 1
m3
r

)
+ · · · . (8.67)

By choosing

W = −1
2δV1

∇V (0)

(∇V (0))2 (8.68)

we completely eliminate δV1
mr

from h′s. Moreover, since δV1 ∼ α2
s (there is no tree-level 1/m poten-

tial), for the precision of the calculations in this work, we can neglect some terms in Eq. (8.67)
such that:

h′s = p2

2mr
+ V (0) − 1

2m2
r

{pi, {pj , (∇iW j)}}+O
(

1
m3
r

,
α3

s
m2
r

)
+ · · · . (8.69)

Therefore, eliminating δV1/mr is equivalent to introducing an extra 1/m2 potential:

δVFR = − 1
2m2

r

{pi, {pj , (∇iW j)}} . (8.70)

Using

{pi, {pj , (∇iW j)}} = 4pi(∇iW j)pj +
[
pi,
[
pj , (∇iW j)

]]
(8.71)

and Eq. (8.51), we obtain{
pi,
{
pj , (∇i∇jg)

}}
=− 4

(
g′′(r)− g′(r)

r

) L2

r2 + 2
{
p2, g′′(r)

}
− 2

[
pi
[
pi, g′′(r)

]]
+
[
pi,

[
pj ,

g′(r)
r

δij + rirj

r2

(
g′′(r)− g′(r)

r

)]]
, (8.72)

where, without loss of generality,

(∇iW j) = −1
2∇

i

(
δV1

∇jV0
(∇V0)2

)
≡ ∇i∇jg(r) = δij

g′(r)
r

+ rirj

r2

(
g′′(r)− g′(r)

r

)
. (8.73)
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Hence, we find in momentum space

δṼFR = 〈p′|δVFR|p〉 = 1
2m2

r

(p′2 − p2)2

k4 g̃(k) , (8.74)

where we have defined

∇ig(r) ≡ ∇i
∫

ddk

(2π)d e
−ik·r g̃(k)

k4 = −1
2δV1

∇iV0
(∇V0)2 . (8.75)

This has the important consequence that through O(α2
s ) the coefficients D̃r and D̃p2 remain

invariant under the field redefinitions discussed above. One can also check that the O(αs/m
3)

potential is invariant under the field redefinition Eq. (8.69). We will make use of these results in
the following.

At higher orders in αs the neglected terms in Eq. (8.67) and Eq. (8.69) may give an extra
contribution to D̃r. On the other hand, note that D̃p2 is unaffected by the field redefinition,
Eq. (8.66), at any order in the αs expansion.

Finally, we stress that, since the unitary transformation used in this section can move us
into a minimal basis, and, since the static and the αs/m

3 potential remain invariant under such
transformation, the result for these two potentials is independent of the specific matching scheme
used to determine them.
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Chapter 9

Determination of the potential for
unequal masses

In this chapter we compute for the first time the spin-independent O(α2
s/m

2) potential for un-
equal masses. We do so explicitly in different matching schemes and with full ε dependence.
Our results directly fix the bare coefficients D̃ in each scheme. With little effort and using the
equations in Sec. 8.2.3, one can then obtain the expressions for the bare coefficients D of the
potential in position space. Note that all 1/m2 position space potentials depend on the match-
ing procedure (albeit some of them weakly, in the sense that the matching scheme dependence
vanishes when ε → 0), as do goff and hoff in Eqs. (8.59)-(8.64). Therefore, instead of presenting
explicit expressions, we give the position space results only in terms of the momentum space
coefficients in Appendix G.1.

9.1 The O(α2
s/m

2) potential: matching with Green functions

In the off-shell matching we equate four-point off-shell Green functions computed in NRQCD
with the analogous four-point off-shell Green functions in pNRQCD. The only restriction on
the external momenta is total energy-momentum conservation. This allows us to perform the
matching in a strict 1/m expansion, since NRQCD and pNRQCD potential loops cancel each
other exactly. Hence, we can directly equate soft NRQCD diagrams (computed with static quarks)
with the bare potentials in pNRQCD at a given order in 1/m.

By contrast, in the on-shell matching S-matrix elements of NRQCD and pNRQCD are equated
order by order in an expansion in v (∼ αs). These S-matrix elements are computed with asymp-
totic quarks satisfying the free EOM. The on-shell condition causes an imperfect cancellation
between potential loops in NRQCD and pNRQCD, and so the matching requires the incorpo-
ration of potential loops in both calculations. Potential loops in pNRQCD mix different orders
in the 1/m expansion, i.e. potential loops involving a potential at a given order can contribute
to the matching of a potential at lower orders. See, for instance, Ref. [141] for an illustrative
example.

Throughout Part II we have performed the matching between NRQED and pNRQED in CG
and with the addition of a light massive fermion. Note that the CG expressions we will obtain
here for the potential proportional to C2

F are the same as the ones in Chapter 4 taking the QED
values CF = 1, CA = 0 and Tf = 1 (provided there are no hadronic contributions in the Wilson
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coefficients). With some effort we can also derive the CFTFnf proportional terms of the potential
from Chapter 4 for nf = 1 taking the limit me → 0.

9.1.1 Off-shell matching: Coulomb gauge

The off-shell matching between NRQED and pNRQED has been studied in detail with O(mα5
s )

precision in CG in Refs. [57, 58]. The FG matching has also been discussed in Ref. [58] with
O(mα4

s ) precision.
We now perform the matching for the case of QCD. We focus on the relativistic 1/m2 cor-

rections to the potential. The tree-level matching is analogous to the one in QED up to the
straightforward incorporation of color factors:

D̃
(1,1)
r,0 (ε) = dss + CFdvs , (9.1)

D̃
(2,0)
p2,1 (ε) = 0 , (9.2)

D̃
(2,0)
off,1,CG(ε) = 0 , (9.3)

D̃
(2,0)
r,1 (ε) = c

(1)
D

8 , (9.4)

D̃
(1,1)
p2,1 (ε) = −1 , (9.5)

D̃
(1,1)
off,1,CG(ε) = 1

4 , (9.6)

D̃
(1,1)
r,1 (ε) = 1

4 . (9.7)

The gauge-dependent off-shell coefficients D̃ are given here in CG and labeled accordingly.
Now we consider the one-loop corrections. In Appendix F we present the result of the relevant

diagrams in CG and give explicit expressions for the amplitudes diagram by diagram. It is usually
assumed that the evaluation of Feynman diagrams in the CG can be quite cumbersome, especially
for non-Abelian gauge theories. We find that this is not the case, at least for the computation
we perform in this work.

The diagrams depend on the energies of the four external quarks Ei (see Appendix F). This
dependence (at the order at which we are working) can be eliminated in the potentials using the
complete EOMs at the appropriate order, which include the static potential.1 Finally, we obtain
the following (bare) CG results

D̃
(2,0)
p2,2 (ε) = 2CA

3
π

3
2−ε

16ε
csc(πε)

Γ
(
ε+ 1

2

) =
(
eγE

4π

)ε 2
3CA

1
ε

+O(ε) , (9.8)

D̃
(2,0)
r,2 (ε) = π

3
2−ε csc(πε)

24ε+3Γ
(
ε+ 5

2

){(c(1)
D + c

hl (1)
1 )TFnf (1 + ε)

− CA
[1

4
(
c

(1)
F

)2(1 + ε)(5 + 4ε) + 1
3(2 + ε)(3 + 2ε)(3 + 4ε)

]}
1Fortunately, for our purposes it is enough to use the free EOMs while still keeping p2 6= p′2 (unlike in the

on-shell matching), as we are not interested in performing the full computation of the 1/m potential. However, for
completeness we give the contribution of the computed diagrams to the 1/m potential in Eq. (F.8).
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=
(
eγE

4π

)ε{[
CA

(
−1 + 11

24c
(1)
D −

5
24c

(1)2
F

)
+ 1

6c
hl (1)
1 TFnf −

c
(1)
D

8 β0

]1
ε

+
(1

3 + 13
36
(
c

(1)
F

)2) CA
2 −

5
18
(
c

(1)
D + c

hl (1)
1

)
TFnf

}
+O(ε), (9.9)

D̃
(1,1)
p2,2 (ε) = −1

3
π

3
2−ε csc(πε)

24ε+2Γ
(
ε+ 5

2

){12TFnf (ε+ 1)− CA(40ε2 + 89ε+ 45)
}

=
(
eγE

4π

)ε {
−a1 +

(4
3CA + β0

) 1
ε

}
+O(ε) , (9.10)

D̃
(1,1)
r,2 (ε) = 1

3
π

3
2−ε csc(πε)

24ε+3Γ
(
ε+ 5

2

){2CF (1 + ε)(3 + 2ε)(7 + 8ε) + 6TFnf (1 + ε)

− CA(8ε3 + 47ε2 + 74ε+ 33)
}

=
(
eγE

4π

)ε {a1
4 −

1
12CA + 1

3CF −
(11

12CA −
7
3CF + β0

4

) 1
ε

}
+O(ε) , (9.11)

D̃
(2,0)
off,2,CG(ε) = CA

(3 + 2ε)
3

π
3
2−ε csc(πε)

24ε+3Γ
(
ε+ 5

2

)
4 + ε(7 + 4ε)−

23+2ε(1 + ε)Γ2
(
ε+ 3

2

)
√
πΓ
(
2ε+ 3

2

)


=
(
eγE

4π

)ε
CA

(1
2 −

4
3 ln 2

)
+O(ε) , (9.12)

D̃
(1,1)
off,2,CG(ε) = π

3
2−ε csc(πε)

24ε+3Γ
(
ε+ 5

2

){2TFnf (1− ε2) + CA
6

(
−

25+2ε(3 + 2ε)(1 + ε)Γ2
(
ε+ 3

2

)
√
πΓ
(
2ε+ 3

2

)
+ 56ε3 + 137ε2 + 92ε+ 15

)}

=
(
eγE

4π

)ε {a1
4 + CA + β0

4 −
8
3CA ln 2− β0

4
1
ε

}
+O(ε) , (9.13)

where a1 and β0 are defined in Appendix A. Note that, strictly speaking, there are subleading
contributions in powers of αs encoded in the NRQCD Wilson coefficients.

9.1.2 Off-shell matching: Feynman gauge

The matching in FG involves considerably more (soft) NRQCD diagrams. In particular, diagrams
with only A0 gluon exchanges now give a non-zero contribution. As a consequence, the depen-
dence on the (off-shell) external quark energies is more complicated. The complete expression
for the sum of all one-loop diagrams can be found in Appendix F. Yet, after using the complete
EOMs we find that the coefficients D̃r and D̃p2 agree with the CG results. This is indeed what we
expected, as these potentials remain the same in the on-shell limit, and are therefore separately
matching scheme and gauge invariant. The differences to CG therefore manifest themselves only
in the D̃off coefficients.

At tree level in FG (and at one loop in the CG) an energy-dependent term ∝ k2
0 = (E′1 −

E1)2 occurs. In principle, the redefinition of the quark energies in terms of three-momenta is
ambiguous. In this special case, however, there is a preferred prescription (see Ref. [58]) to
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transform away the energy dependence, namely Eq. (F.7). It is the only way to preserve the
1/(m1m2) structure and at the same time leave the 1/m potential unchanged, see Appendix F
for details. Adopting this prescription we arrive at the same result as in CG:

D̃
(1,1)
off,1,FG = D̃

(1,1)
off,1,CG , D̃

(2,0)
off,1,FG = D̃

(2,0)
off,1,CG . (9.14)

Replacing the energy dependence as detailed in Appendix F we obtain at one loop

D̃
(2,0)
off,2,FG(ε) = D̃

(2,0)
off,2,CG(ε) + CA

3
π

3
2−ε csc(πε)

24ε+3Γ(ε+ 5
2)

(22ε+3(ε+ 1)(2ε+ 3)Γ2(ε+ 3
2)

√
πΓ(2ε+ 3

2)

+ 20ε3 + 39ε2 + 25ε
4 − 12

)
= D̃

(2,0)
off,2,CG(ε) + CA

(35
24 + 4 ln 2

3

)
+O(ε) , (9.15)

D̃
(1,1)
off,2,FG(ε) = D̃

(1,1)
off,2,CG(ε) + CA

3
π

3
2−ε csc(πε)

24ε+2Γ(ε+ 5
2)

(22ε+3(ε+ 1)(2ε+ 3)Γ2(ε+ 3
2)

√
πΓ(2ε+ 3

2)

+ 20ε3 + 39ε2 + 25ε
4 − 12

)
= D̃

(1,1)
off,2,CG(ε) + CA

(35
12 + 8 ln 2

3

)
+O(ε) . (9.16)

9.1.3 On-shell matching

Finally, we determine the potential in the on-shell matching scheme. In this scheme we have
D̃off,on−shell = 0 by construction. At the order we are working at, this means

D̃
(2,0)
off,1,on−shell(ε) = D̃

(1,1)
off,1,on−shell(ε) = D̃

(2,0)
off,2,on−shell(ε) = D̃

(1,1)
off,2,on−shell(ε) = 0 . (9.17)

It turns out that for the other potentials a dedicated on-shell matching computation is not
necessary. A priori, we must take into account potential loops, which are not needed in the
off-shell computation, in addition to the soft NRQCD loops. The discussion on field redefinitions
in Sec. 8.3 however shows that the transformation from an off-shell to the on-shell scheme leaves
the coefficients D̃p2 and D̃r, as well as the O(αs/m

3) potential, unchanged at the order we are
working at. Hence, potential loops can neither contribute to D̃p2,2 and D̃r,2,2 nor to the O(αs/m

3)
potential. Therefore, these coefficients are equal irrespectively of computing them on- or off-shell,
and in the latter case they are independent of the gauge, as we have seen.

For equal masses and in the on-shell matching scheme the potential has been computed in
Refs. [133,141–145]. The complete ε dependence for the equal mass case can be found in Ref. [142].
We agree with their results. The novel results of the present section are the potentials for unequal
masses (keeping track of the NRQCD Wilson coefficients).

As another cross check we have calculated the O(α2
s/m

2) potential for unequal masses from
soft on-shell scattering amplitudes in vNRQCD, Ref. [146], using the Feynman rules given in
Ref. [145]. We found complete agreement with our momentum space results in the on-shell
matching scheme.

2At higher orders in αs potential loop contributions to Vr are possible.

98



9.2. The O(α2
s/m

2) potential: matching with Wilson loops

9.2 The O(α2
s/m

2) potential: matching with Wilson loops

9.2.1 The quasi-static energy and general formulas

An alternative determination of the potentials is the direct matching of NRQCD and pNRQCD
gauge-invariant Green functions in position space. One key point is that the time of the quark
and antiquark are now set equal. This is not a restriction. Instead, it is rather natural to
describe quark-antiquark bound states by fields that depend on a single time coordinate. Another
difference to the off-shell matching scheme is the insertion of gluon strings (Wilson lines) between
the static quark and antiquark in order to form a Wilson loop, so that the whole system is gauge
invariant.

The details of the Wilson-loop matching procedure are given in Refs. [42, 43]. In these refer-
ences the emphasis was put on the matching in the non-perturbative scenario without ultrasoft
degrees of freedom. Two alternative methods were worked out in detail. One is the direct match-
ing between NRQCD and pNRQCD Wilson loops, and the other one is a generalized “quantum-
mechanical” matching, which gives the spectral decomposition of the potentials, allowing them
to be rewritten in terms of Wilson loops. Either way, the matching can be done in a strict 1/m
expansion (potential loops do not have to be considered at all) and closed expressions in terms
of Wilson loops can be obtained for each potential, which are then manifestly gauge invariant.
This allows for a non-perturbative definition of the potential Es, to which we will refer to as the
“quasi-static” energy in the following. Formally it would be

Es(r,p,PR,S1,S2) = p2

2mr
+ P2

R
2M + E(0) + E(1,0)

m1
+ E(0,1)

m2

+ E(2,0)

m2
1

+ E(0,2)

m2
2

+ E(1,1)

m1m2
+ · · · . (9.18)

We use “E” to make the distinction to the potentials “V ” explicit. In the strong-coupling regime
(and provided there are no ultrasoft degrees of freedom), the quasi-static energy replaces the
potential in the Schrödinger equation describing the non-perturbative heavy quarkonium bound
state. Once ultrasoft effects are included (as e.g. in our calculation of the Bc spectrum) this is
not true anymore. The potential “V” is the particularization of the quasi-static energy once the
ultrasoft effects have been subtracted in the weak coupling regime. That is why we explicitly
distinguish between E and V . We will elaborate on this in Sec. 9.2.2 and in a forthcoming paper.

We shall use the following definitions for the Wilson-loop operators (see Ref. [43] for extra
details). The angular brackets 〈. . . 〉 denote the average value over the Yang–Mills action, W� is
the rectangular static Wilson loop of dimensions r × TW :

W� ≡ P exp
{
−ig

∮
r×TW

dzµAµ(z)
}
, (9.19)

and 〈〈. . . 〉〉 ≡ 〈. . .W�〉/〈W�〉; P is the path-ordering operator. Moreover, we define the connected
Wilson loop with O1(t1), O2(t2), ..., On(tn) operator insertions for TW /2 ≥ t1 ≥ t2 ≥ · · · ≥ tn ≥
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−TW /2 by

〈〈O1(t1)O2(t2)〉〉c = 〈〈O1(t1)O2(t2)〉〉 − 〈〈O1(t1)〉〉〈〈O2(t2)〉〉, (9.20)
〈〈O1(t1)O2(t2)O3(t3)〉〉c = 〈〈O1(t1)O2(t2)O3(t3)〉〉 (9.21)
− 〈〈O1(t1)〉〉〈〈O2(t2)O3(t3)〉〉c − 〈〈O1(t1)O2(t2)〉〉c〈〈O3(t3)〉〉 − 〈〈O1(t1)〉〉〈〈O2(t2)〉〉〈〈O3(t3)〉〉,

〈〈O1(t1)O2(t2)O3(t3)O4(t4)〉〉c = 〈〈O1(t1)O2(t2)O3(t3)O4(t4)〉〉
− 〈〈O1(t1)〉〉〈〈O2(t2)O3(t3)O4(t4)〉〉c − 〈〈O1(t1)O2(t2)〉〉c〈〈O3(t3)O4(t4)〉〉c
− 〈〈O1(t1)O2(t2)O3(t3)〉〉c〈〈O4(t4)〉〉 − 〈〈O1(t1)〉〉〈〈O2(t2)〉〉〈〈O3(t3)O4(t4)〉〉c
− 〈〈O1(t1)〉〉〈〈O2(t2)O3(t3)〉〉c〈〈O4(t4)〉〉 − 〈〈O1(t1)O2(t2)〉〉c〈〈O3(t3)〉〉〈〈O4(t4)〉〉
− 〈〈O1(t1)〉〉〈〈O2(t2)〉〉〈〈O3(t3)〉〉〈〈O4(t4)〉〉, (9.22)

· · · .

At leading order in the 1/m expansion, we get nothing but the static energy already found
by Wilson many years ago Ref. [132]

E(0)(r) = lim
T→∞

i

T
ln〈W�〉 . (9.23)

The complete expression of the 1/m and 1/m2 potentials in the quenched approximation (no
light quarks) in terms of Wilson loops has been determined in Refs. [42, 43] (partial results for
the 1/m2 potential can be found in Refs. [147–150]). For these we define the shorthand notation

lim
T→∞

≡ lim
T→∞

lim
TW→∞

, (9.24)

where TW is the time length of the Wilson loop and T is the time length appearing in the
time integrals shown below. By performing the limit TW → ∞ first, the averages 〈〈. . .〉〉 become
independent of TW and thus are invariant under global time translations.

The incorporation of light quarks introduces extra terms in E
(2,0)
r , which we include here.

The other Wilson loop expressions for the quasi-static energies equal the ones in Refs. [42, 43],
with the exception that we rewrite some of them so that they remain valid in D dimensions. For
the spin-independent quasi-static energies we have

E(1,0)(r) = −1
2 lim
T→∞

∫ T

0
dt t 〈〈gE1(t) · gE1(0)〉〉c , (9.25)

E
(2,0)
p2 (r) = i

2
rirj

r2 lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)gEj
1(0)〉〉c , (9.26)

E
(2,0)
L2 (r) = i

2(d− 1)

(
δij − dr

irj

r2

)
lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)gEj
1(0)〉〉c , (9.27)

E
(1,1)
p2 (r) = i

rirj

r2 lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)gEj
2(0)〉〉c , (9.28)

E
(1,1)
L2 (r) = i

d− 1

(
δij − dr

irj

r2

)
lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)gEj
2(0)〉〉c , (9.29)

E(2,0)
r (r) = −c

(1)
D

8 lim
TW→∞

〈〈[D1·, gE1](t)〉〉c (9.30)

− ic
(1) 2
F

4 lim
T→∞

∫ T

0
dt〈〈gB1(t) · gB1(0)〉〉c + 1

2(∇2
rE

(2,0)
p2 )
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− i

2 lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2

∫ t2

0
dt3 (t2 − t3)2〈〈gE1(t1) · gE1(t2)gE1(t3) · gE1(0)〉〉c

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)2〈〈gEi

1(t1)gE1(t2) · gE1(0)〉〉c

)

− i

2
(
∇i
rE

(0)
)

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)3〈〈gEi

1(t1)gE1(t2) · gE1(0)〉〉c

+ 1
4

(
∇i
r lim
T→∞

∫ T

0
dt t3〈〈gEi

1(t)gEj
1(0)〉〉c(∇j

rE
(0))
)

− i

12 lim
T→∞

∫ T

0
dt t4〈〈gEi

1(t)gEj
1(0)〉〉c(∇i

rE
(0))(∇j

rE
(0))

− c
g(1)
1
4 fabc

∫
d3x lim

TW→∞
g〈〈Gaµν(x)Gbµλ(x)Gcνλ(x)〉〉

− 1
2 lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)2〈〈[D1., gE1](t1)gE1(t2) · gE1(0)〉〉c

+ i

8 lim
T→∞

∫ T

0
dt t2〈〈[D1., gE1](t)[D1., gE1](0)〉〉c

− i

4

(
∇i
r lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)[D1., gE1](0)〉〉c

)

− 1
4 lim
T→∞

∫ T

0
dt t3〈〈[D1., gE1](t)gEj

1(0)〉〉c(∇j
rE

(0))

− c
hl(1)
1
8 g2

nf∑
i=1

lim
TW→∞

〈〈T a1 q̄iγ0T
a
1 qi(t)〉〉c −

c
hl(1)
2
8 g2

nf∑
i=1

lim
TW→∞

〈〈q̄iγ0qi(t)〉〉c

−
∫
d3x lim

TW→∞
〈〈δL(1)

l 〉〉 ,

where in the second-to-last line the light-quark operators are located in the heavy-quark Wilson
line (i.e. at the position x1). The last term contains the 1/m2 operators in the NRQCD La-
grangian that only involve light degrees of freedom. Irrespectively of this, all the Wilson-loop
expectation values should be computed with dynamical light quarks. The quasi static energy in
Eq. (9.30) generalizes the result of Ref. [43] to the case with light fermions (as usual neglecting
ultrasoft effects). Note that, although, formally, the first, the second-to-last, and the last lines of
Eq. (9.30) depend on the time where the operators are inserted on the heavy-quark lines. Due
to time translation invariance, this is not so after performing the TW →∞ limit.

Finally, the last term we need in Eq. (9.18) is3

E(1,1)
r (r) = 1

2(∇2
rE

(1,1)
p2 ) (9.31)

− i lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2

∫ t2

0
dt3 (t2 − t3)2〈〈gE1(t1) · gE1(t2)gE2(t3) · gE2(0)〉〉c

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈gEi

1(t1)gE2(t2) · gE2(0)〉〉c

)

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈gEi

2(t1)gE1(t2) · gE1(0)〉〉c

)
3The first term of this equation corrects a sign error in the first term of Eqs. (48) and (54) in Ref. [43]. Note

that its spectral decomposition in Eq. (23) of that reference is nevertheless correct.
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− i

2
(
∇i
rE

(0)
)

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)3〈〈gEi
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dt1
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0
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1(t)gEj
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0
dt1
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0
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2 lim
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0
dt1
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0
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− i

4 lim
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0
dt t2〈〈[D1., gE1](t)[D2., gE2](0)〉〉c

+ i

4

(
∇i
r lim
T→∞

∫ T

0
dt t2

{
〈〈gEi

1(t)[D2., gE2](0)〉〉c − 〈〈gEi
2(t)[D1., gE1](0)〉〉c

})

− 1
4 lim
T→∞

∫ T

0
dt t3

{
〈〈[D1., gE1](t)gEj

2(0)〉〉c − 〈〈[D2., gE2](t)gEj
1(0)〉〉c

}
(∇j

rE
(0)) .

Let us further elaborate on the expressions for E(2,0)
r and E

(1,1)
r . The first term of E(2,0)

r

admits the alternative representation

lim
TW→∞

〈〈[D1·, gE1](t)〉〉c = −
(

∇2
rE

(0) + 2i lim
T→∞

∫ T

0
dt 〈〈gE1(t) · gE1(0)〉〉c

)
. (9.32)

It is also possible to use the Gauss law

(D ·E)a|phys〉 = g(ψ̄†T aψ − χc(T a)Tχc)|phys〉+
nf∑
i=1

q̄iγ0T
aqi|phys〉 (9.33)

to simplify Eq. (9.32). This was done in Ref. [43] for the case without light fermions. Including
them we find

lim
TW→∞

〈〈[D1·, gE1](t)〉〉c = −g2δ(d)(x1 − x2) + g2
nf∑
i=1

lim
TW→∞

〈〈T a1 q̄iγ0T
a
1 qi(t)〉〉c . (9.34)

It is quite remarkable that Eqs. (9.32) and (9.34) are equal, because, unlike in the former, it is
obvious in the latter that only the delta-function term survives for nf = 0.

For the other terms of E(2,0)
r and E

(1,1)
r that involve the commutator [D·, gE] we can make

the replacement [D·, gE]→ g2T aq̄iγ0T
aqi everywhere, as the first term in the right-hand-side of

Eq. (9.33) only contributes in the term proportional to cD. This makes their dependence on the
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light fermions more explicit. We obtain

E(2,0)
r (r) = −c

(1)
D

8

[
−g2δd(x1 − x2) + g2

nf∑
i=1

lim
TW→∞

〈〈T a1 q̄iγ0T
a
1 qi(t)〉〉c

]
(9.35)

− ic
(1) 2
F

4 lim
T→∞

∫ T

0
dt〈〈gB1(t) · gB1(0)〉〉c + 1

2(∇2
rE

(2,0)
p2 )− c

hl(1)
1
8 g2

nf∑
i=1

lim
TW→∞

〈〈T a1 q̄iγ0T
a
1 qi(t)〉〉c

− i

2 lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2

∫ t2

0
dt3 (t2 − t3)2〈〈gE1(t1) · gE1(t2)gE1(t3) · gE1(0)〉〉c

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)2〈〈gEi

1(t1)gE1(t2) · gE1(0)〉〉c

)

− i

2
(
∇i
rE

(0)
)

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)3〈〈gEi

1(t1)gE1(t2) · gE1(0)〉〉c

+ 1
4

(
∇i
r lim
T→∞

∫ T

0
dt t3〈〈gEi

1(t)gEj
1(0)〉〉c(∇j

rE
(0))
)

− i

12 lim
T→∞

∫ T

0
dt t4〈〈gEi

1(t)gEj
1(0)〉〉c(∇i

rE
(0))(∇j

rE
(0))

− c
g(1)
1
4 fabc

∫
d3x lim

TW→∞
g〈〈Gaµν(x)Gbµλ(x)Gcνλ(x)〉〉

− 1
2g

2
nf∑
j=1

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2 (t1 − t2)2〈〈T a1 q̄jγ0T

aqj(t1)gE1(t2) · gE1(0)〉〉c

+ i

8g
4

nf∑
j,s=1

lim
T→∞

∫ T

0
dt t2〈〈T a1 q̄sγ0T

a
1 qs(t)T a1 q̄jγ0T

a
1 qj(0)〉〉c

− i

4g
2
nf∑
j=1

(
∇i
r lim
T→∞

∫ T

0
dt t2〈〈gEi

1(t)T a1 q̄jγ0T
a
1 qj(0)〉〉c

)

− 1
4g

2
nf∑
j=1

lim
T→∞

∫ T

0
dt t3〈〈[T a1 q̄jγ0T

a
1 qj(t)gE

j
1(0)〉〉c(∇j

rE
(0))

− c
hl(1)
2
8 g2

nf∑
i=1

lim
TW→∞

〈〈q̄iγ0qi(t)〉〉c −
∫
d3x lim

TW→∞
〈〈δL(1)

l 〉〉 ,

where the last six lines are due to light fermions, and the light quark operators are located on
the heavy quark Wilson line (i.e. at the position x1) except for the last operator, and

E(1,1)
r (r) = 1

2(∇2
rE

(1,1)
p2 ) (9.36)

− i lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2

∫ t2

0
dt3 (t2 − t3)2〈〈gE1(t1) · gE1(t2)gE2(t3) · gE2(0)〉〉c

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈gEi

1(t1)gE2(t2) · gE2(0)〉〉c

)

+ 1
2

(
∇i
r lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈gEi

2(t1)gE1(t2) · gE1(0)〉〉c

)

− i

2
(
∇i
rE

(0)
)

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)3〈〈gEi

1(t1)gE2(t2) · gE2(0)〉〉c
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− i

2
(
∇i
rE

(0)
)

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)3〈〈gEi

2(t1)gE1(t2) · gE1(0)〉〉c

+ 1
4

(
∇i
r lim
T→∞

∫ T

0
dt t3

{
〈〈gEi

1(t)gEj
2(0)〉〉c + 〈〈gEi

2(t)gEj
1(0)〉〉c

}
(∇j

rE
(0))
)

− i

6 lim
T→∞

∫ T

0
dt t4〈〈gEi

1(t)gEj
2(0)〉〉c(∇i

rE
(0))(∇j

rE
(0))

+ (dss + dvsCF ) δ(3)(x1 − x2)

− 1
2g

2
nf∑
j=1

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈T a1 q̄jγ0T

aqj(t1)gE2(t2) · gE2(0)〉〉c

+ 1
2g

2
nf∑
j=1

lim
T→∞

∫ T

0
dt1

∫ t1

0
dt2(t1 − t2)2〈〈T a2 q̄jγ0T

a
2 qj(t1)gE1(t2) · gE1(0)〉〉c

− i

4g
4

nf∑
j,s=1

lim
T→∞

∫ T

0
dt t2〈〈T a1 q̄jγ0T

a
1 qj(t)T a2 q̄sγ0T

a
2 qs(0)〉〉c

+ i

4g
2
nf∑
j=1

(
∇i
r lim
T→∞

∫ T

0
dt t2

{
〈〈gEi

1(t)T a2 q̄jγ0T
a
2 qj(0)〉〉c − 〈〈gEi

2(t)T a1 q̄jγ0T
a
1 qj(0)〉〉c

})

− 1
4g

2
nf∑
j=1

lim
T→∞

∫ T

0
dt t3

{
〈〈T a1 q̄jγ0T

a
1 qj(t)gE

j
2(0)〉〉c − 〈〈T a2 q̄jγ0T

a
2 qj(t)gE

j
1(0)〉〉c

}
(∇j

rE
(0)).

In summary, the results of this subsection are the generalization of the results of Ref. [43] for the
strong-coupling version of the 1/m2 pNRQCD potential after the inclusion of light fermions (and
neglecting ultrasoft degrees of freedom). The expressions of the potentials in terms of Wilson
loops are equal to the quenched (nf=0) case except for E(2,0)

r and E
(1,1)
r (and one should keep

in mind that dynamical light quarks should be included in the computation at loop level). We
have presented expressions valid in D dimensions.

9.2.2 Results in perturbation theory: the O(α2
s/m

2) potential

Once we focus on the weak-coupling regime, ultrasoft degrees of freedom certainly contribute
to the quasi-static energies. They do so with energies/momenta of order ∆V ≡ V

(0)
o − V (0) ∼

CAαs/r ∼ mv2. Nevertheless, for a consistent description of the weakly-coupled quark-antiquark
system, the potentials in the Schrödinger equation (i.e. in the pNRQCD Lagrangian) should
only include contributions associated with the soft modes. Taylor expanding in powers of 1/m
before integrating over the gauge or light-quark dynamical variables effectively sets the potential
loops to zero. However, this does not eliminate the ultrasoft contributions from the potential
expressed in terms of Wilson loops. Actually, as far as the ultrasoft modes are concerned, the
1/m expansion can be formally understood as exploiting the hierarchy ∆V � p2/m, which is
the limit implicit in the discussion of Sec. 9.2.1.4

In order to obtain the potentials in perturbation theory, the ultrasoft contribution has to be
subtracted. This can be easily achieved by expanding in the ultrasoft scale before performing the
loop integration. Thus, only the soft scale appears in the integrals, which become homogeneous

4Obviously, this is not the kinematic situation we face in the bound state, where ∆V ∼ p2/m.
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in that scale. The potentials then take the form of a power series in g2 (and, eventually, in ∆V ,
when working beyond the order we are interested in). In summary we have,

Vs,W (r) = Es(r)|soft , (9.37)

where we have put the subscript W to indicate the Wilson-loop matching scheme.

For the static potential V (0), the Wilson loop definition is given in Eq. (9.23). Its perturbative
evaluation in powers of αs can be transformed into a calculation in momentum space, where the
energies of the external quark and antiquark are set to zero for TW →∞, since the time-dependent
part of the external quark propagator, θ(TW − t), can be approximated by 1. See also Ref. [151]
for a detailed discussion. In addition, for a certain class of gauges (including FG and CG), one
can neglect the exchange of asymptotic gluons from the boundaries of the Wilson loop at ±TW /2
for TW → ∞, see the discussion in Refs. [36, 151]. In this setup, the Wilson-loop matching for
the static potential is equivalent to a standard diagrammatic S-matrix calculation with off-shell
static quarks, i.e. with zero (kinetic) quark energies, but non-zero external three-momenta. This
is indeed equivalent to the off-shell matching computation at leading order in the 1/m, E1 and
E2 expansion.

In fact, it is also equivalent to the on-shell matching computation. This is so because at
O(m0) no kinetic propagator insertions are involved in a soft NRQCD S-matrix calculation, as
they would inevitably come with factors of 1/m. It therefore does actually not matter for the
latter calculation, whether the external quarks are on- or off-shell. Furthermore, potential loop
contributions to the static potential in the on-shell matching scheme must vanish, because there
are no field redefinitions (compatible with the symmetries of QCD) that could possibly remove
them by modifying a higher order potential. Hence, we conclude, that the static potential is the
same in any of the matching schemes discussed in this work.

The Wilson-loop calculation for the higher-order potentials cannot be related to a purely
momentum space S-matrix calculation due to the insertions of gluonic/light-quark operators
that are integrated over time. Nevertheless, we will see that we can also compute the higher-
order potentials in the Wilson-loop matching scheme efficiently based on Feynman diagrams. It is
worth emphasizing that the expressions for the potentials in terms of Wilson loops encapsulate all
effects at the soft scale in a compact way, and they are correct to any finite order in perturbation
theory. In particular, compared to the standard calculation of the static potential, only a few
extra Feynman rules for the operator insertions have to be introduced (see Appendix B.3) once
the exchange of asymptotic gluons from the boundaries of the Wilson loop at ±TW /2 for TW →∞
is neglected. This is to be contrasted with the matching of Green functions, where higher-order
kinetic insertions on the propagators must be taken into account, both for on-shell and off-shell
matching, which can be quite tedious at higher orders. When matching on-shell, in addition,
potential loops must be considered.

Let us now compute V (2,0)
L2,W = E

(2,0)
L2 |soft and V

(1,1)
L2,W = E

(1,1)
L2 |soft. We use this case in order to

illustrate how we perform the Wilson loop calculations.

At O(αs) we only have contributions to V
(1,1)

L2,W . The diagrams contributing are drawn in
Fig. 9.1. In CG only the second diagram contributes and using the Feynman rules derived in
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Figure 9.1: Tree-level Wilson-loop diagrams contributing to V
(1,1)

L2,W (r). Dotted and wavy lines
represent A0 and A gluons, respectively. The crossed vertices denote insertions of the chromo-
electric field operator Ei according to Eq. (9.29). Their horizontal displacement indicates that
they are located at different times (0 and t).

Figure 9.2: One-loop diagrams contributing to V (2,0)
L2,W (r). Left-right mirror graphs are understood.

Appendix B.3, the detailed calculation reads

V
(1,1)

L2,W (r) = i

(d− 1)

(
δij − dr

irj

r2

)
g2
BCF lim

T→∞

∫ T

0
dt t2

∫
dDk

(2π)D e
ikr ik2

0
k2 + i0Pij(k)

= i

(d− 1)

(
δij − dr

irj

r2

)
g2
BCF

∫
ddk

(2π)d e
−ikrPij(k)

∫
dk0
(2π)

ik2
0

k2 + i0

(
− ∂2

∂k2
0

)∫ ∞
0

dt eik0t

= 1
(d− 1)

(
δij − dr

irj

r2

)
g2
BCF

∫
ddk

(2π)d e
−ikrPij(k)

∫
dk0
(2π)

k2
0

k2
0 − k2 + i0

∂2

∂k2
0

i

k0 + i0

= CF g
2
B

8π
(1 + 2ε)Γ(1

2 + ε)
π

1
2 +εr1+2ε

= CFαs
2r +O(ε) , (9.38)

where the projector Pij(k) = δij − kikj

k2 .

In FG both diagrams in Fig. 9.1 contribute, but we still obtain the same result, as expected
due to gauge invariance of the Wilson loop. At this order the result coincides with the result
obtained using off-shell matching.5 Therefore

D̃
(2,0)
off,1,W(ε) = D̃

(2,0)
off,1,CG(ε) , D̃

(1,1)
off,1,W(ε) = D̃

(1,1)
off,1,CG(ε) . (9.39)

5In CG it coincides exactly, in FG only after using the EOMs as discussed before.
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At O(α2
s ) the diagrams needed for V (2,0)

L2,W are drawn in Fig. 9.2 and the calculation reads

V
(2,0)

L2,W (r) =

= g2
B

2(d− 1)

(
δij − dr

irj

r2

)∫
ddk

(2π)d e
−ikr

∫
dDq

(2π)D
∫ ∞

0
dt t2e−iq0t

∫
dl0
2π e

−il0t iMij(q)
l0 + i0

= g2
B

2(d− 1)

(
δij − dr

irj

r2

)∫
ddk

(2π)d e
−ikr

∫
dDq

(2π)DMij(q)
∫ ∞

0
dt t2e−iq0tθ(t)

= ig2
B

2(d− 1)

(
δij − dr

irj

r2

)∫
ddk

(2π)d e
−ikr

∫
dDq

(2π)DMij(q)
(
∂2

∂q2
0

1
q0 − i0

)
. (9.40)

Here we chose the energy l0 to flow along the arrow between the crossed vertices in Fig. 9.2
and the momentum q to flow counter-clockwise in the loop. The (integrand of) the one-loop
amplitudeMij can be obtained by applying standard static Wilson-loop Feynman rules together
with the additional rules for the Ei operator insertions as given in Appendix B.3. Note that we
have pulled out a factor 1/(l0 + i0), corresponding to the upper static quark propagator from the
amplitude’s integrand, in order to render Mij l0-independent.

We emphasize that the pinch singular terms are explicitly removed in the definition of con-
nected Wilson loops according to Eq. (9.20). A similar thing happens in the calculation of soft
on/off-shell Green functions, where these pinch singularities are cancelled with the potential
loops, see the discussion in Ref. [103].

In CG only the first two diagrams of Fig. 9.2 contribute (the first gives a divergent con-
tribution). Using our Wilson-loop Feynman rules in Appendix B.3 we find the (unintegrated)
amplitude

MCG
ij (q) = CFCAg

2
B

k2

(
Pil(q)Pjl(q − k)q3

0
((q − k)2 + i0) (q2 + i0) − 2k

l(qj − kj)Pil(q)q0
(q − k)2(q2 + i0)

)
. (9.41)

Plugging this in Eq. (9.40) gives

V
(2,0)

L2,W (r) = −
(
g2
B

4π

)2
CFCA

6 F2−2ε(r)
(4ε+ 1)(ε(4ε+ 7) + 4) csc(πε)

24επε−
3
2 (ε− 1)Γ

(
ε+ 3

2

)
= 4πCFCA

3 F2(r) g4
B

16π3 ν̄
2ε
(1
ε

+ 19
4 − 2 ln(rνeγE ) +O(ε)

)
. (9.42)

We have also checked that we get the same result performing the calculation in FG, where
all four diagrams in Fig. 9.2 contribute. Note that V (2,0)

L2,W differs from V
(2,0)

L2,CG/FG obtained by
off-shell matching, not only in the finite but also in the divergent part.

The calculation of V (1,1)
L2,W is carried out along the same lines. The diagrams contributing at

O(α2
s ) are displayed in Fig. 9.3. In order to have a cross check we compute again in both, CG
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Figure 9.3: One-loop diagrams contributing to V
(1,1)

L2,W (r). Left-right and up-down mirror graphs
give the same result as the original diagram and are understood. In all diagrams (including the
mirrored ones) the upper and lower crossed vertices are located at times t and 0, respectively.
In CG only the first seven diagrams contribute. In FG also the other six diagrams have to be
evaluated.
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and FG, and indeed obtain the same result:

V
(1,1)

L2,W (r) = g2
B

4π
CF
2

{
4π(1 + 2ε)F2(r) + g2

B

(4π)2F2−2ε(r)
π

5
2−ε(4ε+ 1) csc(πε)

42ε(1− ε)Γ
(
ε+ 5

2

) [4TFnf (1− ε2)

+ CA
3 (15 + 92ε+ 137ε2 + 56ε3)

]}
= CF

g2
B

2 F2(r)
{

1 + g2
B ν̄

2ε

4π2

[(4
3CA −

β0
4

)(1
ε
− 2 ln(rνeγE )

)
+ 127

36 CA + 7
9TFnf

]
+O(ε)

}
. (9.43)

The above calculations of the VL2,W potentials to O(α2
s ) are actually all we need to fix also

the other spin-independent position space potentials Vp2,W and Vr,W with O(α2
s ) precision. The

reason is that we can use Eqs. (8.59) and (8.62) to determine goff,W and then (by inverse Fourier
transformation) D̃off,W (k) in momentum space. We find

D̃
(1,1)
off,1,W(ε) = 1

4 , (9.44)

D̃
(2,0)
off,2,W(ε) = CA

12
π

3
2−ε(ε(4ε+ 7) + 4) csc(πε)

42εΓ
(
ε+ 3

2

) = CA
6

(
eγE

4π

)ε (4
ε
− 1 +O(ε)

)
, (9.45)

D̃
(1,1)
off,2,W(ε) = π

3
2−ε csc(πε)

16ε+1Γ
(
ε+ 5

2

) (1
3CA

(
56ε3 + 137ε2 + 92ε+ 15

)
+ 4TFnf

(
1− ε2

))

=
(
eγE

4π

)ε [1
ε

(4
3CA −

β0
4

)
+ 13

9 CA −
8
9TFnf +O(ε)

]
. (9.46)

These are the only 1/m2 Wilson coefficients that are affected by the field redefinition in Eq. (8.69)
at O(α2

s ). Therefore, by the same argument as in Sec. 9.1.3, D̃p2,W (k) = D̃p2(k) and D̃r,W (k) =
D̃r(k) with the precision of our computation. Then, using Eqs. (8.60), (8.61), (8.63) and (8.64),
we obtain

V
(2,0)

p2,W (r) =
(
g2
B

4π

)2
CFCA

3 F2−2ε(r)
(ε+ 1)(8ε2 + 8ε− 1) csc(πε)

42επε−
3
2 (ε− 1)Γ

(
ε+ 3

2

)
= CFCA

6 F2(r)g
4
B ν̄

2ε

4π2

(1
ε
− 8− 2 ln(rνeγE ) +O(ε)

)
, (9.47)

V
(2,0)
r,W (r) = CF g

2
B

8

{
c

(1)
D δ(d)(r)− g2

B

4π2
(ε+ 1) csc(πε)

3(ε− 1)24ε+4πε−
3
2 Γ
(
ε+ 5

2

)
×
[
3
(
c

(1)
F

)2
CA

(
4ε2 + ε− 5

)
− 12TFnf (ε− 1)(c(1)

D + c
hl(1)
1 )

]
F−2ε(r)

}
+ 1

2∇
2V

(2,0),W
p2,B , (9.48)
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where

∇2V
(2,0),W

p2,B = −g4
BCFCA

16−ε−1π−ε−
1
2 (ε+ 1)(8ε2 + 8ε− 1) csc(πε)
3(ε− 1)Γ

(
ε+ 3

2

) F−2ε(r) , (9.49)

V
(1,1)

p2,W (r) = −g
2
B

4πCF
{

4π(1 + ε)F2(r) + g2
B

(4π)2F2−2ε(r)
4−2επ

5
2−ε(ε+ 1) csc(πε)

(ε− 1)Γ
(
ε+ 5

2

)
×
[
− 4(1 + ε− 2ε2)TFnf + CA

3 (45− 31ε− 202ε2 − 112ε3)
]}

= −CF g2
BF2(r)

{
1− g2

B ν̄
2ε

4π2

(
CA
3 + β0

4

)(1
ε
− 2 ln(rνeγE )

+ 61
36CA + 1

9TFnf
)

+O(ε)
}
, (9.50)

V
(1,1)
r,W (r) = (dss + CFdvs) δ(d)(r) + 1

2∇
2V

(1,1),W
p2,B +

(
g2
B

4π

)2
CF
3
π

3
2−ε(ε+ 1) csc(πε)
16ε+1Γ

(
ε+ 5

2

)
×
[
CA(40ε2 + 83ε+ 39) + 4CF (2ε+ 3)(8ε+ 7)− 12TFnf ε

]
F−2ε(r) , (9.51)

and

∇2V
(1,1)

p2,W (r) = g2
BCF

{
(ε+ 1)δ(d)(r) + g2

B

(4π)3
4−2επ

5
2−ε(ε+ 1) csc(πε)

(ε− 1)Γ
(
ε+ 5

2

) (9.52)

×
[1
3CA(−112ε3 − 202ε2 − 31ε+ 45)− 4TFnf (1− ε)(2ε+ 1)

]
F−2ε(r)

}
.

As a check, we have also directly computed V (2,0)
p2,W (r) in the same way as V (2,0)

L2 (r). Note that
the diagrams are the same (Fig. 9.2) and only the prefactor changes, cf. Eqs. (9.26) and (9.27).
Using Eq. (9.41), we obtain

V
(2,0)

p2,W (r) = ig2
B

2
rirj

r2

∫
ddk

(2π)d e
−ikr

∫
dDq

(2π)DM
CG
ij (q)

(
∂2

∂q2
0

1
q0 − i0

)
, (9.53)

which yields the same result as Eq. (9.47). On top of that, we have also checked that we obtain
the same result in FG.

We have also computed V
(1,1)

p2 (r) directly in CG and FG finding agreement with Eq. (9.50).
This is an even stronger check, because the calculation is more difficult, as it involves more
diagrams.

From the above analysis we can also determine (the soft part of) some Wilson loops that
contribute to Vr,W and can be treated separately, because they are multiplied by different NRQCD
Wilson coefficients. Let us first focus on V

(2,0)
r,W . Comparing all terms proportional to cD in

Eq. (9.48), with the cD-dependent terms of the Wilson loop expression in (the first line of)
Eq. (9.30), we find

lim
T→∞

∫ T

0
dt 〈〈gEi

1(t)gEi
1(0)〉〉c

∣∣∣∣∣
soft

= −i
(
g2
B

4π

)2

CFCA
2−3−4επ

3
2−ε(1 + ε)(11 + 8ε) csc(πε)

Γ
(

5
2 + ε

) F−2ε(r) , (9.54)
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where we have used the relation in Eq. (9.32). We can also directly compute the Wilson loop and
check this result. The relevant diagrams are the same as in Fig. 9.2. A calculation analogous to
the one for the VL2,W potentials yields

lim
T→∞

∫ T

0
dt 〈〈gEi

1(t)gEi
1(0)〉〉c

∣∣∣∣∣
soft

= −g2
B

∫
ddk

(2π)d e
−ikr

∫
dDq

(2π)DM
CG
ii (q) 1

q0 − i0
, (9.55)

which is equal to Eq. (9.54).
Using this result and Eq. (9.32) we obtain

g2
nf∑
i=1

lim
TW→∞

〈〈T a1 q̄iγ0T
a
1 qi(t)〉〉c

∣∣∣∣∣
soft

= −CF
g4
B

4π2
(ε+ 1) csc(πε)

24ε+2πε−
3
2 Γ
(
ε+ 5

2

)TFnfF−2ε(r) (9.56)

from the comparison to Eq. (9.34). Note that this results from a non-trivial cancellation of
non-Abelian contributions so that only light-quark effects survive. This is precisely what should
happen according to Eq. (9.34). We can also confirm Eq. (9.56) by direct inspection of the cD+chl1
term of V (2,0)

r,W (but now written in terms of light-quark operators), which, thus, provides us with
an independent check.

Finally, by comparing the terms proportional to c2
F we find

i lim
T→∞

∫ T

0
dt〈〈gB1(t) · gB1(0)〉〉c

∣∣∣∣∣
soft

= CFCA
2

g4
B

4π2
(ε+ 1) csc(πε)

(ε− 1)24ε+4πε−
3
2 Γ
(
ε+ 5

2

)
×
(
4ε2 + ε− 5

)
F−2ε(r). (9.57)

With this we have already exhausted all contributions to V (2,0)
r,W . Therefore, we conclude that all

the remaining terms contribute only at higher orders in αs, i.e., the last eleven lines in Eq. (9.35)
are O(α3

s ).

Unfortunately a similar analysis for V (1,1)
r,W gives much less information on the values of the

different contributing Wilson loops.

9.3 Determination of the O(α3
s/m) potential for unequal masses

The O(α2
s/m) potential for the unequal mass scheme was computed first in the on-shell matching

in Ref. [141]. The D-dimensional expression in the same matching scheme, but for the equal
mass case, can be found in Ref. [152]. The O(α3

s/m) potential for equal masses was obtained in
Ref. [140] using on-shell matching and the O(ε) piece can be found in Ref. [153]. Overall, the
equal mass result (to the highest order in ε presently known) reads

[
Ṽ

(1,0)
on−shell + Ṽ

(0,1)
on−shell

]
m=m1=m2

= g2πCF
4k

{
g2

4πk2εb1

(
1 +

(
g2ν̄2ε

4π

)
β0
2π

1
ε

(
1− k2ε

ν2ε

))

+ 1
π

(
g2ν̄2ε

4π

)2(k2ε

ν2ε

)2 (
b2L
2

1
ε

+ b2 + εb2ε +O(ε2)
) , (9.58)
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where

b1 = (4π)−ε
Γ2
(

1
2 + ε

)
Γ
(

1
2 − ε

)
π3/2Γ (1 + 2ε)

(
CF
2 (1 + 2ε)− CA(1 + ε)

)
, (9.59)

b2L = 4
3(C2

A + 2CACF ),

b2 = −C2
A

(101
36 + 4

3 ln 2
)

+ CACF

(65
18 −

8
3 ln 2

)
+ 49

36CATFnf −
2
9CFTFnf ,

b2ε = −CFCA
(−631

108 −
15
16π

2 + 65
9 ln 2− 8

3 ln2 2
)
− CFTFnf

(17
27 −

11
36π

2 − 4
9 ln 2

)
+ C2

A

(1451
216 + 161

72 π
2 + 101

18 ln 2 + 4
3 ln2 2

)
− CATFnf

(115
54 + 5

18π
2 + 49

18 ln 2
)
.

Note that, unlike the expressions for the potentials in the previous sections, we have written the
potential in Eq. (9.58) in terms of the MS renormalized coupling g2 evaluated at the scale ν,6
because this allows for an easier comparison with the results of Refs. [140, 153]. It is however
straightforward to change this back to gB through Eq. (8.17).

It is the aim of this section to obtain the expression for the 1/m potential in the unequal mass
case for the on-shell, off-shell (CG and FG) and the Wilson-loop matching schemes described in
Secs. 9.2 and 9.1. We will rely on the 1/m2 results obtained in Secs. 9.1 and 9.2, as well as on
the results of Ref. [140]. A key point in our derivation will be the use of the field redefinitions
discussed in Sec. 8.3.

In Secs. 9.1 and 9.2 we have argued that through O(α2
s ) the potential coefficients D̃p2 and D̃r

are the same in all three matching schemes, based on field redefinitions. We have checked this
prediction explicitly for the on-shell and off-shell matching. We have also determined all other
1/m2 potentials at O(α2

s ).
The scheme differences can be compactly expressed in momentum space:

Ṽs,X

∣∣∣∣∣
O(1/m2)

= Ṽs,on−shell

∣∣∣∣∣
O(1/m2)

+ δṼ
(2)
X , (9.60)

where

δṼ
(2)
X = (p′2 − p2)2

k4

(
D̃

(2,0)
off,X(k)

( 1
m2

1
+ 1
m2

2

)
+ D̃

(1,1)
off,X(k) 1

m1m2

)
, (9.61)

and the subscript X stands for the matching scheme: Wilson-loop (W ), CG or FG. The term
δṼ

(2)
X has the same structure as Eq. (8.74), and can therefore be completely eliminated through

the field redefinition in Eqs. (8.66), (8.68), generating a new 1/m potential: δṼ (1)
X . Note that

this potential can have a non-trivial dependence on the masses.
This δṼ (1)

X , plus the on-shell scheme expression of the 1/m potential in the equal-mass case,
is all we need to derive the O(α3

s/m) potential for unequal masses in the X or on-shell schemes.
To achieve this one just needs to realize that

Ṽ
(1,0)
X

m
+ Ṽ

(0,1)
X

m
+ δṼ

(1)
X

∣∣∣∣
m=m1=m2

=

 Ṽ (1,0)
on−shell
m

+
Ṽ

(0,1)
on−shell
m


m=m1=m2

. (9.62)

6For brevity, we avoid writing out the argument, i.e. g ≡ g(ν) is understood in the following.
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The potentials Ṽ (1,0)
X and Ṽ

(0,1)
X are the unknown quantities in this equation. Since all schemes

X admit a strict 1/mi expansion, they do not depend on the mass. Hence Eq. (9.62) allows us
to completely fix the (original) 1/m potential Ṽ (1,0)

X = Ṽ
(0,1)
X . We emphasize that this is possible

because we know the complete off-shell 1/m2 potential. In addition, our 1/m2 results contain the
full information on the mi dependence of the potentials. Therefore, we are also able to determine
the O(α3

s/m) potential for unequal masses in the on-shell matching scheme, as we will see below.

We start with the results in the Wilson-loop scheme, where the appropriate field redefinition
gives

m δṼ
(1)
W

∣∣∣∣
m=m1=m2

=
(
g2
B

4π

)2 k2ε

k π2C2
Fd1 +

(
g2
B

4π

)3 k4ε

k C2
F

4−3ε−1π2−2ε csc(πε) sec(2πε)
3(2ε+ 1)(2ε+ 3)Γ(2− ε)Γ(3ε+ 1)

×
{
CA

(
136ε4 + 363ε3 + 297ε2 + 89ε+ 15

)
− 12TFnf (ε− 1)(ε+ 1)(3ε+ 1)

}
= πC2

F g
2

4k

{
g2

4πk2εd1

(
1 +

(
g2ν̄2ε

4π

)
β0
2π

1
ε

(
1− k2ε

ν2ε

))

+ 1
π

(
g2ν̄2ε

4π

)2(k2ε

ν2ε

)2 (4
3CA

1
ε

+
(65

18 −
8
3 ln 2

)
CA −

2
9TFnf

+ ε

[
CA

(
631
108 + 15π2

16 − 65 ln 2
9 + 8 ln2 2

3

)
+ TFnf

(
−17

27 + 11π2

36 + 4 ln 2
9

)]

+ O(ε2)
)}

, (9.63)

with

d1 =
2−2επ

−1
2 −εΓ

(
3
2 + ε

)
sec(πε)

Γ(1 + 2ε) . (9.64)

We can now use Eq. (9.62) to determine Ṽ (1,0)
W . We find the following momentum space coefficients

according to Eq. (8.37):

D̃
(1,0)
2,W = −CA

π(1 + ε)
4(1 + 2ε)d1 = −CAπ8 +O(ε) , (9.65)

D̃
(1,0)
3,W = CAπ

4

(
eγE

4π

)ε 2(1 + ε)
1 + 2ε d1β0

1
ε

+ CAπ

2

(
eγE

4π

)2ε (2
3CA

1
ε

+ 49
36TFnf − CA

(101
36 + 4

3 ln 2
)

+ ε

[
CA

(
1451
216 + 161π2

72 + 101
18 ln 2 + 4

3 ln2 2
)
− TFnf

(
115
54 + 5π2

18 + 49
18 ln 2

)]
+O(ε2) . (9.66)

Note that these coefficients refer to the expansion of the 1/m potential in powers of g2
B. After
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Fourier transformation to position space we obtain

V
(1,0)
W (r) = −1

2 lim
T→∞

∫ T

0
dt t 〈〈gE1(t) · gE1(0)〉〉c

∣∣∣∣∣
soft

= πCACF g
2

8

{
− g2

4π
2(1 + ε)
1 + 2ε d1F1−2ε(r)

(
1 +

(
g2ν̄2ε

4π

)
β0
2π

1
ε

(
1− F1−4ε(r)

ν2εF1−2ε(r)

))

+
(
g2ν̄2ε

4π

)2 1
π

F1−4ε(r)
ν4ε

(2
3CA

1
ε

+ 49
36TFnf − CA

(101
36 + 4

3 ln 2
)

+ ε

[
CA

(
1451
216 + 161π2

72 + 101
18 ln 2 + 4

3 ln2 2
)
− TFnf

(
115
54 + 5π2

18 + 49
18 ln 2

)]

+O(ε2)
)}

. (9.67)

Note that this expression does not have terms proportional to the color factors C2
FCA and

C2
FTFnf . A similar situation takes place in the static potential, where there are no C2

F terms
at O(α2

s ) due to the exponentiation of diagrams. Here, it is the fact that we consider connected
Wilson loops, which seems to eliminate such contributions, see Eq. (9.20).

It is straightforward to identify the field redefinitions that relate the potentials obtained in
the Wilson-loop and the CG/FG off-shell matching schemes, developing equations similar to
Eq. (9.63). We emphasize that the differences δṼ (2)

W − δṼ (2)
CG and δṼ

(2)
W − δṼ (2)

FG are precisely of
the form of Eq. (8.74) with a mass-independent g̃(k). Hence, according to the field redefinition
in Eq. (8.69), the corresponding differences in the 1/m potential are proportional to 1/mr =
1/m1 + 1/m2. This explicitly verifies that the strict 1/m expansion also holds for the CG and
FG off-shell schemes.

We now give expressions for the 1/m potentials in the CG and FG schemes. The coefficients
in Eq. (8.37) read

D̃
(1,0)
2,W = D̃

(1,0)
2,CG = D̃

(1,0)
2,FG , (9.68)

D̃
(1,0)
3,CG = D̃

(1,0)
3,W + πCFCA

3
sec(2πε)Γ

(
ε+ 3

2

)
Γ(2ε+ 3)

(8π)2ε(1− ε)εΓ
(
2ε+ 3

2

)
Γ(3ε+ 1)

, (9.69)

D̃
(1,0)
3,FG = D̃

(1,0)
3,CG −

πCACF
6

sec(2πε)Γ(ε− 1)
(8π)2εΓ(3ε+ 1)(3 + 2ε)

(
12− 20ε3 − 39ε2 − 25ε

4

−
4Γ
(
ε+ 5

2

)
Γ(2ε+ 3)

Γ(ε+ 1)Γ
(
2ε+ 3

2

) ) . (9.70)

In the CG computation it is easy to see that there are no C2
FTFnf contributions to the 1/m

potential by inspection of the possible diagrams at O(α3
s ).

Furthermore, as stated above, we can determine the NLO 1/m potential in the on-shell scheme
for unequal masses. Now, however, the field redefinition relating it to the off-shell potentials
induces a non-trivial dependence on the masses, because 2D(2,0)

off,X 6= D
(1,1)
off,X in Eq. (9.61). We
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obtain7

V
(1,0)

on−shell
m1

+
V

(0,1)
on−shell
m2

= mr

m1m2
2π2C2

F

(
g2
B

4π

)2{
d1F1−2ε(r) (9.71)

+ g2
B

4πF1−4ε(r)
(ε+ 1)(3ε+ 1) csc(πε) sec(2πε)

(8π)2ε(2ε+ 1)(2ε+ 3)Γ(1− ε)Γ(3ε+ 1)

(
TFnf −

CA
4 (11 + 8ε)

)}

− CFCAπ
2

mr

(
g2
B

4π

)2{ 1 + ε

1 + 2εd1F1−2ε(r)

− g2
B

4πF1−4ε(r)
(

1 + ε

1 + 2εd1
β0
2π

ν̄2ε

ν2ε
1
ε

+ CF
3

(ε(4ε+ 7) + 4) csc(πε) sec(2πε)
2(8π)2εΓ(2− ε)Γ(3ε+ 1)

+ ν̄4ε

ν4ε
1

2π

{2
3CA

1
ε
−
(101

36 + 4 ln 2
3

)
CA + 49

36TFnf

+ ε

[
CA

(
161π2

72 + 1451
216 + 4 ln2 2

3 + 101 ln 2
18

)
− TFnf

(
5π2

18 + 115
54 + 49 ln 2

18

)]

+O(ε2)
})}

= πC2
F g

2

2(m1 +m2)

{
g2

4πd1F1−2ε(r)
(

1 +
(
g2ν̄2ε

4π

)
β0
2π

1
ε

(
1− F1−4ε(r)

ν2εF1−2ε(r)

))
(9.72)

+
(
g2ν̄2ε

4π

)2 1
π

F1−4ε(r)
ν4ε

(
1
4(a1 − β0) + ε

2

[
CA

(
91
54 −

121π2

72 + 2 ln 2
9

)

+ TFnf

(
−34

27 + 11π2

18 + 8 ln 2
9

)]
+O(ε2)

)}

+ πCACF g
2

8mr

{
− g2

4π
2(1 + ε)
1 + 2ε d1F1−2ε(r)

(
1 +

(
g2ν̄2ε

4π

)
β0
2π

1
ε

(
1− F1−4ε(r)

ν2εF1−2ε(r)

))

+
(
g2ν̄2ε

4π

)2 1
π

F1−4ε(r)
ν4ε

(
2
3(CA + 2CF )1

ε
− CA

(101
36 + 4

3 ln 2
)

+ CF

(11
3 −

8
3 ln 2

)

+ 49
36TFnf + ε

[
CF

(
5 + 16π2

9 − 22
3 ln 2 + 8

3 ln2 2
)
− TFnf

(
115
54 + 5π2

18 + 49
18 ln 2

)

+ CA

(
1451
216 + 161π2

72 + 101 ln 2
18 + 4 ln2 2

3

)]
+O(ε2)

)}
.

We remark that in the first equality we keep the complete ε dependence of the terms proportional
to the color factors C2

FCA and C2
FTFnf . This is an outcome of our calculation. In the second

equality we expand to O(ε).
Finally, note that, unlike for the off-shell and Wilson-loop potentials, it does not make sense

to define the 1/m potential V (1,0)
on−shell alone. Only the combination V

(1,0)
on−shell
m1

+ V
(0,1)
on−shell
m2

is meaningful.
A similar argument applies to 1/m potential in momentum space.

7We give here the result in position space. Note however that through the relations in Sec. A.4 it is straight-
forward to translate this into momentum space.
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9.4 Renormalized potentials

So far we have obtained the bare potentials for different matching procedures. The different
results can be related by unitary field redefinitions. Therefore, the physical spectrum of the quark-
antiquark system will be the same irrespectively of the matching scheme used to determine the
potentials.8 In order to produce physical results one always has to add the ultrasoft contribution
to the respective observable. The ultrasoft calculation relevant for the determination of the Bc
spectrum yields the following contribution to the (singlet) heavy quarkonium self-energy (in the
quasi-static limit), Refs. [38, 39,57]:

ΣB(1− loop) = −g2
BCFV

2
A(1 + ε)Γ(2 + ε)Γ(−3− 2ε)

π2+ε r (hs − E + ∆V )3+2εr , (9.73)

where ∆V ≡ V (0)
o − V (0).

In general, ultrasoft contributions will depend on the basis of potentials used, but, up to the
order we work at here, it only depends on the static octet potential, which is not affected by the
field redefinition in Eq. (8.68).

The (ultraviolet) divergences of Eq. (9.73) that are associated with the pole of the heavy
quarkonium propagator (i.e. those independent of hs − E) should cancel the divergences of the
bare potential Vs. We collect them in δVs:

V MS
s + δVs = Vs , (9.74)

so that V MS
s produces finite physical results. This does not necessarily mean that V MS

s is finite
in the four-dimensional limit, as the cancellation of divergences should only occur in physical
quantities and not necessarily for each individual potential separately.

Let us elaborate on this point. In order to transform Eq. (9.73) into Eq. (9.74) we need to
get rid of the factors hs −E. The way to do this is not unique. In fact, we do it in two different
ways. In the first one we take Eq. (9.73) and move one factor of (hs−E) to the left, one to the
right, and the remaining one in is moved such that one obtains a (hs−E)-free divergence that is
cancelled by the counterterm (note that VL2 does not appear in this expression):

δV (GF)
s =

(
r2(∆V )3 − 1

2m2
r

[
p,
[
p, V (0)

o

]]
+ 1

2m2
r

{
p2,∆V

}
+ 2
mr

∆V
(
r
d

dr
V (0)

)

+ 1
2mr

[
(∆V )2(3d− 5) + 4∆V

((
r
d

dr
∆V

)
+ ∆V

)
+
((

r
d

dr
∆V

)
+ ∆V

)2])

× 1
ε
CFV

2
A

1
3π

g2
B ν̄

2ε

4π . (9.75)

This expression was used in Ref. [103]. In a second way, we take (hs−E)3 and move one factor
of (hs−E) to the left, one to the right, and the remaining one is split in half and symmetrically

8Nevertheless, one should be careful with other observables such as decays. The Wilson coefficients of the
corresponding operators will potentially depend on the basis of potentials used.
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moved to the left and right in Eq. (9.73). We obtain

δV (W )
s =

(
r2(∆V )3 − 1

2m2
r

[
p,
[
p, V (0)

o

]]
+ 1

2m2
r

{
p2,∆V

}
+ i

2m2
r

{
pi,
{
pj , [pj ,∆V ri]

}}

+ 1
2mr

[
(∆V )2(3d− 5) + 4∆V

((
r
d

dr
∆V

)
+ ∆V

)
+
((

r
d

dr
∆V

)
+ ∆V

)2])

× 1
ε
CFV

2
A

1
3π

g2
B ν̄

2ε

4π . (9.76)

Therefore, even if Eq. (9.73) is not ambiguous, Eqs. (9.75) and (9.76) are. Still, they are related
by field redefinitions, or in other words, they differ by terms of O(hs − E).9 Hence, combining
Eq. (9.75) or Eq. (9.76) with our expressions for the potential yields the same physical result for
the spectrum. Yet, note that, e.g. in Vs,CG−δV

(W )
s there is no cancellation of the divergences and

therefore it does not yield finite four-dimensional expressions for the potentials. Formally this is
not a problem, because the uncanceled divergences vanish in the calculation of the spectrum, but
we are then forced to compute intermediate results in D dimensions. In practice, it is therefore
convenient to find finite renormalized expressions that allow us to work in four dimensions. This is
achieved by subtracting δV (W )

s from Vs,W and δV (GF)
s from the bare potentials in the CG/FG off-

shell and on-shell schemes. Finally, Eq. (8.17) plus the fact that VA = 1 with leading logarithmic
accuracy (Ref. [155]), and the relation between the bare and renormalized expressions of the
NRQCD Wilson coefficients presented in Sec. 8.1, we obtain the renormalized potentials for the
different matching prescriptions.

In order to simplify the notation we drop the index MS of the NRQCD Wilson coefficients in
the expressions of the renormalized potentials we give below. Note also that the divergences of
the bare NRQCD Wilson coefficient dsv we use in this work (computed in FG), do not cancel the
divergences of V (1,1)

r , they rather compensate the divergences of V (2,0)
r and V

(0,2)
r . One should

bare in mind that, had we computed the NRQCD Wilson coefficients in CG, we would find
no mixing between these potentials for the cancellation of divergences. See the renormalization
group equations in Ref. [139] for the latter case.

We now list the final expressions for the renormalized potentials obtained in the different
matching schemes in position space. In the off-shell CG scheme they read

V
(2,0),MS
r,CG (r) = CFαs

8

(
c

(1)
D + αs

π

{
− 5

9
(
c

(1)
D + c

hl(1)
1

)
TFnf +

(13
36c

(1) 2
F + 4

3 −
8
3 ln 2

)
CA

+
((

4 + 5
6c

(1) 2
F

)
CA −

2
3
(
c

(1)
D + c

hl (1)
1MS

)
TFnf

)
ln(ν)

})
4πδ(3)(r)

+ CFα
2
s

8π

{(
4 + 5
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(1) 2
F

)
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2
3
(
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(1)
D + c

hl (1)
1

)
TFnf

}
reg 1

r3 , (9.77)

V
(2,0),MS

L2,CG (r) = CFα
2
s

4π
1
r
CA

(
1− 8

3 ln 2
)
, (9.78)

V
(2,0),MS

p2,CG (r) = −CFα
2
s

3π
1
r
CA ln(νreγE ) , (9.79)

V
(1,1),MS
r,CG (r) =

[ 1
4π (dss + CFdvs) + CFαs

2

(
1 + αs

π

{31
36CA + CF

6 −
4
3CA ln 2

9See also the discussion in Ref. [154].
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− 7
18TFnf +

(11
12CA −

7
3CF + β0

2

)
ln(ν)

})]
4πδ(3)(r)

+ CF
2
α2

s
π

(11
12CA −

7
3CF + β0

2

)
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r3 , (9.80)

V
(1,1),MS

L2,CG (r) = CFαs(e−γE/r)
2r

{
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CA
36 −

8
3CA ln 2 + 1
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, (9.81)

V
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p2,CG (r) = −CFαs(e−γE/r)
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{
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, (9.82)

V
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CG (r) = −CFCAα
2
s (e−γE/r)
4r2

{
1 + αs

π

(89
36CA −

49
36TFnf −

8
3CF ln 2

+ 4
3(CA + 2CF ) ln (νreγE )

)}
. (9.83)

In the off-shell FG scheme, we have

V
(2,0),MS
SI,FG (r) = V

(2,0),MS
SI,Coulomb(r) + CFCAα

2
s

3π

(
2 ln 2 + 35

16

)[
2πδ3(r) + 1

r3 L2
]
, (9.84)

V
(1,1),MS
SI,FG (r) = V

(1,1),MS
SI,Coulomb(r) + 2CFCAα2

s
3π

(
2 ln 2 + 35

16

)[
2πδ3(r) + 1

r3 L2
]
, (9.85)

V
(1,0),MS

FG (r) = V
(1,0),MS

Coulomb (r)− C2
Fα

3
s

3πr2 CA

(
2 ln 2 + 35

16

)
. (9.86)

The renormalized potentials obtained from the Wilson-loop prescription are

V
(2,0),MS
r,W (r) = CFαs

8
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π

{
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9
(
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2
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D + c
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TFnf
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4πδ(3)(r)

+ CFα
2
s
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{(4
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CA −

2
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(
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(1)
D + c

hl (1)
1
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TFnf
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r3 , (9.87)

V
(2,0),MS

L2,W (r) = CACFα
2
s

4πr

(11
3 −

8
3 ln (rνeγE )

)
, (9.88)

V
(2,0),MS

p2,W (r) = −CACFα
2
s

πr

(2
3 + 1

3 ln (rνeγE )
)
, (9.89)

V
(1,1),MS
r,W (r) =

[ 1
4π (dss + CFdvs) + CFαs

2

(
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18TFnf
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α2

s
π
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− 5
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7
3CF + β0
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r3 , (9.90)

V
(1,1),MS

L2,W (r) = CFαs(e−γE/r)
2r

{
1 + αs

π

(97CA
36 + 1

9TFnf −
8
3CA ln (νreγE )

)}
, (9.91)

V
(1,1),MS

p2,W (r) = −CF
αs(e−γE/r)

r

{
1 + αs

π

(23
18CA −

2
9TFnf + 2

3CA ln (νreγE )
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, (9.92)

V
(1,0),MS
W (r) = −CFCAα

2
s (e−γE/r)
4r2

{
1 + αs

π

(89
36CA −

49
36TFnf + 4

3CA ln (νreγE )
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. (9.93)
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Finally, we present the renormalized potentials in the on-shell scheme:

V
(2,0),MS
r,on−shell(r) = CFαs
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(
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r3 , (9.94)

V
(2,0),MS

p2,on−shell(r) = −CFα
2
s

3π
1
r
CA ln (νreγE ) , (9.95)
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[ 1
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r3 , (9.96)

V
(1,1),MS

p2,on−shell(r) = −CFαs(e−γE/r)
r

{
1 + αs

4π

(
a1 + 8

3CA ln (νreγE )
)}

, (9.97)

V
(1,0),MS

on−shell (r)
m1

+
V

(0,1),MS
on−shell (r)
m2

= C2
Fα

2
s (e−γE/r)
2r2

mr

m1m2

(
1 + αs

2π (a1 − β0)
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(9.98)

− CFCAα
2
s (e−γE/r)

4mrr2

{
1 + αs

π

(89
36CA −

49
36TFnf − CF + 4

3(CA + 2CF ) ln (νreγE )
)}

.

We remark again that in Eqs. (9.87)-(9.93), the renormalized expressions of the Wilson loop po-
tentials have been obtained by subtracting Eq. (9.76) from the soft Wilson loop result, whereas
the rest of renormalized potentials have been obtained by subtracting Eq. (9.75) from the respec-
tive soft results. Any of the above sets of potentials produces the same spectrum. We also stress
that our renormalization procedure does not just subtract the 1/ε poles, but also adds some finite
pieces and an ε dependence to the renormalized potentials. We do this in such a way that the
ultrasoft bound state calculation is simplified, as we will see in Sec. 10.1.

We quote the corresponding expressions for the renormalized potentials in the different match-
ing schemes in momentum space in Appendix G.3. Note that what we get is not the result one
obtains by just subtracting the 1/ε poles in momentum space (which is what it is usually named
MS scheme). This renormalization scheme would complicate the (ultrasoft part of the) bound
state calculation for the spectrum. For our purposes, it is more convenient to do the subtraction
in position space, and the prescription we have proposed here is particularly useful, because it
avoids spurious logarithms of k2. We will refer to it as MS scheme here. In this way we can
efficiently carry out the bound state computations in four dimensions.

9.5 Static and spin-dependent potentials

The static and spin-dependent potentials are needed in order to achieve the precision we are
aiming for in the computation of the spectrum. Their expressions in momentum space can be
found in Appendix G.3.
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Chapter 9. Determination of the potential for unequal masses

The static potential, as we have already mentioned, is gauge invariant by itself, and therefore,
the previous discussion on matching schemes and field redefinitions does not apply. Note that the
static potential is affected by ultrasoft divergences, which we renormalize following the discussion
of Sec. 9.4. The MS renormalized static potential reads

V
(0)
s,MS(r) = −CF αs(ν)

r

{
1 +

3∑
n=1

(
αs(ν)

4π

)n
an(r)

}
, (9.99)

with the coefficients

a1(r) = a1 + 2β0 ln (νeγEr) ,

a2(r) = a2 + π2

3 β
2
0 + (4a1β0 + 2β1) ln (νeγEr) + 4β 2

0 ln2 (νeγEr) ,
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2
0π
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12a1β

2
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ln2 (νeγEr) + 8β3

0 ln3 (νeγEr) . (9.100)

Explicit expressions for the coefficients ai can be found in the literature Refs. [36–41]. For ease
of reference we list them in Appendix A.

The spin-dependent potentials have been defined in Eqs. (8.29)-(8.31). Their D-dimensional
structure requires a further study and examination, since objects such as the Pauli matrices
and the Levi-Civita symbol are only well-defined in integer dimensions. This study is beyond
the scope of this thesis, and so we relegate it for a future work. However, one should bare in
mind that this potential is not affected by field redefinitions, and it is therefore gauge invariant.
For completeness we quote here their renormalized expressions that read (renormalized NRQCD
Wilson coefficients are understood)

V
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, (9.101)
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F → c
(2)
F
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, (9.106)

where the reg function has been defined in Eq. (4.26).
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9.6. Poincaré invariance constraints

Eqs. (9.101) and (9.104)-(9.106) correct misprints in Eqs. (70) and (71) of Ref. [103] (when
setting the masses equal). For the spin-dependent potentials, and for our purposes, we can
work with the four dimensional expressions for L · Si, S12 and S2. Even though the (soft)
matching calculation for these spin-dependent potentials exhibits ultraviolet divergences, they do
not require renormalization in pNRQCD. The divergences exactly cancel the ones of the NRQCD
Wilson coefficients, so that the overall spin-dependent potential in pNRQCD is finite (to the
order of interest), cf. Eqs. (9.101)-(9.106).

The spin-dependent potentials are unambiguous (at least to the order we are working at).
They were originally computed in Ref. [141] at NNLO, in Ref. [156] for the N3LO hyperfine
splitting, and in Ref. [143] the complete expression for unequal masses was obtained.

9.6 Poincaré invariance constraints

The Poincaré algebra induces non trivial constraints on the form of the Hamiltonian of NR
systems where Poincaré invariance is no longer explicit. In the context of our computation the
following two relations for the heavy quark potential can be derived

2V (2,0)
L2 − V (1,1)

L2 + r

2
dV (0)(r)

dr
= 0 , (9.107)

− 4V (2,0)
p2 + 2V (1,1)

p2 − V (0)(r) + r
dV (0)(r)

dr
= 0 . (9.108)

Note that they do not involve the NRQCD Wilson coefficients.
These relations were originally found in Ref. [149] by explicit calculation of the potentials in

terms of Wilson loops. In the context of pNRQCD, and explicitly using the Poincaré algebra,
they were deduced in Refs. [157,158]. We have checked that our results fulfill these equalities: we
have explicitly verified that Eqs. (9.107) and (9.108) are fulfilled by the bare and renormalized
potentials obtained from off-shell matching in CG and FG and from Wilson-loop matching.

On the other hand, we stress that the Poincaré invariance constraints cannot be applied to
the results in the on-shell matching scheme. The reason is that Eqs. (9.107) and (9.108) are
derived assuming a certain mass scaling of the potentials. This assumption does not hold for
the potentials obtained by on-shell matching, as the latter mixes different orders in the 1/m
expansion.

Finally, it is easy to see that the above Poincaré invariance relations are not affected by
our field redefinition in Eq. (8.69), as the latter produces shifts of the form δV

(1,1)
L2 = 2δV (2,0)

L2 ,
δV

(1,1)
p2 = 2δV (2,0)

p2 , and leaves the static potential V (0) invariant.
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Chapter 10

The Bc mass to N3LO

We are now in the position to compute the spectrum of a heavy quarkonium bound state made
of two heavy quarks with different masses with N3LO accuracy in the weak coupling limit. We
have obtained explicit expressions both for the static potential and its relativistic corrections in
Chapter 9. In Sec. 10.1 we quote the energy shift produced by the ultrasoft contribution. In
Sec. 10.2 we quote the energy shifts associated with the static potential. In Sec. 10.3 we compute
the energy shifts associated with the relativistic corrections to the potential, and in Sec. 10.4 we
present our final expression for the heavy quarkonium mass.

10.1 The ultrasoft energy correction

Combining the results given in Refs. [39, 58, 159] we find for the ultrasoft contribution to the
energy:

δEUSnl = −ECn
α3

s
π

[
2
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3
FL

E
nl + 1

3CA
(
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6

)(
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1
n2

))
+ 8δl0

3n C
2
F

(
CF −

CA
2

)(
Lν − LUS + 5

6

)]
, (10.1)

where ECn = −C2
Fα

2
smr

2n2 , Lν = ln
(
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2mrCFαs

)
+ S1(n + l), LUS = ln
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ln EC1
ECn − k2

2mr

. (10.2)

Numerical determinations of these non-Abelian Bethe logarithms were obtained for low values of
n in Ref. [39] for l = 0 and in Ref. [160] also for l 6= 0.

10.2 Energy correction associated with the static potential

We extract this contribution from the results of Ref. [160] for equal masses, as it has a trivial
dependence on the mass. We (partially) adopt their notation in the following. For the ground
state and first excitations the contribution was computed in Refs. [161–163]. It follows from
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standard (time-independent) quantum mechanical perturbation theory up to third order and
reads

δE(n, l, s, j)
∣∣∣
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and
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Expressions for the different parameters and functions involved in these formulae are quoted in
Appendix A.

10.3 Energy correction associated with the relativistic potentials

Here we explicitly compute the energy correction up to N3LO associated with our results for the
relativistic 1/m and 1/m2 potentials. Recall that there is no O(αs/m

3) potential.
The non-static (i.e. relativistic) NNLO correction to the bound state energy reads

δE(n, l, s, j) = ECn

(
αs
π

)2
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2 , (10.9)

where
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2 , (10.10)

and XLS , XLSi , DS and S12 have been defined in Appendix H.1.
By default we will use the on-shell potential for the computation, as it will ease the comparison

with other results, in particular those of Ref. [160]. However, we emphasize that using any other
scheme will not change this results. We split the computation of the N3LO correction to the
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bound state energy into a spin-dependent and a spin-independent part. The spin-dependent
contribution can be organized as follows:
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2mr
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Note that this procedure is exactly the same as the analogous one in Chapter 5. In fact, the way
to compute it is through Eq. (5.5) (generalised for two different potentials), where the Coulomb
Green function is the one in Eq. (5.8) for Z = 1 and making the change α→ CFαs.

Using the expectation values given in Appendix H.1 for single and Appendix H.2 for double
potential operator insertions we find
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and LH = ln
(

n
CFαs

)
+ S1(n+ l).

For the spin-independent part of the energy we proceed in the same way. In this case the
energy shift can be written as
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Using again the expectation values in Appendix H.1 for single and Appendix H.2 for double
potential insertions we obtain
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where,

ξAAA = 1
6LUS −

5
36 , (10.20)
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10.4 The O (mα5
s ) spectrum for unequal masses

Summarizing the previous results, we can present the complete expression for the energy levels
of a heavy quark-antiquark bound state with unequal quark masses and N3LO accuracy:
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where ci = cc
i + cnc

i .
We have checked that for the ground state the result agrees with the NNLO Bc energy given in

Ref. [164]. For arbitrary quantum numbers the NNLO result can be found in Ref. [165] (though in
a basis different from ours), and in Ref. [166] for the equal mass case. We have also checked that
our results agree with the N3LO energy in the equal mass case, which was obtained in Ref. [161]
for the ground state, in Refs. [162, 163] for S-wave states, and in Ref. [160] for general quantum
numbers. We also agree with the numerical results given in Ref. [167].

All relevant definitions for the functions and parameters in the previous formulae can be found
in Appendix A.
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Conclusions

In the second part of this thesis we have studied heavy quarkonium systems with different quark
masses in the extreme weak-coupling limit. These systems are very similar to the ones studied
in the first part of the thesis, with two main differences: their gauge group is different (U(1) vs.
SU(3)) and so is the theory of their hard dynamics (HBET vs. QCD). The product of the latter
is encoded in the Wilson coefficients of the effective theory NRQED/QCD. Once in this theory,
the only difference is related to the gauge groups. We performed the matching computation of
NRQCD and weakly-coupled pNRQCD for heavy quarkonium with different masses that allows
us to obtain the spectrum to N3LO.

We have computed the O(α2
s/m

2) contribution to the heavy quarkonium spin-independent
potential in the unequal mass case. We have obtained the bare D-dimensional expressions for
different matching schemes in momentum and position space. We have performed all our calcula-
tions in CG and CF. Perturbative evaluations of loop diagrams in CG have always been thought
of to be complicated and difficult to handle, especially for non-abelian theories. On the other
hand one typically has to compute less diagrams in that gauge. For the one-loop calculations
(using dimensional regularization) carried out in this work, CG has proven to be a competitive
method.

In momentum space, the results are encoded in the coefficients D̃2. The coefficients D̃(2,0)
p2,2 ,

D̃
(2,0)
r,2 , D̃(1,1)

p2,2 and D̃
(1,1)
r,2 are independent of the matching procedure. Their expressions can be

found in Eqs. (9.8)-(9.11). The expressions for D̃(2,0)
off,2 , D̃(1,1)

off,2 are matching-scheme dependent.
They vanish in the on-shell matching scheme. For off-shell matching in CG and FG we give their
results in Eqs. (9.12), (9.13), and in Eqs. (9.15), (9.16), respectively. Wilson-loop matching yields
the corresponding expressions in Eqs. (9.45), (9.46). The results for the individual potentials in
terms of Wilson loops are manifestly gauge invariant.

These results, obtained from different matching procedures, can be related by field redefi-
nitions. We have identified the field redefinitions that relate the O(α2

s/m
2) heavy quarkonium

potentials in the different matching schemes. These field redefinitions are valid in D dimensions
and can be applied to the bare potentials.

Our calculation yields an independent determination of the bare O(α3
s/m) potential piece

proportional to the color factors C2
FCA and C2

FTFnf for unequal masses and for the different
matching schemes considered in this work. For the equal-mass on-shell case it agrees with the
results of Refs. [140,153] up toO(ε), but we remark that we also predict the complete ε dependence
of these terms of the potential. Using the equal-mass on-shell result of Refs. [140, 153] together
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with our new O(α2
s/m

2) potentials we have determined the other terms of the O(α3
s/m) potential

(proportional to CFC
2
A and CFCATFnf ) for unequal masses and the three different matching

schemes to O(ε).
For the 1/m potential in terms of Wilson loops we summarize our results in Eq. (9.67), and

the corresponding momentum space coefficients D̃(1,0)
2,W and D̃

(1,0)
3,W can be found in Eqs. (9.65)

and (9.66). In the off-shell CG and FG matching schemes, the coefficients D̃(1,0)
2 and D̃

(1,0)
3 can

be found in Eqs. (9.68)-(9.70). In Eq. (9.71) we present the position-space expression for the
unequal-mass 1/m potential in the on-shell scheme (note the non-trivial mass dependence). In
the latter case it is actually meaningless to define the coefficients D̃(1,0), as they would depend
on the heavy quark masses.

We remark that, in the Wilson-loop scheme, the terms of the O(α3
s/m) potential proportional

to the color factors C2
FCA and C2

FTFnf vanish. For the CG/FG off-shell matching the C2
FTFnf

term is zero, whereas in the on-shell scheme all possible color structures contribute. This suggests
that using Wilson loops might be the optimal setup to determine the 1/m potential.

In summary, we have obtained the bare heavy quarkonium potential for unequal masses
with the required precision to compute the Bc mass with N3LO accuracy. We have determined
the renormalized potentials in the different matching schemes in Sec. 9.4 and discussed their
dependence on the specific ultrasoft subtraction scheme. We have seen that the relativistic
potentials obtained in the Wilson-loop and off-shell matching schemes (both the renormalized
and bare expressions) satisfy certain constraints due to Poincaré invariance, unlike those obtained
in the on-shell matching scheme.

We have performed the computation of the Bc mass with N3LO accuracy for arbitrary quan-
tum numbers in Sec. 10. The final theoretical expression is given in Eq. (10.27). Note that,
even though the expressions have been obtained in the weak-coupling limit, one can easily obtain
expressions valid for mrα

2
s ∼ ΛQCD by subtracting the perturbative expression of the ultrasoft

contribution, Eq. (10.1), and adding the corresponding expression in that regime (which then
includes non-perturbative effects). A phenomenological analysis will be carried out elsewhere.

Other important results of our computation are the NLO expressions for the soft contribution
of the 1/m and spin-independent (and velocity-dependent) 1/m2 quasi-static energies in the
short-distance limit. These quasi-static energies represent non-perturbative definitions of the
heavy quarkonium potentials. At this order, the quasi-static energies start to be sensitive to
ultrasoft effects. Therefore, our results are, in fact, factorization scale dependent. To obtain
“physical” results that can be compared with Monte Carlo lattice simulations, like those obtained
in Refs. [168–170], the ultrasoft contributions to the relevant Wilson loops must be computed
and added to the results of this work. This calculation will be carried out in a forthcoming
publication.

The analysis of this work allows us to grasp the advantages and inconveniences of each match-
ing scheme for perturbative evaluations of the potential. As a matter of fact, we find that all
methods appear to be feasible in practice. In particular we found that perturbative computations
using Wilson loops are not only feasible but may even have some advantages: The potentials in
terms of Wilson loops encapsulate in a compact way all the information related to the soft scale,
they are correct to any finite order in perturbation theory, and neither kinetic operator inser-
tions nor potential loops have to be considered in the computation (which otherwise can be quite
cumbersome at higher orders). We emphasize that, in the case of pure QED, it is possible to
obtain closed expressions for some potentials, so that only a few orders in perturbation theory
contribute. This implies some all-orders non-renormalization theorems (for the QED part) and,
thus, also constrains the ultrasoft contributions.
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Final Remarks
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In this thesis we have studied the physics of weakly bound states made of two heavy fermions
with different masses. Their description is performed in the framework of EFTs, more specifically
pNRQED and pNRQCD. We have computed the potentials up to N3LO and, as an application,
we have used them to determine some energy levels.

We have established that the right theory in which to perform computations for these bound
states is a theory at the ultrasoft scale. In the case of states bounded by QED it is clearly
perturbative, since at low energies the coupling constant is a small parameter comparable to the
relative velocity between the constituents, α ∼ v. However, in the case of systems bounded by
QCD we also need to take into account the relation of the scales of the bound state with the energy
scale that characterises the strong interaction, ΛQCD. We work with bound states that, in the
potential energy regime, fulfil mv � ΛQCD. These systems can be described perturbatively, which
allows us to compute a model independent potential for them, independently of the size of mv2.
However, in order to obtain the spectrum we need to take into account the ultrasoft corrections
to the energy. These corrections can be computed perturbatively in the limit mv2 � ΛQCD.

The first part of the dissertation is devoted to pNRQED, with special dedication to the Lamb
shift in muonic hydrogen. We have obtained the potential terms that allows us to compute
the Lamb shift up to O(α6 lnα). Within this computation the hadronic part of the NRQED
Wilson coefficients is of utmost importance, as it is the main source of the theoretical uncertainty.
Conducive to computing such Wilson coefficients in a model independent way, we perform the
matching of the hadronic TPE from HBET to NRQED.

In order to describe such matching, we need to compute the effects of the hadronic structure
of the proton on the Lamb shift in muonic hydrogen in terms of the interaction with photons
and pions. We have computed and studied the spin-dependent and spin-independent structure
functions of the FVCT of the proton to O(p3) in HBChPT. These functions come out of the
exchange of two photons between the proton and the muon. We have included the contribution
of the Delta particle, not only because it is the closest resonance to the proton (and not so far away
in terms of mass), but also because in the large-Nc limit proton and Delta become degenerate in
mass. We have provided the computation of the FVCT structure functions associated to the mπ

and ∆ scales in D-dimensions. This completes previous partial results.
By incorporating these results to the NRQED coefficients cpli3 and cpli4 , which appear in the

1/m2 delta-like potential in pNRQED, we obtain the hadronic TPE corrections to the muonic
hydrogen Lamb shift. Moreover, with this computation, we obtain the leading chiral and large
Nc structure of both coefficients, i.e. we determine their non-analytic dependence on mq and Nc.
This makes our result useful for eventual comparison to the lattice.

The contribution of this potential to the Lamb shift is therefore a pure prediction of the chiral
theory, and hence it is model independent. We would like to emphasize that the energy shift
associated to the TPE which we obtain is the most precise expression that can be obtained in a
model independent way, since O(mµα

5 m3
µ

Λ3
QCD

) effects are not controlled by the chiral theory and
would require new counterterms.

The remaining of the first part of the thesis is devoted to reviewing the QED-like contributions
to the Lamb shift in muonic hydrogen, and organising them within an EFT language. We have
checked most of the results, and corrected some of the analytical formulae obtained previously
in the literature. We have used the well-defined power counting of the EFT to estimate the size
of the uncomputed terms and therefore the uncertainty of our result. We have reorganised the
potentials making their dependence on the Wilson coefficients explicit, which is suitable to obtain
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information of higher order contributions. As a by-product of these study we have obtained the
full N3LO spectrum for muonium.

We have used the computation of the Lamb shift to determine the size of the electric proton
radius. We do so via the comparison with the experimental measurement of the Lamb shift
in muonic hydrogen first carried out at PSI in 2010. Our expression for the Lamb shift has a
pure QED-like term, encoding all the contributions that consider the interaction of point-
like fermions, a hadronic term, which takes into account the radius-independent effects of the
hadronic structure of the proton, and a term proportional to the proton radius, which
arises from the finite-size effects of the proton and allows us to obtain its value. In fact, in the
EFT language, the latter is encoded in a Wilson coefficient, hence it is a well-defined quantity.
The value for the proton radius that we obtain here is still 6.8σ away from the CODATA value.
Therefore, we give model-independent significance to the proton radius puzzle. In this respect,
we hope that all the new experiments related to this puzzle that are taking (or will take) place,
will shed some light on the origin of this discrepancy.

On the second part of this work, we have studied heavy quarkonium with different masses
at weak coupling. In particular, we have computed the relativistic corrections to the heavy
quarkonium spin-independent potential at N3LO.

For the O(α2
s/m

2) potential we have obtained the bare expressions (in D-dimensions) for
different matching schemes in momentum and position space. We have performed all our calcu-
lations in CG and FG. It is usually assumed that perturbative computations in the CG (specially
for non-Abelian theories) are complicated and cumbersome, due mainly to the structure of the
propagators. However, the number of Feynman diagrams contributing to a given process is usu-
ally smaller than in FG. We concluded that the Coulomb gauge is in fact a competitive framework
in which to carry out these computations.

In momentum space we have split the potential into three different structures. Two of them
only contain on-shell information, and thus are independent of the matching procedure: in posi-
tion space one is related to the momentum operator and the other only depends on the position
operator. The third structure is what we define as off-shell potential. It is related to the fact that
we are not working in a minimal basis of potential structures, and therefore there is some mixing
between this structure and the 1/m potential. Therefore, the off-shell potential is matching-
scheme dependent. We have compared the main different matching schemes: on-shell, off-shell
(in CG and FG) and performing the matching with Wilson loops. The first two matching schemes
come out of equating the truncated on-/off-shell Green functions in NRQCD and pNRQCD, while
the last one is given by the formulae that come out of equating the gauge invariant off-shell Green
functions in both theories. The results for the individual potentials in terms of Wilson loops are
manifestly gauge invariant. Moreover, the results obtained from different matching procedures,
can be related by field redefinitions. We have identified the D-dimensional field redefinitions that
relate the O(α2

s/m
2) heavy quarkonium potentials in the different matching schemes.

Our bare calculation yields an independent determination of the bare O(α3
s/m) potential

proportional to the color factors C2
FCA and C2

FTFnf for unequal masses and for the different
matching schemes considered. Using the equal-mass on-shell result in the literature, together
with our new O(α2

s/m
2) potentials, we have determined, through field redefinitions, the other

terms of the O(α3
s/m) potential (proportional to CFC2

A and CFCATFnf ) in the three different
matching schemes to O(D− 4). It is worth noting that in the Wilson-loops scheme, the terms of
the O(α3

s/m) potential proportional to the color factors C2
FCA and C2

FTFnf vanish. This only
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happens for the C2
FTFnf term in the off-shell matching schemes we have studied. This suggests

that using Wilson loops might be the optimal setup to determine the 1/m potential.
From our computations it is straightforward to obtain the bare and renormalized potentials

both in momentum and position space. We use a renormalization scheme similar to the usual
MS but making the subtraction in position space. This subtraction is optimal to then perform
the ultrasoft computation of the energy in the most natural way.

Altogether, we have obtained the bare heavy quarkonium potential for unequal masses with
the required precision to compute the Bc mass with N3LO accuracy. We have also checked that
the potentials, bare and renormalized, satisfy certain constraints due to Poincaré invariance. This
does not apply to the on-shell scheme.

As an application of these results we have computed the Bc mass for arbitrary quantum
numbers. This calculation is analogous to the muonic hydrogen we performed in the previous
part and it also involves the contribution of lower order potentials through perturbation theory,
which has been carried out using Voloshin’s Green function formula.

Note that, even though the expressions have been obtained in the weak-coupling limit, one can
easily obtain expressions valid for mrα

2
s ∼ ΛQCD. To do so one should subtract the perturbative

expression of the ultrasoft contribution from our final result, and add in its place the corre-
sponding expression appropriate for that energy regime, which would include non-perturbative
effects.

Through our analysis we wanted to grasp the advantages and inconveniences of each matching
scheme for perturbative evaluations of the potential. As expected, all the schemes we have studied
are indeed feasible. However, we find the matching through Wilson loops more advantageous:
they encapsulate in a compact way all the information related to the soft scale, they are correct
to any finite order in perturbation theory, and neither kinetic operator insertions nor potential
loops have to be considered in the computation.

There are many possibilities for further work along the lines of the one presented here. In
relation to the pNRQED section, it would be extremely interesting to obtain the contribution of
the TPE to the Lamb shift from muonic hydrogen experiments. This could be achieved if the
proton radius puzzle was clarified, and the value of the proton radius was then obtained from
e-p experiments. In this scenario, muonic hydrogen data would provide a better value of the
hadronic TPE, as this quantity is suppressed by a power of the lepton mass. Moreover, we could
work to obtain the spectrum at higher orders, which would then improve the determination of the
TPE upon comparison to the experiment. On a different footing, the work carried out here could
be of use to describe other light muonic atoms. One could also use the EFT tools to describe
nucleon-nucleon interactions, e.g. for He atoms. Finally, it would be of great interest to analyse
in depth the EFT determination of the fine and the hyperfine splittings in muonic hydrogen.

On the side of pNRQCD the possibilities are vast. On the one hand, a phenomenological
analysis of the results obtained here is being carried out, which will allow for eventual comparison
with experimental data. As a part of this analysis we will determine the ground state mass of the
Bc from which we could obtain a new measure of the charm mass, provided the bottom mass has
been obtained from another source. With this determination we could also study how important
the US effects are, and hence how good our perturbative approximation is. The Bc ground state
and its 2S excitation have already been measured experimentally, but we are hoping that many
other related measurements will come out of the LHC experiment.

On top of that, some important results of our computation are the NLO expressions for the
soft contribution of the 1/m and spin-independent 1/m2 quasi-static energies in the short-distance
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limit. These quasi-static energies represent non-perturbative definitions of the heavy quarkonium
potentials. At this order, the quasi-static energies start to be sensitive to ultrasoft effects, which
makes our results factorization scale dependent. To obtain results that can be compared with
Monte Carlo lattice simulations, the ultrasoft contributions to the relevant Wilson loops must be
computed and added to the results of this work. We are actually performing this calculation.

On a broader scenario, the application of EFTs to somewhat different areas of research has
proven very useful (for example in condensed matter). A specially relevant case in which NREFTs
seem to be of relevance is in the direct detection of a possible heavy dark matter candidate. Some
work has been carried out in this direction, although there is still much to be done. We plan to
further extend this work.
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Appendix A

Parameters and functions

A.1 QCD-related parameters

TF = 1
2; CA = Nc; CF = N2

c − 1
2Nc

. (A.1)

β0 = 11
3 CA −

4
3nfTF ; β1 = 34

3 C
2
A −

20
3 CATFnf − 4CFTFnf ; (A.2)

β2 = 2857
54 C3

A−
1415
27 C2

ATFnf + 158
27 CAT

2
Fn

2
f −

205
9 CACFTFnf + 44

9 CFT
2
Fn

2
f + 2C2

FTFnf . (A.3)

a1 = 31CA − 20TFnf
9 ; (A.4)

a2 =
400T 2

Fn
2
f

81 − CF TF nf
(55

3 − 16 ζ(3)
)

+C2
A

(
4343
162 + 16π2 − π4

4 + 22 ζ(3)
3

)
− CA TF nf

(1798
81 + 56 ζ(3)

3

)
;

a3 = a
(3)
3 n3

f + a
(2)
3 n2

f + a
(1)
3 nf + a

(0)
3 , (A.5)

where

a
(3)
3 = −

(20
9

)3
T 3
F ,

a
(2)
3 =

(
12541
243 + 368ζ(3)

3 + 64π4

135

)
CAT

2
F +

(14002
81 − 416ζ(3)

3

)
CFT

2
F ,

a
(1)
3 = (−709.717)C2

ATF +
(
−71281

162 + 264ζ(3) + 80ζ(5)
)
CACFTF

+
(286

9 + 296ζ(3)
3 − 160ζ(5)

)
C2
FTF + (−56.83(1)) d

abcd
F dabcdF

NA
,

a
(0)
3 = 502.24(1) C3

A − 136.39(12) d
abcd
F dabcdA

NA
(A.6)
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and
dabcdF dabcdA

NA
= Nc(N2

c + 6)
48 ,

dabcdF dabcdF

NA
= N4

c − 6N2
c + 18

96N2
c

. (A.7)

A.2 MS renormalized NRQCD Wilson coefficients

In the MS scheme the respective renormalized Wilson coefficients of the single quark sector are
(for mj 6= mi)1

c
(i)MS
F (ν) = 1 + αs(ν)

2π (CF + CA)− αs(ν)
2π CA ln mi

ν
,

c
(i)MS
D (ν) = 1 + αs(ν)

2π CA −
4αs(ν)

15π

(
1 + m2

i

m2
j

)
TF + αs(ν)

π

(8
3CF + 2

3CA
)

ln mi

ν
. (A.8)

The four-quark Wilson coefficients for unequal masses are given by (note that for the equal mass
case the annihilation contribution should be included, see Ref. [71] for the specific expressions):

dMS
sv (ν) = α2

sCF

(
CA
2 − CF

)
m1m2
m2

1 −m2
2

ln
(
m2

1
m2

2

)
, (A.9)

dMS
vv (ν) = 2α2

sCF
m1m2
m2

1 −m2
2

ln
(
m2

1
m2

2

)
+ α2

sCA
4(m2

1 −m2
2)

{
m2

1

(
ln
(
m2

2
ν2

)
+ 3

)

− m2
2

(
ln
(
m2

1
ν2

)
+ 3

)
− 3m1m2 ln

(
m2

1
m2

2

)}
, (A.10)

dMS
ss (ν) = −CF

(
CA
2 − CF

)
α2

s
m2

1 −m2
2

(
m2

1

(
ln
(
m2

2
ν2

)
+ 1

3

)
−m2

2

(
ln
(
m2

1
ν2

)
+ 1

3

))
,

(A.11)

dMS
vs (ν) = −2CF

α2
s

m2
1 −m2

2

(
m2

1

(
ln
(
m2

2
ν2

)
+ 1

3

)
−m2

2

(
ln
(
m2

1
ν2

)
+ 1

3

))

+ CA
4

α2
s

m2
1 −m2

2

[
3
(
m2

1

(
ln
(
m2

2
ν2

)
+ 1

3

)
−m2

2

(
ln
(
m2

1
ν2

)
+ 1

3

))

+ 1
m1m2

(
m4

1

(
ln
(
m2

2
ν2

)
+ 10

3

)
−m4

2

(
ln
(
m2

1
ν2

)
+ 10

3

))]
. (A.12)

A.3 Finite Sums for the spectrum computation

The following functions are defined here in order to lighten the notation of the spectrum. We
follow the notation of [160] for ease of comparison, and quote the functions here for completeness.

These functions are associated with finite sums that we have used throughout the computation
of the spectrum:

1The term in cD proportional to TF does not appear in the result quoted in Ref. [67]. It is generated by the
field redefinition that eliminates the operator GD2G from the NRQCD Lagrangian, see the discussion in Ref. [43].

138



A.3. Finite Sums for the spectrum computation

Sp(N) =
N∑
i=1

1
ip
, Sp,q(N) =

N∑
i=1

i∑
j=1

1
ipjq

, (A.13)

∆S1a = S1(n+ l)− S1(n− l − 1), ∆S1b = S1(n+ l)− S1(2l + 1), (A.14)

Σa(n, l) = Σ(m)
3 + Σ(k)

3 + 2
n

Σ(k)
2 , Σb(n, l) = Σ(m)

2 + Σ(k)
2 −

2
n

∆S1b, (A.15)

Σ(m)
p (n, l) = (n+ l)!

(n− l − 1)!

l∑
m=−l

R(l,m)
(n+m)pS1(n+m), (A.16)

Σ(k)
p (n, l) = (n− l − 1)!

(n+ l)!

n−l−1∑
k=1

(k + 2l)!
(k − 1)!(k + l − n)p , (A.17)

where
R(l,m) = (−1)l−m

(l +m)!(l −m)! . (A.18)

These functions are present in the energy correction associated to the static potential:

σ(n, l) = π2

64 −
1
16S2(n+ l) + 1

8Σ(k)
2

+ 1
2

(
n

2 ζ(3) + π2

8

(
1− 2n

3 ∆S1a

)
− 1

2S2(n+ l) + n

2 Σa(n, l)
)
, (A.19)

τ(n, l) = 3
2ζ(5)n2 − π2

8 ζ(3)n2 + π4

1440n (5n∆S1a − 4)

− 1
4ζ(3)

[
(n∆S1a − 2)2 + n2 {2S2(n+ l)− S2(n− l − 1)}+ n− 4

]
+ π2

12

[
n

2 ∆S1a {nS2(n+ l) + 1}+ n2

2 S3(n+ l)− 3
4 − n

2Σa(n, l)
]

− n2

2 S4,1(n− l − 1) + nS3,1(n− l − 1) + 1
4S2(n+ l) + 1

2S3(n+ l)

+ Στ,1(n, l) + Στ,2(n, l) + Στ,3(n, l). (A.20)

Στ,1 = − n2(n+ l)!
4(n− l − 1)!

n−l−1∑
k=1

(k − 1)!S1(n− l − k)
(k + 2l)!(k + l − n)4 + (n− l − 1)!

4(n+ l)!

n−l−1∑
k=1

(k + 2l)!
(k − 1)!(k + l − n)4

×
[
(k + l − n)(2k + 2l − n) {2nS2(n− l − k − 1)− 1}

− 6
{

(k + l − n)(2k + 2l − n) + n

(
k + l − n

3

)}
S1(n− l − k − 1)

+ {3(k + l − n)(2k + 2l − n) + n(k + l)} {S1(k + 2l)− S1(n+ l)}
]
, (A.21)

Στ,2 = n(n+ l)!
8(n− l − 1)!

l∑
m=−l

R(l,m)
(n+m)5
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×
[
4n(n+m)2S2,1(n+m)− (4m+ 3n)(n+m)S2(n+m)

+ S1(n+m)
{
−2(n+m)2 − 8n+ 8(n+m)2S1(2l + 1)− 2n(n+m)S1(l +m)

− 2(4m+ 3n)(n+m)S1(l + n)− (4m− n)(n+m)S1(n+m)
}]
, (A.22)

Στ,3 = n2
l∑

m=−l

n−l−1∑
k=1

(k + 2l)!S1(n+m)R(l,m)
(k − 1)!(n+m)2(k + l +m)

{ 1
2(k + l − n)2 −

1
n(n+m)

}
. (A.23)

A.4 List of transformations from momentum to position space

Unlike the position space potential Vs, the momentum space potential Ṽs is a c-number, not an
operator. It is defined as the matrix element

Ṽs ≡ 〈p′|Vs|p〉 . (A.24)

In this section we give a list of the different related spin-independent potential structures in
d-dimensions.

Ṽs Vs

1
kn Fn(r)

1 δ(d)(r) =
[
pi,
[
pi,F2(r)

]]
k2ε [

pi,
[
pi,F2−2ε(r)

]]
p2+p′2
k2

{
F2(r),p2}

p2+p′2
k2 k2ε {

F2−2ε(r),p2}
(p2−p′2)2

k4 − 1 2F2(r)(1 + 2ε)L2

r2 − 2ε
{
F2(r),p2}+ 2ε

[
pi,
[
pi,F2(r)

]]
(

(p2−p′2)2

k4 − 1
)
k2ε 2F2−2ε(r)4ε+1

1−ε
L2

r2 − 4 ε
1−ε

{
F2−2ε(r),p2}+ 4 ε

1−ε
[
pi,
[
pi,F2−2ε(r)

]]
(p2−p′2)2

k4 2F2(r)(1 + 2ε)L2

r2 − 2ε
{
F2(r),p2}+ (1 + 2ε)

[
pi,
[
pi,F2(r)

]]
(p2−p′2)2

k4 k2ε 2F2−2ε(r)1+4ε
1−ε

L2

r2 − 4 ε
1−ε

{
F2−2ε(r),p2}+ 1+3ε

1−ε
[
pi,
[
pi,F2−2ε(r)

]]

We make use of the following definition:

Fn(r) =
∫

ddk

(2π)d
e−ik·r

|k|n = 2−nπ−d/2

rd−n
Γ (d/2− n/2)

Γ(n/2) (A.25)
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Appendix B

Feynman rules

B.1 Feynman rules for HBET

In this appendix we present the set of Feynman rules from the HBET Lagrangian that we have
used in order to compute the FVCT, Tµν , including the Delta particle. First we quote the
different vertices that play a role in our computation (Ref. [64]1):

aµ

b ν

2iegµν
(
δab − δa3δb3

) µ

b, q2a, q1

eεa3b (qµ1 + qµ2 )

µ

ie
2
(
1 + τ3) vµ a, q gA

Fπ
S · qτa

a, q

µ

ie gAFπS
µεa3bτ b

µ

a, α b, β

ieηabgαβvµ

1Note that, in contrast to the notation of the coupling b1 in Ref. [64], we use the notation b1F = 2b1.
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µ

b, β

ie b1Fmp δ
a3
(
S · kgµβ − Sβkµ

) a, q

b, β

gπN∆
Fπ

δabqµ

a, q

b, β

µ

−iegπN∆
Fπ

εa3bεµ(k)

where ηab = 1
2
(
1 + τ3) δab − iεab3. The values of the Wilson coefficients can be found in

Eq. (3). Vertices and propagators in the muon line are the usual QED vertices, since the muon
is still relativistic.

The propagators read (Refs. [64, 65]):

q

µ ν
−i gµν

q2+iη q
i

v·q+iη

q

a b
i δab

q2−m2+iη q

a, α b, β

−i
P

3/2
αβ

ξab3/2
v·p−∆+iη

where we define de spin operator Sµ = i
2γ5σµνv

ν and the following functions,

ξab3/2 = δab − 1
3τ

aτ b, (B.1)

P
3/2
αβ = D − 2

D − 1 (gαβ − vαvβ)− 2
D − 1[Sα, Sβ]. (B.2)

These completes the set of HBET Feynman rules needed for our computation.

B.2 Feynman rules for NRQCD

In this appendix we present the set of NRQCD Feynman rules needed in order to compute the
potential at N3leading order.

We start with the propagators. The propagator for particles ψ and antiparticles χc is the
same.
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B.2. Feynman rules for NRQCD

q
i

q0− q2
2m+iη

= i
q0+iη +O

(
1
m

)

q

a b −iδab
q2+iη in FG, i

q2 δ
ab in CG

q

µ ν
iδabδij

q2+iη in FG, iδab

q2+iηP
ij(q) in CG

where

P ij(q) = δij − qiqj

q2 . (B.3)

We have used the following Feynman rules for the vertices:

β,p α,p′

k, a −igT aαβ

β,p α,p′

k, a, i ig
2m
(
pi + p′i

)
T aαβ

a, ib, j

β,p α,p′

− ig2

2m

{
T a, T b

}
αβ
δij

β,p α,p′

k, a, i c
(x)
F g

2mx (σ × k)i T aαβ

a, ib, j

β,p α,p′

c
(x)
F g2

2mx ε
ijkσk

[
T a, T b

]
αβ

β,p α,p′

k, a c
(x)
S g

4m2
x

σ · (p′ × p)T aαβ

β,p α,p′

k, a i
c
(x)
D g

8m2
x
k2T aαβ

β,p α,p′

k, a, i −i c
(x)
D g

8m2
x
k0k

iT aαβ
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k, aq, b

β,p α,p′

i
c
(x)
D g2

8m2
x

(q0 − k0)
[
T a, T b

]
αβ

k, aq, b

β,p α,p′

−i c
(x)
D g2

8m2
x

(p′i − pi + qi)[
T a, T b

]
αβ

All the momenta are taken to be incoming to the vertex. In CG the last vertex can be reduced
to −i c

(x)
D g2

4m2
x

(p′i − pi)
[
T a, T b

]
αβ

.

We use the NRQCD/NRQED convention for NR scattering amplitudes, where the antiquarks
are treated as particles living in the anti-representation of SU(3), i.e. the fermion flow (little
arrows) of the antifermion is the same as for the fermion. The corresponding Feynman rules for
the antifermion are then obtained by replacing g → −g and T a → (T a)T .

Finally, for the four-quark operators we get:

β ′
α′

β α

−i dss
m1m2

δαβδα′β′

β ′
α′

β α

i dsv
m1m2

σ1 · σ2δαβδα′β′

β ′
α′

β α

−i dvs
m1m2

T aαβT
a
β′α′

β ′
α′

β α

i dsv
m1m2

σ1 · σ2T
a
αβT

a
β′α′

Throughout this work we project the states onto the singlet sector, i.e. |s〉 = 1√
Nc
δαα′ , where

α and α′ are the indexes for the ingoing quarks. For the octet sector we would project onto
|o〉 = 1√

TF
δαα′ .

B.3 Feynman rules for the matching with Wilson loops

In this appendix, we present a set of Feynman rules that can be used to calculate the soft
contribution to Wilson-loop expectation values that contain insertions of the chromoelectric field
E(t), diagrammatically. In our computation we use them regarding Eqs. (9.27) and (9.29).

Besides the standard set of (static) Feynman rules of NRQCD at leading order in 1/m, the
only additional Feynman rules needed for our computation are the following three vertices with
an insertion of the chromo-electric field operator Ei(t) .
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ab

β α

ige−i(k0+l0+q0+p0)t
[
T a, T b

]
αβ

k, a

β α

ik0e
−i(k0+l0+q0)tT aαβ

β α

k, a

−ikie−i(k0+l0+q0)tT aαβ

The Ei(t) operator insertion is denoted by a cross in the diagram on a static quark line. Dotted
and wavy lines represent A0 and A gluons, respectively. All momenta (k, l, q, p) are incoming.
We again use the ”NRQCD” convention for NR scattering amplitudes and so the corresponding
Feynman rules for the antiquark are then obtained by replacing g → −g and T a → (T a)T .

Because of the explicit factors of t in the Wilson-loop expectation values (see e.g. Eqs. (9.27)
and Eq. (9.29)) we are forced to retain the t dependence in the Feynman rules for Ei(t). As a con-
sequence there is no energy conservation at these vertices, however three-momentum conservation
is understood as usual.
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Master integrals

C.1 Master integrals in HBET

The integrals presented in this Appendix are related to those presented in Refs. [64,65]. Here we
give the full D-dependence of the functions in terms of which the integrals are decomposed.∫

dDl

(2π)D
{1, lµ, lµlν , lµlν lα, lµlν lαlβ}

(v · l − q0 − iη)(l2 −m2 + iη) =

− i{J0(q0,m), vµJ1(q0,m), gµνJ2(q0,m) + vµvνJ3(q0,m),
(gµνvα + gµαvν + gνα)vµJ4(q0,m) + vµvνvαJ5(q0,m),
(gµνgαβ + gµαgνβ + gναgµβ)J6(q0,m) + (gµνvαvβ
+ gµαvνvβ + gµβvνvα + gναvµvβ) + gαβvµvν)J7(q0,m) + ...}, (C.1)

where we can express all the J-functions in terms of the D-dimensional integrations:

Dπ(m) = mD−2(4π)−D/2Γ
(

1− D

2

)
, (C.2)

J0(q0,m) = 2
(4π)D/2

Γ
(

2− D

2

)∫ ∞
−q0

dy
1

(m2 − q2
0 + y2)2−D/2

=



−
2(−q0)D−3Γ

(
2− D

2

)
2F1

(
3−D

2 , 2− D
2 ; 5−D

2 ; 1− m2

q2
0

)
(4π)D/2(D − 3)

|q0| < m, (C.3)

i−Dq0
(
q2

0 −m2
)D

2 −2
2F1

(
1
2 , 2−

D

2 ; 3
2; q2

0
q2

0 −m2

)

−
i1−D

(√
πΓ
(

3
2 −

D
2

)) (
q2

0 −m2)D−3
2

2Γ
(
2− D

2

) q0 < −m, (C.4)

since we will also want the renormalized result we give the results also expanded in D = 4 + 2ε :

Dπ(m) = m2

16π2 L̃+O(ε), (C.5)
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J0(q0,m) =


q0

8π2 (1− L̃)− 1
4π2

√
m2 − q2

0 cos−1 −q0
m

+O(ε) |q0| < m, (C.6)

q0
8π2 (1− L̃) +

√
q2

0 −m2

4π2 ln


√
q2

0 −m2 − q0

m

+O(ε) q0 < −m, (C.7)

where

L̃ = µ2ε
(1
ε

+ (γE − 1− ln 4π)
)

+ ln
(
m2

µ2

)
. (C.8)

All the other functions are related to Eqs. (C.7)/(C.6) and (C.5) by:

J1(q0,m) = q0J0(q0,m) +Dπ(m), (C.9)

J2(q0,m) = 1
D − 1((m2 − q2

0)J0(q0,m)− q0Dπ(m)), (C.10)

J3(q0,m) = q0J1(q0,m)− J2(q0,m), (C.11)

J4(q0,m) = q0J2(q0,m) + m2

D
Dπ(m), (C.12)

J5(q0,m) = q0J3(q0,m)− 2J4(q0,m), (C.13)

J6(q0,m) = 1
D + 1

((
m2 − q2

0

)
J2(q0,m)− m2q0

d
Dπ(m)

)
, (C.14)

J7(q0,m) = m2J2(q0,m) + (D + 2)J6(q0,m). (C.15)

We also define the derivative function which we use in our computation

J
(n)
i (q0,m) = ∂n

∂(m2)nJi(q0,m). (C.16)

C.2 Master integrals for NRQCD in the Coulomb gauge

First we have computed the following master integrals in d = D − 1 dimensions in Euclidean
space:

∫
dqd

(2π)d
{1, qi, qiqj , qi, qj , ql}

(q2)r((q − k)2)s = {I1(r, s,k), Ii2(r, s,k), Iij3 (r, s,k), Iijl4 (r, s,k)}, (C.17)
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where we find:

I1(r, s,k) =
(

k2

4π

) d
2 ( 1

k2

)r+s Γ
(
d
2 − r

)
Γ
(
d
2 − s

)
Γ
(
r + s− d

2

)
Γ (r) Γ (s) Γ (d− r − s) , (C.18)

Ii2(r, s,k) = ki
(

k2

4π

) d
2 ( 1

k2

)r+s Γ
(
d
2 − r + 1

)
Γ
(
d
2 − s

)
Γ
(
r + s− d

2

)
Γ (r) Γ (s) Γ (d− r − s+ 1) , (C.19)

Iij3 (r, s,k) =
(

k2

4π

) d
2 ( 1

k2

)r+skikj Γ
(
d
2 − r + 2

)
Γ
(
d
2 − s

)
Γ
(
r + s− d

2

)
Γ (r) Γ (s) Γ (d− r − s+ 2)

+ δij
k2

2
Γ
(
d
2 − r + 1

)
Γ
(
d
2 − s+ 1

)
Γ
(
r + s− d

2 − 1
)

Γ (r) Γ (s) Γ (d− r − s+ 2)

 , (C.20)

Iijl4 (r, s,k) =
(

k2

4π

)d/2 ( 1
k2

)r+skikjklΓ
(
d
2 − r + 3

)
Γ
(
d
2 − s

)
Γ
(
−d

2 + r + s
)

Γ(r)Γ(s)Γ(d− r − s+ 3)

+ k2(klδij + kjδil + kiδjl)
Γ
(
d
2 − r + 2

)
Γ
(
d
2 − s+ 1

)
Γ
(
−d

2 + r + s− 1
)

2Γ(r)Γ(s)Γ(d− r − s+ 3)

 , (C.21)

and

∫
dqd

(2π)d
(q2)s

(q2 +m2)r = I5(r, s,k,m2) =
(
m2

4π

) d
2 (
m2
)s−r Γ

(
d
2 + s

)
Γ
(
r − s− d

2

)
Γ (r) Γ

(
d
2

) . (C.22)

Now we can compute the following integrals in D-dimensions in terms of the previous master
integrals (to the order of our interest in the loop integrals k0 ∼ 0). To do so we first perform the
integration in the 0-component of the loop momentum:∫

dqD

(2π)D
{1, qi, qiqj , qiqjql}

(q2
0 − q2 + iη)(q − k)2q2n = (C.23)

− i

2{I1(1/2 + n, 1,k), Ii2(1/2 + n, 1,k), Iij3 (1/2 + n, 1,k), Iijl4 (1/2 + n, 1,k)}.

Note that the following relation holds δijIij3 (n, 1,k) = I1(n− 1, 1,k).∫
dqD

(2π)D
{1, qi, qiqj , qiqjql}

(q − k)2q2(q2
0 − (q − k)2 + iη)q2

0
= (C.24)

− i

2{I1(1, 5/2,k), Ii2(1, 5/2,k), Iij3 (1, 5/2,k), Iijl4 (1, 5/2,k)}.

Some other useful integrals in terms of Feynman parameters are:∫
dqD

(2π)D
{1, qi, qiqj}

(q2
0 − q2 + iη)(q2

0 − (q − k)2 + iη)
= (C.25)

i

4

∫ 1

0
dz

{
I5(3/2, 0,k,∆2

1), kiz I5(3/2, 0,k,∆2
1), δ

ij

d
I5(3/2, 1,k,∆2

1) + kikjz2 I5(3/2, 0,k, m̃2)
}
,

where ∆2
1 = k2z(1− z).
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∫
dqD

(2π)D
{1, qi, qiqj , qiqjqn}

(q2
0 − q2 + iη)(q2

0 − (q − k)2 + iη)q2 = (C.26)

i
3
8

∫ 1

0
dz

∫ 1

0
ds
√
s

{
I5(5/2, 0,k,∆2

2), kizs I5(5/2, 0,k,∆2
2),

δij

d
I5(5/2, 1,k,∆2

2) + s2z2kikj I5(5/2, 0,k,∆2
2),

s3z3kikjkn I5(5/2, 0,k,∆2
2) + s z

d

(
kiδjn + kjδin + knδij

)
I5(5/2, 1,k,∆2

2)
}
,

where ∆2
2 = k2sz(1− s z).

∫
dqD

(2π)D
{1, qi, qiqj}

(q2
0 − q2 + iη)(q2

0 − (q − k)2 + iη)q2(q − k)2 = (C.27)

15
16

∫ 1

0
dz

∫ 1

0
dt

∫ 1

0
ds s
√

1− s
{
I5(7/2, 0,k,∆2

3), ki (z − s(t+ z − 1)) I5(7/2, 0,k,∆2
3),

δij

d
I5(7/2, 1,k,∆2

3) + (z − s(t+ z − 1))2 kikjI5(7/2, 0,k,∆2
3)
}
,

where ∆2
3 = k2(z − s(t+ z − 1))(s(t+ z − 1)− z + 1).
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Appendix D

HBET amplitudes

Throughout our HBET computations we use the normalization ū(p)u(p) = 2mp and we define
∆ = m∆ −mp. In what follows m̃2 = m2

π − q2x(1 − x) and the function Z has been defined in
Eq. (3.45). We work in the rest frame where v = (1,0).

D.1 Pion loops

Here we collect the amplitudes of all the diagrams contributing to the proton polarizability
through a loop of pions, represented in Fig. 3.1, plus the ones with a crossed photon lines or
permutations, which are assumed to be implicit in the representation. For all the diagrams here
we consider the overall factor A = 2mp

g2
A
F 2
π

. The J-functions are defined in Appendix C.1, and in
this case the computation for J0 in Eq. (C.3) applies. Diagrams with only one pion are zero due
to the fact that we are working in the static limit.

Mµν
1 = A gµνh0(q2, q0), (D.1)

Mµν
2 = A

{
h1(q2, q0)(gµν − vµvν) + h2(q2, q0)iεµναβvαSβ

}
, (D.2)

Mµν
3 = A

{
h3(q2, q0)gµν + h4(q2, q0)qµqν + h5(q2, q0)(qµvν + vµqν) + h6(q2, q0)vµvν

}
, (D.3)

Mµν
4 = A

{
h7(q2, q0)gµν + h8(q2, q0)qµqν + h9(q2, q0)vνvµ + h10(q2, q0)(qµvν + qνvµ)

+ h13(q2, q0)i(εµλαβvν − ενλαβvµ)qλSβvα + h11(q2, q0)iεµναβSβvα
+ h12(q2, q0)i(εµλαβqν − ενλαβqµ)qλSβvα

}
, (D.4)

Mµν
5 = A

{
h14(q2, q0)vµvν + h15(q2, q0)(qµvν + qνvµ)

+ h16(q2, q0)i(εµλαβvν − ενλαβvµ)qλSβvα
}
, (D.5)

Mµν
6 = Ah17(q2, q0)vµvν , (D.6)

Mµν
7 = Ah18(q2, q0)vµvν , (D.7)

Mµν
8 = Ah19(q2, q0)vµvν , (D.8)
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where the h functions read:

h0(q2, q0) = −J0(0,mπ)−m2
πJ
′
0(0,mπ), (D.9)

h1(q2, q0) = 1
2
(
J0(q0,m

2
π) + J0(−q0,m

2
π)
)
, (D.10)

h2(q2, q0) = −J0(q0,m
2
π) + J0(−q0,m

2
π), (D.11)

h3(q2, q0) = 2
∫ 1

0
dx(1− x)

{
(D + 1)

(
J ′′6 (q0x, m̃

2) + J ′′6 (−q0x, m̃
2)
)

− x2q2
(
J ′′2 (q0x, m̃

2) + J ′′2 (−q0x, m̃
2)
)}

, (D.12)

h4(q2, q0) = 1
2

∫ 1

0
dx(1− x)(2x− 1)

{
(D(2x− 1) + 6x+ 1)

(
J ′′2 (q0x, m̃

2) + J ′′2 (−q0x, m̃
2)
)

− (2x− 1)x2q2
(
J ′′0 (q0x, m̃

2) + J ′′0 (−q0x, m̃
2)
)}

, (D.13)

h5(q2, q0) =
∫ 1

0
dx (1− x)

{
(−2Dx+D − 2x− 1)

(
J ′′4 (q0x, m̃

2)− J ′′4 (−q0x, m̃
2)
)

+ x(2x− 1)
(
xq2

(
J ′′1 (q0x, m̃

2)− J ′′1 (−q0x, m̃
2)
)

− 2q0
(
J ′′2 (q0x, m̃

2) + J ′′2 (−q0x, m̃
2)
))}

, (D.14)

h6(q2, q0) = 2
∫ 1

0
dx (1− x)

{
(D − 1)

(
J ′′7 (q0x, m̃

2) + J ′′7 (−q0x, m̃
2)
)

+ x
(
−xq2

(
J ′′3 (q0x, m̃

2) + J ′′3 (−q0x, m̃
2)
)

+ 4q0
(
J ′′4 (q0x, m̃

2)− J ′′4 (−q0x, m̃
2)
))

− 2
(
J ′′6 (q0x, m̃

2) + J ′′6 (−q0x, m̃
2)
)}

, (D.15)

h7(q2, q0) = −2
∫ 1

0
dx
{
J ′2

(
q0x, m̃

2
)

+ J ′2

(
−q0x, m̃

2
)}

, (D.16)

h8(q2, q0) =
∫ 1

0
dxx(1− 2x)

{
J ′0

(
q0x, m̃

2)
)

+ J ′0

(
−q0x, m̃

2
)}

, (D.17)

h9(q2, q0) = 2
∫ 1

0
dx
{
−q0x

(
J ′1

(
q0x, m̃

2
)
− J ′1

(
−q0x, m̃

2
))

+ J ′2

(
q0x, m̃

2
)

+ J ′2

(
−q0x, m̃

2
)}

,

(D.18)

h10(q2, q0) =
∫ 1

0
dxx

{
q0
2 (2x− 1)

(
J ′0

(
q0x, m̃

2
)

+ J ′0

(
−q0x, m̃

2
))

+ J ′1

(
q0x, m̃

2
)
− J ′1

(
−q0x, m̃

2
)}

, (D.19)

h11(q2, q0) = 4
∫ 1

0
dx
{
J ′2

(
q0x, m̃

2
)
− J ′2

(
−q0x, m̃

2
)}

, (D.20)

h12(q2, q0) = −
∫ 1

0
dxx(1− 2x)

{
J ′0

(
q0x, m̃

2
)
− J ′0

(
−q0x, m̃

2
)}

, (D.21)

h13(q2, q0) = −2
∫ 1

0
dxx

{
J ′1

(
q0x, m̃

2
)

+ J ′1

(
−q0x, m̃

2
)}

, (D.22)

h14(q2, q0) = 2
q0

∫ 1

0
dx
{

(D − 1)(J ′4
(
q0x, m̃

2
)
− J ′4

(
−q0x, m̃

2
)
) + q2(1− x)x

(
J ′1

(
q0x, m̃

2
)

− J ′1

(
−q0x, m̃

2
))
− q0(1− 2x)(J ′2

(
q0x, m̃

2
)

+ J ′2

(
−q0x, m̃

2
)
)
}
, (D.23)

h15(q2, q0) = 1
2q0

∫ 1

0
dx (1− 2x)

{
(D + 1)

(
J ′2

(
q0x, m̃

2
)

+ J ′2

(
−q0x, m̃

2
))
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+ q2x(1− x)
(
J ′0

(
q0x, m̃

2
)

+ J ′0

(
−q0x, m̃

2
))}

, (D.24)

h16(q2, q0) = − 2
q0

∫ 1

0
dx
{
J ′2(q0x, m̃

2)− J ′2(−q0x, m̃
2)
}
, (D.25)

h17(q2, q0) = −2D − 1
4

1
q2

0

(
−2J2

(
0,m2

π

)
+ J2

(
−q0,m

2
π

)
+ J2

(
q0,m

2
π

))
, (D.26)

h18(q2, q0) = 3D − 1
4

1
q2

0

(
J2
(
q0,m

2
π

)
+ J2

(
−q0,m

2
π

)
−
(
J2
(
0,m2

)
+ J2

(
0,m2

π

)))
, (D.27)

h19(q2, q0) = D − 1
4

1
q0

( 1
q0

(
J2
(
q0,m

2
π

)
+ J2

(
−q0,m

2
π

)
− 2J2

(
0,m2

π

)))
. (D.28)

For D = 4 + 2ε dimensions we obtain:

h0(q2, q0) = 3mπ

16π +O(ε), (D.29)

h1(q2, q0) = −

√
m2
π − q2

0

8π +O(ε), (D.30)

h2(q2, q0) = 1
4π2 q0L̃+ 1

4π2

(
2
√
m2
π − q2

0 sin−1
(
q0
mπ

)
− q0

)
+O(ε), (D.31)

h3(q2, q0) = 1
16π

(6m2
πq

2 − 8m2
πq

2
0 − q4)

2q2
√

q2 I1 −
mπ

q2

√
1− q2

0
m2
π

(
2m2

π − q2 + 2q2
0

)

+ mπ
(
2m2

π + q2)
q2

)
+O(ε), (D.32)

h4(q2, q0) = −1
16π

((
−6m2

π

(
q2 − 2q2

0
)

+ q4 + 2q4
0
) (

4m2
π

(
q2

0 − q2)+ q4)
2q4

√
q2 (4m2

πq2 + q4)
I1

+ mπ
(
16m4

π

(
q2 − q2

0
)
− 2m2 (6q4 − 16q2q2

0 + 13q4
0
)

+ q2 (2q4 − 6q2q2
0 + q4

0
))

q4 (4m2
πq2 + q4)

+
(
mπ

(
16m4

π

(
q2

0 − q2)+m2
π

(
10q4

0 − 4q2q2
0
)

+ q6 + 2q4q2
0
))

q4 (4m2
πq2 + q4)

√
1− q2

0
m2
π

+O(ε),

(D.33)

h5(q2, q0) = 1
16π

(
−mπq0

(
16m4

πq2 − 6m2
πq

2
0
(
q2 − 2q2

0
)

+ q6 + 2q4q2
0
)

q4 (4m2
πq2 + q4)

+ q0
(
m2
π

(
10q2

0 − 4q2)+ q4 + 2q2q2
0
)

2q4
√

q2 I1

+
(
mπq0

(
16m4

πq2 +m2
π

(
14q2q2

0 − 8q4)+ 3q6))
q4 (4m2q2 + q4)

√
1− q2

0
m2
π

+O(ε), (D.34)

h6(q2, q0) = 1
16π

(
−q

2 (−6m2
π

(
q2 − 2q2

0
)

+ q4 + 2q2q2
0
)

2q4
√

q2 I1

+ mπ
(
8m4

π

(
q4

0 − q4)− 2m2
π

(
q6 + 2q4q2

0 − 6q2q4
0
)

+ q8 + 2q6q2
0
)

q4 (4m2
πq2 + q4)

+
(
mπ

(
8m4

π

(
q4 − q4

0
)

+m2
π

(
−6q6 + 32q4q2

0 − 48q2q4
0 + 16q6

0
)

+ q8 − 8q6q2
0 + 4q4q4

0
))

q4 (4m2
πq2 + q4)
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√
1− q2

0
m2
π

+O(ε), (D.35)

h7(q2, q0) = 1
16π


(
4m2

πq2 + q4)
2q2

√
q2 I1 −

√
1− q2

0
m2
π

(
mπ

(
q2 − 2q2

0
))

q2 − mπq
2

q2

+O(ε), (D.36)

h8(q2, q0) = 1
16π


(
4m2

πq2 + q4 + 2q2q2
0
)

2q4
√

q2 I1 +
3mπq

2
√

1− q2
0

m2
π

q4 − mπ
(
q2 + 2q2

0
)

q4

+O(ε),

(D.37)

h9(q2, q0) = 1
16π

(4m2
πq

2q2 + q6 + 2q4q2
0
)

2q4
√

q2 I1 −
mπ

(
q4 − 8q2q2

0 + 4q4
0
)

q4

√
1− q2

0
m2

− mπq
2 (q2 + 2q2

0
)

q4

)
+O(ε), (D.38)

h10(q2, q0) = 1
16π

(
−q0

(
4m2

πq2 + q2 (2q2 + q2
0
))

2q4
√

q2 I1

+

√
1− q2

0
m2
π

(
mπq0

(
q2

0 − 4q2))
q4 + mπq0

(
2q2 + q2

0
)

q4

+O(ε), (D.39)

h11(q2, q0) = − 1
4π2 q0L̃+ q0

4π2 + −1
2π2

(
2
√
m̃2 − q2

0x
2 sin−1

(
q0x√
m̃2

)
+ q0x ln

(
m̃2

m2
π

)
+O(ε), (D.40)

h12(q2, q0) = 1
4π2

∫ 1

0
dxx(1− 2x)

sin−1
(
q0x√
m̃2

)
√
m̃2 − q2

0x
2

+O(ε), (D.41)

h13(q2, q0) = −1
8π2 L̃−

1
8π2 −

1
4π2

∫ 1

0
dxx

ln
(
m̃2

m2
π

)
−

2q0x sin−1
(
q0x√
m̃2

)
√
m̃2 − q2

0x
2

+O(ε), (D.42)

h14(q2, q0) = 1
16π

q2

(q2)3/2

(
2m2

π − q2
)
I1 −

1
8π

mπ

q2

(
2m2

π − q2
)

+ 1
8π

mπ

q2

(
2m2

π + q2 − 2q2
0

)√
1− q2

0
m2
π

+O(ε), (D.43)

h15(q2, q0) = − 1
32π

2m2
π − q2

q2
√

q2 q0I1 −
1

16π
mπ

q0q2

(
2m2

π − q2
0

)√1− q2
0

m2
π

− 1

+O(ε), (D.44)

h16(q2, q0) = 1
8π2 L̃−

1
8π2 + 1

4π2

∫ 1

0
dx

{
x ln

(
m̃2

m2
π

)
+ 2
q0

√
m̃2 − q2

0x
2 sin−1

(
q0x√
m̃2

)}
+O(ε), (D.45)
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h17(q2, q0) = − 1
8π

m3
π

q2
0

1−
(

1− q2
0

m2
π

)3/2
+O(ε), (D.46)

h18(q2, q0) = 3
16π

m3
π

q2
0

1−
(

1− q2
0

m2
π

)3/2
+O(ε), (D.47)

h19(q2, q0) = 1
16π

m3
π

q2
0

1−
(

1− q2
0

m2
π

)3/2
+O(ε). (D.48)

These expressions agree with Eqs. (81)-(84) of Ref. [65] when q0 = 0 and ε · v = 0.
We have explicitly checked that our result is gauge invariant through the following relations

between the h’s:

h2(q2, q0) + h11(q2, q0) + q2h12(q2, q0) + q0(h13(q2, q0) + h16(q2, q0)) = 0 , (D.49)

h0(q2, q0) + h1(q2, q0) + h3(q2, q0) + h7(q2, q0) + q0
(
h10(q2, q0) + h15(q2, q0)

)
+ q2

(
h4(q2, q0) + h8(q2, q0)

)
= 0 , (D.50)

− q2
0
q2

(
−h1(q2, q0) + h6(q2, q0) + h9(q2, q0) + h14(q2, q0) + h17(q2, q0) + h18(q2, q0) + h19(q2, q0)

)
+ h0(q2, q0) + h1(q2, q0) + h3(q2, q0) + h7(q2, q0) + q2

(
h4(q2, q0) + h8(q2, q0)

)
= 0 . (D.51)

D.2 Pion loops which include a ∆ excitation

Here we collect the amplitudes of all the diagrams contributing to the proton polarizability with
a ∆ particle and through a loop of pions, represented in Fig. 3.3, plus the ones with a crossed
photon lines or permutations, which are assumed to be implicit in the representation. For all the
diagrams here we consider the overall factor A = −8

3Mp
g2
πN∆
F 2
π

. We take a positive infinitesimal
imaginary part for the propagators of h∆

14 − h∆
19.

Mµν
∆π1 = A gµνh∆

0 (q2, q0), (D.52)

Mµν
∆π2 = A

{
(gµν − vµvν)h∆

1 (q2, q0) + iεµναβvαSβh
∆
2 (q2, q0)

}
, (D.53)

Mµν
∆π3 = A

{
gµνh∆

3 (q2, q0) + qµqνh∆
4 (q2, q0) + (qµvν + vµqν)h∆

5 (q2, q0) + vµvνh∆
6 (q2, q0)

}
,

(D.54)

Mµν
∆π4 = A

{
gµνh∆

7 (q2, q0) + qµqνh∆
8 (q2, q0) + (qµvν + vµqν)h∆

10(q2, q0) + vµvνh∆
9 (q2, q0)

+ iεµναβvαSβh
∆
11(q2, q0) + ivαSβqλ(εµλαβqν − ενλαβqµ)h∆

12(q2, q0)

+ ivαSβqλ(εµλαβvν − ενλαβvµ)h∆
13(q2, q0)

}
, (D.55)

Mµν
∆π5 = A

{
vµvνh∆

14(q2, q0) + (qµvν + vµqν)h∆
15(q2, q0)

+ ivαSβqλ(εµλαβvν − ενλαβvµ)h∆
16(q2, q0)

}
, (D.56)

Mµν
∆π6 = A

{
vµvνh∆

17(q2, q0)
}
, (D.57)
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Mµν
∆π7 = A

{
vµvνh∆

18(q2, q0)
}
, (D.58)

Mµν
∆π8 = A

{
vµvνh∆

19(q2, q0)
}
, (D.59)

where in terms of the master integrals:

h∆
0 (q2, q0) = −2(D − 2)J ′2(−∆,m2

π), (D.60)

h∆
1 (q2, q0) = D − 2

D − 1
(
J0
(
q0 −∆,m2

π

)
+ J0

(
−q0 −∆,m2

π

))
, (D.61)

h∆
2 (q2, q0) = −2

D − 1
(
J0
(
q0 −∆,m2

π

)
− J0

(
−q0 −∆,m2

π

))
, (D.62)

h∆
3 (q2, q0) = 4D − 2

D − 1

∫ 1

0
dx (1− x)

{
−q2x2

(
J ′′2

(
q0x−∆, m̃2

)
+ J ′′2

(
−q0x−∆, m̃2

))
+ (D + 1)

(
J ′′6

(
q0x−∆, m̃2

)
+ J ′′6

(
−q0x−∆, m̃2

))}
, (D.63)

h∆
4 (q2, q0) = D − 2

D − 1

∫ 1

0
dx (1− x)(2x− 1)

×
{
−q2x2(2x− 1)(J ′′0

(
q0x−∆, m̃2

)
+ J ′′0

(
−q0x−∆, m̃2

)
)

+ (4x(D + 1)− (1 + 2x)(D − 1))
(
J ′′2

(
q0x−∆, m̃2

)
+ J ′′2

(
−q0x−∆, m̃2

))}
,

(D.64)

h∆
5 (q2, q0) = 2D − 2

D − 1

∫ 1

0
dx
{

(−q2x2(1− 2x)
(
J ′′1

(
q0x−∆, m̃2

)
− J ′′1

(
−q0x−∆, m̃2

))
+ 2q0x(1− 2x)

(
J ′′2 (q0x−∆, m̃) + J ′′2

(
−q0x−∆, m̃2

))
+ (D − 1− 2(D + 1)x)

(
J ′′4

(
q0x−∆, m̃2

)
− J ′′4

(
−q0x−∆, m̃2

))}
, (D.65)

h∆
6 (q2, q0) = 4D − 2

D − 1

∫ 1

0
dx (1− x)

{
x
(
−q2x

(
J ′′3

(
q0x−∆, m̃2

)
+ J ′′3

(
−q0x−∆, m̃2

))
+ 4q0

(
J ′′4

(
q0x−∆, m̃2

)
− J ′′4

(
−q0x−∆, m̃2

)))
− 2

(
J ′′6

(
q0x−∆, m̃2

)
+ J ′′6

(
−q0x−∆, m̃2

))}
, (D.66)

h∆
7 (q2, q0) = −4D − 2

D − 1

∫ 1

0
dx
{
J ′2

(
q0x−∆, m̃2

)
+ J ′2

(
−q0x−∆, m̃2

)}
, (D.67)

h∆
8 (q2, q0) = 2D − 2

D − 1

∫ 1

0
dx (1− 2x)x

{
J ′0

(
q0x−∆, m̃2

)
+ J ′0

(
−q0x−∆, m̃2

)}
, (D.68)

h∆
9 (q2, q0) = 4D − 2

D − 1

∫ 1

0
dx
{
J ′2

(
q0x−∆, m̃2

)
+ J ′2

(
−q0x−∆, m̃2

)
− q0x(J ′1(q0x−∆, m̃2)− J ′1(−q0x−∆, m̃2))

}
, (D.69)

h∆
10(q2, q0) = D − 2

D − 1

∫ 1

0
dxx

{
2
(
J ′1

(
q0x−∆, m̃2

)
− J ′1

(
−q0x−∆, m̃2

))
− (1− 2x)q0

(
J ′0

(
q0x−∆, m̃2

)
+ J ′0

(
−q0x−∆, m̃2

))}
, (D.70)

h∆
11(q2, q0) = 8

D − 1

∫ 1

0
dx
{
J ′2

(
q0x−∆, m̃2

)
− J ′2

(
−q0x−∆, m̃2

)}
, (D.71)

h∆
12(q2, q0) = − 2

D − 1

∫ 1

0
dxx(1− 2x)

{
J ′0

(
q0x−∆, m̃2

)
− J ′0

(
−q0x−∆, m̃2

)}
, (D.72)
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h∆
13(q2, q0) = − 4

D − 1

∫ 1

0
dxx

{
J ′1

(
q0x−∆, m̃2

)
+ J ′1

(
−q0x−∆, m̃2

)}
, (D.73)

h∆
14(q2, q0) = 4D − 2

D − 1
1
q0

∫ 1

0
dx
{

(D − 1)
(
J ′4

(
q0x−∆, m̃2

)
− J ′4

(
−q0x−∆, m̃2

))
− (1− 2x)q0

(
J ′2

(
q0x−∆, m̃2

)
+ J ′2

(
−q0x−∆, m̃2

))
+ (1− x)xq2

(
J ′1

(
q0x−∆, m̃2

)
− J ′1

(
−q0x−∆, m̃2

))}
, (D.74)

h∆
15(q2, q0) = D − 2

D − 1
1
q0

∫ 1

0
dx (1− 2x)

{
(D + 1)

(
J ′2

(
q0x−∆, m̃2

)
+ J ′2

(
−q0x−∆, m̃2

))
+ q2(1− x)x

(
J ′0

(
q0x−∆, m̃2

)
+ J ′0

(
−q0x−∆, m̃2

))}
, (D.75)

h∆
16(q2, q0) = − 2

D − 1
2
q0

∫ 1

0
dx
{
J ′2(q0x−∆, m̃2)− J ′2(−q0x−∆, m̃2)

}
, (D.76)

h17(q2, q0) = −2D − 1
4

1
q2

0

(
−2J2

(
0,m2

π

)
+ J2

(
−q0,m

2
π

)
+ J2

(
q0,m

2
π

))
, (D.77)

h∆
17(q2, q0) = 2D − 2

D − 1

(1−D
2

1
q2

0

(
−2J2

(
−∆,m2

π

)
+ J2

(
−q0 −∆,m2

π

)
+ J2

(
q0 −∆,m2

π

)))
,

(D.78)

h∆
18(q2, q0) = 2D − 2

D − 1
D − 1

4
3
q2

0

(
J2
(
q0 −∆,m2

π

)
+ J2

(
−q0 −∆,m2

π

)
− 2J2

(
−∆,m2

π

))
, (D.79)

h∆
19(q2, q0) = 2D − 2

D − 1
D − 1

4
1
q2

0

(
J2
(
q0 −∆,m2

π

)
+ J2

(
−q0 −∆,m2

π

)
− 2J2

(
−∆,m2

π

))
. (D.80)

These results, in the limit q2 = 0 and in the gauge where ε · v = 0, agree with Eqs. (89)-(92) of
Ref. [65].

Now, expanding in D = 4 + 2ε we get

h∆
0 (q2, q0) = − 1

4π2 ∆ L̃− 1
2π2mπZ

( ∆
mπ

)
, (D.81)

h∆
1 (q2, q0) = 1

6π2 ∆L̃+ 1
18π2

(
3mπ

(
Z
(∆− q0

mπ

)
+ Z

(∆ + q0
mπ

))
− 2∆

)
+O(ε), (D.82)

h∆
2 (q2, q0) = 1

6π2 q0L̃+ 1
6π2

(
mπ

(
Z
(∆ + q0

mπ

)
−Z

(∆− q0
mπ

))
− 5q0

3

)
+O(ε), (D.83)

h∆
3 (q2, q0) = 5∆L̃

12π2 −
∆

9π2 + 1
6π2

∫ 1

0
dx (1− x)

×
{

5∆ ln
(
m̃2

m2
π

)
+
√
m̃2

((
5− q2x2

m̃2 − (∆ + q0x)2

)

Z
(∆ + q0x√

m̃2

)
+
(

5− q2x2

m̃2 − (∆− q0x)2

)
Z
(∆− q0x√

m̃2

))}
+O(ε), (D.84)

h∆
4 (q2, q0) = 1

24π2

∫ 1

0
dx (1− x)(2x− 1)

×
{
x2(2x− 1) q2

m̃2

( ∆ + q0x

m̃2 − (∆ + q0x)2 + ∆− q0x

m̃2 − (∆− q0x)2

)

−
√
m̃2

m̃2 − (∆ + q0x)2

(
3
(

1− 14x
3

)
− q2x2(2x− 1)
m̃2 − (∆ + q0x)2

)
Z
(∆ + q0x√

m̃2

)
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−
√
m̃2

m̃2 − (∆− q0x)2

(
3
(

1− 14x
3

)
− q2x2(2x− 1)
m̃2 − (∆− q0x)2

)
Z
(∆− q0x√

m̃2

)}
+O(ε),

(D.85)

h∆
5 (q2, q0) = 1

12π2

∫ 1

0
dx

{
(2x− 1)x2

(
q2

m̃2 − (∆− q0x)2 −
q2

m̃2 − (∆ + q0x)2

)

−
√
m̃2

m̃2 − (∆ + q0x)2

(
x2(2x− 1)q2(∆ + q0x)

m̃2 − (∆ + q0x)2 − q0x(5(1− 2x)− 4x)

+ ∆(4x+ 3(2x− 1))
)
Z
(∆ + q0x√

m̃2

)
+

√
m̃2

m̃2 − (∆− q0x)2

(
x2(2x− 1)q2(∆− q0x)

m̃2 − (∆− q0x)2

+ q0x(5(1− 2x)− 4x) + ∆(4x+ 3(2x− 1))
)
Z
(∆− q0x√

m̃2

)}
+O(ε), (D.86)

h∆
6 (q2, q0) = − 1

6π2 ∆L̃+ ∆
9π2 + 1

6π2

∫ 1

0
dx (1− x)

{
−2∆ ln

(
m̃2

m2
π

)

+ q2x2
( ∆ + q0x

m̃2 − (∆ + q0x)2 + ∆− q0x

m̃2 − (∆− q0x)2

)
+
√
m̃2

(
q2x2(∆ + q0x)2

(m̃2 − (∆ + q0x)2)2

+ 4q0x(∆ + q0x) + q2x2

m̃2 − (∆ + q0x)2 − 2
)
Z
(∆ + q0x√

m̃2

)
+
√
m̃2

(
q2x2(∆− q0x)2

(m̃2 − (∆− q0x)2)2

+ q2x2 − 4q0x(∆− q0x)
m̃2 − (∆− q0x)2 − 2

)
Z
(∆− q0x√

m̃2

)}
+O(ε), (D.87)

h∆
7 (q2, q0) = − 1

3π2 ∆L̃+ 2∆
9π2

− 1
3π2

∫ 1

0
dx

{
∆ ln

(
m̃2

m2
π

)
+
√
m̃2

(
Z
(∆− q0x√

m̃2

)
+ Z

(∆ + q0x√
m̃2

))}
+O(ε),

(D.88)

h∆
8 (q2, q0) = 1

6π2

∫ 1

0
dx (1− 2x)x

√
m̃2

 Z
(

∆+q0x√
m̃2

)
m̃2 − (∆ + q0x)2 +

Z
(

∆−q0x√
m̃2

)
m̃2 − (∆− q0x)2

+O(ε),

(D.89)

h∆
9 (q2, q0) = 1

3π2 ∆L̃− 2∆
9π2 + 1

3π2

∫ 1

0
dx

{
∆ ln

(
m̃2

m2
π

)
+
√
m̃2

((
1− x(q0(∆ + q0x))

m̃2 − (∆ + q0x)2

)
Z
(∆ + q0x√

m̃2

)
+
(
x(q0(∆− q0x))
m̃2 − (∆− q0x)2 + 1

)
Z
(∆− q0x√

m̃2

))}
+O(ε), (D.90)

h∆
10(q2, q0) = 1

12π2

∫ 1

0
dx
√
m̃2x

(2∆ + q0(4x− 1))Z
(

∆+q0x√
m̃2

)
m̃2 − (∆ + q0x)2

+
(q0(4x− 1)− 2∆)Z

(
∆−q0x√
m̃2

)
m̃2 − (∆− q0x)2

+O(ε), (D.91)

h∆
11(q2, q0) = −q0L̃

6π2 + 5q0
18π2 −

1
3π2

∫ 1

0
dx

{
q0x ln

(
m̃2

m2
π

)
−
√
m̃2

(
Z
(∆− q0x√

m̃2

)
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− Z
(∆ + q0x√

m̃2

))}
+O(ε), (D.92)

h∆
12(q2, q0) = − 1

12π2

∫ 1

0
dx (1− 2x)x

√
m̃2

 Z
(

∆−q0x√
m̃2

)
m̃2 − (∆− q0x)2 −

Z
(

∆+q0x√
m̃2

)
m̃2 − (∆ + q0x)2

+O(ε),

(D.93)

h∆
13(q2, q0) = − L̃

12π2 −
1

36π2 −
1

6π2

∫ 1

0
dxx

{
ln
(
m̃2

m2
π

)

−
√
m̃2

(∆ + q0x)Z
(

∆+q0x√
m̃2

)
m̃2 − (∆ + q0x)2 +

(∆− q0x)Z
(

∆−q0x√
m̃2

)
m̃2 − (∆− q0x)2

+O(ε), (D.94)

h∆
14(q2, q0) = ∆L̃

π2 + 1
3π2

∫ 1

0
dx

{
(−1 + 8x)∆ ln

(
m̃2

m2
π

)

+
√
m̃2

q0

((
3∆− q0(1− 5x)− q2(1− x)x(q0x+ ∆)

(∆ + q0x)2 − m̃2

)
Z
(−q0x−∆√

m̃2

)

−
(

3∆ + q0(1− 5x)− q2(1− x)x(−q0x+ ∆)
(∆− q0x)2 − m̃2

)
Z
(
q0x−∆√

m̃2

))}
+O(ε), (D.95)

h∆
15(q2, q0) = 1

24π2q0

∫ 1

0
dx (1− 2x)

{
10∆ ln

(
m̃2

m2
π

)
+ 2
√
m̃2

((
q2(1− x)x

m̃2 − (∆ + q0x)2 + 5
)

Z
(∆ + q0x√

m̃2

)
+
(

q2(1− x)x
m̃2 − (∆− q0x)2 + 5

)
Z
(∆− q0x√

m̃2

))}
+O(ε), (D.96)

h∆
16(q2, q0) = L̃

12π2 −
5

36π2 + 1
6π2

∫ 1

0
dx

{
x ln

(
m̃2

m2
π

)

+
√
m̃2

q0

(
Z
(∆ + q0x√

m̃2

)
−Z

(∆− q0x√
m̃2

))}
+O(ε), (D.97)

h∆
17(q2, q0) = −1

6π2

(
−3L̃∆ + 2∆− mπ

q2
0

((
(q0 + ∆)2 −m2

π

)
Z
(∆ + q0

mπ

)
+
(
(q0 −∆)2 −m2

π

)
Z
(−∆ + q0

mπ

)
− 2

(
−m2

π + ∆2
)
Z
(
− ∆
mπ

)))
+O(ε), (D.98)

h∆
18(q2, q0) = 1

4π2

(
−3L̃∆ + 2∆− mπ

q2
0

((
(q0 + ∆)2 −m2

π

)
Z
(∆ + q0

mπ

)
+
(
(q0 −∆)2 −m2

π

)
Z
(−∆ + q0

mπ

)
− 2

(
−m2

π + ∆2
)
Z
(
− ∆
mπ

)))
+O(ε), (D.99)

h∆
19(q2, q0) = 1

12π2

(
−3L̃∆ + 2∆− mπ

q2
0

((
(q0 + ∆)2 −m2

π

)
Z
(∆ + q0

mπ

)
+
(
(q0 −∆)2 −m2

π

)
Z
(−∆ + q0

mπ

)
− 2

(
−m2

π + ∆2
)
Z
( ∆
mπ

)))
+O(ε). (D.100)

We have explicitly checked that our result is gauge invariant through the following relations
between the h∆’s:

h∆
2 (q2, q0) + h∆

11(q2, q0) + q2h∆
12(q2, q0) + q0(h∆

13(q2, q0) + h∆
16(q2, q0)) = 0, (D.101)

h∆
0 (q2, q0) + h∆

1 (q2, q0) + h∆
3 (q2, q0) + h∆

7 (q2, q0) + q0
(
h∆

10(q2, q0) + h∆
15(q2, q0)

)
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+ q2
(
h∆

4 (q2, q0) + h∆
8 (q2, q0)

)
= 0,
(D.102)

− q2
0
q2

(
−h∆

1 (q2, q0) + h∆
6 (q2, q0) + h∆

9 (q2, q0) + h∆
14(q2, q0) + h∆

17(q2, q0)

+ h∆
18(q2, q0) + h∆

19(q2, q0)
)

+ h∆
0 (q2, q0) + h∆

1 (q2, q0) + h∆
3 (q2, q0) + h∆

7 (q2, q0)

+ q2
(
h∆

4 (q2, q0) + h∆
8 (q2, q0)

)
= 0. (D.103)

These relations are equivalent to:

h2(q2, q0 −∆) + h11(q2, q0 −∆) + q2h12(q2, q0 −∆) + q0(h13(q2, q0) + h16(q2, q0 −∆)) = 0,
(D.104)

h0(q2, q0 −∆) + h1(q2, q0 −∆) + h3(q2, q0 −∆) + h7(q2, q0 −∆) + q0
(
h10(q2, q0 −∆)

+h15(q2, q0 −∆)
)

+ q2
(
h4(q2, q0 −∆) + h8(q2, q0 −∆)

)
= 0, (D.105)

− q2
0
q2

(
−h1(q2, q0 −∆) + h6(q2, q0 −∆) + h9(q2, q0 −∆) + h14(q2, q0 −∆) + h17(q2, q0 −∆)
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which are also fulfilled.
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Appendix E

Muonium spectrum

We profit from the results obtained in Part II of this work to give the spectrum for the muonium
bound state (µe) for general quantum numbers at O(mrα

5). We first exchange the proton by the
muon and the muon by the electron. Then, the main difference with muonic hydrogen is the lack
of hadronic contributions, as well as the fact that all electron VP effects can be eliminated, in
particular this implies that the static potential becomes trivial. Thus, we are only left with the
relativistic corrections to the potential which come from Eqs. (4.15) and (4.16) plus the energy
coming from the kinetic term and the ultrasoft effect. The ultrasoft correction to the energy only
depends on the reduced mass, and so it will be the same as the one for the muonic hydrogen in
Eq. (5.28). Altogether, for a given energy level we get
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2
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+ me

mµ

(
1
3 + ln

(
m2
µ

m2
r

))
+ ln

(
m2
e

m2
µ

)
(3− 4δs,1)

)}}]
, (E.1)

where cj,l, hj,l and dje,l have been defined in Eqs. (5.21)-(5.23), and the first and second paren-
thesis in the right hand side of the first equality contain the O(mrα

4) and O(mrα
5) contributions

respectively. In our notation, the ill-defined quantity (1− δl0)/l → 0 when l → 0. Note that the
exact mass dependence has been kept in this expression to order α5.

The expressions for the potential of muonium can also be found in Ref. [171]. One could
be worried that the potential is different to the one we use. The reason for this difference
is that they obtain the potential by matching on-shell S-matrix elements (and by a change in
the renormalization scheme of the ultrasoft computation), still their potential is equivalent to
ours through field redefinitions, and yields the same physical results. In particular, for spin-
independent states the result for the energy shift can already be found in Eqs. (2.12) and (2.13)
of that reference.
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Appendix F

Off-shell NRQCD amplitudes for the
O(α2/m2) potential

Computations in the CG are usually thought of as being somehow cumbersome. We have found
that this is not the case for the computation at hand. In fact, the substantially smaller number
of diagrams makes the computation quite light. The minor presence of CG computations in the
literature makes us think that it would be interesting to present the results for each diagram,
which we do in this appendix.

This is the result we find the following amplitudes Σ(2) for the off-shell matching of the
spin-independent O(1/m2) potentials:
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In the above diagrams, the sum over crossed and mirrored diagrams is implicit. The black
bubble represents the complete gluon self-energy correction Πµν , which in FG also has non-zero
off-diagonal elements Π0i. Note that only the last two diagrams depend on the energies. Here Ei
(E′i) denote the incoming (outgoing) heavy quark/antiquark, respectively, k0 = E′1−E1 = E2−E′2
is the total energy transfer from the antiquark to the quark and we have projected the quark pair
onto the color singlet state.

Altogether, the sum of all the diagrams in CG is
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On top of the previous diagrams, in the FG the diagrams in Fig. F.1 also contribute to the
off-shell matching of the spin-independent O(1/m2) potentials. For the sum of these diagrams

a) b) c)

d) e) f)

Figure F.1: One-loop NRQCD diagrams contributing to the off-shell matching of the spin-
independent 1/m2 potentials in FG. The square, crossed-circle and triangular vertices denote
the subleading NRQCD vertices with Wilson coefficients cD, cF and chl1 , respectively. Mirror
graphs, crossed graphs and all possible insertions of higher order kinetic corrections from quark
and gluon propagators to reach the second order in the 1/m expansion, e.g. in diagram a, are
understood.

we obtain in FG
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In the off-shell matching procedure the sum of the soft NRQCD diagrams Σ(2) is directly
identified with

−i
[
Ṽ
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m1m2
+ Ṽ

(2,0)
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m2
2

]
. (F.4)

In order to obtain energy-independent potentials we have to express the energies Ei, E′i and
k0 in Σ(2) in terms of three-momenta. We achieve this by redefining the heavy quark fields
in the pNRQCD Lagrangian before projecting onto the quark-antiquark system, i.e. where the
potentials are four-fermion operators (see, for instance, Eq. (42) in Ref. [103]). For an example
of such a field redefinition see Eq. (B13) of Ref. [172]. At the order we are working, this can be
approximated by applying the full heavy quark EOMs (and analogously for the antiquark) in the
matrix elements. The EOMs read

∂tψ(t,x1) = i
∇2

2m1
ψ(t,x1)− i

∫
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†(t,x1)V (0)(|x1 − x2|)χ†cχc(t,x2) + · · · . (F.5)

In addition to the free EOMs, they include the static potential. Higher order terms in the coupling
constant g and/or in 1/m produce subleading effects, therefore we neglect them in Eq. (F.5) for
the following discussion.

Eq. (F.5) mixes different orders in 1/m (and sectors with different number of heavy quarks),
but still maintains the strict 1/m expansion in the off-shell scheme.

Replacing the heavy quark energies by means of the EOMs introduces a potential ambiguity
in the determination of the 1/m2 potentials, since each energy Ei, E′i can be written in terms of
the others by the equality E1 + E2 = E′1 + E′2 (energy conservation). This can lead to different
results for the individual 1/m2 potentials.

Consider e.g. a term proportional to
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The first line in Eq. (F.6) is zero due to energy conservation. Therefore, we are free to add it
to Σ(2). Transforming the energies Ei using Eq. (F.5) generates non-zero contributions to the
off-shell terms in V (2,0), V (0,2) and V (1,1), as indicated by the second line in Eq. (F.6). However,
using Eq. (F.5) in Eq. (F.6) also generates additional contributions to the α3/m potentials such
that physical observables, like the heavy quarkonium mass, remain unaffected by the apparent
ambiguities.

In spite of this ambiguity, there are some choices that we consider more natural for the
diagrams. For example, for the k2

0-dependent terms we use the prescription

k2
0

k4 → − 1
4m1m2

(p′2 − p2)2

k4 . (F.7)

As shown in Appendix B of Ref. [58], this transformation does not affect the 1/m potential,
because it is based on the continuity equation, which does not contain potential terms. It also
maintains invariance under m1 ↔ m2 exchange. In CG only the last diagram contains also a
dependence on the energy. In this case the energies are introduced by the gluons attached to the
top line, thus we consider it more natural to remain as they are written than to use any other
energy conservation on them. Applying Eq. (F.5) on this amplitude gives rise to the 1/m2 CG
potential in Sec. 9.1. It is remarkable that this convention has exactly the same divergence scheme
as the on-shell potential. It also produces an O(α3/m) potential coming from this diagram. Its
contributions reads

Ṽ
(1)
E = g6

B

3mr

C2
FCA

k1−4ε

(ε+ 1)(2ε+ 1)(8ε+ 1) sin(πε)Γ
(

1
2 − 2ε

)
Γ(1− ε)Γ(2ε)Γ(4ε)

163ε+1π2ε+3(1− ε)Γ
(
2ε+ 3

2

)
Γ(3ε+ 1)

. (F.8)

We do not compute the 1/m potential explicitly in this work, but this computation would be
useful for future work on this.

The energy dependence of the FG computation is more complicated. In addition to the use
of Eqs. (F.5) and (F.7) we have chosen the prescriptions

nfTF k0
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)
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)2
,

CA k0
(
p2− p′2

)
(m1−m2) → CA

3m2
1 + 2m1m2 + 3m2

2
4m1m2

(
p2− p′2

)2
, (F.9)

for the energy dependent terms in Σ(2)
FG in order to obtain the concrete off-shell matching results

in Eqs. (9.15)-(9.16). These prescriptions are motivated by simplicity, and the fact that the
resulting off-shell potentials are finite and, therefore, do not require renormalization, see Sec. 9.4.

Finally, note that the on-shell 1/m2 potentials resulting from the calculation above are gauge
invariant and independent of the conventions for the field redefinitions we performed.
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Appendix G

The NRQCD potenital

In this appendix we give some interesting expressions related to the NRQCD potential, which
have been relegated from the main body of the text for reasons of compactness.

G.1 The NRQCD potential in position space

From our momentum space results we obtain the potentials in position space using Eqs. (8.59)-
(8.64). For conciseness we write the coefficients in terms of the ones found in momentum space.
For a given matching scheme X we have
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where X is ”CG”/”FG” for the CG/FG off-shell matching scheme, ”W” for the Wilson-loop
scheme to be introduced in the next section, and ”on-shell” for the on-shell scheme.

G.2 The static potential in momentum space

In this section we quote the values of D̃(0)
i (ε) up to i = 3 in Eq. (8.35) from Ref. [37]:
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2 (ε+ 1)(8ε+ 11) csc(πε)

Γ
(
ε+ 5

2

) ,

c12 = 2−4(ε+1)π−ε−
1
2 (ε+ 1) csc(πε)

Γ
(
ε+ 5

2

) ,

c21 = 4−4ε−7π−2ε

(1− 2ε)2Γ(ε+ 2)4

(
−16ε+2(2ε− 1)

(
14ε4 + 93ε3 + 144ε2 + 93ε+ 33

)
Γ2(1− ε)Γ8(ε+ 2)

π4ε3(ε+ 1)2Γ2(2ε+ 4)

− 16ε+2(4ε+ 3)(4ε+ 5)(4ε+ 7)Γ(1− 2ε)Γ(1− ε)Γ2(2ε+ 4)Γ5(ε+ 2)
π4ε3(ε+ 1)2(2ε+ 1)2(2ε+ 3)2Γ(4ε+ 8)

×
(
16ε5 + 72ε4 + 172ε3 + 138ε2 − 4ε− 11

)
+ 3 24ε+7Γ(1− 2ε)Γ7(ε+ 2)
π4ε3(ε+ 1)2(2ε+ 1)2(2ε+ 3)2Γ(3ε+ 4)

×
(
864ε9 + 4272ε8 + 8032ε7 + 7128ε6 + 3374ε5 + 1899ε4 + 1549ε3 + 405ε2 − 171ε− 66

)
+ 3 42ε+5(6ε+ 1)(6ε+ 5)(6ε+ 7)(6ε+ 11)Γ3(2ε+ 4)Γ(3ε+ 6)Γ(1− 2ε)Γ(ε+ 2)

(2ε+ 3)(2πε+ π)2Γ(6(ε+ 2))

+ 4(ε+ 1)2(2ε− 1)(6ε+ 1)Γ2(2ε+ 4)Γ2(1− 2ε)
(2ε+ 1)2(2ε+ 3)2Γ(1− ε)2

)
,

c22 = (4π)−2(ε+2)Γ(ε+ 2)
ε3(ε+ 1)2

(
8
(
4ε4 + 12ε3 + 9ε2 + 13ε+ 6

)
Γ2(1− ε)Γ3(ε+ 2)

Γ(2ε+ 4)2

− 8(4ε+ 3)(4ε+ 5)(4ε+ 7)
(
2ε2 + 7ε+ 2

)
Γ(1− 2ε)Γ(1− ε)Γ2(2ε+ 4)

(4ε2 + 8ε+ 3)2 Γ(4ε+ 8)

− 12ε
(
112ε5 + 500ε4 + 864ε3 + 729ε2 + 294ε+ 44

)
Γ(1− 2ε)Γ2(ε+ 2)

(4ε2 + 8ε+ 3)2 Γ(3ε+ 4)

)
,

c23 = 3 2−4(ε+1)π−2ε−3

ε2Γ(2ε+ 4)2Γ(3ε+ 4)
(
2(2ε+ 1)(ε(ε+ 2) + 2) csc(2πε)Γ3(ε+ 2)Γ(2ε+ 4)
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(
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)
csc2(πε)Γ2(ε+ 1)Γ(3ε+ 3)

)
,
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Γ
(
ε+ 5

2
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(G.17)

G.3 The renormalized potential in momentum space

We can transform the expressions in Eqs. (9.77)-(9.98), back to momentum space. With the
definitions in Eqs. (8.38) and (8.39) we then obtain

D̃(2,0),MS
r (k) = CFπαs(k)

2

{
c

(1)
D + αs

π

[(1
3 + 13

36c
(1)2
F

)
CA −

5
9
(
c
hl (1)
1 + c

(1)
D

)
TFnf

+
(
−CA

(
2 + 5

12c
(1)2
F − 11

12c
(1)
D

)
+ 1

3c
hl (1)
1 TFnf

)
ln
(

k2

ν2

)]}
, (G.18)

D̃
(2,0),MS
p2 (k) = 2CFCAα2

s
3 ln

(
k2

ν2

)
, (G.19)

D̃(1,1),MS
r (k) = πCFαs(k)

(
1 + αs

4π

{
a1 −

1
3CA + 4

3CF +
(
−11

3 CA + 28
3 CF

)
ln
(

k2

ν2

)})
+ CFdvs + dss , (G.20)

D̃
(1,1),MS
p2 (k) = −4πCFαs(k)

(
1 + αs

4π

{
a1 −

4
3CA ln

(
k2

ν2

)})
. (G.21)

The coefficients D̃off and D̃(1,0) depend on the matching scheme. For the cases we consider we
find

D̃
(2,0),MS
off,CG (k) = CFCAα

2
s

(1
2 −

4
3 ln 2

)
, (G.22)

D̃
(1,1),MS
off,CG (k) = CFπαs(k)

(
1 + αs

4π

{
a1 + 4CA + β0 −

32
3 CA ln 2

})
, (G.23)

D̃
(1,0),MS
CG (k) = −CFCAα

2
s (k)π2

2

{
1 + αs

π

[89
36CA −

49
36TFnf −

8
3 ln 2

− 2
3(CA + 2CF ) ln

(
k2

ν2
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, (G.24)

D̃
(2,0),MS
off,FG (k) = D̃

(2,0),MS
off,CG (k) + α2

s
2
3CFCA

(
2 ln 2 + 35

16
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, (G.25)

D̃
(1,1),MS
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off,CG (k) + α2

s
4
3CFCA

(
2 ln 2 + 35

16

)
, (G.26)

D̃
(1,0),MS
FG (k) = D̃

(1,0),MS
CG (k)− πα3

s
2
3C

2
FCA

(
2 ln 2 + 35

16

)
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D̃
(2,0),MS
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6CFCAα
2
s

(
1− 4 ln

(
k2
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, (G.28)

D̃
(1,1),MS
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π
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9 − 8TFnf
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(
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(1,0),MS
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2
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[
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Finally, in the on-shell scheme (where obviously D̃(2,0),MS
off,on-shell(k) = 0), we have

D̃
(1,0),MS
on−shell(k)
m1

+
D̃

(0,1),MS
on−shell(k)
m2

= C2
Fπ

2α2
s (k) mr

m1m2

(
1 + αs

2π (a1 − β0)
)

(G.31)

− CFCAπ
2α2

s (k)
2mr

{
1 + αs

π

(
89
36CA −

49
36TFnf − CF −

2
3(CA + 2CF ) ln

(
k2

ν2

))}
.

Note that this is not the result one obtains by just subtracting the 1/ε poles in momentum
space (which is what it is usually named MS scheme). This renormalization scheme would
complicate the (ultrasoft part of the) bound state calculation for the spectrum. For our purposes,
it is more convenient to do the subtraction in position space, and the prescription we have
proposed here is particularly useful, because it avoids spurious logarithms of k2. We will refer to
it as MS scheme here. In this way we can efficiently carry out the bound state computations in
four dimensions.

For completeness of the momentum space representation we quote here the results for the
spin-dependent potential, which in momentum space we write as:

Ṽ
(2,0)
SD = D̃

(2,0)
Λ11

Λ11(k), (G.32)

Ṽ
(0,2)
SD = −D̃(0,2)

Λ22
Λ22(k), (G.33)

Ṽ
(1,1)
SD = −D̃(1,1)

Λ12
Λ12(k) + D̃

(1,1)
Λ21

Λ21(k) + D̃
(1,1)
T T (k) + D̃

(1,1)
S1S2S1 · S2, (G.34)

where Λij(k) ≡ −iSi ·
k×pj

k2 , T ≡ 4S1·S2k2−3(S1·k)(S2·k)
k2 and the renormalized potentials read:
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, (G.35)
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Finally, the renormalized static potential is known up to three loops and, as defined in
Eq. (8.35), reads:

D̃(0)(k) = 4πCfαs(k)
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1 + αs(k)
4π a1 +

(
αs(k)
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(
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+ ...

}
,

(G.41)
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where (from RG arguments),

αs(k) = αs

{
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Appendix H

Expectation values

H.1 List of expectation values of single potential insertions

Throughout this chapter we display the results for a system bounded by QCD. In order to obtain
the equivalent QED results one should exchange αs → α and set CF = 1. For the computation
of the spectrum we have used the following expectation values of the relevant operators:

〈n l|p4|n l〉 = (mrCFαs)4

n4

( 8n
2l + 1 − 3

)
, (H.1)

〈n l|
{ 1

2r ,p
2
}
|n l〉 = −(mrCFαs)3

( 1
n4 −

4
(2l + 1)n3

)
, (H.2)

〈n l|
{ ln(reγE )

2r ,p2
}
|n l〉 = −(mrCFαs)3

n4(2l + 1)

[
(2l + 1− 4n) ln na2

+ (2l + 1 + 4n)S1(n+ l)− 4n(S1(2l + 1) + S1(2l))
]
, (H.3)

〈n l| 1
r3 L2|n l〉 = (mrCFαs)3 2

(2l + 1)n3 (1− δl0), (H.4)

〈n l| ln(reγE )
r3 L2|n l〉 = 2(mrCFαs)3

n3(2l + 1) (1− δl0)
[
ln na2

−S1(n+ l) + S1(2l + 2) + S1(2l − 1)− n− l − 1/2
n

]
, (H.5)

〈n l|δ(3)(r)|n l〉 = (mrCFαs)3

πn3 δl0, (H.6)

〈n l|reg 1
r3 |n l〉 = 2(mrCFαs)3

n3

[(
ln na2 − S1(n)− n− 1

2n

)
2δl0

+ 1− δl0
l(l + 1)(2l + 1)

]
, (H.7)

〈n l|1
r
|n l〉 = mrCFαs

n2 , (H.8)

〈n l| ln(reγE )
r

|n l〉 = mrCFαs
n2

(
ln na2 + S1(n+ l)

)
, (H.9)

〈n l| 1
r2 |n l〉 = 2(mrCFαs)2

n3(2l + 1) , (H.10)
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〈n l| ln(reγE )
r2 |n l〉 = 2(mrCFαs)2

n3(2l + 1)

[
ln na2 − S1(n+ l) + S1(2l + 1) + S1(2l)

]
, (H.11)

〈n l| 1
r3 |n l〉 = 2(mrCFαs)3
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〈n l| ln(reγE )
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[
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]
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with

S12 ≡ 〈S1 · S2〉 = 1
2 (s(s+ 1)− s1(s1 + 1)− s2(s2 + 1)) , (H.26)

DS ≡
1
2〈S12(r)〉 = 2l(l + 1)s(s+ 1)− 3XLS − 6X2

LS

(2l − 1)(2l + 3) , (H.27)

XLS ≡ 〈L · S〉 = 1
2 [j(j + 1)− l(l + 1)− s(s+ 1)] , (H.28)

XLSi ≡ 〈L · Si〉 = 1
2 [ji(ji + 1)− l(l + 1)− si(si + 1)] , (H.29)

and where a = 1/(mrCFαs), S = S1 +S2, J = L+S, Ji = L+Si. In our notation, the ill-defined
quantity (1− δl0)/l→ 0 when l→ 0.

H.2 List of expectation values of double potential insertions

Here we list the expectation values of the double potential insertions relevant for our computation:
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