
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 

Giant caloric effects in the vicinity of first-order 
phase transitions 

 
Enric Stern i Taulats 

 
 
 
 
 

 
 

 
 
 
Aquesta tesi doctoral està subjecta a la llicència Reconeixement- CompartIgual 3.0. Espanya 
de Creative Commons. 
 
Esta tesis doctoral está sujeta a la licencia  Reconocimiento - CompartirIgual 3.0.  España de 
Creative Commons. 
 
This doctoral thesis is licensed under the Creative Commons Attribution-ShareAlike 3.0. Spain 
License.  
 



Giant caloric effects in the vicinity of
first-order phase transitions

Enric Stern i Taulats

Departament de Física de la Matèria Condensada, Facultat de Física
Universitat de Barcelona

PhD Thesis
PhD advisor: Lluís Mañosa i Carrera

Doctorate in Nanoscience 27 January 2017





A tu, iaia,
que has marxat de vacances . . .





Declaration

I hereby declare that except where specific reference is made to the work of others, the
contents of this dissertation are original and have not been submitted in whole or in part
for consideration for any other degree or qualification in this, or any other university. This
dissertation is my own work and contains nothing which is the outcome of work done in
collaboration with others, except as specified in the text and Acknowledgements. Work took
place between October 2012 and January 2017 under the supervision of Dr. Lluís Mañosa.
This dissertation contains fewer than 90,000 words including appendices, bibliography,
footnotes, tables and equations and has fewer than 120 figures.

Enric Stern i Taulats
27 January 2017





Acknowledgements

Els resultats i la feina que amaguen aquestes pàgines deuen una gratitud sincera a moltes
persones que l’han fet possible. En primer lloc, a en Lluís Mañosa, el meu director de
tesi, a qui li agraeixo la seva paciència i dedicació que ha dut a terme amb gran elegància,
uns agraïments que estenc a tot l’equip de treball del departament de Física de la Matèria
Condensada de la facultat de Física de la UB, a l’Antoni Planes, l’Eduard Vives i a la Teresa
Castán. La seva experiència i saviesa, acompanyada de rigor i bon ambient, han donat lloc a
una excel·lent base per al meu desenvolupament.

Una bona part dels estudis s’han realitzat gràcies a una estreta col·laboració amb el grup
de Caracterització de Materials, del departament de Física i Enginyeria Nuclear de la UPC.
L’humor d’en Josep Lluís Tamarit i el saber fer de la Maria del Barrio han amanit hores de
mesures allà a l’última planta del fins fa poc edifici de l’ETSEIB. En particular, voldria agrair
a en Pol Lloveras la seva dedicació i la seva iniciativa, ha estat tot un referent per a mi a
l’hora de resoldre els problemes que han anat apareixent al llarg del camí.

I would like to thank the people of the Device Materials group of the Department of
Materials Science & Metallurgy of the University of Cambridge with whom I had a great and
fruitful stay in the last quarter of 2015. Especially, I am really thankful to Xavier Moya who
has led big part of my work. His profound scientific proficiency together with his gentleness
and always accessible attitude have been absolutely helpful for the development of the work
performed and learning scientific skills.

It has been a great pleasure to collaborate with the Nanomagnetism Research Group at the
Northeastern University and I am very thankful for the short but fruitful stay in Boston from
which I would like to highlight the charmful hospitality of Brian LeJeune and the cooperative
attitude of Radhika Barua. I am especially thankful to Laura H. Lewis, who has always been
remarkably engaging and helpful to me and has provided great opportunities for my progress.

My stay in Kolkata at the Indian Association for the Cultivation of Science was memo-
rable. I am very grateful to professor Subham Majumdar who guided me for the use of their
experimental facilities and to Sabyasachi Pramanick for his clever suggestions and sharing
his tricks and his abilities on sample preparation.



viii

My group in Barcelona has received many PhD students and Postdocs researchers
who have enriched my background. I must mention Bariş Emre and Suheÿla Yüce with
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Resum en català

Els materials d’estat sòlid són susceptibles de mostrar una gran resposta tèrmica induïda per
un camp extern a l’entorn de transicions de fase de primer ordre [1]. La forta sensitivitat
de la temperatura de transició amb el camp aplicat i la calor latent associada amb el canvi
de fase poden donar lloc als efectes magneto-, electro-, elasto- i barocalòric gegants [2–5].
Així, els materials que presenten aquests efectes exhibeixen grans canvis isoterms d’entropia
i grans canvis adiabàtics de temperatura sota la influència dels camps conjugats als respectius
paràmetres d’ordre de les transicions (camp magnètic, camp elèctric, pressió uniaxial i pressió
hidrostàtica, respectivament). A més, l’acoblament entre els graus de llibertat estructurals,
magnètics i electrònics en el règim de la transició possibilita que la resposta tèrmica sigui
induïda per múltiples camps, originant així l’efecte multicalòric [6]. En els darrers anys,
l’interès en entendre i elaborar materials calòrics ha crescut excepcionalment, amb l’ull posat
en les aplicacions potencials en tecnologies de refrigeració alternatives per a la indústria
a gran escala que podrien substituir els mètodes convencionals de compressió de vapor,
que empren gasos que contribueixen en gran mesura, i de manera preocupant, a l’efecte
hivernacle i l’escalfament global [7].

L’objectiu de la present tesi ha estat l’estudi dels efectes calòrics gegants de diferent tipus
i origen. En aquest sentit, s’han elaborat un conjunt de tècniques experimentals que permeten
la caracterització de les respostes tèrmiques induïdes per camps externs. D’una banda, les
tècniques calorimètriques i termomètriques desenvolupades han permès la mesura de les
calors bescanviades i dels canvis de temperatura sota aplicació d’un o més camps externs.
En ser tècniques de mesura directa de la resposta tèrmica, d’aquesta manera s’han obtingut
uns resultats d’especial rellevància en l’estudi dels efectes calòrics gegants [1]. De l’altra,
també han estat rellevants les tècniques que han permès la determinació del comportament
dels paràmetres d’ordre de les transicions de fase en funció dels camps aplicats, en especial
les tècniques magnetomètriques. A partir d’aquesta caracterització es pot estimar la resposta
tèrmica mitjançant les corresponents relacions termodinàmiques.

Primerament es presenten els efectes calòrics gegants que acompanyen la transició mag-
netovolúmica del Fe49Rh51. Els aliatges de FeRh amb composicions properes a l’equiatòmica



xiv Resum en català

presenten una transició de primer ordre al voltant d’una temperatura T ∼ 320 K entre una
fase de baixa temperatura antiferromagnètica i una fase d’alta temperatura ferromagnètica,
amb un canvi de volum associat d’un ∼ 1 % [8, 9]. La present tesi aprofundeix en les
característiques de l’efecte magnetocalòric gegant que aquest material exhibeix, el qual ha
restat com un dels millors materials magnetocalòrics des de la seva descoberta l’any 1990
[10]. En particular, es caracteritza la magnitud de la resposta tèrmica de manera consistent
mitjançant diferents tècniques, així com la seva reproductibilitat sota ciclatge del camp
magnètic. De manera similar, es reporta per primera vegada l’efecte barocalòric gegant
associat amb l’expansió isotròpica relacionada amb la transició de fase magnetovolúmica. La
forta sensitivitat de la transició envers el camp magnètic i la pressió hidrostàtica concedeixen
una forta resposta multicalòrica quan els dos camps són aplicats o extrets simultàniament o
seqüencialment. Aquesta resposta és analitzada extensament en base a mesures indirectes del
comportament de la magnetització en funció de la pressió hidrostàtica i el camp magnètic.
En aquesta transició, l’aplicació de cada camp involucra efectes calòrics oposats, en tant que
cadascun afavoreix energèticament una fase diferent: mentre que el camp magnètic afavoreix
la fase ferromagnètica d’alta temperatura, la pressió afavoreix la fase de menor volum de
baixa temperatura. S’analitzen els avantatges en quant a l’amplificació de la resposta tèrmica
que suposa l’aplicació de més d’un camp i se’n detallen els efectes restrictius de la histèresi
associada a la transició. A tall d’exemple, es proposen cicles termodinàmics amb els dos
camps que esquivarien aparentment aquestes irreversibilitats. A més, també s’avalua la
resposta multicalòrica sota aplicació d’un camp magnètic i d’un camp uniaxial compressiu,
la qual és de menor magnitud ja que és la pressió hidrostàtica la força mecànica que millor
s’adapta a les característiques de la transició, que consta d’una expansió isotròpica sense
canvi de simetria.

Un altre bloc d’estudi ha estat el dels aliatges de tipus Heusler amb base de Ni-Mn, que
presenten unes interessants propietats magnètiques i estructurals. En aquests materials l’ordre
ferromagnètic que poden presentar es deu a la hibridització entre els orbitals 3d dels àtoms de
níquel i manganès, la qual afavoreix l’exclusió energètica dels electrons amb espí minoritari.
En conseqüència, emergeix un magnetisme d’electrons itinerants que es mouen en una banda
energètica d que ha quedat polaritzada en espí, i que és eminentment localitzat als àtoms
de manganès [11, 12]. Així, les propietats magnètiques presenten una forta dependència
envers els paràmetres estructurals, tals com la distància interatòmica entre els àtoms de
manganès. Els efectes calòrics gegants en els aliatges estudiats es manifesten a les rodalies
de la transició martensítica que típicament presenten aquests materials, i que pot presentar
un fort acoblament magnetostructural [13]. Al llarg de la tesi es descriuen els efectes
magnetocalòric i barocalòric d’un conjunt d’aliatges amb propietats magnetostructurals
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diverses arranjades en funció de la seva composició particular, com són la temperatura i la
histèresi associades a la transició o l’ordre magnètic de cada fase involucrada. El conjunt de
resultats experimentals han permès fonamentar una descripció completa de l’efecte calòric i
la corresponent reversibilitat en cada material i han aportat una visió sistemàtica i general de
les característiques dels efectes calòrics en aquests materials. D’aquesta manera s’han pogut
establir conclusions relatives a l’optimització de la resposta tèrmica, en funció de paràmetres
importants com la histèresi i la sensitivitat de la transició amb els camps aplicats, la distància
de la temperatura de la transició martensítica envers el punt de Curie de la fase d’alta
temperatura, la magnitud dels camps aplicats, el canvi d’entropia associat a la transició de
primer ordre. A més, també se n’avalua la seva potencial resposta multicalòrica. Així mateix,
s’analitzen mètodes que amplifiquen la resposta calòrica com l’elaboració de compostos
d’aliatges amb gradients composicionals que exhibeixen un canvi gradual de les temperatures
de transició en funció del fragment del compost. En conseqüència, en aquests compostos
cada fragment presenta la resposta tèrmica a diferents temperatures i, per tant, presenten un
eixamplament del rang de temperatures operacional de l’efecte calòric. Finalment, s’empren
les tècniques calorimètriques desenvolupades, conjuntament amb mesures magnetomètriques,
per a l’estudi termodinàmic de les transicions de tipus intermartensític que típicament
presenten els aliatges de Ni-Mn-Ga en cert rangs composicionals [14]. El mecanisme físic
que condueix a aquests fenòmens està actualment sota debat [15] i l’estudi que es presenta
indica que poden ser tractats com a transicions de fase.

Finalment, es presenten els efectes calòrics associats amb les perovskites de BaTiO3

i de Pb(Sc0.5Ta0.5)O3. En el primer cas, el BaTiO3 és un conegut material d’interès a
dia d’avui pel seu ordre ferroelèctric a temperatura ambient. Aquest material presenta un
conjunt de transicions de fase de primer ordre amb canvis electrostructurals als ∼ 200,
280 i 400 K [16–18]. En primer lloc, s’analitza l’efecte electrocalòric gegant que presenta
al seu punt de Curie als 400 K. Aquesta transició és de caràcter displaciu entre una fase
d’alta temperatura d’estructura cúbica i amb comportament paraelèctric i una fase de baixa
temperatura tetragonal i ferroelèctrica. El canvi volúmic associat a aquesta transició també
propicia l’efecte barocalòric quan s’hi apliquen pressions hidrostàtiques, el qual s’analitza en
aquesta tesi, així com també l’efecte barocalòric a la transició entre fases ferroelèctriques
als ∼ 280 K. Així doncs, la concurrència dels efectes calòrics induïts per camps elèctrics
i pressions hidrostàtiques a la mateixa transició suggereix el potencial multicalòric de
perovskites com el BaTiO3. En el cas del Pb(Sc0.5Ta0.5)O3, aquest material presenta una
transició a prop de temperatura ambient (∼ 295 K) de característiques fortament dependents
del grau d’ordre dels cations de Sc3+ i Ta5+ [19, 20]. El grau d’ordre i les característiques
de la transició de la mostra sota estudi optimitzen la resposta electrocalòrica, la qual és
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analitzada en aquesta tesi conjuntament amb la seva reversibilitat i la seva resistència a la
fatiga després d’un gran nombre (105) de cicles de camp elèctric. En ambdós casos es reporta
que les mostres de tipus bulk poden presentar també efectes calòrics de caràcter gegant
induïts per camps elèctrics de magnitud reduïda (∼ 10 kV cm−1), en comparació amb les
respostes electrocalòriques típicament reportades en les capes fines [1].



Abstract

Solid state materials are candidates to exhibit a large field-driven thermal response in the
vicinity of first-order transitions. The strong sensitivity of the transition temperature with
the applied field and the latent heat associated with the change of phase can give rise to
the giant magneto-, electro-, baro-, and elastocaloric effects. Furthermore, the coupling
between structural, magnetic and electronic degrees of freedom at the transition regime
enables the thermal response to be driven by multiple fields and, thus, giving rise to the
multicaloric effect. In the last years, the interest in understanding and tailoring novel caloric
materials has exceptionally grown in view of their potential application to alternative cooling
technologies for large scale industry. The present thesis reports the giant caloric effects
encompassing the Fe49Rh51 magnetovolumic transition, the magnetostructural martensitic
transformation in Ni-Mn based Heusler alloys, and the ferroelectric perovskites BaTiO3

and Pb(Sc0.5Ta0.5)O3. The physical conditions for the optimization of the thermal response
which yield to an enlarged magnitude and operation range are explored, as well as the
corresponding reproducibility upon field cycling and the potential multicaloric character.
This evaluation is achieved by means of a complete caloric characterization in which the
calorimetric experimental techniques which have been developed in purpose are crucial.





Nomenclature

A Magnetic vector potential
α Low temperature phase
β High temperature phase
γ Unit shearing strain
∆Ht Total enthalpy change at the first-order transition (latent heat)
∆Mt Total magnetization change at the first-order transition
∆Pt Total polarization change at the first-order transition
∆St Total entropy change at the first-order transition
∆Vt Unit cell volume change at the first-order transition
∆vt Total specific volume change at the first-order transition
ε Strain - Emissivity of the surface of a material
ζ Integration baseline function
η Efficiency - Order parameter
θ Scattering angle in XRD technique
λ Wavelength - Eigenvalue of the distortion matrix
µ Chemical potential - Magnetic moment
µ0 Vacuum permeability
µB Bohr magneton
ρ Density
σ Stress - Stefan-Boltzmann constant
τ Time constant
Φ Magnetic flux
φ Phase of the wave function
χ Magnetic susceptibility - Transformed fraction
Ψ Wave function
ω Angular frequency - Fitting parameter for M(T, p,H) curves

Volume expansion at the first-order transition (%)
AFM Antiferromagnetic



xx Nomenclature

B Magnetic field B
BCE Barocaloric effect
BTO Barium titanate, BaTiO3

C Cubic crystallographic structure
C Heat capacity - Stiffness - Curie constant
c Speed of light
DSC Differential Scanning Calorimetry
e Electron charge
E Electric field - Energy
EF Fermi energy
ECE Electrocaloric effect
eCE Elastocaloric effect
f Frequency - Twin variant volume fraction
F Force - Helmoltz free energy
FE Ferroelectric
FM Ferromagnetc
G Gibbs free energy
gJ Landé g-factor
H Magnetic field H - Enthalpy
h Planck constant
h̄ Reduced Planck constant
HPDTA High Pressure Differential Thermal Analysis
I Electric current
IR Infrared
J Exchange integral - Total angular momentum quantum number
j Current density
K Magnetic anisotropy energy density
k Wavenumber
kB Boltzmann constant
L Orbital angular momemtum
l Length
M Magnetization
M∗ Analytical fit of the magnetization curves of Fe49Rh51

m Mass
MCE Magnetocaloric effect
mCE Mechanocaloric effect
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N Density of states
NM Non-modulated structure
O Orthorhombic crystallographic structure
Q Heat
q Electric charge
P Polarization - Power - Radiation per unit area
PS Spontaneous polarization
p Pressure
PE Paraelectric
PM Paramagnetic
PST Lead scandium tantalate, Pb(Sc0.5Ta0.5)O3

R Electrical resistance - Thermal resistance of a medium
RC Refrigerant capacity
S Entropy - Sensitivity - Elastic compliance - Electron spin
T Temperature
TA Temperature amplitude of the oscillation in MDSC technique
T Tetragonal crystallographic structure
TC Curie temperature - Critical temperature
Tt Transition temperature
Ttc Transition temperature upon cooling
Tth Transition temperature upon heating
t Time - Tolerance factor in perovskite structures
tp Modulation period in MDSC technique
U Internal energy - Distortion matrix
V Volume - Voltage
v Specific volume - Velocity
W Work
xi Thermodynamic field
Xi Thermodynamic displacement conjugated to the xi field - Cofactor condition
Y Electric signal output
Ȳ Baseline integration of the HPDTA calorimetric peak





Chapter 1

Introduction

The materials interaction with external stimuli has always been a source of interest in Physics.
From the thermodynamic point of view, in a general framework we consider a field as a
thermodynamic force with the ability of inducing changes on its thermodynamic conjugate
coordinate and thus generating work and an energy exchange. Since an applied field can be
responsible of a change of the thermodynamic state of the system, a material may exhibit
either a temperature change when the field is applied adiabatically or an entropy change when
it is applied isothermally. These thermal effects in solids are called magnetocaloric (MCE),
electrocaloric (ECE), elastocaloric (eCE) or barocaloric (BCE) if the applied field which
drives the caloric response is a magnetic field, electric field, uniaxial stress or hydrostatic
pressure, respectively. Particularly, since the elastocaloric and barocaloric effects are particu-
lar cases of mechanically driven caloric effects they are often labelled as mechanocaloric
effects (mCE). Interestingly, in some particular conditions these phenomena are remarkably
magnified and some materials can exhibit large temperature changes or heat exchanges upon
field cycling.

An illustrative example of these thermal phenomena was experienced at the beginning
of the eighteenth century by the blind natural philosopher John Gough when he quickly
stretched (in other words: when he adiabatically applied a positive stress) an Indian rubber
while lipping it and realised that the material exhibited a sudden boost of its temperature and
cooled down [1, 21]. John Gough was perhaps the first in evaluating the interdependence
between the thermal response of a material with the elastic properties described by its length
and the applied stress. Analogously, in 1881 E. Warburg reported that pure iron heats up with
the application of a magnetic field and cools down upon its withdrawal [22]. However, it is in
1917 when P. Weiss and A. Piccard give a first satisfactory thermodynamic approach to what
they called the novel magnetocaloric phenomenon in the analysis of the temperature change
of nickel when a magnetic field is applied in the vicinity of its Curie temperature at 354ºC
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Fig. 1.1 Number of publications per year and per type of caloric effect according to Scopus
bibliographic database.

[23]. The electrocaloric effect was first reported in 1930 in the Rochelle salt [24, 25] which
prompted research on this field even though the highest electrocaloric temperature change
ever measured in this material is very low (∼ 0.003K) [26]. In 1962 a larger electrocaloric
effect is reported at the Curie temperature of BaTiO3 [27].

The first consolidated application based on these thermal phenomena appears around
1920s when P. Debye and W. Giauque indepedently proposed the so-called adiabatic demag-
netization technique, a new method for achieving very low temperatures in paramagnetic
salts [23]. The idea is to cool the paramagnet down to the liquid helium limit and perform an
isothermal magnetization. Consequently, the temperature of the sample does not change but
the magnetic entropy is decreased due to the alignment of the spins. The second step consists
in the adiabatic withdrawal of the magnetic field (adiabatic demagnetization). The gain of
entropy of the magnetic moments during this step is balanced by the reduction of the lattice
entropy due to the lower temperatures [28]. The technique is first implemented in 1933 [29]
and is still used nowadays.
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A few years later, in 1976, G. Brown reported [30] the great performance of Gd for
magnetic heat pumping near room temperature by application of a 7 T magnetic field around
its Curie point which is around room temperature. The concurrence of the second-order
transition in Gd prompts large reversible temperature changes in a thermodynamic cycle
with an approach to the Carnot efficiency, i.e. a cycle which approaches the thermodynamic
limit by absorbing the same amount of entropy from the hot reservoir than the absorbed
from the Gd source so that there is no heat loss and energy is completely transformed to
work1. In 1997 V. K. Pecharsky and K. A. Gschneidner discover the giant magnetocaloric
effect in Gd5(Si2Ge2) [2] representing an inflection which greatly prompts the research
on materials exhibiting giant caloric effects. The value of this work lies in the fact that
materials exhibiting caloric effects of giant magnitude can also be found at room temperature
in case of concurrence of a first-order magnetostructural transition which incorporates its
associated latent heat to the caloric effect.2 Hence, with these ideas in mind the feasibility
of implementing new materials for room temperature solid state refrigeration based on
thermodynamic cycles with novel variables became a reality. Figure 1.1 illustrates the
number of published articles per field each year in the last decades according to the Web
of Science. The magnetocaloric effect is notably leading the research on solid state caloric
materials since the late nineties. The inflection point in the case of electrocaloric materials
is found in the late 2000’s with the remarkable contribution of Mischenko et al. and the
discovery of the giant electrocaloric effect in PZT thin films near the ferroelectric Curie
temperature (TC ∼ 222ºC) in 2006 [3]. In 2008, E. Bonnot et al. reported [4] the large
entropy change induced by uniaxial stress in Cu-Zn-Al and in 2010, L. Mañosa et al. reported
the giant barocaloric effect in Ni-Mn-In [5]. These two manuscripts reporting the caloric
effects arising in the vicinity of the martensitic transitions of both shape-memory alloys
boosted the research on elastocaloric and barocaloric materials, respectively. Interestingly,
since the recent years the scientific community is investing efforts into the development
and characterization of multicaloric materials. Particularly, the multicaloric effect refers
to the thermal response which is driven by the sequential or simultaneous application of
multiple applied fields. Indeed, the coupling between different degrees of freedom (magnetic,
structural, and electronic) at the transition regime of these materials and the high sensitivity of
these transitions to multiple fields are convenient factors for the development of multicaloric

1As said, the Carnot cycle represents an ideal cycle and gives an upper threshold for the efficiency because
a system converting all the supplied heat into work would violate the second law of thermodynamics.

2V. K. Pecharsky and K. A. Gschneidner were the first in coining the expression "giant" magnetocaloric
effect. It is important to note here that an earlier work by Nikitin et al. [10] already reported the large
magnetocaloric response in Fe49Rh51 although that work had a minor impact.
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materials. These materials are candidates of exhibiting promising results due to the advantage
of tuning the caloric performance with more than one field.

There is no doubt that the need of finding new commercial cooling methods adds up a
clear applicational perspective which pushes forward the interest in the research on caloric
materials. Actually, the development of new refrigeration methods and the progress of this
technology along history has always been associated with clear advances in social welfare
and prosperity. Even more, this relationship is expected to be reinforced in future. An
average US citizen spends ∼ 25 % of the energy consumption for food refrigeration and air
conditioning [7]. The large scale use of vapour compression technology has implied the use
of CFC and HCFs gases which have been recently banned in most countries and have been
on the spot since the Montreal Protocol (1989) for being severe ozone-depleting substances.
However, their alternative (HFCs) has been proven to seriously contribute to the greenhouse
effect and global warming. In addition, after living 160 years of its own history conventional
vapour-compression technology has become a highly developed industry which is reaching
its energetic efficiency limits [7, 31]. With this in hand, research and industry are aimed
nowadays at exploring more efficient, environmentally friendly and economically competitive
cooling methods and, thus, overcoming the crucial challenges such as increasing the cooling
capacity or the energy efficiency and decreasing the materials costs, the environmental impact
and the magnitude of the applied fields for the new cooling methods.

Figure 1.3 illustrates a set of thermodynamically equivalent cooling cycles in conventional
electrocaloric, magnetocaloric and elastocaloric systems (from top to bottom, respectively).
Each thermodynamic process enumerated with roman numerals is described as follows:

I At the first step the field (E, H or σ ) is adiabatically applied to the solid and the forward
first-order transition is field-driven. Thus, a large change on its conjugate displacement
(P, M or ε , respectively) is induced and the solid heats up to a high temperature.

II The hot reservoir absorbs heat from the solid at constant field and the solid cools down.

III The field is adiabatically removed and the reverse first-order transition is driven. The
solid cools down.

IV At this point the cold reservoir further cools down due to the heat exchange with the
solid which is at a lower temperature. The solid warms up to the initial state and the
thermodynamic cycle can be repeated.

In thermodynamic terms a conventional vapour-compression cycle can be considered as
an analogous case to the previously described cycle considering that in this case the conjugate



5

Fig. 1.2 Compendium of pictures taken in the 1950’s related to the old ice factory which
was settled in Carrer Ciutadans in Girona (Catalonia). In those days, it was common to buy
the ice for daily use and keeping the food in proper conditions for a longer durability. Since
then the cooling technology and its efficiency has progressed at high speeds.
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Fig. 1.3 Sketch of different thermodynamically equivalent refrigerating cycles as a function
of the corresponding pair of conjugate variables: electric field E and polarization P (top),
magnetic field H and magnetization M (middle), and stress σ and strain ε (bottom). In all
cases the cycles correspond to the performance of a material exhibiting a conventional giant
magnetocaloric effect. The vertical axis is indicative of the entropy change of the system
whereas the horizontal axis indicates the temperature change. Horizontal arrows refer to
adiabatic processes. Red arrows specify a heat loss of the system which is transferred to the
heat sink. Blue arrows specify a heat income which is transferred from the cold reservoir.
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Fig. 1.4 Diagram illustrating the relationship between mechanical, electric, magnetic and
thermal properties in a solid.

variables are pressure and volume and the system is a gas which liquefies and evaporates
along the cycle.

Although refrigeration can be classified as one of the most prominent applications, it
is worth mentioning the great potential of the use of these materials in other fields. Their
functional or multifunctional properties classifies them as smart materials. Figure 1.4 sketches
the relationship between fields and displacements from which a list of interesting properties
can arise such as shape-memory or magnetic shape-memory properties, magnetostriction
or piezoelectricity and, thus, interesting applications such as electronic devices, sensors,
actuators or energy harvesting devices.

There is an increasingly large list of caloric materials which belong to different material
families. They all have the ability to exchange substantial heat Q with the application of fields
and exhibit large adiabatic temperature changes ∆T . In this regard, figure 1.5 taken from
reference [1] maps the magnitude of ∆T and Q values for a broad list of caloric materials.
Nevertheless, the caloric performance of a material cannot be solely described by these two
magnitudes because the phenomenon is far more complex. For instance, we can comment
here the films displaying a ferroelectric transition which facilitate the application of extremely
large values of the electric field due to their thin thickness. They are candidates to exhibit
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Fig. 1.5 Map of the ∆T and Q values exhibited by the main caloric materials near and away
from room temperature taken from 1.5. Blue circles stand for the MCE driven by changes
of magnetic fields |∆µ0H| in the range of [1, 5] T, green squares stand for the ECE (open
symbols refer to bulk materials with applied electric fields in the range of |∆E| ∈ [4,160] kV
cm−1 and solid symbols to films, with |∆E| ∈ [480,3500] kV cm−1), open red triangles to the
eCE effect driven by applied uniaxial stresses |∆σ | ∈ [0.1,0.9] GPa and solid red triangles to
the BCE effect driven by ∆p ∈ [0.2,0.26] GPa.

great electrocaloric response as corroborated by figure 1.5. In addition, their typical low
density strongly magnifies the exchanged heat per sample mass. However, these facts may
lead to an overestimation of the caloric effect when considered to real life applications, which
require limited values of the applied field and a list of defined properties of the materials with
which the thin films may or may not fit.

1.1 Dissertation contents

This dissertation is focused on the field-driven giant caloric effects in solid state materials
arising in the vicinity of first-order phase transitions and is organized as follows. The second
chapter introduces the main concepts for the physical analysis of the giant caloric effects that
will be employed during the dissertation, which include a description of the thermodynamics
related to caloric phenomena and phase transitions. The third chapter describes the main
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experimental techniques which have been developed and are employed along the study. It
will be shown that calorimetry under applied fields, thermal imaging and magnetometric
measurements take especial relevance. Then, a variety of materials displaying the proper
conditions for the enlargement of these caloric responses will be analysed. In common,
significant emphasis has been devoted to the reproducibility of the phenomena, the nature of
the multicaloric response when more than one field is applied and the different mechanisms
allowing an optimization of the caloric effect at the phase transition. The chosen materials
are representative of a plural selection of the different families of caloric materials and are
listed below:

• Chaper 4: FeRh. Since the report of the giant magnetocaloric effect in FeRh in the
early 1990s [10, 32] in the vicinity of its first-order transition at ∼ 320 K, the near
equiatomic Fe-Rh alloy has always persisted as one of the model magnetocaloric
materials due to its great caloric performance. The material’s interplay with different
stimuli (magnetic field, hydrostatic pressure, uniaxial compression) and the conse-
quent thermal response is thoroughly evaluated when the fields are applied either
independently or simultaneously as well as the reproducibility of the several caloric
and multicaloric effects.

• Chapter 5: Ni-Mn based Heusler compounds. This family of alloys typically un-
dergo a first-order martensitic transition which is at the origin of the magnetic shape-
memory and superelastic effects [13]. This magnetostructural transition involves a
shear strain distortion with a relatively large volume change which make these materi-
als great candidates to exhibit large magneto- and mechanocaloric effects which are
evaluated along this chapter.

• Chapter 6: BaTiO333. This widely applied ferroelectric material at room temperature
exhibits a displacive ferroelectric-paraelectric (FE-PE) transition at TC ∼ 125 ºC at
which the giant electrocaloric and barocaloric effects take place [16]. The sixth chapter
of the dissertation discusses these thermal responses in the vicinity of the Curie point.

• Chapter 7: Pb(Sc000...555Ta000...555)O333. The electrocaloric performance of this ceramic mate-
rial is evaluated. It exhibits a room temperature first-order transition from a paraelectric
phase to a ferroelectric phase involving a large change on its pyroelectric coefficient.
Its high temperature PE phase presents a perovskite structure, A(B’ B”)O3, in which B
atoms (Sc, Ta) display a certain degree of disorder and the long-range FE interaction
appears below the transition [19].
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Finally, chapter 8 collects the main conclusions of the thesis and the future perspectives
are outlined.



Chapter 2

Fundamentals

Along this dissertation we will continuously deal with physical concepts like heat, entropy,
temperature, heat capacity, susceptibilities, work or phase transitions. In this regard, the
present chapter describes the thermodynamics which provide the proper framework for the
description of the caloric effects in solids. From the thermodynamic point of view, there is
great analogy in the description of each type of caloric effect characterized by each pair of
conjugate variables (xi,Xi), where xi is the generalized force (intensive variable) and Xi is its
conjugate displacement (extensive variable). The description given along the first sections
of this thesis will generally be written in a general form, by any pair of conjugate variables
(xi,Xi)

1. Table 2.1 outlines the variables involved in each type of caloric effect and includes
the different expressions related to the work W which are described in section 2.2.3. It is
worth remembering that the BCE and the eCE are particular cases of the mCE. A description
of the conjugate variables related to the mechanocaloric effect are given in the appendix A.

2.1 Thermodynamics

Let us define a system under the influence of a certain set of fields xi with conjugate displace-
ments Xi such as magnetic field H and magnetization M, electric field E and polarization P,
uniaxial stress σ and strain ε or hydrostatic pressure p and volume V . A differential change
in its internal energy U is given by

1For the sake of simplicity and as usual in the published reports on caloric materials, the notation of the
thesis will usually omit the tensor character of the applied fields and the conjugate displacements unless required
for the particular description. For instance, in the case of the MCE or the ECE the variables (x,X) are vectors
and this simplification usually implies the assumption that the given value of the applied field x is the component
parallel to the conjugate displacement X so that the dot product is x ·X = xX .
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Table 2.1 Characteristic fields and conjugate displacements of the magneto-, electro-
, mechano-, elasto- and barocaloric effects and the associated expressions for the
magnetic, electric and mechanical work for a given infinitesimal change in conjugate
displacement.

Caloric effect Field Conjugate displacement Work
xi Xi dW

MCE Magnetic field, H Magnetization, M H ·dB
−µ0M ·dH

ECE Electric field, E Polarization, P E ·dD
−P ·dE

mCE Stress, σσσ Strain, εεε V σσσ ·dεεε

eCE Uniaxial stress (along x̂), σx̂ Strain (along x̂), εx̂ V σx̂dεx̂
BCE Hydrostatic pressure, −p Volume, V −pdV

dU(S,Xi) = T dS+
n

∑
i=1

xidXi (2.1)

which is a function of the entropy S and the displacements Xi [33]. T is the temperature of
the system and is presented as the conjugate field of entropy S. The above equation implies

that
(

∂U
∂S

)
xi

= T and
(

∂U
∂Xi

)
x j ̸=i

= xi and since U is an exact differential, the following

expression is accomplished:

∂ 2U
∂xi∂x j

=
∂ 2U

∂x j∂xi
(2.2)

which leads to (
∂S
∂xi

)
T,x j ̸=i

=

(
∂Xi

∂T

)
xi

(2.3)

Equation (2.3) is one of the Maxwell relations. The entropy S and displacements {Xi}
appear as the natural variables of the internal energy U . Hence, U can be convenient for
describing a thermodynamic process in which S and {Xi} are kept constant. Legendre
transforms of these variables lead to the definition of new thermodynamic potentials with

different natural variables, i.e. enthalpy H = U +
n
∑

i=1
xiXi, the Helmoltz free energy F =

U −T S and the Gibbs free energy G = F −
n
∑

i=1
xiXi. The whole set of Maxwell relations are
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derived by considering the symmetry of the second derivatives of these new thermodynamic
potentials with respect to their natural variables just like it has been shown in (2.3). The
corresponding Maxwell relations read:(

∂S
∂xi

)
T,x j ̸=i

=

(
∂Xi

∂T

)
xi

(2.4)(
∂S
∂Xi

)
T,X j ̸=i

=−
(

∂xi

∂T

)
Xi

(2.5)(
∂Xi

∂x j

)
T,xk ̸= j

=

(
∂X j

∂xi

)
T,xk ̸=i

(2.6)

Maxwell relations are useful expressions which relate the interdependence of the set of
variables which can describe thermodynamically the system. Equations (2.4) and (2.5) are
called the caloric Maxwell relations [6] since they relate the entropy variation with respect to
field xi or displacement Xi to the temperature derivatives of xi and Xi. Equation (2.6) relates
the field-induced (xi) changes in non-conjugate displacements (X j ̸=i) when the other fields
are kept constant. Therefore, as we will see equation (2.6) can become especially convenient
for analysing the multicaloric effect in materials exhibiting a cross-coupled response to
conjugate displacements under the application of multiple fields.

Considering the expression (2.4) and the heat capacity at constant fields C =T
(

∂S
∂T

)
xi=1,...,n

it is convenient now to write the differential entropy change of the system as:

dS =

(
∂S
∂T

)
x j=1,...,n

dT +
n

∑
i=1

(
∂S
∂xi

)
T,x j ̸=i

dxi =
C
T

dT +
n

∑
i=1

(
∂Xi

∂T

)
x j=1,...,n

dxi (2.7)

In the physical case in which only the field xi is modified while the other fields {x j ̸=i}
are kept constant the isothermal field-driven entropy change is written as

∆S(0 → x′i) =
∫ x′i

0

(
∂Xi

∂T

)
x j=1,...,n

dxi (2.8)

and the adiabatic temperature change is

∆T (0 → x′i) =−
∫ x′i

0

T
C

(
∂Xi

∂T

)
x j=1,...,n

dxi (2.9)
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Both (2.8) and (2.9) display a direct dependence on the terms
(

∂Xi

∂T

)
x j=1,...,n

which are

called caloric response functions. These functions clearly tune the magnitude of the thermal
response. The convenience of phase transitions for the enhancement of the caloric response
becomes now evident since in these cases the temperature derivative of the associated order
parameter Xi is expected to be greatly enlarged at the transition temperature range. The
phenomenon is more pronounced in first-order phase transitions in which the order parameter
Xi displays an abrupt change. In the case of the expression (2.9) the heat capacity C appears
as a denominator inside the integral. In relation to this, low heat capacities C also endorse a
larger temperature change. For the indirect computation of the caloric effects in which these
expressions are employed, it is important to note that this quantity can have a significant
temperature and field dependence over the range of variables over which the transition takes
place.

2.1.1 The multicaloric effect

A multicaloric effect is defined as the thermal effect which emerges in a material in response
to the simultaneous or sequential application of more than one field. Equations (2.8) and (2.9)
are frequently used when analysing magneto-, electro-, elasto- and barocaloric effects in ma-
terials, i. e. when the associated field of each caloric effect is applied while keeping the others
constant. Let us explore now the expressions for the entropy change ∆S (T,0 → x′1,0 → x′2)
in a material in which the multicaloric response is driven by two fields (x1, x2). Although
only two fields are considered here, the following analysis can be generalised to the case in
which more fields are applied.

First of all, one has to consider the fact that entropy is a state function and the total entropy
change ∆S (T,0 → x′1,0 → x′2) = S (T,x′1,x

′
2)− S (T,0,0) can be computed irrespective of

the path from the initial state2 to a state in which the entropy is S (T,x′1,x
′
2) under equilibrium

conditions as illustrated in figure 2.1.
We can begin our analysis by dividing the entropy change in the following contributions

[6]:

∆S
(
T,0 → x′1,0 → x′2

)
= ∆S

(
T,0 → x′1,0

)
+∆S

(
T,x′1,0 → x′2

)
(2.10)

2For the sake of clarity and for a simpler notation, we consider an initial state in which the value of the
fields is (x1 = 0,x2 = 0). It is worth noting that the description can be generalized to any initial state (x1,x2)
with independence of the sign of the changes ∆x1 and ∆x2 by a suitable modification of the limits of integration
in each case.
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Fig. 2.1 Illustrative diagram of the total entropy S of a system as a function of the (x1,
x2) plane under isothermal conditions. Entropy is a state function and the computation of
∆S (T,0 → x′1,0 → x′2) = S (T,x′1,x

′
2)−S (T,0,0) is independent of the path from one state

to the other under equilibrium conditions as illustrated by the green, purple and red arrows.

The second term of the above expression can be specified differently by considering the
following subtraction of entropy quantities :

∆S
(
T,δx′1,0 → x′2

)
−∆S

(
T,0,0 → x′2

)
=

∂

∂x1
∆S
(
T,δx′1,0 → x′2

)
dx1 (2.11)

where δx′1 → 0. The above expression can be generalized for any change δx′1 → x′1 by
integration:

∆S
(
T,x′1,0 → x′2

)
−∆S

(
T,0,0 → x′2

)
=
∫ x′1

0

∂

∂x1
∆S
(
T,x1,0 → x′2

)
dx1 (2.12)

The second term in (2.10) can be derived by use of equations (2.12) and (2.8). Accord-
ingly, this term can be expressed as:
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∆S
(
T,x′1,0 → x′2

)
= ∆S

(
T,0,0 → x′2

)
+
∫ x′1

0

∂

∂x1
∆S
(
T,x1,0 → x′2

)
dx1

=
∫ x′2

0

(
∂X2

∂T

)
x1=0,x2

dx2 +
∫ x′1

0

∂

∂x1

∫ x′2

0

(
∂X2

∂T

)
x′1,x2

dx2dx1 (2.13)

The expression of the entropy change is given by rearranging the terms in equation (2.10)
with the terms of (2.8) and (2.13):

∆S
(
T,0 → x′1,0 → x′2

)
=
∫ x′1

0

(
∂X1

∂T

)
x2=0,x1

dx1

+
∫ x′2

0

(
∂X2

∂T

)
x1=0,x2

dx2 +
∫ x′1

0

∫ x′2

0

(
∂ 2X2

∂x1∂T

)
x′1,x2

dx2dx1 (2.14)

Interestingly, a third term on the right hand side of equation emerges. This term is a double

integral of
(

∂ 2X2

∂x1∂T

)
x′1,x2

over the whole (x1, x2) space and its role on the final result will be

especially evaluated in section 4.4. Again, the fact that entropy is a state function together with
the interdependence between fields (x1,x2) and conjugate displacements (X1,X2) certifies
that the calculus of ∆S (T,0 → x′1,0 → x′2) cannot be based on the simple sum of the caloric
effects associated with the variation of each field independently by departing from the
initial state [∆S(T,0 → x′1,0)+∆S(T,0,0 → x′2)]. In fact, the lack of this coupling term
would convert the right hand side of equation (2.14) into the sum of two terms referring to
thermodynamically unconnected path (see figure 2.1).

Alternatively, as follows from (2.8) the equation (2.10) can also be expressed as:

∆S
(
T,0 → x′1,0 → x′2

)
=
∫ x′1

0

(
∂X1

∂T

)
x2=0,x1

dx1 +
∫ x′2

0

(
∂X2

∂T

)
x1=x′1,x2

dx2 (2.15)

which can be convenient when computing the values of ∆S if X2 is known as a function of
temperature and x2 at a certain value of the applied field x1 = x′1. In this case, (2.15) is the
simple sum of the caloric effects associated with each one independently because they refer
to thermodynamically connected states as expressed in the right hand side of equation (2.10)
and illustrated by the green arrows in figure 2.1.

In view of the cross-response between fields (x1,x2) and conjugate displacements (X1,X2),
the entropy change associated with the application or removal of x2 can be written in terms
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of the non-conjugated field X1(T,x1,x2). With this purpose, we use the Maxwell relation
(2.5) to obtain:

∆S
(
T,0,X1(0)→ X1(x′2)

)
=−

∫ X1(x2)

X1(0)

(
∂x1

∂T

)
X1,X2

(2.16)

considering that X2 is kept at a constant value X ′
2,
(

∂x1

∂T

)
X1

=−
(

∂x1

∂X1

)
T

(
∂X1

∂T

)
x1

, and

dX1 =

(
dX1

dx2

)
dx2, the previous expression (2.16) can be expressed as:

∆S
(
T,0,X1(0)→ X1(x′2)

)
=
∫ x2

0

(
∂X1

∂x2

)
T,x1(

∂X1

∂x1

)
T,x2

(
∂X1

∂T

)
x1,x2

dx2 (2.17)

Interestingly, the expression (2.17) allows the entropy change driven by x2, i.e. ∆S (T,0,0 → x′2),
to be expressed in terms of the non-conjugated displacement X1.

2.2 Phase transitions

As previously mentioned, from the above expressions it is clear that the caloric response

functions
(

∂Xi

∂T

)
xi

have a strong connection with the magnitude of the caloric effect and

the conditions for their enhancement are met in the vicinity of phase transitions, i. e. where
the materials display large changes in conjugate displacements over a particular temperature
region.

Thermodynamically, a phase is a homogeneous region of matter at a certain thermo-
dynamic state which displays a set of macroscopic properties and uniformly distributed
physical features. A phase transition occurs when the equilibrium state of a system changes
qualitatively under the influence of a driving field xi or temperature T and the system evolves
from one phase with a certain characteristic group of macroscopic properties to another.
These macroscopic changes are often linked to symmetry elements that appear or disappear
during a phase transition.

The order parameter is the quantity which measures the degree of order of a certain
physical property across the boundaries of the phase transition and it can take the form of a
scalar, a vector, a tensor, a pseudo-scalar, etc. The thermal average of the order parameter
vanishes on one side of the transition and takes a non-zero value on the other side. Let us
define a transition which occurs at the temperature TC with an order parameter η . η takes the



18 Fundamentals

value η0 (different from zero) at one of the transition boundaries when the system is fully
at the highly ordered phase (low symmetry phase). The set of symmetry transformations in
which η0 is invariant is called η0 group. We consider now a small variation of this magnitude
δη at the transition point and, hence, the order parameter takes now the value η = η0 +δη .
δη0 group has less symmetries and is a subgroup of η0 group. Since η is a function of both
terms it has the same symmetries as δη0 which is less symmetric [34, 35].

At this point, it is worth to mention the Neumann principle which is expressed as follows
[36]:

If a crystal is invariant with respect to certain symmetry operations, any of its
physical properties must also be invariant with respect to the same symmetry
operations, or otherwise stated, the symmetry operations of any physical property
of a crystal must include the symmetry operations of the point group of the
crystal.

In relation to this, ferroic transitions refer to those phase transitions which result in
a new macroscopic property which couples to an external field and a ferroic material is
any material which exhibits one or more ferroic phase transitions. In the special case of
multiferroic transitions the transition results in more than one macroscopic property which
couple to more than one field [37].

Usually the high-symmetry phase, i.e. the disordered phase with respect to a certain
order parameter (the phase in which η = 0), corresponds to the high temperature phase
which has a higher absolute entropy in comparison with the low temperature phase. However,
in some cases this might not be accomplished and the loss of entropy related to the loss
of symmetry described by the order parameter η can be balanced by a gain of entropy
from other entropic contributions related to other degrees of freedom. Actually, this will
be the situation of some materials under study along the dissertation which display a high
temperature ferromagnetically ordered phase and a low temperature phase with a more
disordered magnetic state (paramagnetic or antiferromagnetic).

Interestingly, systems exhibiting phase transitions with symmetry changes of very dif-
ferent physical origins may be described in an equivalent manner. For instance, the tensor
character of the order parameter, symmetries of the system and the space dimension can be
common features in phase transitions of different kinds with independence of their differences
at the microscopic level or at finite scales. A general description of these phenomena can be
given in the framework of critical phenomena and can be valid in either physical, chemical or
biological systems. This is explained in view of the unique features of the system arising at
the critical point TC, where the correlations which coordinate the value of the order parameter
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Table 2.2 Behaviour of the entropy S, the order parameter Xi, and the heat capacity at
constant temperature Cp in first- and second-order phase transitions.

S =
(

∂G
∂T

)
xi

, Xi =
(

∂G
∂xi

)
T

Cp =
(

∂ 2G
∂T 2

)
P

First-order phase transition Discontinuous Divergence
Second-order phase transition Continuous Discontinuous

become arbitrarily large, limited only by the size of the system. This is in contrast with the
situation above and below TC, where the correlations are limited to the value of a certain
correlation length. Phase transitions with the same scale-free symmetric properties belong
to the same universality class and share the same critical exponents for the power-laws
describing the main thermodynamic quantities in the vicinity of TC [38].

2.2.1 Classification of phase transitions

First-order phase transitions or discontinuous phase transitions are defined to be those
that involve a non-zero latent heat and have an associated sudden jump in the entropy of the
system (∆St). In contrast, a phase transition is called continuous when the change does not
involve any associated latent heat and the entropy and the order parameter change continu-
ously3. Table 2.2 and figure 2.2 illustrate the behaviour of the characteristic parameters at TC

in first- and second-order transitions (continuous transitions).
The Gibbs free energy (G = H −T S) becomes a convenient thermodynamic potential for

the description of phase transitions because its minimization clarifies the spontaneity of a

3In relation to this, we can introduce the Ehrenfest classification of phase transitions which defines the
order n of the phase transition as the order of the lowest derivative of G which shows a discontinuity upon
crossing the coexistence curve between phases α and β in a phase diagram. Hence, a phase transition is of
order n if it accomplishes:(

∂ mGα

∂T m

)
xi

=

(
∂ mGβ

∂T m

)
xi

,

(
∂ mGα

∂xim

)
T
=

(
∂ mGβ

∂xim

)
T

; m = 1,2, ...,n−1. (2.18)

(
∂ nGα

∂T n

)
xi

̸=
(

∂ nGβ

∂T n

)
xi

,

(
∂ nGα

∂xin

)
T
̸=
(

∂ nGβ

∂xin

)
T

(2.19)

However, this classification fails in classifying the transitions which show divergences in the derivatives of G.

This is the case for magnetic transitions with a susceptibility of the form χ =
1

(T −TC)
γ . For this reason, a

more rigorous method of classifying the phase transitions is distinguishing the discontinuous (or first-order
phase transitions) and the continuous transitions.
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Fig. 2.2 Behaviour of relevant parameters involved in second-order phase transitions (left
panels) and first-order phase transitions (right panels). From top to bottom, each diagram plots
the temperature dependence of the enthalpy (H), the Gibbs free energy (G), the displacement
Xi, the entropy (S), and the heat capacity at constant pressure Cp in the vicinity of the
transition temperature TC, which is indicated by the dashed grey lines.



2.2 Phase transitions 21

thermodynamic process. For instance, a nucleation process of an ordered crystal becomes
spontaneous when the Gibbs free energy is minimized and thermal fluctuations provide
sufficient energy for overcoming any activation free energy barrier, i. e. the maximum energy
along the transformation path relative to the energy of the initial state. The natural variables
for the Gibbs free energy are the temperature T , the fields {xi}, and the set of extensive
quantities {Ni} referring to the number of particles of each phase which are also included
below in the thermodynamic analysis.

If the system is in equilibrium, the Gibbs free energy is in a minimum and dG = 0. The
differential form of G can be written as:

dG =
β

∑
j=α

(
−S jdT +µ

jdN j −
n

∑
i=1

X j
i dxi

)
= 0

In the occurrence of a first-order phase transition from a low temperature phase α to a
high temperature phase β in which there is a coexistence of two phases of the same substance
in equilibrium at given conditions of constant T and xi,

dG = µ
αdNα +µ

β dNβ = 0 → µ
α = µ

β (2.20)

where dNα = −dNβ because we have considered that the total number of particles N =

Nα +Nβ is fixed. µα and µβ are the chemical potentials for each of the two phases and at
the phase transition they have equal values. When there is coexistence of the two phases,
each phase must have the same Gibbs free energy (Gα = Gβ ) or otherwise the mixed system
would not be stable and the only remaining phase would be the one with the lowest value
of G. We can consider now an infinitesimal change in the imposed conditions (T , xi) in
which the coexistence of the two phases is still stable so that the system moves along the
coexistence line in the phase diagram. Both phases must still have the same Gibbs free energy.
Consequently, dGα = dGβ and

−SαdT −Xi
αdxi =−Sβ dT −Xi

β dxi

dxi

dT
=− ∆St

∆Xit
(2.21)

where ∆St = Sβ −Sα and ∆Xit = Xβ −Xα are the transition entropy change and the change
in conjugate displacement at the transition, respectively. Equation (2.21) is the Clausius-
Clapeyron equation in a general form and defines the phase coexistence curve in a xi −T
diagram.
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If the process is endothermic (exothermic), the particles have an entropy change ∆St due
to a heat Q absorption (release) as:

Q = ∆Ht = T ∆St (2.22)

which is identified as the latent heat of the transition and it has a direct correspondence
with the enthalpy change of the transition ∆Ht since the absorbed (released) heat occurs at
constant temperature and field.

In particular, the Clausius-Clapeyron equation takes the following form when specifying
each pair of conjugate variables which will be of our interest in this dissertation:

µ0dH
dT

=− ∆St

∆Mt
;

dE
dT

=−∆St

∆Pt
;

d p
dT

=
∆St

∆Vt
;

dσ

dT
=−∆St

∆εt
(2.23)

which are frequently used expressions for the description of caloric effects.
Actually, as will be clarified in the following subsection, the expressions (2.21) and (2.23)

can be considered as the previously presented Maxwell relations written in (2.4), (2.5), and
(2.6) for the particular case of an ideal first-order transition in which the displacement Xi

exhibits a discontinuity at the transition [13].

2.2.2 First-order transitions for caloric effects

Giant caloric effects can arise from the possibility of field-inducing the large entropy change
associated with a first-order transition. Following the description of an ideal first-order
transition, the discontinuity in Xi of magnitude ∆Xit exhibited at the transition temperature Tt

(see figure 2.2) can be expressed in terms of a Heaviside step function h(T −Tt):

Xi = Xi0 +∆Xith(T −Tt) (2.24)

where Xi0 is the value of Xi close to Tt in the α phase.
Introducing this expression into equation (2.8) and assuming that ∆Xit is independent of

the field xi, the following expression for the entropy change is obtained [13]:

∆S =

−∆Xit
dxi

dTt
for T ∈ [Tt(0),Tt(xi)]

0 for T ̸∈ [Tt(0),Tt(xi)]
(2.25)
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Table 2.3 Sign of the main parameters related to conventional and inverse calorics
effects. The change in the displacement Xi within the first-order transition ∆Xit , the

sensitivity of the transition to the applied field
dTt

dxi
, the field-induced isothermal

entropy change ∆S, and the adiabatic temperature change ∆T .

Caloric effect ∆Xit
dTt

dxi
∆S ∆T

Conventional - + - +
Inverse + - + -

Considering equations (2.21) and (2.25) it is clear that under these particular conditions
there is a direct correspondence between the Clausius-Clapeyron equation and the Maxwell
relations. In addition, it is worth noting that the field-driven entropy change coincides with
the transition entropy change ∆S = ∆St , which usually sets an estimate of the maximum
boundary of the magnitude of the caloric effect in real materials.

As it has been shown, the Clausius-Clapeyron equation becomes an important tool for
relating key parameters of the caloric effect. On the one hand, a caloric effect of giant
magnitude will require large values of ∆St . On the other hand, the transition temperature
Tt must also display a sufficiently strong sensitivity with the applied field xi which leads
to an enhancement of the interval at which the caloric effect takes place [Tt(0),Tt(xi)]. In

particular, this requires sufficiently high values of
dTt

dxi
which are achieved for large values of

∆Xit .
From the thermodynamic point of view, we can distinguish two kinds of caloric effects as

a function of the sign of ∆Xit : the conventional caloric effect for ∆Xit < 0, and the inverse
caloric effect for ∆Xit > 0. From equations 2.8, 2.9, and 2.21 it is straightforward to certify
that the two types of caloric effects have opposite features, as indicated by the table 2.3. A
conventional caloric effect is associated with a shift of Tt towards higher values under the
influence of the field xi. Hence, the low temperature phase (α) is energetically favoured upon
application of xi, which yields to a loss of entropy in the system (∆S < 0) if the transition
β → α is field-driven (0 → x′i). In contrast, in an inverse caloric effect the application of xi

favours the high temperature phase β , resulting in a shift of Tt towards lower values and a
gain of entropy (∆S > 0) as the field is applied, which drives the α → β transition. Figure
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Fig. 2.3 Diagrams illustrating the behaviour of the displacement Xi in absence of fields (solid
red line) and under the influence of the conjugate field xi = x′i (solid blue line) in the case of
a material exhibiting a conventional caloric effect (a) and an inverse caloric effect (b) in the
vicinity of an ideal first-order transition. The corresponding diagrams of the entropy curves
are illustrated in (c) and (d), respectively. Green arrows indicate the adiabatic temperature
change and the isothermal entropy change values upon application of field 0 → x′i.
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2.3 displays the behaviour of Xi of an illustrative system4 in the occurrence of a conventional
(a) and an inverse (b) caloric effect, and the associated entropy curves S(T,xi) in (c) and (d).
In panel (b) the system also exhibits a second-order transition in the high temperature region,
as evidenced by the curve at xi = 0 and the continuous variation of Xi toward zero.

At this point, it is worth mentioning the different contributions which come into play
to the total entropy S of a magnetic system for the simplified case in which they can be
separated as a sum of independent terms [39, 40]:

S(T,xi) = Sm(T,xi)+Sl(T,xi)+Se(T,xi) (2.26)

where Sm, Sl , and Se are the magnetic, lattice and electron contributions, respectively. As
mentioned in the beginning of this section, in the occurrence of a phase transition α → β

a material can loose entropy from a particular degree of freedom upon heating if it is
compensated by the other entropic contributions so that the total entropy change increases, as
required. In fact, this explains qualitatively why materials can exhibit inverse caloric effects
in which, for example, a material is able to cool down (∆T < 0) or gain entropy (∆S > 0)
when hydrostatically compressed [41] or by application of a magnetic field [42], even though
there is a reduction of the lattice contribution or the magnetic contribution to the total entropy
upon driving the transition, respectively.

So far we have considered the simplified case of an ideal first-order transition. First-order
transitions typically take place with hysteresis, which is a characteristic feature of this class
of transitions. As the field xi is applied or removed in the vicinity of a first-order transition
the system does not transform at the equilibrium point where ∆G = 0 and follows metastable
states which yield to irreversibilities. This is illustrated in figure 2.4 which plots the Gibbs
free energy of an indicative system undergoing a first-order phase transition between α and β

phases, which minimize the energy for low and high values of the fields (x1,x2), respectively.
In particular, when the transition is thermally driven this out-of-equilibrium phenomena
yield to supercooling and superheating processes and the transition does not occur at the
same temperature Tt upon cooling and heating, but at Tt c < Tt and Tt h > Tt , respectively.
Furthermore, first-order phase transitions in real materials usually do not occur abruptly
and spread over a temperature range. This is explained by a number of factors, such as
composition gradients, impurities or lattice defects. With regard to the thermal response
upon field cycling, these factors are drawbacks to be minimized as they reduce the caloric
performance of a given material. Their consequences will be discussed in detail along the
thesis.

4The plots are inspired for the typical case described in chapter 5 of a Heusler alloy exhibiting a martensitic
transition, in which (xi,Xi) = (H,M).
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Fig. 2.4 Diagram of the Gibbs free energy G(x1,x2) of an illustrative physical system
undergoing a field-driven first-order phase transition. The energy of the α and β phases
are plotted by the blue and red surfaces. Upon applying or removing each field the phase
transition does not occur at the intersection of the two surfaces at which ∆G = 0, but at the
yellow (x1,x2) curves.
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In comparison to first-order transitions, the features associated with second-order transi-
tions typically yield to caloric effects of lower magnitude over a larger temperature interval

due to the minor values of the caloric response functions
(

∂Xi

∂T

)
xi

and the broader tempera-

ture region at which the conjugate displacement Xi varies. Interestingly, the lack of hysteresis
in this class of transitions drastically reduces the irreversible contributions. As will be seen,
materials displaying first-order transitions which are close to the limit of being second-order
can be excellent candidates to exhibit giant caloric effects, as they still have an associated
latent heat and display a reduced hysteresis.

2.2.3 Parameters for the characterization of giant caloric effects

A complete characterization of a field-driven giant caloric effect requires the knowledge of a
number of parameters which quantify the thermal response from different perspectives. In
addition to considering ∆S, ∆T , and the exchanged heat Q values which quantify the caloric
response in absolute terms, it is usually convenient to refer to the caloric strength for a proper
comparison with the caloric performance of other reported materials with independence of
the magnitude of the applied field. The caloric strength stands for the normalization of these

values as a function of the applied field, i.e.
|∆S|
|∆xi|

,
|∆T |
|∆xi|

, and
|Q|
|∆xi|

. As previously explained,

the caloric effect arising in the vicinity of a first-order transition tends to saturate at certain
values when the applied field is large enough. Once the caloric effect saturates, larger values
of the applied will generally yield to an underestimation of the caloric strength since they
will not increase the magnitude of ∆S, ∆T , and Q.

The work performed by the applied field on the system which is required for driving the
thermal response is a key feature. The previously presented table 2.1 lists the expressions
of the various forms of work related to each pair of conjugate variables. For the case of
the MCE, we can distinguish two procedures for driving the caloric response. On the one
hand, we can consider the electrical work needed for the generation of the applied magnetic
field by varying the current through a solenoid in which the sample is located at its bore
(dW = H ·dB). On the other hand, the mechanical work refers to the change of the applied
magnetic field achieved by the relative motion of the sample with respect to a permanent
magnet (dW =−µ0M ·dH). In the case of the ECE, the electrical work refers to the typical
case in which the electric field is generated by varying the charge of a capacitor through
which the sample is enclosed (dW = E ·dD). In contrast, the mechanical work refers to the
less likely procedure consisting on the variation of the electric field by the relative motion
of the sample with respect to the capacitor (dW =−µ0P ·dE) [43]. In the case of the mCE,
the general expression for the mechanical work is given by dW =V σσσ ·dεεε . In the particular
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cases5 of the application of an uniaxial stress σx̂ along the x̂ direction (eCE) it is expressed
as V σx̂dεx̂; and for the application of a hydrostatic pressure (BCE), dW =−pdV .

In this connection, it is convenient to define the efficiency [44], η =
|Q|
|W |

, which stands

for the fraction between the exchanged heat under isothermal conditions and the energetic
cost of driving the caloric effect represented by the value of the work W [43, 44].

The refrigerant capacity (RC) (also referred as the relative cooling power, RCP) pro-
vides an estimate of the transferred heat from the cold end (Tcold) to the hot end (Thot) during
a cooling cycle of a refrigerator [45] and is calculated as [46]:

RC(T,xi) =
∫ Tend

Tcold

∆S(T,xi)dT (2.27)

In this regard, the RC value is commonly estimated as RC = ∆S · δTFWHM, where ∆S
stands for the peak value of the field-driven entropy change and δTFWHM is its full width
at half maximum. The value of ∆TFWHM can be considered to be a good approximation
of the temperature span between the cold and the hot reservoirs (Thot −Tcold). It is worth
mentioning that the behaviour of the ∆S peak can significantly differ upon field cycling, as it
is going to be discussed in this thesis. These non-reversible phenomena are usually omitted
in the scientific publications. To avoid confusion in this respect it is convenient to define the
effective refrigerant capacity, RCeff, which takes into account these hysteresis losses and
strictly refers to the reversible component of the RC [47, 48].

5The appendix A provides a description of the variables related to the mCE and the particular conditions
associated with the eCE and the BCE.



Chapter 3

Experimental techniques

The experimental methods for characterizing the giant caloric effects are aimed at evaluating
the temperature change ∆T , the entropy change ∆S and the heat exchange Q in the vicinity
of a first- or second-order transitions by application of one or multiple fields. We can
classify these experimental methods depending on the measurement technique used for the
characterization of the thermal response.

• Direct methods involve the direct evaluation of the thermal response and require
especially designed experimental systems for the quantification of ∆T , ∆S and Q.
Direct methods are highly convenient since they provide the most reliable evaluation of
the caloric response and they are very helpful for the development of physical models
which fit the experimental data. However, the particular experimental design in each
case can be especially challenging. Usually one has to deal with problems like solving
the heat leaks between sample and surroundings, ensuring a proper thermal contact or
tracking the sample temperature and the heat exchanges in the required thermodynamic
conditions when the applied field is scanned either adiabatically or isothermally.

• Quasi-direct methods provide estimates of ∆T , ∆S and Q values from heat flux and/or
heat capacity measurements. The caloric effect is not directly measured from a field
driven thermal response and is usually estimated from the subtraction of the entropy
curves which have been built from calorimetric data: ∆S(T,0 → x′i) = S(T,x′i)−S(T,0)
[41, 49, 50]. In this regard, we may also distinguish at this point the reports providing
the values which are obtained from the heat capacity C data by the use of the following
approximation[1]:

∆S ∼
∫ Tf

Ts

[C(T,x′)−C(T,0)]dT
T

(3.1)
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where Ts and Tf bound the temperature range at which the caloric effect takes place by
application of the field 0 → x′.

• Indirect methods rely on the field and temperature dependences of the order parameter
Xi at the transition temperature range and the consequent thermodynamic analysis
for the derivation of ∆T , ∆S and Q values. They involve the application of the
Maxwell relations or the Clausius-Clapeyron relation if the transition is first-order as
described in the previous chapter. However, the singular behaviour of Xi at the phase
transition requires an accurate measurement of its temperature and field dependence
and particular attention must be paid to the use of the thermodynamic relations in
hysteretic regimes [51]. In addition, the expressions for ∆T obtained by Maxwell
relations require information on the temperature and field dependence of the heat
capacity C(T,xi) as indicated by equation (2.9).

3.1 Calorimetric techniques

In the present thesis, the development of especially designed calorimetric techniques has
taken an important role since they represent an optimal tool for the characterization of the
thermal response in solids. Calorimetry is devoted to measure the exchanged heat between a
sample and its surroundings under the influence of external stimuli. In this sense, the different
varieties of calorimetric techniques enable the measurement of heat flow rates, specific heat,
latent heat as well as transition temperatures and other related parameters which characterize
the phase transitions and the thermal properties.

As expected, the history of calorimetric techniques is directly linked to the progress of
the theory of heat. One of the first set-up for the measurement of heat was built by Antoine
Lavoisier and Pierre-Simon Laplace in the winter of 1782-83. In short words, their ice
calorimeter was basically a vessel with different shells filled with ice which covered an
inner vessel in which a hot object was placed. The measurement of heat was inaccurately
performed by weighting the drained water from the melted ice and, thus, making use of the
latent heat of its fusion [52]. Previously, the Scottish chemist Joseph Black realized that the
transfer of heat to ice at its melting point and to water at its boiling point does not cause any
temperature increment and, hence, he concluded that this transferred energy must be stored
in matter in the form of latent heat. To be precise, he based his reasoning on the fact that
something expected did not happen. He expected that any small heat quantity transmitted to
ice had to entirely melt the system and raise its temperature somehow, but he realized that
most of the ice remained at 0 ºC with some additional melted water. "The dog that did not
bark" when it was expected to do so, he argued [53]. Calorimetric techniques began to take
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relevance in the mid eighteenth century with the experimental contributions of James Joule
in understanding heat as a form of energy which can have different physical origins and not
of matter [52].

Up to now, a long list of calorimeters have been designed and they can be classified
in several ways according to different criteria. However, it is very difficult to establish a
simple criterion for classifying the calorimeters because in every classification there are
given calorimeters which do not match to a particular category or match with more than
one designated category [54, 55]. In our case, we will classify them in two groups as a
function of their operating methods [56]. On the one hand, several calorimeters work by
continuously scanning temperature and measure the heat flux between the sample and a
thermal block. These are the scanning calorimeters. Calorimeters of this kind have been
developed for this dissertation with the particular availability of measuring the heat flow
under the application of externals fields xi. On the other hand, other devices keep the thermal
block under isothermal conditions and small amounts of heat are supplied to the sample
while its temperature is being measured (adiabatic calorimetry, relaxation calorimetry, and
ac calorimetry). Additionally, in some cases the device combines both operating methods,
which is the case for the modulated differential scanning calorimeters (MDSC) described in
section 3.8.

3.1.1 Differential Scanning Calorimetry

The present chapter describes a set of Differential Scanning Calorimetry (DSC) devices
which have been inspired with the ideas described in [56, 57]. The main concepts of the
developed DSC technique are explained in this section and the particular features of each
calorimeter are described in the following sections.

A differential method is an experimental method in which the measured quantity is
compared with a quantity of the same kind with slightly different magnitude so that the
difference between the two values is evaluated. DSC devices are especially designed with
symmetry considerations (twin-type design) so that the two measuring sensors can reasonably
be at approximately the same physical conditions. This measurement method involves that
perturbations like temperature variations must affect both values similarly, at least at a first
approximation, because they are compensated when the differential value is obtained [58].

If the temperature of the calorimeter (T0) is linearly scanned (T0(t) = T0(t = 0)+ Ṫ0 · t,
where Ṫ0 =

dT0

dt
is the scanning rate), the contributions taking part in the measured heat flow

dQ
dt

can be separated as:
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Fig. 3.1 Sketch of a DSC setup illustrating the calorimetric block at temperature T = T0, the
sample at TS and the reference at TR. R stands for the thermal resistance of the medium.

dQ
dt

=
dQ0

dt
+

dQCp

dt
+

dHt

dt
(3.2)

where
dQ0

dt
refers to an unavoidable asymmetric term of the calorimeter which has to be

minimized,
dQCp

dt
is the difference in heat capacity contributions between the sample and

an inert reference, and
dHt

dt
is the enthalpy contribution if the sample exhibits a first-order

transition. Our analysis will always be restricted to the quasi-static approximation so that
the sample has to be able to follow the temperature profile of the calorimetric block and
there are no temperature gradients among the sample. In this sense, care must be taken
sometimes because the thermal diffusivity of the sample and its size can hinder the experiment
performance if the temperature is scanned too fast, which might be the case when measuring
with commercial calorimetric equipments which can achieve fast rates as well as for the
temperature-modulated DSC (MDSC) discussed in section 3.8.

Let us specify the origin of the measured heat flow in the purpose-built calorimeters
step by step. As illustrated in figure 3.1, in our case the differential method consists in the
measurement of the temperature difference TS −TR between the sample under study (TS) and
an inert reference (TR) while temperature of the calorimetric block (T0) is scanned at a rate

Ṫ0 =
T0

dt
and the other fields are kept constant.1 By assuming thermal Ohm’s law the heat

flow
dQ
dt

≡ Q̇ in response to a temperature gradient ∆T can be expressed as: Q̇ =
∆T
R

, which

1Please note that the analysis here is restricted to calorimetric runs driven by temperature scans, although
that the developed devices have the availability to perform calorimetric runs driven by either electric field or
magnetic field as discussed at the end of the present section.
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states a proportionality relation between both quantities defined by thermal resistance R of
the medium.

If the sample exhibits a first-order transition with a certain enthalpy change ∆Ht , the
equations for the thermal balance will be written as:

dH
dt

=CS
TS

dt
+

TS −T0

RS
(3.3)

0 =CR
dTR

dt
+

TR −T0

RR
(3.4)

where (3.3) refers to the heat flow between the sample and the calorimetric block and (3.4),
to the heat flow between the reference and the block. RS and RR are the corresponding
thermal resistances in each medium; and CS and CR, the heat capacities of the sample and the
reference, respectively.

We can assume that both sample and reference have the same thermal resistance RS ∼
RR ≡ R and that

dTS

dt
∼ dTR

dt
∼ Ṫ0 if the temperature scan is performed at moderate rates.

With this in hand, subtraction of (3.4) from (3.3) leads to the following expression for the
temperature difference between sample and reference:

TS −TR = R
[

dH
dt

+(CR −CS) Ṫ0

]
(3.5)

The differentially connected calorimeter sensors provide an electric output Y which is
proportional to the expression in (3.5) as Y = B(TS −TR), where B is the device proporcional-
ity factor. The particular sensitivity S = BR of the calorimeter calibrates the electric output

into heat flow as Q̇ ==
dQ
dt

=
Y
S

. With this in hand, equation (3.5) is rewritten as

Q̇ =
dH
dt

+(CR −CS) Ṫ0 (3.6)

It can be convenient to rescale the heat flow as
dQ
dT

=
Q̇
Ṫ0

, where Ṫ0 =
dT
dt

=
dT0

dt
. Equation

(3.6) is rewritten as:

dQ
dT

=
dH
dT

+(CR −CS) (3.7)

where
dH
dT

=
dH
dt

Ṫ0
−1. In particular, expression (3.7) has discarded any dependence on the

heating or cooling rate of the measurement. This independence on the scanning rate can be
helpful when comparing thermograms and identifying the thermal events.
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Fig. 3.2 Illustrative thermogram (red line) displaying two thermal events: a first-order
transition (peak) and a second-order transition at high temperatures associated with the
change of baseline drift in the thermogram . The grey area inside the peak computes for the
transition enthalpy and entropy changes by the baseline integration expressed in equations
(3.10) and (3.11).

In the absence of first-order transitions,
dH
dt

= 0 and the obtained heat flux is drift from
the zero in dependence of the difference between heat capacities CR−CS. Since the reference
is taken so that CR does not exhibit any abrupt change within our calorimeter operating range,
the resulting thermograms will reveal clear information related to the enthalpy change of the
first-order transitions and any change on CS. In general, the quantity CR −CS will not vary
significantly as a function of temperature and, hence, it is expected that the thermograms
show a plateau-like signal in temperature regimes away from the influence of any transition.

Second-order transitions can be identified by a feature on the thermograms due to the
corresponding jump in CS as illustrated on the right hand side in the thermogram of figure 3.2.
If a first-order transition takes place at a certain temperature while temperature is scanned,

the factor
dH
dt

takes relevance and the resulting thermogram displays a calorimetric peak

as depicted in figure 3.2. In any case, the evaluation of a heat capacity change ∆Cα→β

S =

CS
β −CS

α at a phase transition involving the phase change α → β can be done by a simple
subtraction between the signal drift values above (Q̇β ) and below (Q̇α ) the phase transition:

∆Cα→β

S =
Q̇β − Q̇α

Ṫ0
(3.8)
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DSC runs allow the computation of the enthalpy and entropy change of a first-order

transition by a proper integration of the first term on the right hand side in (3.6). Since
dQ
dT

data in thermograms are drift from the zero, a proper baseline correction must be performed
to separate the (CR −CS) term and any asymmetric contribution of the calorimeter which is
not related to the first-order transition. An accurate estimate of the behaviour of this term in
the temperature range at which the integration takes place is to consider a sigmoid fit for the

junction of the baseline which linearly extrapolates the trend of
dQ
dT

data at the temperature

range where
dH
dt

= 0 before and after the transition. The s-shape of the sigmoid function
suits conveniently the dynamics of the transition and tailors the baseline to the corresponding
change in CS due to the phase change α → β , which can be expressed as:

CS =CS
α(1−χ)+CS

β
χ (3.9)

where χ is the transformed fraction function. This function is bounded by 0 ≤ χ ≤ 1 and
gives the portion of the sample which has transformed when a phase transition takes place2,
being χ = 0 at a state in which the sample is fully at the low temperature phase (α), and
χ = 1 at a state in which it is fully at the high temperature phase (β ). Thus, if ζ (T ) refers to
the particular baseline function which excludes these contributions, the transition enthalpy
change ∆Ht can be computed as3

∆Ht = HTf −HTs =
∫ Tf

Ts

(
dQ
dT

−ζ

)
dT (3.10)

where ζ ∼CR −CS, and Ts and Tf are the starting and ending temperatures which set out the

boundaries of the temperature range where
dH
dT

≥ 0. HTf and HTs are the reference enthalpy
values to given states at Ts and Tf , respectively.

The transition entropy change ∆St is computed analogously by considering that dS =
δQ
T

which yields to the following expression:

∆St = STf −STs =
∫ Tf

Ts

1
T

(
dQ
dT

−ζ

)
dT (3.11)

where STs and STf are the reference entropy values to given states at Ts and Tf , respectively.
Particularly, if the ending temperature Tf of the integral is replaced by any other arbitrary

2Please note that χ is usually the fraction by weight because entropy and enthalpy is commonly expressed
in mass units.

3In general, ζ function is omitted in the expressions of the literature when stated that the integration is
performed by the baseline subtraction.
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value T ′ within the transition temperature range the expression (3.11) can be used to track
the transition entropy change referenced to STs:

ST ′ −STs =
∫ T ′

Ts

1
T

(
dQ
dT

−ζ

)
dT (3.12)

The entropy change ST ′ −STs emerges from the sample fraction which transforms from
the phase α to the phase β and, thus, it can be expressed as ST ′ −STs = χ(T ′)∆St , At this
point we can easily compute the transformed fraction χ as:

χ(T ′) =
ST ′ −STs

∆St
=

∫ T ′

Ts

1
T

(
dQ
dT

−ζ

)
dT

∆St
(3.13)

The current analysis has been focused so far under the consideration that temperature
is the only scanning field which drives the transition. The vast majority of calorimeters are
designed with this purpose. However, the completion of the objectives set for this dissertation
has required the development of calorimeters with the availability to work under the influence
of other fields {xi}. Thus, calorimetric techniques can be conceived with other scanning field
than temperature while the rest of the stimuli (including temperature) are kept constant.

Actually, the isothermal conditions in which the xi scans are performed must be con-
sidered as quasi-isothermal. The application (or removal) of the field does produce modest
temperature gradients in the setup which are, in fact, needed for the measurement of the heat

flow. In this case, the field is scanned at rate
dxi

dt
and the equations for the thermal balance

written in (3.3) and (3.4) remain valid. We assume again that the thermal resistances are the
same RS ∼ RR ∼ R and we rewrite expression (3.6) as:

TS −TR = R
[

dH
dt

+CR
dTR

dt
−CS

dTS

dt

]
(3.14)

We use the sensitivity S(T,xi) of the calorimeter for the TS −TR → Y → Q̇ conversion.
The calorimeter must be previously calibrated and an accurate evaluation of the field and tem-
perature dependence of sensitivity S(T,xi) is required. Now, equation (3.14) is transformed
to:

Q̇ =

[
dH
dt

+CR
dTR

dt
−CS

dTS

dt

]
(3.15)

In absence of any transition both sample and reference typically exhibit a marginal field
induced thermal response and the last two terms in equation (3.15) are significantly low in
comparison to the (CR −CS)Ṫ0 term in equation (3.6).
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Again, it is useful to express the heat flow Q̇ in equation (3.15) as
dQ
dxi

=
dQ
dt

(
dxi

dt

)−1

which allows a better comparison between thermograms with independence of the scanning

rate
dxi

dt
. Therefore, equation (3.15) is now written as

dQ
dxi

=
dH
dxi

+CR
dTR

dxi
−CS

dTS

dxi
(3.16)

If a phase transition takes place a baseline integration of the peak is performed by analogy
with the previously explained case in which temperature is scanned. The field driven xis → xi

′

enthalpy and entropy changes are expressed as

Hxi′ −Hxis =
∫ xi

′

xis

(
dQ
dxi

−ζ

)
dxi (3.17)

Sxi′ −Sxis =
∫ xi

′

xis

1
T

(
dQ
dxi

−ζ

)
dxi (3.18)

where ζ ∼CR
dTR

dxi
−CS

dTS

dxi
and xis is the starting field at which the transition take place.

Construction of the entropy curves SSS(((TTT ,,,xxx′′′iii)))

Interestingly, calorimetry under applied fields can provide an accurate estimate of the entropy
curves S(T,x′i) as a function of temperature at selected values of the applied field xi. With
equations (2.7), (3.12) and (3.13) in hand and heat capacity CS data, each entropy curve can
be built from the thermogram obtained by scanning temperature at constant applied field xi

(isofield measurements) as expressed in the following expression:

S(T,x′i)−S(T0,x′i) =



∫ T

T0

Cα
S

T
dT T ≤ Ts

S(Ts,x′i)+
∫ T

Ts

1
T

[(
(1−χ)Cα

S +χCβ

S

)
+

dQ
dT

]
dT Ts < T ≤ Tf

S(Tf ,x′i)+
∫ T

T2

Cβ

T
dT Tf < T

(3.19)

where S(T0,x′i) is the entropy at a given state at T0 and field xi = x′i which is used as a reference
value for the entropy curve construction. Three temperature ranges are distinguished from
the expression (3.19). On the one hand, in regions above and below the boundaries of the
transition temperature range specified by

[
Ts,Tf

]
the entropy is computed by integrating
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dS =
C
T

dT as expressed in (2.7). On the other hand, the entropy curve within the transition
range must account for the additional entropic contribution expressed in (3.12).

Measurement protocols for isothermal calorimetric measurements

The present section has outlined so far the computational methods of relevant parameters
when characterizing the field induced caloric effects in solids obtained from calorimetric
techniques under applied fields {T,xi}. The special conditions forced by the metastabilities
inherent to first-order transitions and the corresponding irreversibilities have direct conse-
quences on the caloric response of the studied systems. Accordingly, one has to follow a
detailed measurement protocol for a proper characterization of the thermal response of the
solid.

Particularly, isothermal measurements in which the applied field is swept require a specific
protocol which takes into account the thermal history of the samples for a proper separation
of the reversible and irreversible contributions to the caloric effects which depend on how
the field and temperature loops are applied, as illustrated in figure 3.3. The protocol involves
the realization of specific thermal excursions which bring the system to a specific state at
which the measurement starts. The two experimental protocols shown in figure 3.3 depend
on whether the caloric effect is conventional or inverse which define the thermal excursions
to be performed before the field xi is isothermally cycled. A general description is made
by considering a material exhibiting a first-order phase transition from a low-temperature
α phase to a high-temperature β phase in which Xi is the associated order parameter. As
explained in section 2.2.2, the effect is conventional (inverse) if Xi is maximized in the α

phase (β phase). The field induced changes in the conjugate displacement (∆Xi) are illustrated
in figure 3.4 in each case. As shown in this figure, the magnitude of ∆Xi clearly depends on
the metastabilities path and its value upon first application of the field can significantly differ
from the subsequent scans. Therefore, the magnitude of the caloric effect is also expected to
significantly vary upon cycling. With this in hand, two protocols are specified as follows:

• Protocol 1. A thermal excursion in absence of applied field, xi = 0, to a temperature
in which the system is fully at the phase in which Xi is minimized.

• Protocol 2. A thermal excursion at applied field, xi = x′i, to a temperature in which the
system is fully at the phase in which Xi is maximized.

Subsequently, the sample is brought at moderate heating or cooling rates to the desired
temperature at which the isothermal measurement is performed. After thermal stabilization,
the first scan of the field xi starts at ts as shown in figure 3.3. The scanning rate must
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Fig. 3.3 Schematics of the protocols followed for isothermal calorimetric measurements for
a material displaying either an inverse caloric effect (second row of charts) or a conventional
caloric effect (third row). The first row illustrates the profile of the applied field xi for protocol
1 (left, green lines) and 2 (right, purple lines). On the left hand, the field dependence of the
transition temperatures is plotted in each case. The region at which the forward transition
takes place is bounded by Ms(xi), and M f (xi) values and is painted blue whereas the red
area depicts the region bounded by As(xi) and A f (xi) for the reverse transition. The regions
at xi = 0 and at xi = x′i are extrapolated as a guide to the eye for the plots displaying the
temperature profile in each protocol. ts is the starting time of the first field scan in each
protocol.
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Fig. 3.4 Schematics of the protocols followed for isothermal calorimetric measurements for
a material displaying either a conventional caloric effect (left) or an inverse caloric effect
(right). Both plots illustrate the behaviour of the transition order parameter Xi upon heating
and cooling (as indicated by the arrows) at zero field (red) and at applied field xi = x′i (blue).
Dotted lines illustrate the change in Xi as a consequence of the application or removal of the
field xi in protocol 1 (green) and protocol 2 (purple).

be sufficiently low to ensure the quasi-isothermal conditions and avoid adiabaticities, but
sufficiently high for ensuring a minimum heat exchange magnitude so that the calorimeter is
sensitive enough for its measurement.

3.1.2 Calorimeter design

As previously stated, sample and reference need to be in the same conditions for a proper
measurement of the heat flux obtained from a differential method. This involves special
symmetry considerations for the design of a calorimeter in order to ensure similar field
scanning rates, similar heat transfer conditions or that external perturbations affect similarly
both sample and reference enclosures. The general features of the purpose-built calorimeters
are listed as follows:

• The structure of the calorimeter is built from a relatively massive copper block which
ensures a proper thermal inertia of the system. The block covers the whole set-up for
better thermal homogeneity and minimization of air convection. Copper is a proper
thermal conductor and minimizes temperature gradients.

• The inert reference is a copper specimen with a mass similar to that of the sample.
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Table 3.1 Typical parameters of the operational performance of the devices for DSC
under applied magnetic fields H (first row) and under applied electric fields E (sec-
ond row): temperature and field operational range, temperature scanning rate, field
scanning rate, sensitivity at 300 K, and typical sample mass.

Field Operational range
dT
dt

dxi

dt
S(300 K) Sample mass

(K/min) (mV/W) (mg)
H 200 - 420 K 0 - 6 T 0.5 0.2 T/min 300 10 - 1000
E 200 - 420 K 0 - 1100 V 0.5 0.5 V/min 300 10 - 200

• Both sample and reference are placed on a pair of differentially connected batteries
of thermocouples which act as temperature sensors. One face of each thermobattery
is in contact with the calorimetric block and the other face holds either the copper
reference or the sample. The thermal contact conditions are improved with silicone heat
conductive paste. As a result of the thermoelectric effect, each thermobattery provides
a voltage output (VS and VR for sample and reference, respectively) in proportion
to the temperature gradient between both faces, VS ∝ TS − T0 VR ∝ TR − T0. The
thermobatteries are connected differentially so that the final voltage output is Y =VS

- VR = B(TS − TR). The sensitivity S = BR =
Y
Q̇

is a characteristic feature of the

calorimeter and is obtained by calibration procedures.

• The calorimeter temperature T0 is read with a Pt-100 platinum resistance embedded in
the calorimetric block.

With this in hand, the following sections describe the special details of each developed
calorimeter.

3.2 DSC under magnetic field and electric field

The present section is aimed at describing two calorimeters of similar features with the ability
to work under applied magnetic field and electric field, respectively. The DSC measurements
under magnetic field have been performed with a calorimeter which is an upgraded version
of that described in [56] and is presented in [50]. The device is sketched in figure 3.5 and
some parameters related to its operational performance are listed in table 3.1.
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The calorimeter is placed on top of a closed copper container through which a cryogenic
fluid circulates. The fluid temperature and flow are controlled by a Lauda proline thermal
bath. The ensemble of the calorimeter and container is placed into a Dewar flask which is
located into the bore (100 mm diameter) of a 6 T Cryogen-Free Magnet from Cryogenic
Ltd. Height and centering are adjusted so that the sample stays in the region where the field
produced by the magnet is calibrated and constant. The thermobatteries, the sample and the
reference are tightly kept in place by Teflon tape in vertical position so that sample minimizes
the demagnetizing fields caused by application of the magnetic field. The multimeters which
read the Pt100 resistance and the calorimetric signals are computer controlled by means of a
Labview software.

The differential scanning calorimeter under electric fields has a similar structure to the
previously described device. The setup is sketched in figure 3.6. Some parameters related to
its operational performance are listed in table 3.1.

Samples for DSC under electric fields are especially required to have a plate shape so
that the proper thermal contact with the thermobattery is ensured. The two sample surfaces
are covered with a thin layer of silver paint in order to build the pair of electrodes to apply
voltage. Thin copper wires are soldered on each face and connected to a Keithley 2410
source-meter which acts as a ∆V = 1100 V voltage supply. In this case, the thermobatteries
lay horizontally on the calorimetric block and a proper thermal contact is ensured by applying
a slight compression with a pair of thermally and electrically insulating Teflon screws.
Considering the set-up as a capacitor of parallel plates, the applied electric field in the sample
can be approximated to be homogeneous, perpendicular to sample’s plane and of magnitude

E =
∆V
d

. The calorimetric block is placed in a tailor-made tinplate container which is located
in the silicone oil cistern of a Lauda Proline thermal bath which enables thermal control of
the setup.

3.2.1 Setup calibration

The calibration of both setups consists in determining the sensitivity S which converts the
electric output Y to the absorbed or released heat flow Q̇ as a function of the significant
parameters (T,H,V ) determining its behaviour over the whole calorimeter operational range.
In both cases, the sensitivity has been determined to be independent of the applied field
(magnetic field and electric field) and to solely depend on temperature.

The calibration is performed by dissipating a known amount of heat (P) on the sample
thermobattery. The procedure consists in attaching a strain gauge film on the thermobattery
surface which dissipates heat due to Joule effect (P = Is∆Vs) at different temperatures within
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Fig. 3.5 Different views of the differential scanning calorimeter under magnetic field. (a)
General view of the experimental set-up. A sketch of the device which is placed at the bore
of a 6T cryogen free superconducting magnet is shown in (b), and the corresponding picture
in (c) which shows how the sample and the reference are mounted with the use of the Teflon
tape.
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Fig. 3.6 Different views of the differential scanning calorimeter under electric field. (a)
General view of the experimental set-up. (b) Sketch of the calorimeter.
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the calorimeter operational range. A proper thermal contact is ensured by adding a tiny
amount of silicone heat transfer paste. Keeping in mind that the strain gauge electrical
resistance significantly changes on temperature, an electrical circuit is mounted so that the
current Is circulating through the strain gauge is known and its potential drop is measured
as illustrated in figure 3.7 (a). With this purpose, the current is computed by tracking the
potential drop (∆Vr) in a reference resistance (Rr = 100Ω) connected in series to the strain

gauge at room temperature (Is =
∆Vr

Rr
). The dissipated current is applied for periods of ∼ 300

s at each temperature in which the calorimeter is calibrated and, consequently, the electric
output Y displays a plateau, as seen in figure 3.7 (b). The height of this plateau ∆Vp in
reference to a baseline extrapolated from the region at which the electric circuit is open is
directly associated with the heat flow being dissipated by the strain gauge and the sensitivity

value at the corresponding temperature can then be computed as S =
∆Vp

P
.

The response time of the calorimeter can be defined as the delay between the time a
thermal event occurs and the corresponding stabilization of Y . In our case, the thermal event
is the constant dissipation of heat, P, and the signal stabilizes at Y = SP. Actually, this
stabilization takes place exponentially (Y = SP(1−e−

t
τ ) and can be parametrized by the time

constant τ which is the elapsed time needed for obtaining a factor of 1/e of the stabilized
signal. For both calorimeters τ ∼ 4 s over the whole operational range. The inset in figure 3.7
(b) illustrates the response time employed by the calorimeter to return to the signal baseline
corresponding to the zero heat flow situation in which the calibration electric circuit is open.
Usually, the low rates at which the field is scanned (see table 3.1) allows omission of the
correction related to the response time of the calorimeter. However, this effect must be taken
into account when these rates are considerably increased.

3.3 Calorimetry and dilatometry under magnetic field and
uniaxial compressive stress

An experimental setup has been built for the analysis of the cross-coupled response in
materials displaying magnetostructural transitions which are candidates of being multicaloric
materials. As explained in the previous chapter, these first-order transitions are expected to be
sensitive to both magnetic field or the type of mechanical stress which best fits the structural
symmetry changes of the order parameter at the first-order transition. In this regard, this setup
can simultaneously perform both calorimetry and dilatometry measurements under applied
magnetic fields and uniaxial compressive stresses. In this case, the samples are required to fit
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(a)

Fig. 3.7 (a): Sketch of the electrical circuit for the calibration of the calorimeters which
operate under applied electric fields and magnetic fields. The strain gauge is attached on the
sample thermobattery and a reference resistance is used for tracking the current circulating
through it. The electrical circuit is closed for ∼ 300 s at each measurement temperature. (b):
Illustrative examples of the electric output Y as a function of time at selected temperatures
measured on the calorimeter which operates under applied magnetic fields. Each peak
corresponds to the measurement of the thermal response due to the strain gauge dissipated
heat. The inset shows a magnified view of the peak at 408 K at the time the electric circuit
has been opened again so that the response time and the corresponding time constant τ of the
calorimeter can be visualized. (c): Plot of the sensitivity values of the calorimeter operating
under magnetic field (red symbols) as a function of temperature and the corresponding
fourth order polynomial fit (red line). The grey dashed line indicates the sensitivity of the
calorimeter operating under magnetic field.
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Table 3.2 Typical parameters of the operational performance of the device for the
simultaneous measurement of calorimetry and dilatometry under applied magnetic
field and uniaxial compressive stress. The first three values stand for the operational
range in terms of temperature, magnetic field and applied force, respectively, followed
by the typical values of the temperature scanning rate, magnetic field scanning rate,
sensitivity at 300 K, and sample mass.

T µ0H F
dT
dt

dµ0H
dt

S(300 K) Sample mass

(K) (T) (N) (K/min) (T/min) (mV/W) (mg)
220 - 360 0 - 6 1500 0.5 0.2 80 200 - 3000

the right prism shape or cylindrical shape in order to ensure appropriate application of the
uniaxial compressive stress through the bases and avoid additional components of the stress.

Figure 3.8 shows different views of the purpose-built setup which is coupled to the bore
(100 mm diameter) of the 6 T Cryogen-Free Magnet (Cryogenic Ltd) from which the applied
magnetic field is controlled. As seen in figure 3.8 (b), the system has a low friction mobile
platform sustained by three holding bars from which the platform slides vertically. The
volume between the mobile platform and the top aluminium plate is reserved for the lead
ingots which apply the weight to the system. A central bar is the only pillar sustaining the
mobile platform and, hence, it concentrates the force applied by the lead ingots. The other
edge of this central bar includes a high strength plastic disk of polyether ether ketone (PEEK).
The hard, robust, and thermally insulating properties of this disk are required because it is in
contact with one edge of the sample under study and it must avoid heat losses and support
the stresses caused by the applied weight. The sample receives a compressive stress which
is directly provided by the applied weight. The opposite face of the sample is sustained by
a vessel which lies on the base of the magnet joint cylinder shown in figure 3.6 (b). This
cylinder is coupled with the bore of the magnet in which the magnetic fields are applied and
hangs from an extension plate which is placed at the top surface of the magnet. Thus, this
plate is responsible of supporting the total weight of the setup and ensures proper stability of
the junction between the magnet and the purpose-built experimental setup. Particularly, the
sample lies on a hard aluminium disk which is a suitable material for the heat transfer between
the sample and the thermobattery and for resisting the applied stresses caused by the applied
weight. Thus, the hard aluminium disk covers a small enclosure in which the thermobattery is
placed and shields the thermobattery from the applied stress. The thermobattery measures the
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Fig. 3.8 Panel (a) shows a picture of the cryogenic-free magnetic in which the purpose-built
experimental setup is coupled on its bore. Panel (b) and (c) show different sections of the
setups.
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small temperature gradients in the disk related to the calorimetric phenomena as described in
section 3.1.1. The dimensions of the hard aluminium disk must be sufficiently thin and small
for reducing the heat losses and improving the calorimetric sensitivity and sufficiently thick
for preventing its bending due to the stress applied by the sample (in our case, the diameter
and the thickness are 15 mm and 2 mm, respectively. The other face of the thermobattery is
in contact with the vessel which acts as the calorimetric block. The thermal control of the
calorimetric block is achieved by the silicone oil which circulates inside the vessel and is
pumped through the copper pipes from the Lauda Proline 890C thermal bath. At the center
of the vessel base the reference thermobattery is stack at its surface with the use of a tiny
amount of glue. A piece of copper is fixed at the opposite face of the thermobattery which
acts as the inert reference. A Pt100 thermometer which measures the block temperature
is embedded into a 1 mm diameter hole drilled in the vessel and filled with silicone heat
transfer paste for a proper thermal contact.

A linear variable differential transformer (LVDT) is an inductive transducer which outputs
an electric signal as a function of the mobility of a core which induces a current through the
coil. The dilatometry measurements are performed by attaching an LVDT from Solartron
Metrology [see figure 3.9 (a)] which lies on a fix platform mounted on the magnet surface.
An LVDT is an inductive transducer which outputs an electric signal as a function of the
mobility of a core which induces the current through the coil. As shown in figure 3.9 (b), the
sensor is in contact with the mobile platform and measures its vertical linear displacement
which has a net contribution from the dilation or contraction of the sample. The LVDT is
excited by applying 10 V with an AC voltage source and its output signal is directly related
to the displacement of the sensor with respect to its equilibrium position.

3.3.1 Setup calibration

The calibration of this setup is performed in analogy with the method described in section
3.2.1 for the previous devices. In this case, the sensitivity depends on the temperature T and
the applied compressive force F but it is independent of the applied magnetic field H. The

value of the applied stress is known in each case by σ = −F
A

, where A refers to the area
of the sample face in which the pressure is applied. A resistance is embedded in a copper
parallelepiped specimen of dimensions 4× 4× 6 mm3 which is placed at the sample site
and pressed by the central bar at the same conditions as a sample. The procedure is then
similar to the one illustrated in figure 3.7 (a). The resistance dissipates a known heat flow
(P) because its potential drop is measured as well as the drop in a reference resistance so
that the current circulating through the calibration resistance can be derived. The calibration
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Fig. 3.9 (a) Image of the LVDT sensor from Solartron Metrology. (b) Image of the structure
at which the LVDT is mounted. The sensor is in contact with the mobile platform and is
sensitive to its vertical displacements. (c) Electric output of the LVDT sensor as a function of
the length measured by the micrometer for its calibration. Red symbols show the experimental
points and the blue line is the corresponding linear fit: X(mm) = (−0.1560± 0.0004)V +
(−0.780±0.002).
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Fig. 3.10 Calibration of the setup designed for calorimetry under magnetic field and uni-
axial compressive stress. Plots in (a) and (b) show illustrative examples of the calibration
measurements at -36.0 ºC and -24.3 ºC in which the heat is dissipated at different values
of the applied compressive stress. Panel (c) compares the obtained electric signal at 0
and 6 T under the same applied stress (513.1 N) and illustrates the independence of the
sensitivity with the applied magnetic field. Panel (d) illustrates the response time of the
calorimetric signal and the corresponding time constant (τ ∼ 40s) upon dissipating the heat
at 9.8 N. Bottom panels depict the sensitivity values as a function of the applied weight
and force at selected temperatures (e) and as a function of temperature at selected values
of the applied compressive stress (f). In panel (f), symbols correspond to experimental
data and dashed lines to polynomial fits for the S(T,F) characterization: S(T,513.2N) =
95.6+0.0893T −0.00143T 2,S(T,301.2N)= 93.6+0.103T −0.00219T 2−1.36 ·10−5T 3−
1.98 ·10−7T 4,S(T,88.3N) = 83.8+0.0413T −5.16 ·10−4T 2,S(T,9.8N) = 74.2−0.0288T .
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is then performed by closing the electric circuit shown in figure 3.7 (a) under isothermal
conditions at temperature values within the operation range for ∼ 900 s. In this case, a longer
dissipation time is required because the thermal mass of the hard aluminium disk which is set
between the thermobattery and the sample results in a greater calorimeter time constant (∼
40 s). The dissipation procedure is repeated after adding lead ingots and, thus, increasing the
applied stress. Figure 3.10 (a) - (d) show illustrative examples of the obtained calorimetric
signal at selected temperatures. Negative plateaus are associated with the exchanged heat
(P) during the dissipation process and their height values ∆Vp are obtained by subtracting
with respect to the grey dotted baselines. Figure 3.10 (e) and (f) show the sensitivity values

(S =
∆Vp

P
) as a function of the applied force and temperature, respectively.

The calibration of the LVDT is performed by mapping the voltage output of the sensor
with the corresponding displacement by means of a micrometer as shown in figure 3.9 (c).
As expected, the sensor exhibits great linearity within its operation range, i.e. ± 0.8 mm
around its equilibrium position.

3.4 High Pressure Differential Thermal Analysis

Calorimetric measurements under hydrostatic pressure have been carried out by means of the
High Pressure Differential Thermal Analysis (HPDTA) experimental system at the Physics
and Nuclear Engineering department of the Polytechnic University of Catalonia. This system
is capable to perform calorimetry measurements under applied hydrostatic pressure (0 - 2.5
kbar) over a broad temperature range (180 - 470 K). A sketch of this system can be seen
in figure 3.11 and a detailed description can be found in [59]. The sample is placed in an
hermetically sealed enclosure at a certain value of the applied pressure. A second enclosure is
used for the reference thermocouple. Both enclosures are surrounded by a calorimetric block
which acts as thermal bath. Chromel-alumel thermocouples are injected into both enclosures
in order to read the calorimetric signal. Specifically, the sample thermocouple is embedded
into a hole of 1 mm diameter and 3 mm length which is previously drilled in the sample
with the purpose of a better experimental confidence. A differential connection between
these two thermocouples outputs the calorimetric signal. In addition, the temperature of the
block is read by a calibrated differential connection between the reference thermocouple
and a third thermocouple which is in contact with ice at the melting point. Silicon oil is
used as the compressor fluid and pressures up to 2.5 kbar can be applied by means of a hand
pressure pump. There is no experimental need to keep the reference thermocouple under
the same applied pressure as the sample because no change in the calorimetric output has
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Table 3.3 Relevant parameters characterizing the HPDTA setup: temperature and
pressure operating range, typical temperature scanning rate, typical sensitivity value at
300 K, and typical sample mass for the measurements.

T p
dT
dt

S(300 K) Sample mass

(K) (kbar) (K/min) (mV/W) (mg)
250 - 450 0 - 2.5 1 1 200 - 4000

been detected. Moreover, there is also no need to couple an inert sample to the reference
thermocouple for the same reasons.

A resistor surrounding the calorimetric block is responsible for the thermal control. A
Labview software is aimed at the temperature control of the setup by reading the block
temperature with a Pt-100 thermometer and constantly adjusting the resistor voltage to
monitor the heating rate. Alternatively, the thermal control of the setup can be monitored by
means of a circuit of pipes surrounding the calorimetric block through which a silicone oil is
pumped by a Lauda Proline RP 890 thermal bath. In this regard, the HPDTA setup allows
the performance of isofield calorimetric measurements in which the temperature is scanned
at constant values of the applied pressure.

3.4.1 Setup calibration

The electric output given by DTA technique is proportional to the temperature difference
between the sample and the reference and its conversion to the heat flow values is given by the
setup sensitivity S, i.e. Y = SQ̇ ∝ TS −TR, which has a particular dependence on temperature
and pressure. In addition, the setup output exhibits a strong dependence on the particular
thermal contact between the thermocouple and the sample. The type of pressurizing oil
which is employed for the measurements is chosen as a function of the temperature range of
the desired experiment.

The calibration procedure is performed by means of a family of samples with composi-
tions Cu68.3Zn14.2Al17.5, Cu67.0Zn22.2Al10.7B0.1, and Cu70.6Al26.5Ni2.7B0.2. These samples
exhibit a shear strain martensitic transition with negligible volume change and are of special
interest because their transition temperature and the corresponding enthalpy and entropy
changes are not sensitive to the applied hydrostatic pressure. The following description is
focused on a silicone oil with an operating temperature range restricted at T ∈ [290,450] K.
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(a)

Fig. 3.11 (a) Sketch of the experimental system. 1- Resistor. 2- Calorimetric block.
3- Reference enclosure with a thermocouple connection. 4 - Sample enclosure with a
thermocouple connection. 5- Ice deposit with a thermocouple connection. 6- High pressure
Bridgman seals. 7- Capillaries for the high pressure liquid conduction. 8- Thermocouple
wires. 9- Pt-100 thermometer for the resistor temperature control software. 10- Valves.
11- Pressure pump. 12- Manganin manometer. 13- High pressure liquid reservoir. 14-
Data acquisition system. (b) View of the hand pressure pump, the manganin manometer
screen, and the computer which monitors the experimental output and input. (c) View of the
calorimetric block which is covered by the resistor which monitors its temperature.
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Due to the fact that the oil has an influence on the thermal contact between the sample and
the thermocouple, the calibration is repeated analogously if the type of oil is changed with
appropriate samples transforming at the corresponding temperature range.

A set of thermograms at each transition temperature range have been measured for each
calibration sample at selected values of the applied pressure. Considering equation (3.10)

and the correspondence
dQ
dT

=
Y
SṪ

, the expression for the transition enthalpy change as a

function of the baseline integration of the calorimetric peak,
∫ Tf

Ts

Y
Ṫ

dT = Ȳ , is expressed as

∆Ht =
∫ Tf

Ts

Y
S

dT
Ṫ

=
Ȳ
S

(3.20)

where the sensitivity is approximated as a constant value at the transition temperature range
between Ts and Tf . The analysis relies on the fact that the first-order transition exhibited
by the calibration samples is unaffected by the applied pressure and the enthalpy change
remains constant over the pressure operating range4 (∆Ht(p = 0) = ∆Ht(p = p′) ≡ ∆Ht)
so that any change of the integrated signal in each family of thermograms Ȳ is due to a
pressure dependence of the sensitivity, as stated by (3.20). Panels (b), (c), and (d) in figure
3.12 show the set of thermograms at applied pressure for each sample and (e), (d), and (f)
show the corresponding integrated values Ȳ and their linear regressions. The sensitivity
pressure dependence at the corresponding temperature region at which the transition occurs is

directly obtained by reescaling the linear fits S(T, p) =
Ȳ (p)
∆Ht

, where ∆Ht(p = 0) is previously

obtained from calorimetry at atmospheric pressure, performed by an independent setup as
shown in figure 3.12 (a).

In each case, the obtained expression for S(T, p) is only valid for each set of thermograms
because each time the sample is changed the thermal contact is modified so that the overall
magnitude of the sensitivity is affected. However, the general trend of the sensitivity indicates

that its relative change at certain value of the applied pressure p′, i.e.
S(p = p′)
S(p = 0)

, remains

unaffected by the new thermal contact conditions. With the aim of describing the sensitivity
in a generalized form, we define the normalized sensitivity as:

S∗(p) =
S(p)

S(p = 0)
(3.21)

4As usual along the dissertation and for simplicity, values at atmospheric pressure (p ∼ 1 bar) are considered
to be at zero pressure (p = 0), which is a justified approximation since the range of the applied pressures includes
values larger than ∼ 2.5 kbar.
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Fig. 3.12 (a) Conventional DSC measurements at atmospheric pressure on the calibration
samples for the silicone oil pressure transmitter in HPDTA technique. A commercial TA
Q2000 device has been used for the Cu67.0Zn22.2Al10.7B0.1 and Cu70.6Al26.5Ni2.7B0.2 sam-
ples, and the Cu68.3Zn14.2Al17.5 sample has been measured with the calorimeter described
in [57]. Left panels (b), (c), and (d) illustrate the thermograms at applied pressure for each
sample obtained by HPDTA technique and the right panels (e), (f), and (g) display the
corresponding values of Ȳ for each sample, respectively, where red circles stand for the
heating curves and blue squares refer to the cooling curves. The green line refers to the
corresponding linear fits.
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where S∗ = 1 for p = 0. We can approximate the behaviour of S∗(p,T ) as a function of
pressure and temperature by the expression:

S∗(p,T ) = 1+a(T )p (3.22)

where a(T ) is the linear rate at which S∗ varies with pressure which is obtained experimentally

by a =
S(p = p′)
S(p = 0)

=
Ȳ (p = p′)
Ȳ (p = 0)

. It is worth noting the temperature dependence of this

parameter, so that each family of thermograms obtained from each calibration sample shown
in figure 3.12 can be used for obtaining the value of a(T ) at a given temperature. From our
calibration, we can establish that

S∗(p) =

1+(0.71−1.8 ·10−3T )p ∀T ∈ [270,323]

1+(0.15−5.7 ·10−5T )p ∀T ∈ [323,450]
(3.23)

where we have assumed a linear temperature dependence in a. Figure 3.13 illustrates the
behaviour of the normalized sensitivity expressed in (3.23) within the operation range of the
silicone oil. As shown, it is weakened with increasing values of the applied pressure.

Once the general expression of the normalized sensitivity has been established, the
sensitivity to be used under the particular conditions of the desired experiment is obtained by
rescaling S∗ with the values of Ȳ and ∆Ht(p = 0) of the sample under study:

S(T, p) =
Ȳ (p = 0)

∆Ht(p = 0)
S∗(T, p) (3.24)

3.5 Thermal imaging

A significant source of error when measuring the exchanged heat and temperature changes
on caloric materials may be related to the thermal contact. For example, one has to take into
account the heat loss between the sample and the environment, the loss of adiabaticity if the
sample is poorly insulated or the thermal influence of the sensor on sample’s temperature.
With this in hand, the characterization of giant caloric effects with non-contact direct methods
becomes highly convenient because they are expected to display an improved accuracy.

A non-contact thermometry setup for the measurement of the electrocaloric effect based
on fast infrared (IR) imaging technique has been developed during my stay at the Department
of Materials Science and Metallurgy of the University of Cambridge. A sketch of the setup is
shown in figure 3.14. A Peltier thermobattery is responsible for the temperature control of
the sample and is settled on the top of a big metallic block from which the heat flux from the
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Fig. 3.13 Normalized sensitivity S∗(p) =
S(T, p)

S(T, p = 0)
of the HPDTA setup as a function of

temperature and pressure for the silicone oil with operation range T ∈ [270,450] K.

Fig. 3.14 Sketch of the main components of the setup for infrared imaging.
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peltier element is dissipated. With this purpose, a constant flow of dry nitrogen circulates
through the metallic block and prevents from overheating the setup.

The sample is plate shaped and is covered by a thin layer of silver paint on both faces.
Each silver paint layer is a sample electrode and is connected to a voltage supply which
applies a potential drop ∆V to the sample. With the approximation of a capacitor of flat,

parallel metallic plates, the value of the applied electric field is E =
∆V
d

. The sample is
placed on top of a plastic sheet with a poor thermal conductivity which improves the adiabatic
conditions when the sample is cycled under electric field. The insulating layer and the sample
set is placed on top of the Peltier element which is located at the focal point of the infrared
camera (FLIR ©, model SC7500-MB). In particular, the camera records images of the face of
the sample which is between both electrodes and tracks its emission at the infrared spectrum.
A small piece of black tape is stuck on this sample face for the temperature calibration
as explained in section 3.5.1. A cardboard box covers the whole experimental setup and
significantly reduces the undesirable environmental radiation coming from other emission
sources of the lab.

The imaging process is done at high frequency (0.5 kHz) so that the setup is sensitive
enough for the measurement of the height of the peak of the adiabatic temperature change
due to the sudden application of the electric field (∼ 10−2 s) and its decay as the sample
thermalize with its surroundings, typically with a time constant τ ∼ 5 s under these experiment
conditions. Research IR Max software provided by FLIR is responsible of part of the data
analysis and a first calibration of the output signal provided by each pixel of the camera
which is converted to the temperature values. The software averages the temperature values
given by the pixels in the regions of interest of the output images, i.e. the surfaces of the
black tape and the sample, and provides the corresponding values Tbt and Ts, respectively.
The field of view of the camera is the area from which the camera is recording its infrared
emission and depends on the lens of the camera and the focal plane dimensions. The spatial
resolution of the camera, i.e. the smallest detectable object, is constrained by the field of view
of a particular pixel or, in other words, by the division of the field of view in area elements
determined by the number of pixels per line and per row. Ideally, none of the sample face
dimensions being recorded by the camera should be lower than one order of magnitude than
any of the two dimensions of the spatial resolution. In our case, this is accomplished if the
thickness of the sample is greater than ∼ 100 µm.
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(a) (b)

298.0

297.0 

295.1 

T (K)

Fig. 3.15 Illustrative example of the temperature calibration of the PST sample described
in chapter 7 which consists in associating the measured black tape temperature Tbt as the
real temperature of the sample T ′

s when they reach thermal equilibrium. The picture in (a)
is a temperature image of the sample (box 2) and the black tape (box 1) obtained by the IR
camera. The corresponding temperature scale is on the left hand side. The red circles in (b)
display the black tape temperature as a function of the measured sample temperature Ts and
the blue line is the corresponding linear fit, T ′s = (1.131±0.004)Ts −38±1.

3.5.1 Setup calibration

The net rate flow of radiation P per unit area emitted by a black body is determined by the

Stefan-Boltzmann law which reads
P
A
=

π2k4
B

60h̄3c2
T 4 = σT 4 [60], where A is the area of the

body, kB is the Boltzmann constant, h̄ is the reduced Planck constant, c is the speed of light
and σ ∼ 5.670 W m−2 K−4 is the Stefan-Boltzmann constant.

A black body isotropically emits as an ideal emitter over all the light frequency spectrum
and it absorbs all incoming radiation, showing neither reflection nor transmissivity. The
physical bodies are defined as grey bodies when they do not absorb all incident radiation

and emit less total radiation than a black body. In this regard, the emissivity ε =
PG

PB
is

the parameter which compares the radiation emission of a grey body PG with the black
body emission PB at the same temperature. Hence, ε = 1 for a black body and ε < 1 for
a grey body. In general, the emissivity depends on the light frequency and the direction,
although the emissivity of the materials is usually tabulated as a constant value over the
whole IR spectrum. Analogously, we can define the reflectivity ϕ and the transmissivity γ

as the parameters quantifying the fraction of IR light reflected or penetrated by the sample,
respectively. The sum of each contribution corresponds to the total radiation collected by
the sensor, i.e. ε +ϕ + γ = 1. In general, in the infrared spectrum the transmissivity of the
bodies is zero, γ = 0.
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Fig. 3.16 Pictures (a) and (b) display different views of the magnet in which the setup for
the thermometry with a fine gauge K thermocouple is placed between the poles. Panel (c) is
a skecth of the different components of the experimental setup.

As previously mentioned, FLIR Research IR Max software executes a first calibration
procedure and converts the IR radiation collected by each pixel to the corresponding temper-
ature values emitted by a black body. However, our sample might not emit as a black body
and the piece of black tape which has a high emissivity value (ε > 0.9) is used for subsequent
temperature calibration. The recorded images provide the average temperatures of the black
tape and the sample considered as a black body, Tbt and Ts. Both the sample and the black
tape piece are kept in thermal equilibrium so that they reach the same temperature T ′

bt = T ′
s .

Considering that the measured black tape temperature corresponds to its physical temperature,
i.e. Tbt = T ′

bt , the calibration is then performed by linearly mapping T ′
s = Tbt = a1Ts +a2 as

shown in figure 3.15.

3.6 Thermometry with a fine gauge K themocouple

When some specific conditions are met, contact thermometry may also provide good estimates
of the temperature change by adiabatic application of an external stimuli. In our case, we have
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built a setup for the measurement of the magnetocaloric adiabatic temperature change which
is sketched in figure 3.16. The temperature sensor is a fine gauge K thermocouple (0.075
mm diameter) embedded into a hole drilled to the sample. A good thermal contact between
the sample and the thermocouple is improved by a small amount of silicone heat transfer
paste. The sample is in contact with one of the faces of a Peltier module which monitors the
operating temperature. The opposite face of the Peltier module is in contact with the top end
of a copper bar which acts as a heat sink. The bottom end of the copper bar is submerged in an
ice water reservoir to avoid the overheating of the bar and the Peltier module. A micro-Hall
sensor is attached next to the sample to measure the magnetic field. The ensemble is wrapped
together with Teflon tape and it is placed into the gap (1.2 cm) of an electromagnet where
fields up to 2 T can be applied at rates ∼ 1.5 T s−1. The operating temperature is fixed
with a voltage supply which tunes the current through the Peltier element. The output from
the thermocouple and Hall sensor is read at a rate of 2.5 Hz by two multimeters, which are
connected to a computer.

The accuracy of the measurement depends on the following conditions:

• Adiabatic conditions are met when the ratio between the characteristic time constant
associated with the application (or removal) of the field (τ1) and the time constant
associated with the exchanged heat between sample and surroundings (τ2) is

τ1

τ2
≪ 1.

In our case, the samples under study have shown good adiabaticity
τ1

τ2
< 10−2.

• The thermal mass of the thermocouple has an influence on the measurement which can
be responsible of an underestimation of the ∆T values due to the exchanged heat with
the thermocouple when the sample is heated or cooled. A more accurate temperature
output is ensured by minimizing time constant τ3 related with the thermalisation
between the sensor and the sample. This process competes in time with the previously
mentioned thermalisation of the sample with its surroundings with time constant τ2

caused by the adiabatic application of the magnetic field. In our case,
τ3

τ2
≪ 1 as

desired by using the fine gauge K thermocouple. The use of this low-mass sensor
has been proved to increase the values of the ∆T up to 15 % in comparison with the
values obtained by a conventional K thermocouple. Accordingly, the ratio between the
thermocouple mass mK and the sample mass mS must fulfill the relation

mK

mS
≪ 1 for

the relative minimization of the exchanged heat which cause the temperature change at
the thermocouple. In our case, this is accomplished for ms > 0.5 g.
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3.7 Measurement of Cp by DSC

As seen in the previous sections, the analysis of the heat flow signal obtained by DSC
technique hinders the distinction of the heat flow which accounts for the sample heating or
cooling which is proportional to its particular heat capacity Cp. In contrast, the differential
method of this technique allows particularly good sensitivity when the thermal reaction
contributions exhibited by the sample are separated.

Although DSC does not explicitly provide actual Cp values of the sample, there are accu-
rate methods for its characterization which require a especial protocol of DSC measurements.
In this section, the method for obtaining the sample Cp values is provided and follows the
description given in reference [61]. It relies on the fact that DSC measurement is repeated
three times in similar conditions so that a clear separation of the Cp contribution is obtained.

A first blank DSC run is performed which consists in a temperature scan without any
sample at the sample holder of the calorimeter. A second temperature scan at the same
heating or cooling rate as the previous measurement is performed, but in this case the sample
under study is placed at its sample holder. Finally, the same measurement is performed with
a sapphire sample (α-aluminium oxide / α-alumina) from which the heat capacity values are
well reported elsewhere [62].

According to equation (3.6) the measured heat flow at the blank measurement (I), at the
run with the sample (II), and at the run with the sapphire sample (III) corresponds to:

Q̇ =


CRṪ0 (I)

(CR −CS)Ṫ0 (II)

(CR −Cα)Ṫ0 (III)

(3.25)

where CR, CS, and Cα are the heat capacities of the reference, the sample under study, and
the sapphire sample, respectively.

Figure 3.17 illustrates representative examples of a set of measurements (I), (II), and (III).
Taking into account the expressions in (3.25), it is convenient to introduce y and y′ as

y = Q̇II − Q̇I =−CSṪ0 (3.26)

y′ = Q̇III − Q̇I =−Cα Ṫ0 (3.27)

because their fraction leads to the desired values of CS:

CS =Cα

y
y′

(3.28)
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Fig. 3.17 Sketch of the heat flow measured at a blank measurement (I), at a run with the
sample (II), and at a run with the sapphire sample, adapted from [61]. y and y′ have been
computed by subtracting the blank signal (I) from (II) and (III), respectively.

The performance of this method requires excellent reproducibility of the experiments
conditions. In this sense, the commercial calorimetric equipments provided by Thermal
Analysis (TA) like the DSC Q2000 setup available at the lab of the University of Barcelona
can easily ensure a proper repetition of the temperature scans at approximately the same
conditions.

3.8 Temperature-Modulated Differential Scanning
Calorimetry

Temperature-modulated differential scanning calorimetry (MDSC) is an alternative version
of the conventional DSC [58]. This method works with the same principles of conventional
DSC, i.e. the measurement of the heat flow is performed differentially between a sample
and an inert reference, but a sinusoidal temperature modulation5 is superimposed to the
linear heating or cooling ramp which leads to a gain of additional information. The MDSC
measurements performed for this dissertation have been done with a Thermal Analysis (TA)

5This technique can also employ non-sinusoidal temperature modulations from which a sophisticated
analysis of its signal provides further information on the thermal phenomena arising at the sample, although the
simplest and most used modulation is the sinusoidal one [58].
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Table 3.4 Typical parameters related to the TA MDSC Q2000 measurement perfor-
mance: sample mass, underlying linear temperature scanning rate, modulation period
and modulation amplitude.

m (mg) α (K min−1) tp (s) TA (K)
10 - 100 1 - 10 30 - 100 0.1 - 2

Q2000 DSC setup which has the availability to perform both conventional and modulated
techniques.

In a temperature modulated DSC with a sinusoidal function, the temperature of the
calorimeter behaves as:

T (t) = T0(t = 0)+αt +TA sin(ωt) (3.29)

where α is the underlying linear heating or cooling rate, TA is the temperature amplitude of

the oscillation around the underlying linear scanning rate Tu = T0 +αt and ω =
2π

tp
is its

angular frequency (tp is the period). Temperature varies with time as

dT
dt

= α +TAωcos(ωt) (3.30)

The calibration procedure in TA Q Series equipments includes a subtraction of the heat
flow obtained in blank measurements, i.e. a run without sample. This allows the direct
determination of the heat exchange at the sample. In this sense, equation (3.6) can be directly
rewritten as

Q̇ =CS
dT
dt

+
dH
dt

(3.31)

According to the right hand side terms in equation (3.31), the analysis of the measured
heat flow can be divided into two cases depending on whether or not the sample exhibits any

exothermic or endothermic process involving a latent heat (
dH
dt

̸= 0).

3.8.1 Absence of thermal events,
dH
dt

= 0

In absence of any thermal event involving an absorption or release of latent heat, the second
term in the right hand side of equation (3.31) vanishes. The introduction of equation (3.30)
in (3.31) leads to:
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Q̇ =CSα +CSTAω cos(ωt) (3.32)

The first term on the right hand side in equation (3.32) is related to the underlying linear
heating (or cooling) of the sample (Q̇u) and is usually referred as the total heat flow. The
second term is the periodic component of the heat flow (Q̇p). For a conventional DSC scan,
the measured heat flow would directly be the underlying term. Thus, the presence of the
periodic term adds up additional information on the calorimetric events of the sample.

In general, the heat capacity CS has a very weak temperature dependence and we can
consider that it remains constant over the temperature interval scanned covering a period of
modulation (tp). With this in hand, the time average of the integration over a period of time
tp of the heat flow expressed in (3.32) leads to the underlying term:

∫ t0+tp

t0
Q̇dt

T
=

CS

T

∫ t0+tp

t0
αdt +

CSTA

T

∫ t0+tp

t0
ω cos(ωt)dt =CSα = Q̇u (3.33)

A Fourier analysis of the measured heat flow allows the separation of the signal in the
terms Q̇u and Q̇p. The heat capacity can be obtained from the measured amplitude A of the
periodic term:

CS =
A

TAω
(3.34)

Interestingly, the heat capacity is obtained from the periodic term and not from the under-
lying term from which it would be obtained in a conventional DSC run. This independence
on the underlying term drastically reduces the error in the obtained values for CS because the
error associated with this term is directly related to the subtraction of the blank baseline at
the calibration process which has relatively large error bars.

3.8.2 Occurrence of thermal events,
dH
dt

̸= 0

When the sample exhibits an endothermal or exothermal event involving a latent heat,
equation (3.31) is rewritten as:

Q̇ =CSα +CSTAω cos(ωt)+
dH
dt

(3.35)

The last term in the previous equation is a function of temperature and time, i. e.
dH(T, t)

dt
.

This term generally varies slowly with time and temperature and we can perform a Taylor
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expansion to the first term around the mean temperature Tu = T0 +αt which yields to the
new expression

Q̇ =CSα +CSTAω cos(ωt)+
dH(Tu, t)

dt
+

d2H(Tu, t)
dT dt

(T −Tu)

=CSα +
dH(Tu, t)

dt
+CSTAω cos(ωt)+

d2H(Tu, t)
dT dt

TA sin(ωt) (3.36)

where we have used T −Tu = TA sin(ωt) from equation (3.29). From equation (3.36) we
can distinguish again the periodic (Q̇p) and the non-periodic (Q̇u) components which can be
separated by Fourier analysis. These terms are written as:

Q̇u =CSα +
dH(Tu, t)

dt
(3.37)

Q̇p =CSTAω cos(ωt)+
d2H(Tu, t)

dT dt
TA sin(ωt) = Q̇Acos(ωt +δ ) (3.38)

The term Q̇u is the calorimetric signal which would be obtained if there was no tempera-
ture modulation (TA = 0). The periodic contribution Q̇p has been rearranged to solely one
term in which the amplitude Q̇A and the phase shift δ correspond to:

Q̇A =

√
(CSα)2 +(CSTAω cos(ωt))2 (3.39)

δ = arctan
(

d2H(Tu, t)
dT dt

(CSω)−1
)

(3.40)

The sign of phase shift δ depends on whether the thermal event is entothermic or
exothermic and the amplitude Q̇A is always greater than the underline term (Q̇A > Q̇u)
because the temperature derivative of the heat flow related to the thermal event comes into
play.

The value of the heat capacity CS given by (3.34) is often referred to the reversing heat
capacity and computed from the so-called reversing heat flow, which is the heat flow that is
continuously absorbed and released by the sample upon the modulation. The non-reversing
heat flow is calculated by subtracting the reversing heat flow from the total heat flow and
gives the values of the non-reversing heat capacity. In the presence of irreversible processes
the corresponding thermal contributions upon the modulation process are included in the
non-reversing heat capacity.
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3.9 SQUID magnetometry

The present section briefly outlines the principles of the magnetometry by means of Super-
conducting Quantum Interference Devices (SQUIDs), which are the most sensitive mag-
netometers and are based on superconducting loops containing Josephson junctions. The
basics of this magnetometry technique has been considered to be summarized here because
relevant magnetization measurements performed by SQUIDs are presented along the present
dissertation. A detailed description of this technique can be found in [63, 64].

Let us consider a particular type-I superconductor which behaves as in ideal diamagnet
with a critical temperature TC delimiting the superconducting phase. If the temperature of the
system is T < TC, the current through it is carried by pairs of electrons which are attracted
due to a phonon-mediated interaction which push these particles to have a lower energy than
the Fermi energy. These pairs are known as Cooper pairs or BCS pairs and are treated as
single particles with twice the mass of an electron 2me, twice their charge q = 2e and the
velocity v of the center of mass of the pair.

In a normal conductor the coherence length (i. e. the average length an electron travels
before scattering) of a conduction electron is small because the electrons are scattered due
to the impurities or the phonons in a solid. In contrast, the average maximum distance in
which a Cooper pair travels is much longer and the particle is not scattered for distances
with typical values between 1000 and 1 nm. In terms of the Ginzburg-Landau theory, this is
defined as the coherence length of the superconductor and it specifies the distance over which
the wave function ψ = ψei(p·r)/h̄ which describes the probability of finding the Cooper pair
varies. p stands for the momentum of the particle and r is the position of its center of mass.

We can imagine now a superconducting ring with a current I circulating through it [65].
The momentum of a Cooper pair is

p = h̄k (3.41)

where h̄ is the reduced Planck constant, |k| ≡ 2π

λ
is the wavenumber of the particle and λ is

its wavelength. If the particle is under the influence of a magnetic field B = ∇×A, where A
is the magnetic vector potential, the momentum is expressed as

p = mv+qA (3.42)

If we impose that there is an integer number n of wavelengths within the ring, and we
write together equations (3.41) and (3.42), the integration of the resulting equation over the
whole ring being under consideration results in
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2πn =
m
h̄

∮
vdr+

q
h̄

∮
Adr (3.43)

Considering the Stokes’ theorem and the definition of the magnetic flux Φ across the

surface S defined by the ring, i.e.
∮

Adr =
∫

S
∇×AdS =

∫
S

BdS = Φ, we have:

n
h
q
=

m
q

∮
vdr+Φ (3.44)

from which we can conclude that the magnetic flux Φ over a superconducting ring is a

quantised magnitude. Accordingly, a magnetic flux quantum is Φ0 =
h
q
=

h
2e

∼ 2.07 ·10−15

Wb. For a more general case in which we have a density ns of superconducting charge
particles and a current of particles with velocity v, the supercurrent density is defined as
j = qnsv and equation (3.44) can be rewritten as:

n
h
q
= µ0λL

∮
jdr+Φ (3.45)

where λL ≡
√

m
µ0q2ns

is the London penetration depth and is the distance to which the

magnetic field penetrates into the superconductor. It usually takes very low values due to the
Meissner effect. As a consequence of this ideal diamagnet behaviour, the current density is
concentrated near the surface. We can take an integration path deep in the interior of the ring
so that the first term on the right is negligibly small and approximate the magnetic flux as

Φ = n
h
q
= nΦ0.

The state determined by a uniform current density can be described collectively by the
wave function Ψ which is formed from the superposition of the wave functions ψi of each
Cooper pair. This wave function Ψ maintains its phase coherence over long distances and,
thus, the phase difference ∆φAB between two points A and B through which a superconducting
current circulates is kept constant in time. The application of a magnetic field B modifies the
phase difference between A and B and adds up an additional term [(∆φ)AB]B at the expression

of the phase difference: (∆φ)AB = [(∆φ)AB]i +[(∆φ)AB]B, where [(∆φ)AB]B =
2π

Φ0

∫ B

A
A �dl.

[65]
The phases φ1 and φ2 of two independently isolated superconducting regions with wave-

functions Ψ1 and Ψ2 are unrelated. The Josephson Tunnelling appears when there exists
a weak link (an insulating barrier) between both superconductors called as the Josephson
junction and the Cooper pairs are able to tunnel across the gap. In this circumstances, the
wavefunctions of each superconductor become coupled and the Josephson current IJ which
crosses the junction is expressed as:
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IJ = IC sin(∆ϕ) (3.46)

where IC is the critical current and

∆ϕ = φ2 −φ1 −
2π

Φ0

∫ B

A
Adl (3.47)

φ2 and φ1 in (3.47) are the phases in the two superconducting electrodes. The DC
Josephson effect refers to the Cooper pairs tunneling across the weak junction in absence
of any external electromagnetic field. In this case, the current is bounded by the ±IC values
as described by (3.46). In the case of the AC Josephson effect a voltage V is fixed across
the junctions causing a linear variation of the phase and an AC current with the Josephson

frequency fJ =
V
Φ0

.

A SQUID is a magnetic flux-voltage converter which consists of a loop of superconductor
with one or more Josephson junctions. As denoted by (3.47) and (3.46), the current oscillates
with the magnetic flux penetrating the Josephson junctions because it modifies the phase
difference and as a result the SQUID can be sensitive to measure magnetic fields. The two
main SQUID types are the Direct Current SQUID (DC SQUID) which have two Josepshon
junctions at the superconducting loop and the Radio Frequency SQUID (RF SQUID) which
have one Josephson junctions [66].

Concretely, we can focus on the measuring mechanisms of an RF SQUID like the
commercial Quantum Design MPMS 5XL SQUID shown in figure 3.18 (a) and (b) in order
to explain the performance of the SQUIDS with an illustrative example. The magnetic
sample is mounted at the sample holder attached at the end of the sample rod and centered
in the middle of a superconducting detection coil. The detection coil acts as a gradiometer
and is able to detect magnetic flux gradients across the coil. The rod is actuated by a drive
mechanism and makes the sample oscillate along the detection coils. Hence, the captured
oscillatory flux induces a current which circulates through the SQUID input coil and induces
a magnetic flux which is converted to a voltage output by the SQUID loop containing the
Josephson juntion. The output voltage has an oscillatory character described by the Josephson
effect and by a proper calibration taking into account the frequency of the sample motion a
high sensitivity measurement of the sample magnetic moment can be obtained.

The setup incorporates a superconducting magnet which is responsible of magnetizing the
sample and allow either the isofield operation consisting on measuring the sample magnetic
moment while performing temperature scans at constant field and the isothermal operation
consisting in magnetic field scans at constant temperature. The magnetic field operation
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range is between H = 0 and H = 5 T and the measuring temperatures are between T = 1.7 K
and 400 K. The maximum sensitivity of the sample moment is in the range of 10−9 emu.

3.10 Magnetometry under applied pressure

Indirect methods for the characterization of caloric effects require a detailed characterization
of the behaviour of the order parameter as a function of the driving forces. Magnetometry un-
der magnetic field and applied hydrostatic pressure appears to be an interesting experimental
method for the indirect analysis of the multicaloric effect driven by both magnetic field and
hydrostatic pressure because it can provide an entire map of the magnetization as a function
of temperature, pressure and magnetic field M(T, p,H) in the vicinity of the transition. The
measurements of SQUID magnetometry under applied pressure have been performed in
collaboration with Laura H Lewis and Radhika Barua by use of the setup available in the
Department of Chemical Engineering, Northeastern University, Boston, USA.

The experimental system consists on the previously described Quantum Design MPMS
5XL SQUID shown in figure 3.18 (a) and (b) with the particular feature that the specially
designed enclosure in which the sample is placed at the SQUID is responsible of the applica-
tion of the hydrostatic pressure and enables the measurement of the sample magnetization as
a function of (T, p,H).

This enclosure is an easyLab rMcell 10 High-pressure Cell Module and moves accord-
ingly with the MPMS oscillation needed for the magnetic moment measurement. In turn,
its non magnetic CuBe composition ensures a proper sensitivity for the magnetic moment
measurement. The components of the pressure cell are sketched in figure 3.18 (c). The
sample (with maximum dimensions of 1.5 x 1.5 x 5 mm) is placed in a cylindrical PTFE
sample holder filled with the pressure-transmitting fluid which applies the hydrostatic pres-
sure up to values of 10 kbar (1 GPa). The enclosure is pressurized with a hydraulic press ram
which enables the application of a known force on a tungsten carbide piston pushing onto the
ceramic pistons. Consequently, the PTFE sample holder reduces its volume and increases its
inner pressure.

3.10.1 Setup calibration

The calibration is performed by considering the shift of the Sn superconductor transition
temperature as a function of the applied pressure. A calibration tin sample can be placed
together with the measuring sample inside the PTFE sample holder. Once both samples are
pressurized the desired measurement can be performed and the corresponding pressure can
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Fig. 3.18 (a): A general picture of the Quantum Design MPMS 5XL SQUID magnetometer
at the Department of Chemical Engineering of the Northeastern University (Boston, USA).
In the foreground, the computer with the software for monitoring the experiment and the data
collection. On its left hand side, the component of the SQUID setup containing the power
distribution unit and the control units related to the performance of the experiment which
takes place inside the dewar unit which is the taller setup tower behind this component. This
last unit has the sample probe and the superconducting magnet which reaches fields up to 5 T
inside the solenoid. Picture (b) shows the top section of the dewar tower which contains the
probe with the sample and its rotator, and the superconducting solenoids. The sketch in (c)
illustrates the components of the CuBe piston clamp pressure cell (Mcell 10 manufactured
by Almax EasyLab r.
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Fig. 3.19 Sn calibration for the magnetometry measurements under applied pressure. Panel
(a) displays a cooling run for an unpressurized sample cell (p ∼ 1 atm). The measured
superconductor transition takes place at T ′ = 3.624 K. Panel (b) displays a cooling run for a
pressurized sample cell at p = p′ with T ′ = 3.525 K.

be known by accurately measuring the magnetic moment on a cooling temperature scan at
temperatures below 4 K as shown in figure 3.19. At a certain value of the temperature T ′

a magnetic moment drop is detected which coincides the Sn superconductor transition due
to the Meissner effect. TC(p) exhibits a temperature shift with the applied pressure p = p′

at which the cell has been pressurized. The value of the applied pressure p′ is thus known
by comparing the measured T ′ with the reported values of the Sn superconductor transition
temperature as a function pressure [67].





Chapter 4

Giant caloric effects in Fe49Rh51

4.1 The FeRh system

The near equiatomic Fe1−xRhx (0.47 ≤ x ≤ 0.53) intermetallic compound exhibits a first-
order transition from a low temperature AFM phase to a high temperature FM phase at
temperatures within the interval 300 K ≤ Tt ≤ 370 K. Figure 4.1 shows the phase diagram
of Fe-Rh and depicts a narrow region of interest where the rhodium atomic composition is
comprised between 48 and 55 % values.

Within this composition range Fe-Rh solidifies in the CsCl structure (Pm3m space group)
and orders ferromagnetically below a Curie temperature around 680 K. Upon further cooling,
this alloy undergoes a magnetic phase transition from a ferromagnetic (FM) (α ′ phase)
to an antiferromagnetic (AFM) (α ′′ phase) state. This transition is first-order, strongly
composition dependent, and does not involve breaking the crystal symmetry. In the FM state
Fe atoms have a ∼ 3µB moment and Rh atoms ∼ 1µB, while in the AFM state there is no
appreciable magnetic moment in Rh atoms and Fe atoms have ∼ 3µB moment with opposite
sign on successive layers of (111) iron planes [8]. The first-order phase transition involves a
significant latent heat (with associated entropy change), and due to a strong magnetostructural
coupling the volume of the unit cell increases by ∼ 1% at the AFM to FM transition. A sketch
of the FM and AFM structures is illustrated in figure 4.2. The rest of the phase diagram
shown in figure 4.1 is covered by the presence of α phase (body centered cubic, space group:
Im3m), γ phase (face centered cubic, space group: Fm3m), δ phase (body centered cubic,
space group: Im3m) and the liquid phase L [68].

Although the magnetic transition in Fe-Rh was discovered in the late 1930s [9], the
physical origin of the mechanisms giving rise to this transition is still a source of active
debate [69–74]. In recent years there has been renewed attention on the study of Fe-Rh due
to its potential technological interest. On the one hand, the AFM-FM phase transition which
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Fig. 4.1 Phase diagram of Fe100−xRhx system as a function of the atomic percent of rhodium.
The green region is paramagnetic, the blue region is ferromagnetic and the orange is antifer-
romagnetic. This figure has been adapted from ref. [68].

Fig. 4.2 Sketch of the AFM (left) and FM (right) atomic structures and their corresponding
magnetic spin configurations indicated by the black arrows. Both phases have the same CsCl
structure, but the volume of the FM cell is ∼ 1 % larger. The larger green atoms represent
the Rh atoms which settle at the central position and Fe atoms are represented by orange
balls at the corners. The yellow triangle painted at the AFM structure indicates the (1,1,1)
plane containing the Fe atoms with parallel spin configuration.
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Fig. 4.3 Phase diagram of Fe-Rh. Transition temperature as a function of pressure (a) and
magnetic field (b) for Fe50Rh50 and Fe49Rh51. Results from the mean field model described
in the appendix B of the dissertation are denoted by dashed lines while symbols correspond
to the experimental data presented in sections 4.3 and 4.4.

occurs at temperatures close to ambient has been found to be useful in thermally assisted
magnetic recording devices [75]. On the other hand, the latent heat of the transition gives
rise to a large entropy change when the transition is driven by an external field, which results
in giant caloric effects suitable for solid state refrigeration near room temperature.

4.2 Motivation

In 1990 Nikitin et al. reported The magnetocaloric effect in Fe49Rh51 compound [10]
which signified the first paper reporting a giant magnetocaloric response. Since then, this
material has remained as a model magnetocaloric material due to the great sensitivity of the
transition to applied magnetic fields and its magnetocaloric perfomance. However, FeRh was
considered to be of no practical use because the effect was believed to be irreversible in an
alternating magnetic field and even to disappear after a few cycles [46, 76, 77]. Later studies
indicated that reproducibility could be achieved for 5 T fields provided that the sample was
subjected to a proper combination of isothermal and adiabatic processes [78]. With regards to
mechanocaloric effects, studies of the AFM-FM transition under uniaxial stress showed that
this alloy also exhibited an elastocaloric effect [32]. Both magnetocaloric and elastocaloric
effects were found to be inverse. In Fe-Rh, the symmetry-adapted strain-tensor component
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describing the structural change accompanying the AFM-FM transition is a dilational strain
(volume change), which couples to hydrostatic pressure. It is therefore expected that the
transition will be more sensitive to hydrostatic pressure than to uniaxial stress, and there
is indeed evidence of a strong dependence of the transition temperatures to hydrostatic
pressure as shown in figure 4.3 (a) [79, 80]. These facts point to the existence of a large
barocaloric effect at the AFM-FM pressure-induced transition. Moreover, since pressure
increases the stability of the low-volume (AFM) phase in such a way that the AFM-FM
transition temperature shifts to higher values with increasing pressure, it can be anticipated
that the associated barocaloric effect will be conventional.

As illustrated in the phase diagram shown in figure 4.3 the strong hydrostatic pressure
and magnetic field sensitivity of the transition the first-order transition exhibited by the near
equiatomic Fe-Rh system has the proper elements for a large field-driven caloric response.
Understanding the physical mechanisms which drive this response and studying in depth its
caloric performance under the influence of external stimuli is of great interest. This chapter
is aimed at describing the caloric effects in Fe-Rh driven by mechanical stresses (hydrostatic
pressure and uniaxial compression) and magnetic field by taking advantage of the unique
experimental techniques described in section 3.

First, an independent characterization of the magneto- and barocaloric effects is presented
which is based on a complete characterization of the field driven entropy change and the
adiabatic temperature change by means of direct and quasi-direct techniques1. Second,
the caloric response is then analysed when both pressure and magnetic field are applied
either simultaneously or sequentially so that the multicaloric effect emerges. Third, the
magnetocaloric effect is analysed when magnetic fields are applied under the additional
influence of compressive uniaxial stress.

1The corresponding results have been published in references [81, 82].
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4.3 Barocaloric and magnetocaloric effects in Fe-Rh

4.3.1 Sample details

A polycrystalline sample of nominal composition Fe49Rh51 was prepared in collaboration
with the Indian Association for the Cultivation of Science (IACS) settled in Kolkata (India)
by arc melting the pure metals under argon atmosphere in a water-cooled Cu crucible. For
homogeneity, the sample was remelted several times. Next, the ingot was vacuum sealed
in a quartz tube and annealed at 1100 ºC for 72 h followed by a furnace cooling to room
temperature.

From the ingot a 3.3 mm × 3.0 mm × 5.6 mm parallelepiped sample (504.36 mg mass)
was cut for calorimetric measurements under pressure and for the measurement of the
adiabatic temperature change driven by magnetic fields. A 1 mm diameter and 2 mm length
hole was drilled in that sample to host the thermocouple in both cases. A second thinner
sample (190.1 mg mass) with 1.1 mm thickness and a flat surface of 5.5 mm × 6.4 mm was
cut for calorimetric measurements under applied magnetic field. A long shaped portion of
112.2 mg was cut from the ingot and it was used for magnetization measurements.

4.3.2 Experimental details

• Calorimetric measurements under hydrostatic pressure were carried out by means
of the custom-built calorimeter described in section 3.4. The thermal signal was
measured by a chromel alumel thermocouple embedded into the sample. Calorimetric
runs are performed by scanning temperature at typical rates 2 K min−1 (heating) and 1
K min−1 (cooling) while hydrostatic pressure was kept constant. From the calorimetric
curves at selected values of pressure, the entropy change (referenced to a given state at
T0 above the phase transition) is computed as described in 3.1.1.

• Calorimetric measurements under magnetic field were carried out by means of the
custom-built high-sensitivity differential scanning calorimeter (DSC) described in
section 3.2. This device allows both isofield measurements performed by scanning the
temperature (typical rates 0.5 K min−1) and isothermal measurements performed by
scanning the magnetic field (typical rates 0.16 T min−1). From these measurements
quasi-direct (isofield data) and direct (isothermal data) computations of the entropy
change are performed as described in section 3.1.1.
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Fig. 4.4 Temperature dependence of the magnetization for cooling and heating runs under
applied magnetic field (0.005, 1, 3, and 5 T).

• The magnetocaloric temperature change was measured by means of the setup de-
scribed in section 3.6 based on the fine gauge K thermocouple (0.075 mm diameter)
embedded into the hole drilled to the sample.

• Magnetization measurements were carried out in a Physical Property Measurement
System (PPMS, Quantum Design) provided by the Institut de Ciència de Materials de
Barcelona (ICMAB), Barcelona (Catalonia).

4.3.3 Results and discussion

The temperature dependence of magnetization M(T ) measured during cooling and heating
runs across the AFM-FM transition is shown in figure 4.4 for selected values of the magnetic
field. It is found that M(T ) remains almost temperature independent in both AFM and FM
phases and sharply changes at the AFM to FM transition on heating and at the FM to AFM
transition on cooling, with a thermal hysteresis which compares well to that derived from
calorimetric data.

The barocaloric and magnetocaloric entropy change in Fe49Rh51

Figure 4.5 shows the isofield calorimetric curves (sweeping temperature) at selected values
of hydrostatic pressure without magnetic field and the top panel in figure 4.6 shows the
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Fig. 4.5 Isofield calorimetric curves recorded at selected values of hydrostatic pressure.
Positive peaks refer to heating runs and negative peaks to cooling runs.

isofield calorimetric curves at selected values of magnetic field at atmospheric pressure. The
magnetostructural transition gives rise to a large exothermal peak on cooling and endothermal
peak on heating. The transition is sharp (it spreads over less than 5 K) and takes place with a
thermal hysteresis width of 10 K. The transition shifts to higher temperatures with increasing
pressure while it shifts to lower temperatures with increasing magnetic field. This behaviour
is consistent with pressure stabilizing the lower volume AFM state and magnetic field
stabilizing the larger magnetization FM phase.

As previously mentioned, the reproducibility in the magnetocaloric effect has been a con-
troversial issue [46, 76–78]. Isothermal DSC with magnetic field enables direct determination
of the magnetic-field-induced entropy change and it is a unique tool to study the reproducibil-
ity of the magnetocaloric effect upon field cycling [83, 84]. We have performed calorimetric
measurements at selected values of the temperature while magnetic field was swept. The
measurement protocol is described in detail in section 3.1.1 and reference [50]. Figure 4.6
(bottom) shows the isothermal calorimetric signal (sweeping magnetic field) recorded on the
first application (positive peaks) and first removal (negative peaks) of a 6 T field at selected
values of temperature. Increasing the field drives the sample from AFM to FM phase with
the absorption of latent heat (endothermal process) while the sample transforms from FM
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Fig. 4.6 Top panel: Isofield calorimetric curves recorded at selected values of magnetic field.
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removal (negative peaks) of magnetic field. A previous thermal excursion towards either
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isothermal measurement following the protocol described in section 3.1.1
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Fig. 4.7 (a) Applied magnetic field and (b) recorded isothermal calorimetric curves as
a function of time. Data correspond to isothermal field cycles between 0 and 6 T at a
temperature of 289.1 K.

to AFM upon removal of the field and releases the latent heat (exothermal process). An
illustrative example of the recorded calorimetric signals upon isothermal successive magnetic
field cycles between 0 and 6 T is shown in figure 4.7. The good reproducibility exhibited by
calorimetric curves demonstrates an excellent reversibility of the magnetocaloric effect.

Figure 4.8 shows the temperatures of the calorimetric peaks for [Tt c(p,H)] forward (FM
to AFM) and [Tt h(p,H)] reverse (AFM to FM) transitions plotted as a function of applied
pressure and magnetic field. At this range of the applied pressure and magnetic field, data
exhibit a very good linear behaviour. For the forward transition the linear fits are

Tt c(p,0) = (309.7±0.1)+(6.4±0.1)p (4.1)

Tt c(0,H) = (311.2±0.3)+(−9.6±0.1)µ0H (4.2)

whereas for the reverse transition:

Tt h(p,0) = (319.0±0.4)+(5.4±0.2)p (4.3)

Tt h(0,H) = (320.6±0.1)+(−9.7±0.1)µ0H (4.4)
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Fig. 4.8 (a) Temperature of the calorimetric peak as a function of pressure (open symbols)
and magnetic field (solid symbols). Blue symbols (down triangles and circles) stand for
cooling runs while red symbols (up triangles and squares) stand for heating runs. Solid lines
are linear fits to the data. (b) Averaged values (between heating and cooling) for the transition
entropy change as a function of pressure (open symbols) and magnetic field (solid symbols).
(c) Averaged values (between heating and cooling) for the transition enthalpy change as a
function of magnetic field. The line is a linear fit to the data.

Thermal hysteresis is not significantly affected by the magnetic field and it marginally
decreases with increasing pressure. At much higher pressures (>50 kbar) the pressure
dependence of the transition temperature is expected to weaken as the sample approaches the
triple point as depicted in figure 4.3 [79].

The entropy (∆St) and enthalpy (∆Ht) changes corresponding to the AFM-FM transition
are derived by numerical integration of calorimetric curves as described in section 3.1.1.
Averaged (heating and cooling) values are shown in figures 4.8(b) and 4.8(c) respectively.
The values at zero field and atmospheric pressure ∆St = 12.5± 1 J K−1 kg−1 and ∆Ht =

3900±150 J kg−1 are in agreement with previously reported data [85]. It is worth noting
that for the studied magnetostructural transition, ∆Ht is to a very good approximation the
energy difference (E) between AFM and FM phases.

Isofield calorimetric curves at selected values of hydrostatic pressure and magnetic field
enable us to determine the isothermal entropy changes (quasidirect method) associated with
the barocaloric and magnetocaloric effects. Quasi-direct results are plotted in figure 4.9 with
solid lines. The barocaloric effect has been found to be conventional and the magnetocaloric
effect is inverse. That is, while isothermal application of pressure reduces the total entropy,
the magnetic field increases the total entropy of the alloy. The conventional and inverse
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Fig. 4.9 (a) Pressure-induced entropy change (barocaloric effect) and (b) magnetic-field-
induced entropy change (magnetocaloric effect) as a function of temperature for selected
values of hydrostatic pressure and magnetic field. Coloured lines refer to the quasi-direct
determination of the entropy change and the corresponding values of pressure and magnetic
field change are displayed in the legend written in (a). The dashed area illustrates the
reversibility region of the entropy change upon cycling the sample at 2.5 kbar (purple) (a)
and at 6 T (purple) and 2 T (dark yellow) (b). In (b) symbols represent the field-induced
entropy values computed from isothermal thermal curves (direct method). Solid symbols
correspond to the first application (or removal) of the field and open symbols correspond to
successive field cycling.
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stand for heating runs.

natures of barocaloric and magnetocaloric effects are consistent with pressure stabilizing
the low-temperature AFM phase and magnetic field stabilizing the high-temperature FM
phase. In the case of the magnetocaloric effect, integration of isothermal calorimetric curves
provides a direct determination of the field-induced entropy change (∆S). Direct results for
2 and 6 T are plotted in 4.9 (b) as symbols (dark green and purple, respectively). There is
good agreement between the two sets of data. The reproducibility of ∆S has been studied
by isothermal calorimetric measurements under cyclic variation of magnetic field like the
measurement plotted in figure 4.7. ∆S values are computed from numerical integration of
these curves and are constant upon successive field cycling within experimental error. Data
for all studied temperatures at 2 and 6 T are indicated as open symbols in figure 4.9.

The pressure-induced entropy change and magnetic-field induced entropy change increase
in magnitude as pressure and magnetic field increase, respectively, until a saturation value
is reached. This behaviour gives rise to a plateau in the ∆S vs T curves. Both barocaloric
and magnetocaloric effects saturate to the same value, which is coincident with the transition
entropy change |∆St |. This result shows that both caloric effects have the same origin, and the
giant values for the pressure-induced and field-induced entropy changes are a consequence of
the magnetostructural transition which involves a large entropy change ∆St . The saturation
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value for the barocaloric and magnetocaloric effects is reached for low values of pressure
and magnetic field, as illustrated in figure 4.10 (a) which shows ∆Smax, the absolute value
of the maximum in the ∆S vs T curves depicted in figure 4.9, as a function of pressure and
magnetic field.

As described in section 2.2.3, the performances of a given material for solid-state refriger-
ation are typically analysed in terms of the relative cooling power RCP = |∆S|max ×δTFWHM,
where δTFWHM is the temperature width at half maximum of the ∆S vs T curves (figure 4.9).
The RCP provides an estimate of the amount of heat that can be transferred in a field cycle
between cold and hot reservoirs. These values are shown in figure 4.10 (b) for the barocaloric
and magnetocaloric effects.

Reversibility of a given caloric effect is expected to be restricted within a certain temper-
ature range which depends on the magnitude of the applied external field. This region can be
determined from experiments carried out both on cooling and heating [50] and is indicated
as a shaded area in figure 4.9. In the case of a conventional caloric effect (as the barocaloric
effect here) this region is bounded by the transition temperature of the reverse (AFM to
FM) transition at atmospheric pressure and the transition temperature of the forward (FM
to AFM) transition under applied pressure. For an applied pressure of 2.5 kbar the region
where barocaloric effect will be reproducible extends from 319 to 325 K. For an inverse
caloric effect (such as the magnetocaloric here) the reversibility region is bounded by the
reverse (AFM to FM) transition temperature under applied field and the forward (FM to
AFM) transition temperature at zero field. The magnetocaloric effect is reversible within 294
and 306 K for 2 T and within 257 and 306 K for 6 T.

The isothermal entropy changes associated with the barocaloric and magnetocaloric
effects saturate for pressures ∼ 1 kbar and fields ∼ 1 T to a value which coincides with
the total transition entropy change (see figure 4.10). Such a tendency towards saturation
has not been found in other giant magnetocaloric materials. For instance, in Gd-Si-Ge, the
entropy change shows a monotonic increase with increasing magnetic field [86] while in
some magnetic shape memory alloys the entropy change increases up to a maximum value
and decreases upon further increasing magnetic field [87]. These different behaviours can
be understood by taking into consideration that the entropy change contains contributions
from the latent heat (transition entropy change) and also intrinsic contributions from both
high-temperature and low-temperature phases [88]. For the particular case of Fe-Rh the
fact that magnetocaloric and barocaloric data saturate to a value which coincides with the
transition entropy change indicates that the intrinsic magnetic and elastic contributions of
the AFM and FM phases are small. In the magnetic case, the importance of these intrinsic

contributions is given by the value
(

∂M
∂T

)
H

in each phase. As shown in figure 4.4, M vs T



88 Giant caloric effects in Fe49Rh51

curves are almost flat in both AFM and FM phases, for different values of magnetic field,
and the estimated intrinsic contributions to S are one order of magnitude lower than that from
the magnetostructural transition. In the FM state, such a weak temperature dependence is
due to an almost saturated FM order since the transition takes place well below the Curie
point. In the AFM, neither temperature nor magnetic field significantly affect the AFM order.
This could be attributed to a large magnetocrystalline anisotropy.

For the barocaloric effect, the intrinsic contribution is given by

S =
∫ p′

0
βV d p (4.5)

where β =
1
V

(
∂V
∂T

)
p

is the thermal expansion and V is the specific volume. By using

reported data for β and V [72], we estimate that for p′ = 2.5 kbar this contribution amounts
to ∼ 0.6 J kg−1K−1 in the AFM phase and to ∼ 0.5 J kg−1 K−1 in the FM phase. These
values are small compared to the contributions arising from the transition entropy change.

Although a dependence of the transition entropy change on pressure and magnetic field
falls within experimental errors, data show a tendency to slightly decrease with increasing
pressure and magnetic field [figure 4.25 (b)]. Previous indirect measurements from magneti-
zation data indicated a larger decrease in the isothermal S with increasing magnetic field [76].
By contrast, the energy difference between AFM and FM phases shows a marked decrease

as magnetic field increases [figure 4.25 (c)], with an average rate
d∆E

dµ0H
w −150 J kg−1

T−1. It is worth noting that recent adiabatic calorimetry experiments [72] did not find any
magnetic field dependence of the specific heat of AFM and FM samples which would point
to a magnetic-field-independent transition enthalpy change. Probably the different behaviour
must be ascribed to a highest sensitivity of differential scanning calorimetry in determining
enthalpy changes, and also to the fact that specific heat data correspond to two different
samples while present experiments are carried out on a single specimen. It is acknowledged
that the features of the AFM/FM transition in Fe-Rh are extremely sensitive to composition
[74].

The barocaloric and magnetocaloric temperature change in Fe49Rh51

Taking into account that in Fe-Rh magnetic field stabilizes the high temperature FM phase
(as heating does) which results in an inverse magnetocaloric effect, the protocols described in
section 3.1.1 were followed to carry out the adiabatic temperature measurements associated
with the magnetocaloric effect. Hence, a previous thermal excursion towards a full AFM
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Fig. 4.11 Illustrative examples of the recorded temperature (a) and (b) and magnetic field (c)
and (d) as a function of time. Left panels correspond to a cooling protocol and right panels to
a heating protocol.

state which precedes a heating (heating protocol) ending at a state at isothermal equilibrium
at the starting temperature of the measurement (T1) or, otherwise, the sample is thermally
brought to a full FM state under a constant magnetic field of 2T which precedes a cooling
(cooling protocol) down to a state at isothermal equilibrium at the starting temperature of the
measurement (T ′

1).
In each case once the sample had reached the new thermal equilibrium, the magnetic

field was cycled 10 times, starting with a 0 → 2 T magnetic field scan (heating protocol)
or a 2 T → 0 scan (cooling protocol). Figure 4.11 illustrates examples of the temperature
and magnetic field measurements recorded during cooling (figures 4.11 (a) and 4.11 (c))
and heating (figures 4.11 (b) and 4.11 (d)) protocols. No noticeable traces of cracking were
observed on the specimen after the sample was cycled through the AFM-FM transition many
times (between 50 and 100 cycles).

Quasidirect determination of the adiabatic temperature change can be computed by
subtraction of the entropy curves S(T, p,H) at different values of hydrostatic pressure p (at
H = 0) or magnetic field H (at p= 0) which are obtained from the calorimetric measurements
under external field. At temperatures above and below the first order phase transition,
S(T, p,H) are obtained from specific heat C data, while within the transition region (between



90 Giant caloric effects in Fe49Rh51

T1 and T2), accurate measurements come from differential scanning calorimetry (DSC) under
field. The entropy curves (referenced to the value at a given temperature T0) for heating runs
are then computed as expressed in equation (3.19) section 3.1.1.

By using the previously presented DSC data under magnetic field and under hydrostatic
pressure, and reported values of C in the AFM and FM phases, [72], we have computed the
entropy curves S(T, p,H) at atmospheric pressure and fields for µ0H = 0 and 2 T and, in the
absence of magnetic field, for atmospheric pressure (taken as p = 0) and p = 2.5 kbar. In our
calculations we have made the usual assumption that beyond the transition region C does not
significantly depend upon magnetic field and pressure. Furthermore, in order to account for
the slight difference in the transition entropy change between present sample and the sample
employed for the calorimetric measurements, DSC results have been scaled by a factor 0.9.

Figure 4.12 compiles the whole set of results. Left panels refer to the barocaloric effect
and right panels refer to the magnetocaloric effect. Top panels display the entropy curves
S(T, p,H) where dashed lines correspond to cooling curves and solid lines, to heating curves.
Subtraction of the curves provides the estimated adiabatic temperature changes, as indicated
by the horizontal arrows, and left/right arrows indicate the reversible values corresponding to
successive field cycling. Bottom panels display the ∆T values. Solid lines refer to the values
computed from the entropy curves and the reversibility region corresponds to the shaded
region. The magnetocaloric ∆T values depicted in figure 4.12 (d) also include the direct
measurements. Solid symbols correspond to the first application (green circles) and removal
(purple circles) of the field, while open symbols stand for the data recorded upon successive
field cycling. For the sake of clarity, error bars are only displayed for the data corresponding
to the first application and removal of the field, and are estimated from reproducibility of
three independent measurements.

In accordance with the inverse nature of the magnetocaloric effect in Fe-Rh, application
of magnetic field results in cooling while removal of the field heats the sample. The maximum
values found for the first application (and first removal) of the field are very large (|∆T |= 8K),
which result in a magnetocaloric strength which is among the largest values reported for giant
magnetocaloric materials [1]. Upon successive cycling of the magnetic field, |∆T | decreases
but still large values (|∆T |= 6 K) are obtained. It is also worth noting that the reversibility
region (indicated by the shaded area) spans over a considerable temperature interval of
around 20 K. For the magnetocaloric effect, there is a good coincidence between the two
sets of data although the values for the direct measurements of ∆T are systematically lower
(around 10 %) than those computed from the entropy curves. Such a small difference can
be attributed to a lack of perfect adiabaticity in our experimental set-up, and to a non-ideal
thermal contact between the sample and the thermocouple.
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Fig. 4.12 Entropy as a function of temperature at zero field (blue colour) and 2 T (red colour)
magnetic fields in (a) and at zero pressure (blue colour) and 2.5 kbar (red colour) in (c).
Dashed lines in (a) and (c) correspond to cooling and solid lines, to heating runs. Horizontal
arrows indicate the adiabatic temperature changes computed from these curves. Adiabatic
temperature change corresponding to the application and removal of a 2.5 kbar pressure
in (b) and the application and removal of a 2 T magnetic in (d). Lines in (b) and (d) refer
to the ∆T values computed quasi-directly from entropy curves and symbols in (d) refer to
the direct measurements. Green lines and green solid symbols correspond to the ∆T values
associated with a process of a first application of the field (T1 → T2 as illustrated in (a) and
(c)) and purple lines and purple solid symbols correspond to a process of a first removal of
the field (T ′

1 → T ′
2). Open symbols correspond to the subsequent field cycling for cooling

(violet symbols, T ′
2 ↔ T ′

3) and heating (green symbols, T2 ↔ T3) protocols. The grey shaded
area indicates the reversibility region (T2 ↔ T3, T ′

2 ↔ T ′
3).
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In the case of the barocaloric effect, it is shown that application of pressure heats up the
sample while the sample cools down when pressure is released, in concordance with the
conventional nature of the barocaloric effect in Fe-Rh. The maximum values (∆T ∼ 10 K)
are very large for a relatively small pressure of 2.5 kbar. These values are significantly larger
than those reported (or estimated) for other barocaloric materials [1, 5, 41, 89, 90]. It is also
worth noting that upon pressure cycling |∆T | remain at relative large values of ∼ 4 K over a
temperature span of ∼ 10 K.

4.3.4 Summary and conclusions

By means of calorimetry under hydrostatic pressure we have shown that Fe49Rh51 exhibits a
giant barocaloric effect. This functional property adds to the already reported magnetocaloric
and elastocaloric effects in this alloy. The maximum pressure-induced entropy change value
found for Fe49Rh51 (|∆S| = 12.5 J K−1 kg−1) compares well with the values reported for
other giant barocaloric materials [5, 41, 89]. Interestingly, such a maximum isothermal
entropy change is achieved for relatively low pressures. This establishes Fe-Rh to be a
material with a large barocaloric strength (|∆S|/|∆p|) of ∼ 12 J K−1 kg−1 kbar−1. Indeed,
the magnetocaloric strength (|∆S|/|µ0∆H|)∼ 12 J K−1 kg−1 T−1 is also one of the largest
reported so far among giant magnetocaloric materials [46]. All these caloric effects share
the same physical origin, which is the occurrence of a first-order AFM-FM phase transition
which encompasses a significant entropy change. Actually, this transition entropy change
(|∆St | = 12.5± 1 J K−1 kg−1) represents the upper bound for the pressure-induced and
magnetic-field-induced entropy changes.

The reproducibility of the magnetocaloric effect has been studied by a direct determina-
tion of the field-induced entropy change from isothermal calorimetric measurements. The
comparison between direct and quasi-direct methods at the magnetocaloric effect has enabled
us to assess also the reproducibility of the barocaloric effect from the quasi-direct data. With
regards to the entropy changes, we have found that for a field of 2 T the magnetocaloric
effect is perfectly reproducible upon field cycling. This reproducibility is restricted within
the temperature range 294–306 K and is increased to 257–306 K for a field of 6 T. The
barocaloric effect is estimated to be reversible upon pressure cycling in the temperature range
319–325 K for applied pressures of 2.5 kbar.

We have determined the adiabatic temperature changes associated with the magne-
tocaloric and barocaloric effects in Fe-Rh. Large |∆T | ∼ 8−10 K values have been found
for relatively low values of magnetic field (2 T) and hydrostatic pressure (2.5 kbar). It has
been shown that both magnetocaloric and barocaloric effects are reproducible upon magnetic
field and pressure cycling, over considerable temperature spans (Tspan ∼ 10− 15 K). The
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maximum value for the adiabatic temperature change obtained under cycling reduces to
|∆T | ∼ 4−6 K, which is still a significantly large value.

The energy difference between AFM and FM phases has been found to decrease with
increasing magnetic field. Present results provide reproducible experimental data which
we expect will encourage the development of theoretical models that include the effect of
magnetic field in the computation of both energy and entropy values for the different phases
involved in the transition. The combination of reliable experimental data and theoretical
modeling should help in the understanding of the role played by the different contributions
(electronic, magnetic, and structural) in driving the AFM-FM transition in Fe-Rh alloys.

The sharpness of the transition together with the strong sensitivity of the transition to the
external fields results in barocaloric and magnetocaloric strengths which compare favorably
to those reported for other giant magnetocaloric and barocaloric materials. As a consequence
of such large strengths, Fe49Rh51 achieves its maximum isothermal entropy change at very
low values of hydrostatic pressure and magnetic field. This fact, added to the aforementioned
good reproducibility, makes this alloy particularly interesting in cooling applications where
the external stimuli need to be restricted to low values.
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4.4 The multicaloric effect driven by hydrostatic pressure
and magnetic field

4.4.1 Sample details

The sample used for the experiments was a Fe49Rh51 long shaped polycrystalline (28.9 mg)
specimen from the same batch of the sample employed for the previously described baro-
and magnetocaloric studies.

4.4.2 Experimental details

Magnetization measurements at ambient and hydrostatic pressure (up to 5.1 kbar) were
performed using a superconducting quantum interference device (Quantum Design, SQUID)
magnetometer in magnetic fields up to 5 T and within the temperature range, 240 K < T < 390
K. Hydrostatic pressure was applied to the sample using the CuBe piston clamp pressure cell
(Mcell10 manufactured by Almax EasyLab) as described in section 3.10. To minimize errors
due to differential thermal contraction between the metallic components of the pressure cell
and the pressure transmitting medium, the temperature sweep-rate during measurement was
set at 1 K/min. The pressure inside the cell was calibrated in situ by measurement of the shift
of the superconducting transition temperature of a Sn standard. Experiments were carried
out during a research stay at the Northeastern University, Boston (US), in collaboration with
the Nanomagnetism research group.

4.4.3 Results and discussion

Figure 4.13 shows the set of magnetization curves M(T, p,H) at selected (constant) values
of applied magnetic field obtained upon heating and cooling as illustrated by the arrows at
each value of the applied pressure. The first order transition from the antiferromagnetic low
temperature phase to the ferromagnetic high temperature phase is seen as a sharp change of
magnetization as previously depicted in figure 4.4. On cooling the sample undergoes the
forward transition from a saturated ferromagnetic state to an antiferromagnetic phase and the
reverse transition takes place on heating with a thermal hysteresis of ∼ 10 K.

Since experimental magnetization values are only known for given values of magnetic
field and hydrostatic pressure, it is convenient to fit an analytical function M∗(T, p,H) in order
to be able to determine magnetization over the whole space of thermodynamic quantities T ,
p and H. Experimental data gather a proper framework for the parametrization of M(T,H, p)
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Fig. 4.13 Magnetization curves measured on cooling and heating the sample through the
AFM-FM transition at selected (constant) values of magnetic field. Each panel displays
a family of curves at a selected (constant) value of pressure. Solid lines correspond to
experimental data and dotted lines correspond to fitted curves.
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Fig. 4.14 Transition temperature as a function of magnetic field and pressure. Upper red
plane corresponds to the AFM to FM transition, and lower blue plane, to the FM to AFM
transition. Solid symbols stand for experimentally measured values.

and an extended analysis of these curves has been performed with the aim of selecting a
proper pattern for the analytical function.

The fact of magnetic field stabilizing the high magnetization FM phase and pressure
stabilizing the low-volume AFM phase is also corroborated when both pressure and magnetic
fields are applied simultaneously. Hence, the FM-AFM transition shifts to lower temperatures
with increasing magnetic field while it moves to higher temperatures with increasing pressure.
To quantify these dependences we have taken the inflection point of the M vs T curves as
a characteristic transition temperature Tt . Experimental values are plotted as blue (forward
transition: Ttc(p,H)) and red (reverse transition: Tth(p,H)) symbols in figure 4.14. The
pressure dependence of the transition temperature in the absence of magnetic field Tt(p,0),
and the magnetic field dependence at atmospheric pressure Tt(0,H) are in line with the
equations (4.1) to (4.4). The general behaviour of Tt(p,H) at these ranges of the applied
pressure and magnetic field is linear and can be parameterized as two planes with equations:

Tth(p,H) = 319.5−9.5µ0H +6.2p (4.6)

Ttc(p,H) = 309.3−9.9µ0H +6.3p (4.7)
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Fig. 4.15 Top panels illustrate the behaviour of
dTth
d p

(p,H) (red symbols) and
dTtc
d p

(p,H)

(blue symbols) as a function of hydrostatic pressure (a) and magnetic field (b). Bottom panels
illustrate the ∆Mt values as a function of pressure at selected values of the applied magnetic
field as depicted in the legend (c) and ∆Mt values as a function of magnetic field at selected
values of the applied pressure as depicted in the legend (d).

as seen in figure 4.14. The parameters
dTt

d p
(p,H) and

dTt

dµ0H
(p,H) written in equations (4.6)

and (4.7) are estimated as follows:

• A set of
{

dTt

dµ0H
(pi,H)

}
values is computed from the linear fits of each family of

points
{

Tt(pi,H j)
}

at each value of the applied pressure pi = 0, 0.34, 1.3, 2.0, 4.0, and

5.1 kbar.
{

dTt

dµ0H
(pi,H)

}
values are plotted as a function of the pressure values pi in

figure 4.15 (a) as blue [forward transition,
dTtc

dµ0H
(p,Hi)] and red [reverse transition,

dTth
dµ0H

(p,Hi)] squares.

• Analogously, a set of
{

dTt

d p
(p,Hi)

}
values is computed from the linear fits of each

family of points
{

Tt(p j,Hi)
}

at each value of the applied magnetic field µ0Hi = 0.005,

0.5, 1, 2, and 5 T.
{

dTt

d p
(p,Hi)

}
values as a function of the magnetic field values µ0Hi
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Fig. 4.16 Magnetization values at the AFM phase (a) and at the FM phase (b) as a function
of magnetic field for selected values of pressure. For comparison with the experimental data,
dotted lines correspond to the fitted behaviour at 0 kbar (red) and at 5.1 kbar.

are plotted in figure 4.15 (b) as blue [forward transition,
dTtc
d p

(p,Hi)] and red [reverse

transition,
dTth
d p

(p,Hi) ] circles.

• As shown in figure 4.15 (a) and (b) average values of
{

dTt

dµ0H
(pi,H)

}
and

{
dTt

d p
(p,Hi)

}
(plotted as dotted horizontal lines) fall within the experimental errors and verify the
assumption of linearity for Tt(p,H) at this range of the applied fields.

Hence, we assume the absence of cross terms in equations (4.6) and (4.7) due to the fact
that

∂ 2Tt

∂H∂ p
(p,H) =

∂ 2Tt

∂ p∂H
(p,H) = 0 (4.8)

which has physical consequences concerning the Clausius-Clapeyron equation presented
in (2.21). As will be discussed below in more detail, the introduction of the expression

dTt

dµ0H
=

∆Mt

∆St
into equation (4.8) points the fact that the fraction

∆Mt

∆St
remains constant over

the pressure and magnetic field ranges at which expressions (4.6) and (4.7) are valid.
Figure 4.15 (c) and (d) show the behaviour of the magnetization change at the transition,

∆Mt(p,H) = MFM(p,H)−MAFM(p,H), computed by subtracting the values of the magneti-
zation outside the boundaries of the temperature region of the first-order transition which
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Fig. 4.17 Sets of M(T, p,H) curves at p = 4.0 kbar at selected values of the applied magnetic
field. Coloured lines correspond to the values at which the experimental curves are available
(0.005, 0.5, 1, 2, 5 T) and grey lines refer to other illustrative values of the applied magnetic
field (from left to right: 4, 3, 2.5, 1.5, 0.75, 0.25, 0.1, 0.05, and 0.0025 T). Solid lines
refer to the experimental curves, dashed lines refer to the employed tanh(x) function for the
analytical fits written in (4.11), and dotted lines refer to the full analytical fits which include
the regions with the tanh(x) and exp(x) functions.

are displayed in figure 4.16 (a) and (b) for MAFM and MFM, respectively. There is a small
increase in the magnetization of both FM and AFM phases with increasing magnetic field,
which results in a marginal increase in the magnetization change (∆Mt) at the AFM-FM
phase transition. On the other hand ∆Mt slightly decreases with increasing pressure (∼ 2%
decrease for 5 kbar).

With these general features in hand, we have fitted the values of MAFM(p,H) and
MFM(p,H) as a function of pressure and magnetic field with the following expressions:

MAFM = 6.61−0.18p+1.22µ0H (4.9)

MFM = 106.42−0.67p+3.39µ0H −0.27(µ0H)2 (4.10)

which are displayed in figure 4.16 (a) and (b) as dotted lines for the cases in which p = 0, 5.1
kbar.

It is observed that the parametrization of the M(T, p,H) curves distinguishes two tem-
perature regions. On the one hand, we have used an hyperbolic tangent function for the
temperature region of the transition which fits the sharp change of the magnetization over
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this range. On the other hand, an exponential function fits the magnetization behaviour at the
temperature boundaries of the transition which decay to MFM(p,H) and MAFM values above
and below the transition temperature region, respectively. Figure 4.17 depicts illustrative
examples of the curves at 4.0 kbar at selected values of the applied magnetic field. The
tanh(x) illustrated by dashed lines in this figure exhibit a proper fit at the temperatures close to
the transition. The full analytical fits which include the exp(x) functions at the corresponding
temperature boundaries are illustrated by dotted lines.

Hence, at the temperatures close to the transition the analytical fit is expressed as:

M∗(T, p,H) =
1
2

(
MAFM +MFM +(MFM −MAFM) tanh

(
T −Tt

ω

))
∀T ∈ [Tt −0.6,Tt +0.6] (4.11)

where MAFM, MFM are the magnetization values given by equations (4.9) and (4.10) and Tt

is the transition temperature given by equations (4.6) and (4.7). ω is related to the spread of
the transition over temperature and it is expressed as:

ω =± T±−Tt

cosh−1

(√
3
2

) (4.12)

The zeros of the temperature derivatives of the experimental curves M(T, p,H) can
provide information of the experimental behaviour to the functional fits. With this purpose,
T+ and T− in equation (4.12) are important parameters defined from the zeros of the third
derivatives of the experimental data and have been used to derive the value of ω . The

derivatives of M∗,
diM∗(T, p,H)

dT i (up to i = 3), are written as:

dM∗

dT
=

MFM −MAFM

2ω
sech2

(
T −Tt

ω

)
(4.13)

d2M∗

dT 2 =−MFM −MAFM

ω2 sech2
(

T −Tt

ω

)
tanh2

(
T −Tt

ω

)
(4.14)

d3M∗

dT 3 =
MFM −MAFM

ω3 sech2
(

T −Tt

ω

)[
2−3sech2

(
T −Tt

ω

)]
(4.15)

The equation
d3M∗

dT 3 = 0 can be easily solved by finding the zeros of the second term
on the right hand side of equation (4.15) and defining the corresponding solutions as the
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Fig. 4.18 The hyperbolic tangent fit of the magnetization curves written in equation (4.11)
and the corresponding derivatives up to the third order which are written in equations (4.13)
to (4.15). The plots are marked with some relevant parameters of the functions.

parameters T+ and T−:

T± =±ω cosh−1

√
3
2
+Tt (4.16)

The values of T± have been computed for each experimental M(T, p,H) curve and the
spread of the transition temperature has been taken from the corresponding average value,
i. e. ω = 1.15. In this regards, figure 4.18 illustrates the function M∗ written in (4.11) and
the corresponding derivatives written in equations (4.13) to (4.15) as well as some relevant
parameters related to the analytical function.

The temperature boundaries above (M∗
FM) and below (M∗

AFM) the transition is covered
by the following exponential functions:

M∗
AFM = MAFM +(M∗(Tt −0.6)−MAFM)exp [α1(T −Tt +0.6)] , ∀T < Tt −0.6K

(4.17)

M∗
FM = MFM +(M∗(Tt +0.6)−MFM)exp [α2(Tt −T +0.6)] , ∀T > Tt +0.6K

(4.18)
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where α1 and α2 are positive constants.
By the definition of the analytical function M∗(T, p,H) written in equations (4.11) to

(4.18) over the whole temperature range at each value of the applied magnetic field and
pressure, a large matrix of M∗ values is generated2 over the whole space of (T, p,H) in order
to map the magnetization behaviour at each point M∗

i (Ti, pi,Hi) and apply the thermodynamic
expressions described in section 2.1.1 for deriving the corresponding multicaloric isothermal
entropy change ∆Si. Figure 4.19 shows different projections of the M∗(T, p,H) matrix and
reveals that an accurate characterization of the magnetization behaviour as a function of
pressure and magnetic field is also obtained which is required for the computation of the
derivatives involved in the calculus of ∆S values.

Derivation of the multicaloric entropy change

At this point, it is worth noting the analogies between the thermodynamic processes related to
the application or removal of a field at the vicinity of the first-order transition in Fe49Rh51 due
to its inherent hysteresis which directly influences the magnetization behaviour. It must be
taken into account that the parametrization process of the magnetization along the (T, p,H)

space has been done by fitting the analytical functions to experimental M(T, p = p′,H = H ′)

curves obtained by scanning temperature while pressure and magnetic field were kept at
constant values. Thus, temperature has been the only driving field of the transition for the
experimental data. Interestingly, the full matrix of M(T, p,H) data allows the exploration
of the magnetization behaviour under the influence of other thermodynamic processes in
which temperature can be kept constant while the other fields are modified, as shown in
figure 4.19. In computing multicaloric effects in Fe-Rh from experimental data, attention
has to be paid to the fact that application of magnetic field stabilizes the FM phase, whereas
application of pressure stabilizes the AFM phase. Also, the noted hysteresis of the transition
implies that simultaneous (or subsequent) application of both magnetic field and pressure
will take the sample through a minor loop within the two-phase co-existence region (i.e. the
region bounded by the two planes in figure 4.14, and between two magnetization surfaces in
figure 4.19 (e)). As detailed trajectories of these minor loops are not accessible from present
experimental data, study of the Fe-Rh multicaloric response will be restricted to experimental
values obtained from application of the magnetic field and the removal of hydrostatic pressure
(i.e. trajectories on the AFM to FM surface) and to removal of magnetic field and application
of pressure (i.e. trajectories on the FM to AFM surface). In relation to this, the process
of heating (∆T > 0) has analogies with a magnetizing process (∆H > 0) or a removal of

2For further details on the computation of M(T, p,H) values and the multicaloric entropy change, the
appendix C includes the Fortran code from which these values have been computed.
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Fig. 4.19 Top left panels: Isothermal magnetization as a function of magnetic field at selected
values of pressure, at 300 K (a) and 320 K (c). Top right panels: Isothermal magnetization
as a function of pressure at selected values of magnetic field, at 300 K (b) and 320 K (d).
Panel (e) displays the isothermal magnetization as a function of magnetic field and pressure.
Data correspond to 340 K (red), 320 K (orange), 300 K (green) and 280 K (blue). For each
temperature the sheets on the left correspond to application of field and removal of pressure
(AFM to FM transition), while the sheets of the right correspond to removal of field and
application of pressure (FM to AFM) transition.
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Table 4.1 The thermodynamic processes of heating (cooling), magnetizing (demagne-
tizing) or decompressing (compressing) can be considered as equivalent in the vicinity
of the first-order transition in Fe49Rh51.

Heating, ∆T > 0 Magnetizing, ∆H > 0 Decompressing, ∆p < 0
Cooling, ∆T < 0 Demagnetizing, ∆H < 0 Compressing, ∆p > 0

pressure (∆p < 0) since in each case the process is endothermic (∆S > 0) and energetically
favours the high temperature FM phase. In short, the analogies between heating and cooling
processes are outlined in table 4.1.

Following the steps described in section 2.1.1 the expressions for the multicaloric entropy
change can be written in the case of FeRh as:

∆S(T, p′ → 0,0 → H ′) =

∆S(T, p′,0 → H ′)+∆S(T, p′ → 0,0)+
∫ 0

p′

∫ H ′

0

∂

∂T

(
∂M
∂ p

)
T,H

d pdH (4.19)

∆S(T,0 → p′,H ′ → 0) =

∆S(T,0,H ′ → 0)+∆S(T,0 → p′,H ′)+
∫ p′

0

∫ 0

H ′

∂

∂T

(
∂M
∂ p

)
T,H

d pdH (4.20)

On the one hand, equation (4.19) refers to an entropy change driven by a magnetizing and
decompressing process which favours the high temperature FM phase. Thus, as previously
explained this multicaloric entropy change must be computed by the matrix M∗(T, p,H)

originated from the experimental heating curves. On the other hand, the values of ∆S
computed by equation (4.20) must correspond to experimental cooling curves because they
refer to the FM → AFM transition.

The first and second terms on the right hand side in equations (4.19) and (4.20) refer to
the magnetocaloric and barocaloric effects exhibited by application or removal of magnetic
field and pressure, respectively, departing from the initial thermodynamic state at which the
multicaloric ∆S is being computed. The third term is the cross-response term. For simplicity,
in the following we will restrict our study to the process described by equation (4.19). The
first two terms refer to the previously presented equations (2.8) and (2.17) and are expressed
as
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I

II

III

IV

Fig. 4.20 Multicaloric entropy change ∆S(T,5 kbar → p′,0 → µ0H ′) at T = 305 K as a
function of p′ and µ0H ′. The plot is aimed at illustrating that the multicaloric entropy change
∆S(T,0,5T) can be equivalently computed with independence of the path from the initial
state at (5 kbar,0) to the final state at (0,5T) as marked by the black arrows (I, II, III, and
IV).

∆S(T, p′,0 → H ′) =
∫ H ′

0

(
∂M
∂T

)
p′,T

dH (4.21)

∆S
(
T, p′ → 0,0

)
=
∫ 0

p′

(
∂M
∂ p

)
T,H(

∂M
∂H

)
T,p

(
∂M
∂T

)
H,p

d p (4.22)

where for this particular case the reference conjugate displacement X1 from which the
multicaloric entropy change is derived is the magnetization M which exhibits a cross-response
by applying pressure as a secondary field y2 = p.

If one remembers that entropy is a state function, it can be assumed that the system is
in thermodynamic equilibrium while the fields are applied or removed, and interconnected
thermodynamic paths taking the system from the initial state (5kbar,0) to the final state
(0,5T) can be considered, as illustrated in figure 4.20. Thus, the total entropy change which
accounts for the multicaloric entropy change is independent of the path and one can trace
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the two alternative paths depicted in figure 4.20 with the resulting contributions to the total
entropy change:

∆S(T, p′ → 0,0 → H ′) = ∆S(T, p′,0 → H ′)+∆S(T, p′ → 0,H ′) (4.23)

∆S(T, p′ → 0,0 → H ′) = ∆S(T, p′ → 0,0)+∆S(T,0,0 → H ′) (4.24)

where the terms in (4.23) and (4.24) are expressed as in (4.21) and (4.22) with the appropriate
integration limits. The path described by equation (4.23) is marked by the arrows in the left
half of figure 4.20 (arrow I refers to the first term in equation and II, to the second) and the
arrows in the right half depict the path related to (4.24) (arrow III refers to the first term in
equation and IV, to the second) .

Therefore, the three expressions (4.19), (4.23), and (4.24) represent equivalent ways
of computing the multicaloric entropy change ∆S(T, p′ → 0,0 → H ′). We can restrict the
analysis to p′ = 5 kbar and µ0H ′ = 5 T and compute the corresponding contributions to the
entropy change in each case as shown in figure 4.21. Panel (a) displays the multicaloric
entropy change for the whole process and (b) shows the three terms on the right hand side
in (4.19) decomposing the multicaloric response. The cross-response term has an important
role in balancing the fact that the two terms describing the magneto- and the barocaloric
effects are not thermodynamically connected as illustrated in figure 4.20. Panel (c) shows the
two contributions arising from the path described by (4.23) and panel (d) displays the terms
in (4.24). Thus, the sum of each contribution in each panel (b), (c) and (d) lead to the same
multicaloric entropy change depicted in panel (a). While panels on the left hand side [(a)
- (d)] illustrate the multicaloric entropy change for the field-driven AFM → FM transition
which results in an endothermal process with positive values of the entropy change, panels
on the right hand side [(e) - (f)] display the corresponding terms related to the field driven
FM → AFM transition which lead to an exothermal process with negative values for the
entropy change.
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Fig. 4.21 (a) Multicaloric entropy change for a process consisting in a removal of pres-
sure (5 kbar) and application of magnetic field (5 T). (b) Each of the three terms which
decompose the multicaloric entropy change as shown in equation (4.19): the magne-
tocaloric effect at 5 kbar, the barocaloric effect at 0 T and the cross-response (CR) term,∫ 5T

0

∫ 0

5kbar

∂

∂T

(
∂M
∂ p

)
T,H

d pdH. Panels (c) and (d) show the terms in (4.23) and (4.24),

respectively. Panels on the right hand side illustrate the corresponding terms related to a
process consisting in a removal of magnetic field (5 T) and application of pressure (5 kbar):
the multicaloric entropy change (e), the terms written in (4.20) (f), and the entropy changes
related to alternative thermodynamic paths in (g) and (h).
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Fig. 4.22 Coloured contour maps of the barocaloric entropy change ∆S(T,5kbar → p′,µ0H)
at 0 (a) and 5 T (b). The magnetocaloric entropy change ∆S(T, p,0 → µ0H ′) at 0 (e)
and 5 kbar (f). The cross-response term (equation 4.19) for the thermodynamic process
(5kbar → p′,0 → 5T) in (c) and (5kbar → 0,0 → µ0H ′) in (g). The multicaloric entropy
change ∆S(T,5kbar → p′,0 → µ0H ′) as a function of p′ (d) and µ0H ′ (h). The corresponding
colour charts are shown on the right hand side.



4.4 The multicaloric effect driven by hydrostatic pressure and magnetic field 109

Fig. 4.23 Coloured contour maps of the barocaloric entropy change ∆S(T,0 → p′,µ0H)
at 0 (a) and 5 T (b). The magnetocaloric entropy change ∆S(T, p,5T → µ0H ′) at 0 (e)
and 5 kbar (f). The cross-response term (equation 4.20) for the thermodynamic process
(0kbar → p′,5T → µ0H ′) in (c) and (0 → 5kbar,0 → µ0H ′) in (g). The multicaloric entropy
change ∆S(T,0 → p′,5T → µ0H ′) as a function of p′ (d) and µ0H ′ (h). The corresponding
colour charts are shown on the right hand side.
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A further step is to consider an arbitrary value of the pressure within the range p′ ∈ [0,5]
kbar and any value of the magnetic field within µ0H ′ ∈ [0,5] T for a more general description.
Results for the computed entropy change are shown in the coloured contour plots in figure
4.22 which display the abovementioned entropy terms as a function of temperature and
pressure (left panels), and magnetic field (right panels). The barocaloric effect at 0 T and at
5 T is shown in panels (a) and (b) and the magnetocaloric effect at 0 kbar and at 5 kbar in
panels (e) and (f), respectively. The cross-response term as a function of pressure 5kbar → p′

once magnetic field has been applied 0 → 5 T is shown in panel (c) and as a function of
the magnetic field 0 → µ0H ′ once pressure has been removed 5kbar → 0 is shown in panel
(g). The sum of panels (a) and (c) leads to the results shown in panel (d) which refer to the
multicaloric entropy change as a function of p′ once the magnetic field has been applied. The
sum of panels (f) and (g) leads to the results shown in panel (d) which refer to the multicaloric
entropy change as a function of µ0H ′ once pressure has been removed. Figure (4.23) display
the analogous panels to figure 4.22 related to the process of application of 5 kbar and the
removal of 5 T which drive the FM-AFM transition and give rise to an exothermal process
with negative values of the entropy change.

The multicaloric response is depicted by the isothermal contour plots for selected values
of the temperature (T = 275, 290, 305, 320, 335, and 350 K) as a function of the pressure
drop and the applied magnetic field presented in figure 4.24 (a), (b), (c), (d), (e), and (f),
respectively, and as a function of the magnetic field drop and the applied pressure in (g),
(h), (i), (j), (k), and (l), respectively. In comparison to the pure BCE or the pure MCE,
the illustration of the results concerning the multicaloric entropy change is more complex
due to the fact that its magnitude depends on temperature and the two fields. For a better
understanding of the interconnection of the contents presented in figures 4.21, 4.22, 4.23 and
4.24, it can be useful to note that the values of the entropy change at the top right corners
with coordinates (5kbar → 0,0 → 5T) for panels (a) - (f) in figure 4.24 or the values with
coordinates (0 → 5kbar,5T → µ0H ′) for panels (g) - (l) coincide with the values depicted
in figure 4.21 (a) and (e) at the corresponding temperatures, respectively. The slices of the
contour plots in figure 4.22 and 4.23 at the top position where p′ = 0 kbar or µ0H ′ = 5 T or
p′ = 5 kbar or µ0H ′ = 0 T coincide with the plots of the corresponding terms in figure 4.21.

In all cases ∆S increases with increasing magnetic field and increasing pressure drop,
up to a saturation value around 11 J kg−1K−1 which coincides with the reported transition
entropy change for the magnetostructural transition in Fe-Rh previously presented in figure
4.8 (c). It is noted that the material exhibits a large multicaloric entropy change over a broad
range of magnetic field and pressure values. The larger the pressure drop, the smaller the
magnetic field required to achieve the saturation value; conversely, the larger the magnetic
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Fig. 4.25 Transition entropy change ∆St = (99.81−0.49p+2.17µ0H −0.27(µ0H)2)/9.5
as a function of pressure and magnetic field. The plot has been computed by use of the
expression (4.25) and the heating magnetization curves parameters which are applicable to
thermodynamic processes consisting in an application of magnetic field and/or a removal of
pressure.

field applied, the smaller the pressure drop required. As shown in figures 4.22, 4.23 and 4.24,
it is also remarkable that the region where ∆S increases from zero to the maximum value (the
multi-coloured bands) is rather narrow, indicative of a very large multicaloric strength.

As previously explained, the ratio
∆Mt

∆St
remains constant as a consequence of the validity

of equation (4.8). Therefore, the transition entropy change ∆St at which the multicaloric
saturates is forced to follow the pressure and magnetic field dependence of ∆Mt(T, p,H)

presented in figures 4.15 (c) and (d). Consequently, the values of the ∆St must exhibit a
relative reduction as the values of the applied pressure increase in parallel with the small
relative reduction of the ∆Mt illustrated in figure 4.15 (c) and (d). ∆St values are derived by
applying the Clausius-Clapeyron equation,

∆St(T, p,H) =
∆Mt(T, p,H)

dTt

dH

(4.25)

where the expression for ∆Mt is computed by subtracting MFM −MAFM in equations (4.10)

and (4.9) and
dTt

dµ0H
values are found in equations (4.6) and (4.7). Results computed from
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heating data are presented in figure 4.25. The barocaloric effect is then expected to saturate
at lower values as seen in figure 4.22 (a) (∼ 10JK−1kg−1). In comparison with this plot, the
magnetocaloric effect shown in panel (e) saturates at slightly larger values (10.7JK−1kg−1

as well as the barocaloric effect at a constant field of 5 T shown in panel (b) (10.7JK−1kg−1)
because the applied magnetic field forces a larger magnetization change at the transition.
In this sense, this marginal decrease of the saturation entropy change is clearly evidenced
in figure 4.22 (d) and (h) and at T = 320, 335 K in figure 4.24 (d) and (e) as the caloric
effect is induced by a pressure change rather than a magnetic field change. In short words,
the magnitude of the multicaloric entropy change depends on the competition between the
magnetocaloric and the barocaloric character which originate the thermal response. The
predominance of the barocaloric character leads to a slight reduction of the values at which
∆S saturates.

From figures 4.21, 4.22 and 4.23 it is seen that a suitable combination of magnetic field
and pressure significantly expands the temperature range where large (giant) values of the
entropy change are obtained in comparison with the narrower temperature windows restricted
to the pure magnetocaloric and barocaloric effects. It is worth noting that a large temperature
window for the entropy change not only results in a larger operational range in potential
refrigeration devices, but also increases the reproducibility of these large entropy values upon
pressure and magnetic field cycling. Furthermore, as shown in panels (a), (b), (e) and (f)
in figures 4.22 and 4.23 the application of a constant secondary field tunes the temperature
window at which the primary field drives the caloric effect. Accordingly, the temperatures at
which the barocaloric effect (magnetocaloric effect) is exhibited are shifted towards lower
(higher) values under the influence of magnetic field (hydrostatic pressure).

The inverse nature of the magnetocaloric effect combined with the conventional barocaloric
effect results in a peculiar multicaloric response in Fe-Rh. As outlined in table 4.1 and ex-
plained along this section, if the changes on the applied pressure and magnetic field have
different sign, the multicaloric effect is strengthened, whereas changes of the same sign lead
to a competition between fields favouring either the AFM or the FM phase. Figure 4.26
(a) displays the computation of ∆S(T,0 → H ′,0 → p′) = ∆S(T, p′,H ′)−S(T, p = 0,H = 0)
derived from the mean field model described in the appendix B which do not include hys-
teresis so that we can gain insight on the multicaloric behaviour obtained upon application
(or removal) of the two fields. At low values of magnetic field [top panels in the figure 4.26
(a)], the barocaloric effect dominates and application of pressure reduces the compound’s
entropy. As the magnetic field magnitude is increased, the inverse effect gains significance
as evidenced by the expanded temperature window where the entropy change is positive.
Interestingly, the multicaloric entropy change reverses sign for a particular combination of
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Fig. 4.26 (a) Temperature dependence of the multicaloric isothermal entropy change,
∆S(T,0 → H,0 → p) for selected values of applied magnetic field and applied hydrostatic
pressure following the results derived from the model described in the appendix B. (b)
Isothermal contour lines where multicaloric entropy reverses its sign.
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pressure and magnetic field. This effect is described in more detail in figure 4.26 (b) which
depicts the isothermal lines on a (p,H) plane where the multicaloric entropy change reverses
its sign. These lines are projections of the phase diagram (see the AFM → FM plane in figure
4.14) onto the (p,H) (horizontal) plane. For p and H values to the right of each isothermal
line, the multicaloric entropy change ∆S(T,0 → p′,0 → H ′) > 0, while for values on the
left hand side, ∆S(T,0 → p′,0 → H ′)< 0. It is therefore demonstrated that very fine tuning
of the caloric and multicaloric response can be achieved by simultaneous (or sequential)
application of magnetic field and pressure to this Fe-Rh system.

The hysteresis inherent to the first-order transition represents a drawback with regards to
the magnitude and the reproducibility of the thermal response upon field cycling. The width
along each of the three axis of the region bounded by the two planes in figure 4.14 depicts
the additional temperature ∆TH , pressure ∆pH and magnetic field ∆HH cost to be paid for the
attainment of the reversibility of the caloric effect. Following (4.6) and (4.7), the hysteretic
region has a slight field dependence:

∆TH = TAFM→FM −TFM→AFM = 10.2+0.4µ0H +0.1p (4.26)

µ0∆HH = µ0(HAFM→FM −HFM→AFM) = 2.4−4.3 ·10−4T +1.6 ·10−2 p (4.27)

∆pH = pAFM→FM − pFM→AFM =−2.5+2.6 ·10−3T −3.9 ·10−2
µ0H (4.28)

In this regard, it has recently been reported that in a metamagnetic shape memory alloy,
magnetization of the sample at atmospheric pressure and demagnetization under an applied
hydrostatic pressure of 1.3 kbar resulted in a significant reduction of hysteresis [91]. This
phenomenon is attributed to the shift of the first-order transition to lower temperatures with
magnetic field, and the shift towards higher temperatures with hydrostatic pressure. In our
Fe49Rh51 specimen magnetic field and pressure also shift the magnetostructural transition
in a similar way, as discussed in previous sections and therefore a reduction of hysteresis is
also expected from the combined effect of H and p. This phenomenon is illustrated in figure
4.27 (a) which shows isothermal magnetization loops at atmospheric pressure and under an
applied pressure of 1.7 kbar. It is seen that the hysteresis is almost suppressed by magnetizing
the sample at atmospheric pressure and demagnetizing it under 1.7 kbar. However, such
a reduction in hysteresis is only apparent because the reduction of hysteresis in magnetic
field occurs at the expense of hysteresis in pressure. This fact is illustrated in figure 4.27 (b)
which indicates the actual thermodynamic path followed by the sample in such a combined
magnetic field/pressure cycle.
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Fig. 4.27 (a) Isothermal magnetization obtained on increasing and decreasing magnetic field
at selected (constant) values of hydrostatic pressure. (b) Isothermal magnetization surface
as a function of pressure and of magnetic field. The red arrows indicate a complete loop
corresponding to increase of magnetic field at atmospheric pressure (path I), application of
a 1.7 kbar pressure in the FM phase (path II), removal of the magnetic field under 1.7 kbar
(path III), and removal of hydrostatic pressure in the AFM phase (path IV).
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It is instructive to compare the energy dissipated in a magnetic field loop (at atmospheric
pressure) EH , to that dissipated in the combined cycle EH,p. These quantities are computed
as:

EH = µ0

∫
HdM(T,H,0) (4.29)

and
EH,p = EI +EII +EIII +EIV (4.30)

where EI , EII , EIII and EIV correspond respectively to the work associated with trajectories I,
II, III and IV indicated in figure 4.27 (b). Under the assumption that volume compressibilities
of AFM and FM phases are similar (κAFM ≃ κFM), and∫

I
HdM(T,H,0)≃

∫
III

HdM(T,H, p) (4.31)

this expression reduces to
EH,p ≃ ∆p∆v (4.32)

where ∆v is the difference in the atomic volume of the two phases.
For our Fe49Rh51 sample we obtain EH ≃ 115 J kg−1 and EH,p ≃ 170 J kg−1. While the

energy corresponding to the multicaloric loop is marginally larger than that corresponding
to the magnetic field loop (at constant pressure) it is worth noticing that both quantities are
much smaller than the latent heat of the transition (∼ 3300 J kg−1).

For the sake of completeness, figure 4.28 presents an example of a converse cycle at the
same temperature (300 K) in which the transition is pressure-driven, instead of being driven
by magnetic field, and illustrates that alternative thermodynamic cycles can also yield to the
apparent hysteresis reduction.

4.4.4 Summary and conclusions

Materials with cross-response to more than one external field are particularly interesting [1].
In Fe-Rh application of hydrostatic pressure enhances the stability of the AFM phase and
shifts the H −T transition line to higher temperature values, and application of magnetic
field enhances the stability of the FM phase and shifts the p−T transition line to lower
temperature values.

We have presented a thorough study of the multicaloric behaviour of Fe-Rh where the
mechanical and magnetic contributions have been determined, as well as the contributions
due to the cross-response of the alloy arising from the interplay between magnetism and
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Fig. 4.28 (a) Isothermal magnetization obtained on increasing and decreasing pressure
at selected (constant) values of magnetic field. (b) Isothermal magnetization surface as
a function of pressure and of magnetic field. The red arrows indicate a complete loop
corresponding to increase of pressure at 3.5 T (path I), removal of a magnetic field of 1.1 T
in the FM phase (path II), removal of the pressure under 2.4 T (path III), and application of
magnetic field of 1.1 T in the AFM phase (path IV).
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structure. It has been shown that the combined effect of two external stimuli lead to interesting
multicaloric properties: it is possible to enlarge the temperature window where giant effects
are observed, and also, the material can be shifted from heating to cooling by a fine tuning
of pressure and magnetic field. Interestingly, the reproducibility of the barocaloric and
magnetocaloric effects can be ensured if magnetic field and pressure are conveniently applied
as a secondary field, respectively. In this sense, a thermodynamic cycle including the
application and removal of ∼ 1 T magnetic field is indicated to ensure the full reproducibility
of the barocaloric effect, whereas the application and removal of ∼ 1.7 kbar hydrostatic
pressure might yield to a reproducible magnetocaloric effect. In Fe49Rh51 application of
magnetic field results in just a small increase of the pressure-induced entropy change because
the magnetostructural transition occurs well below the Curie point, but for materials with a
magnetostructural transition close to the Curie point it is expected that the combined effect
of pressure and magnetic field can result in a significant enhancement of the entropy change
corresponding to pure barocaloric and magnetocaloric effects.
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4.5 Magnetocaloric effect under uniaxial compression

4.5.1 Sample details

The sample used for the experiments was a long shaped parallelepiped Fe49Rh51 polycrys-
talline specimen which was cut from a different batch of the studies presented in the previous
sections. The sample mass was 468.715 mg and the dimensions were 3.3×3.1×6.6 mm3.

4.5.2 Experimental details

• A previous calorimetric characterization of the AFM-FM transition at zero fields has
been performed with a DSC Q2000 from TA instruments at rate 15 K min−1.

• Calorimetric measurements under uniaxial stress and magnetic field were performed
using the setup described in section 3.3 for stress values σ = -2.9, -54.7, -100.6, -111.7,
and -147.4 MPa, and magnetic field values µ0H = 0, 1, 2, 3, 4, 5, and 6 T, while
temperature is scanned at a rate 0.4 K/min; and isothermal measurements at selected
values of the compressive stress (σ = -2.9, -54.7, -100.6, -111.7, and -147.4 MPa)
while magnetic field is scanned at a rate 0.33 T/min.

4.5.3 Results and discussion

The first-order magnetostructural transition at zero magnetic field and in the absence of
uniaxial stress in the present sample exhibits similar features as in the previous cases. The
enthalpy and entropy changes are computed from the thermogram shown in 4.29 and display
slightly lower values (∼ −10%) in comparison to the sample batch used for the previous
sections, i. e. ∆Ht = 3500 J kg−1 and 11 J K−1 kg−1. The temperatures at the peaks identify
the transition temperature values upon cooling and heating and correspond to Ttc = 311.9 K
and Tth = 321.5 K, respectively.

Figures 4.30 and 4.31 show representative calorimetric runs collected at constant values of
magnetic field H and stress σ upon heating and cooling, respectively. As explained in section
3.3.1, the current experimental system displays a lower sensitivity in comparison with the
other calorimetric setups employed for the previous sections which hinders a net calorimetric
characterization of the first-order transition. Despite of that, transition temperatures T (σ ,H)

can be clearly tracked as a function of the applied magnetic field and uniaxial compressive
stress because there is still evidence of the peak temperature as indicated by the arrows in
figures 4.30 (heating runs) and 4.31 (cooling runs).
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Fig. 4.29 Differential scanning calorimetry heating and cooling runs at 15 K/min performed
with a TA Q2000 setup.

Figure 4.32 shows the isothermal measurements in which the magnetic field has been
scanned under constant stress σ and temperature T . Each isothermal measurement has been
performed after a previous thermal excursion as described in section 3.1.1 and includes a
set of magnetic field scans so that the reproducibility of the magnetocaloric effect at each
value of the temperature and uniaxial stress can be analysed. The peak of the thermogram
identifies the critical magnetic field which drives the transition at each temperature.

Figure 4.33 illustrates the behaviour of the transition temperature as a function of H

(a) and σ (b) and the corresponding parameters
dTt

dσ
(c) and

dTt

dµ0H
(d) obtained from the

linear fits from both the isofield and the isothermal measurements. Experimental data
exhibit excellent linearity and we can assume a linear behaviour of the transition temperature
expressed as:

T (σ ,H) = T0 +
dT
dσ

σ +
dT
dH

H (4.33)

The linear fits from both the isofield and isothermal measurements depicted in (a) and

(b) display good agreement and can provide
dTt

dσ
and

dTt

dµ0H
values if each parameter is

properly identified from equation (4.33). Average values of experimental data allow the
parametrization of the transition temperature as a function of magnetic field and uniaxial
stress:
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T (σ ,H) = (−10.1±0.2)µ0H +(−0.030±0.007)σ +(329.5±0.7) (4.34)

T (σ ,H) = (−10.0±0.4)µ0H +(−0.026±0.003)σ +(316.1±1.4) (4.35)

where (4.34) refers to heating or a process of application of magnetic field and (4.35) refers
to cooling or a process of a field removal. Figure 4.34 illustrates the T (σ ,H) planes given
by the previous equations together with the experimental points. At this point, these results
can be compared with the previously given equations (4.6) and (4.7) and the corresponding
plot shown in figure 4.143. The isotropic ω ∼ 1% volume expansion associated with the
AFM → FM first-order transition involves a deformation matrix expressed as [92]:

εεε =

ω/3 0 0
0 ω/3 0
0 0 ω/3

 (4.36)

where the diagonal values related to a pure dilation are given by εii =
ω

3
. Thus, the Clausius-

Clapeyron equation is written for the uniaxial stress along the i direction case and for the
hydrostatic pressure case as:

eCE :
dTt

dσ
=

ω

3∆St
BCE :

dTt

d p
=

ω

∆St
(4.37)

Accordingly, Fe49Rh51 is expected to exhibit a much higher sensitivity to the applied hydro-
static pressure in comparison with the uniaxial stress with a ratio

dTt

d p

(
dTt

dσ

)−1

= 3 (4.38)

With respect to the experimental data shown in this section, the shift of the transition
temperature by application of each type of mechanical stress are given by:

Heating:
dTt

dσ
=−0.030±0.007K MPa−1 dTt

d p
= 0.062±0.01K MPa−1 (4.39)

Cooling:
dTt

dσ
=−0.026±0.003K MPa−1 dTt

d p
= 0.063±0.01K MPa−1 (4.40)

3For a proper comparison, it is worth noting that by convention a compressive mechanical force is described
by negative values of the applied stress σ and positive values of the hydrostatic pressure p, as explained in
section A. Results related to the BCE are given in units of kbar (100 MPa).
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The experimental values of the ratio
dTt

d p

(
dTt

dσ

)−1

are 2.1 (heating) and 2.4 (cooling),

which are slightly lower than their expected value given by 4.38. In this regard, the fact that
the present sample batch features lower ∆St values together with the larger experimental error
associated with the employed experimental technique might explain the slight overestimation

of the
dTt

dσ
values. Indeed, the fact that the values of

dTt

dµ0H
are also slightly overestimated in

comparison with the results obtained from the other sample batch and the other experimental
techniques would reinforce these suggestions. In this sense, reference [32] reported a shift of
dTt

dσ
∼−0.020K MPa−1, which would be closer to the relation given by (4.38). In this case,

the transition temperature shifted towards lower values due to the tensile character of the
applied uniaxial stress (σ > 0).

Taking into account the sensitivity functions provided in section 3.3.1, the calorimetric
peaks are integrated by following the expression given in section 3.1.1 which lead to the
magnetocaloric entropy change ∆S at selected values of the applied compressive stress. The
corresponding results are shown in figure 4.35. Due to the larger error associated with the
sensitivity functions S(T,σ) for the reasons explained in section 3.3.1, the integrated ∆S
values carry larger relative error (∼ ±7.5%). In parallel to the results shown in figure 4.9
(b), the magnetocaloric effect upon cyclic application of a 6 T magnetic field saturates at
values ∼ 12±1 J K−1 kg−1 and display excellent reproducibility over a temperature window
of ∼ 45 K. The application of the compressive uniaxial stress yields to a shift of the overall
caloric effect towards higher temperature values in analogy with the application of hydrostatic
pressure.

4.5.4 Summary and Conclusions

In summary, the influence of both magnetic field and compressive uniaxial stress on the
Fe49Rh51 first-order magnetostructural transition has been evaluated. Both fields yield to
an opposite behaviour at the phase diagram. On the one hand, application of compressive
uniaxial stress energetically favours the low-temperature low-volume phase. On the other
hand, application of magnetic field energetically favours the high-temperature phase FM
phase. In comparison with the case in which hydrostatic pressure is applied, the uniaxial
compression yields to a lower field sensitivity of the transition temperature (∼ 2.4 times
lower) due to the fact that hydrostatic pressure is the field which best couples the dilational
strain associated with the first-order transition. The magnetocaloric effect exhibits an overall
shift to higher temperatures with increasing values of the applied compressive stress.
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Fig. 4.33 Transition temperature as a function of magnetic field at selected values of uniaxial
stress (a), and as a function of uniaxial stress at selected values of magnetic field (b). Lines
correspond to linear fits. Circles refer to isofield measurements and squares to isothermal
measurements. Solid symbols correspond to a process of heating or application of magnetic
field and open symbols to a process of cooling or removal of magnetic field. Panels (c) and

(d) illustrate the values of the shift of the transition temperature,
dT
dσ

and
dT

dµ0H
as a function

of the applied magnetic field and stress, respectively. Dashed red (heating/application of H)
and blue (cooling/removal of H) lines represent the average values and are employed for
parametrization of T (σ ,H).
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Fig. 4.34 Transition temperature as a function of magnetic field and uniaxial stress. Upper
red plane corresponds to the AFM to FM transition, and lower blue plane, to the FM to AFM
transition. Solid symbols stand for experimentally measured values. Red and blue symbols
are obtained from isothermal calorimetric measurements at selected values of applied stress
and correspond to a process of an application of magnetic field and a process of a removal of
the field, respectively. Values obtained from calorimetric measurements at constant magnetic
field and uniaxial stress are displayed by orange (heating runs) and purple (cooling runs)
symbols.
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Fig. 4.35 Magnetocaloric entropy change at selected values of the applied compressive
uniaxial stress σ = -2.9 (red), -100.6 (green), and -147.4 (blue) MPa. Symbols specify the
results computed from the isothermal calorimetric runs and lines are guides to the eye. Solid
circles and solid lines stand for the first magnetic field scan and open circles and dashed lines
refer to the subsequent scans.





Chapter 5

Giant caloric effects in Ni-Mn based
Heusler alloys

In 1903 the German chemist and mining engineer Friedrich Heusler discovered that Cu2MnAl
is ferromagnetic even though that each one of the three constituents is not magnetic by itself
[93, 94]. Since then, little research effort was devoted to their synthesis and the understanding
of their properties until their rediscovery in the last years. Nowadays, the family of Heusler
compounds refer to an extensive list of more than 1000 materials [11] and their interest has
remarkably increased due to their striking magnetic, structural and electronic features which
can lead to great functional and multifunctional properties like magnetic shape memory
properties [13], giant magneto- and mechanocaloric effects [5, 42, 92], magneto-optical
properties [95], polarization of the conduction electrons [96], tunability of the band gaps [97],
superconductivity [98], topological insulator behaviour [97], and thermoelectricity [99].

The present chapter is organized as follows. A first section is devoted to providing a
background description of the structural and magnetic properties in the Ni-Mn based shape
memory Heusler alloys. These materials are very appealing because the coupling between
structure and magnetism and their characteristic martensitic first-order transition confers
to these alloys a multicaloric character. For instance, it has recently been shown that the
magnetocaloric effect can be suitably tuned by the combined application of magnetic field
and hydrostatic pressure [91]. In shape memory alloys, their associated martensitic transition
usually takes place with a negligible volume change. However in magnetic alloys, the balance
between magnetic and structural free energies can lead to differences in the volume of the
unit cell of the high and low temperature phases [100, 101]. In that case, the first-order
transition will be sensitive to applied hydrostatic pressure. Giant magnetocaloric [13, 102],
barocaloric [5] and elastocaloric [103] effects have already been reported for these alloys
and the present work is aimed at contributing to the characterization of these phenomena.
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Fig. 5.1 Periodic table of the elements in which the coloured regions are indicative of the
typical X-Y-Z elements which constitute a Heusler alloy, after [104].

An analysis of the magneto- and mechanocaloric effects has been performed on an
extensive list of materials which have been tailored by considering their structural and
magnetic properties. As will be shown, we have tuned a number of key parameters such as
the transition temperatures Tt and their distance to the Curie temperature TC, the hysteresis,
the transition entropy change ∆St , or the sensitivity of the transition temperatures with the
applied fields. For a better comparison of the their caloric performance, table 5.1 compiles
important caloric parameters of the materials under study. The second section of this chapter
describes the giant MCE in Ni51Mn33.4In15.6, with tailored composition such that it exhibits
a remarkably low thermal hysteresis of 4 K. The third section is devoted to a systematic
analysis of the MCE and BCE on a number of low hysteresis Ni-Mn-In samples which
allows determining a series of general trends for the performances associated with both
effects. The magneto- and barocaloric effects on a series of Ni-Co-Mn-Ga-In alloys are
presented in the fourth section. The fifth section presents the MCE exhibited by a composite
of Cu-doped Ni-Mn-In components as an strategy for enlarging the caloric operation range.
The sixth section reports a thermodynamic study which contributes to the understanding of
the intermartensitic transition phenomena, since it is still not well established if these changes
occur through a phase transition or not. Finally, the last section outlines the corresponding
general conclusions.
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5.1 Physical properties of Ni-Mn based Heusler alloys

Heusler materials are intermetallics ternary compounds displaying the characteristic Heusler
cubic phase in which the X, Y and Z atoms are arranged on four interpenetrated fcc lattices. In
general, we can divide the Heusler compounds into two families: (i) the full-Heuslers family
which respond to the X2YZ stoichiometry and their characteristic phase is the cubic L21

crystallographic structure which belongs to the Fm3̄m space group, and (ii) the half-Heuslers
family which respond to the XYZ stoichiometry and have a cubic C1b structure (F 4̄3m space
group). As illustrated by the coloured regions of the periodic table shown in figure 5.1, the
Heusler phase usually crystallizes when the X and Y are transition metals (sometimes the Y
element can be a rare earth) and Z is a main group element, even though these conditions
do not involve stability of this phase. The magnetic and electronic properties of these
materials have strong correlations with their structural features, the atomic arrangement in the
crystallographic structure and the particular interatomic distances. There exists a particularly
rich diversity of Heusler materials with non-stoichiometric composition, as well as other
groups of Heusler materials like the quaternary Heuslers which have two different elements
X and X’ and a resulting composition (XX’)YZ [11]. Thus, tailoring their physical properties
of Heusler compounds, such as the prevalence of ferromagnetic order or the existence of
first-order transitions to other energetically favorable phases, is possible by tuning their
structural features by procedures like adjusting the composition, doping the material with
other elements, or tuning the annealing temperature.

5.1.1 Structural properties and phase transitions

In the present thesis, the interest is focused on the Ni-Mn based full-Heusler (X = Ni, Y = Mn)
alloys and the corresponding vast family of materials which depart from the strict Ni2MnZ
stoichiometry and display a strong composition dependence of the physical properties. In
this case, the Z element can be either Ga, Al, In, Sn, or Sb. With regards to the study of the
giant caloric effects, the interest on Ni-Mn based Heusler materials relies on their particular
magnetic properties and the first-order martensitic transition with magnetostructural coupling
from the austenitic L21 phase to the martensitic phase with tetragonal L10 structure. In
general, the L21 phase is created after the A2 → B2 → L21 order-disorder transitions when
the material is cooled after its solidification [105, 106]. The A2 phase is the fully disordered
bcc cubic crystallographic structure and the B2 phase is the partially ordered phase which
consists on the bcc CsCl-type structure in which the Ni atoms occupy the corner positions
and the Mn and Z atoms randomly occupy the central positions. Typically, the degree of
atomic order in Heusler structures can be tuned by specific heat treatments and sometimes
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Fig. 5.2 Representation of the A2 (a), B2 (b), L21 (c), L10 (d, e) and the modulated 5M (or
10M) (f) and 7M (or 14M) (g) phases. For the case of A2 phase in (a), all atoms randomly
occupy the positions indicated by the grey balls, whereas for the B2 case shown in (b) the
black ball positions are occupied by either Mn or Z atoms and the white balls for Ni atoms.
The representation in (e) depicts a top view of the L10 structure. (a) and (b) panels have been
obtained from [105] and (c-g) from [13].
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Fig. 5.3 The magnetic and structural phase diagrams of Ni–Mn–Z Heusler alloys with Z as
(a) Sn, (b) In and (c) Ga, after [13]. The triangles and the circles correspond to the magnetic
and martensitic transformation temperatures respectively. The regions corresponding to the
different structures are separated by discontinuous lines. Small solid circles in (c) correspond
to the premartensitic transition temperature.

the full atomic arrangement of the L21 is not achieved and the materials display traces of
retained B2 phases. Both A2 and B2 crystallographic structures are drawn in figures 5.2
(a) and (b), respectively. In figure 5.2 (c) the L21 austenite phase is shown for the case
of Ni2MnGa which is the only stoichiometric Ni-Mn based Heusler material exhibiting a
martensitic transition, whereas in the other cases in which Z ̸= Ga the transition takes place
for compositions out of the stoichiometry as shown in figure 5.3, which depicts the phase
diagrams for the Z = Sn (a), In (b), and Ga (c) cases. The L21 phase can be described as a
bcc structure which results from the superposition of four interpenetrated fcc lattices, being
two of them equally occupied by Ni atoms. The Ni atoms occupy the Wyckoff position 8c
(1/4, 1/4, 1/4), the Mn atoms occupy the 4a (0, 0, 0) position and the Z atoms, 4b (1/2, 1/2,
1/2) [93].

As previously mentioned, in many Ni-Mn based Heusler alloys the L21 Heusler phase
becomes unstable upon cooling and transform to the more energetically favorable low
symmetry L10 tetragonal phase (space group P4/mmm). Typically, this is the case for
alloys with low concentractions of the Z element, since the L10 is the ground-state structure
of the parent NiMn compound [13]. However, in addition to the L21 → L10 first-order
transition, the austenite phases can also exhibit transitions to monoclinic structures which
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can be described as modulated variations of the martensite phase originated by shearing the
tetragonal L10 phase, as seen by comparing the top views of these structures in figure 5.2 (e),
(f), and (g). Figures (f) and (g) show top views of the low temperature modulated five-layered
(5M) martensite structure and the modulated seven-layered (7M) martensite monoclinic
structures, which are named as a function of the periodicity of the modulation.1 These two
kinds of modulations are the most frequent monoclinic structures in martensitic Ni-Mn based
Heusler alloys. Alternatively, the orthorhombic 4O phase can also be present. Recently, these
modulated structures have been interpreted as adaptive phases constituted of twin-related
nano-variants of the non modulated phase stacked with the appropriate periodicity which
enables minimizing the strain energy in the nucleation process [107]. In some cases, the
system exhibits a sequence of first-order transitions before it reaches the L10 ground state
structure which involve the presence of intermartensitic or premartensitic phases [14, 108],
such as the sequence L21 → 10M → 14M → L10. In relation to this, the first-order character
of the intermartensitic structural changes is discussed in section 5.7.

As corroborated by figure 5.3, many properties of the Ni-Mn based Heusler compounds
can be predicted by counting the average valence electron per atom e/a [109] determined
by the particular composition of the compound. Each phase diagram departs from the value
e/a = 8.5 given by the reference composition Ni50Mn50. At regions where the martensitic
transition takes place, it can be observed that the transition temperature Tt values increase by
increasing the value of e/a with great linearity. In families of materials with compositions
Ni2Mn1+xZx as the Heusler alloys studied in the present dissertation, an increment in the
value of x results in a decrease of e/a and, thus, a decrease of the martensitic transition
temperature. In addition, it can be seen that changing the Z element results in a variation of
the slope of the Tt vs. e/a regressions [13, 106]. With regards to the experimental values of
TC, it can be seen that they generally have comparable values within the temperature range
of T ∈ [300,400] K, even though the magnetic interactions originating the ferromagnetic
behaviour can significantly differ from compositions with one Z element to the other [110].

Martensitic transitions refer to the solid-to-solid diffusionless first-order transitions in
which the change in crystallographic structure is induced by the nucleation and growth of the
variants of the new phase by a shear-like behaviour of displacive nature. In the occurrence
of a martensitic transition, the new martensite phase nuclei experience a growth due to the
mobility of the habit phase (phase boundary) along the region with the Heusler L21 phase.
As will be discussed in the following paragraphs, the creation of this habit plane signifies
and energetic cost which contributes to the hysteresis. The tetragonal geometry of the L10

1In the literature, these phases are indistinctly labeled by either 5M and 7M or 10M and 14M, depending
on how the periodicity is defined. M refers to the monoclinicity to which the phase structure evolves as a
consequence of the modulation.
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Fig. 5.4 Sketches of the microstructure of the high temperature austenite phase (a) and the
low temperature martensite phase (b, c, d). In case of ferromagnetic order at the martensite
phase, each twin variant is associated with a particular magnetic domain. In absence of
magnetic field (b), the twin variants are distributed so that they minimize the magnetostatic
energy [13]. As shown in (c), as the magnetic field is applied, certain magnetic domains
are energetically favoured and they expand due to the motion of the corresponding twin
boundaries. At sufficiently high magnetic fields (d), the magnetic domains are already aligned
with the magnetic field. The microstructure rearrangement prompts the superelastic and
magnetic shape memory properties.
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structure allows the formation of three different twin variants as a function of their orientation.
The martensite phase consists in a complex microstructure of twin variants which, in turn,
are separated by hierarchically distributed twin boundaries on many length scales [111]. If
none of the variants is energetically favoured by application of external fields, the absence
of a preferred orientation prompts the distribution of the twin variants on the three possible
orientations. In view of the superelastic behaviour exhibited by these materials with strain
values up to 10% [112], a high mobility of the twin boundaries favours a proper alignment
of the variants along the preferred orientation given by the applied stress [111]. Sometimes,
by virtue of the magnetostructural interplay the twin-variant reorientation can be induced
by means of applied magnetic fields. Figure 5.4 sketches the microstructure at the austenite
and martensite phases and the mobility of the magnetic martensite variants by application of
magnetic field which promotes the growth of certain variants. Hence, the re-accommodation
of variants and the field-induced deformations are explained by the deformation processes
(twinning) mediated by a proper shear. An analysis of the crystallographic conditions of
these processes yields to the definition of two types of twins (type I and type II). Each type of
twin stands for a particular configuration of variants with specific orientations on each side
of the twin plane [113]. In relation to this, the reorientation of magneto-elastically coupled
domains on application of magnetic field gives rise to the magnetic shape memory effect
and the superelastic properties. If the reverse transition to the austenite phase is driven by
either a heating process or by application or removal of a certain thermodynamic field (stress
or magnetic field), the twinned structure disappears and, thus, the undeformed structure is
recovered.

The magnetic anisotropy energy density K, i. e. the energy cost of rotating the magnetic
moment of a single crystal from the easy to the hard direction, plays an important role on the
magnetic properties of these materials. While the L21 cubic phase has low magnetocrystalline
anisotropy, the martensite phase can display significant values of magnetic anisotropy in
the special case in which the Z component is Ga. Low values of magnetic anisotropy K
facilitate the local rotation of the magnetic moments within the twin variants structure. As the
value of K increases, the rotation and mobility of the structural domains and the alignment
of the corresponding easy axis with the applied magnetic field becomes more energetically
convenient than deflecting the local magnetic moments. Thus, the magnetoelastic coupling of
the twinned structure with the magnetic domains results from a competition between magnetic
anisotropy K and the elastic energy associated with the mobility of the twin bowndaries.

The nucleation and growth procedures associated with the martensitic transition lead to a
hysteresis and, thus, an energy cost for the first-order transition to be completely field-driven.
As explained in section 2.2.3, these energy losses inherent to first-order transitions must



140 Giant caloric effects in Ni-Mn based Heusler alloys

be reduced in view of a better energetic efficiency for cooling applications. A number of
strategies and procedures have been suggested for the minimization of the hysteresis effects in
Heusler compounds, as avoiding the additional energetic cost associated with the nucleation
process by cycling the materials through minor loops [114, 115] or introducing artificial
defects by nanoindentation which act as nucleation sites [116].

From the structural point of view, the hysteresis is associated with the geometrical com-
patibility between the martensite and the austenite phases [117–119]. When the first-order
transition takes place, millions of austenite/martensite interfaces are created. The volume
change associated with the phase transition generates stress in each island of martensite
growing in the austenite matrix and vice versa. This hinders the energetical favority of the
phase transition and represents a contribution to enhance the hysteresis loops. In addition,
this concentration of stresses at the transition layer generates a gradual degradation of the
material upon field cycling due to the promotion of dislocations and microcracks growth
[119] at the microstructure. We can define U as the matrix in the cubic basis related to the
linear transformation which maps the austenite to the martensite lattice [120]. It is only
a function of the lattice paramaters and it also measures the volume ratio of martensite to
austenite phases so that detU = 1 when there is no volume change upon the transition. Hence,
a first condition for better reversibility in the martensitic transition is detU = 1. We can now
define λ1, λ2, and λ3 as the ordered ( λ1 ≤ λ2 ≤ λ3) eigenvalues of the distortion matrix U.
In general, a low-elastic-energy transition layer can exist in particular arrangements of the
martensite variants (type I and type II) in which a specific rotation of the variants allows
a proper accommodation of the microstructure due to their fine twinning. This situation
is depicted in figure 5.5. In general, these conditions are only satisfied for certain volume
fractions of each of the two variants: f and 1− f . Furthermore, it can be demonstrated that
λ2 = 1 is a necessary and sufficient condition for the compatibility between austenite and
martensite phases, so that the fine twinning configuration of the martensite phase disappears
because in this especial case f = 0 or f = 1 [121]. Accordingly, it has been reported that a
successful strategy for reducing the hysteresis is tailoring materials with λ2 → 1 [118, 120].

At this point, a further step is to consider a third set of conditions on the lattice parameters
and the twin system. These conditions are named as the cofactor conditions and imply the
existence of a low elastic energy interface for any value of the volume fraction of the twin
variants, 0 ≤ f ≤ 1 [122]. Following the description given in [119], these conditions can be
given in a simplified form as:



5.1 Physical properties of Ni-Mn based Heusler alloys 141

Fig. 5.5 Sketch of the interface region between austenite and martensite phases. Martensite
configuration corresponds to a twin system which meets compatibility with the austenite
phase and minimizes the elastic energy at the transition layer. U1 and U2 are the distortion
matrices of variants 1 and 2, respectively. The twin system configuration relies on a particular
rotation of the variant 2 (RU2), and its periodic arrangement with the variant 1. In general,
this is satisfied for certain volume fractions f of variant 1, and 1− f of variant 2.

•λ2 = 1 •

XI := |U−1ê|= 1 for type I twins.

XII := |Uê|= 1 for type II twins
(5.1)

where ê is the twinning axis and is given as a function of the eigenvalues and the eigenvectors
of U [119]. When these conditions are satisfied, it has been show that the martensitic
transition exhibits high reversibility and weak degradation during cycling [117, 120].

5.1.2 Magnetic properties

It is well known that the elementary Mn atom orders antiferromagnetically, but ferromagnetic
order can appear in structures which increase the distance between manganese atoms rMn−Mn

and, thus, increase the value of the fraction
rMn−Mn

rd
as follows from the Bethe-Slater curve

[123] illustrated in 5.6 (a), where rd is the radius of the 3d orbital. This yields to a change in
sign of the exchange integral J in the Heisenberg hamiltonian Hi j =−2JSiS j from a negative
(antiferromagnetic order) to a positive value (ferromagnetic order).
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Fig. 5.6 Diagrams of the exchange interaction parameter J between magnetic moments. (a)
The Bethe-Slater curve illustrating the value of J as a function of the
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rd
, where rA−B is the

interatomic distance and rd is the radius of the 3d orbital. (b) Sketch of the indirect exchange
coupling constant J calculated by the RKKY interaction as a function of the interatomic
distance.

The origin of the magnetic behaviour of Ni-Mn based Heusler materials is a complex
question. The magnetic properties in this family of materials are strongly linked to the
role of Mn atoms and the structure. In the L21 phase, the interatomic rMn−Mn distance is
too big for a simple description restricted to the direct exchange interaction between their
magnetic moments. Since the study of Kübler et al. in 1983 [12] based on the first free
density functional theory calculations of the exchange interactions on a series of full Heusler
alloys with composition X2MnY, it is established that Mn atoms mainly confine the magnetic
moment as a result of the exclusion of the minority-spin electrons. The interaction can
be described in terms of the RKKY (Ruderman-Kittel-Kasuya-Yosida) interaction which
describes the indirect coupling mechanism of the localized magnetic moments at site i and j
in a metal by means of conduction electrons, which belong to the s and p energy levels. Thus,
the magnetic moment in i polarizes the electron gas which, in turn, is able to polarize the
magnetic moment in j. The resulting exchange energy which describes the indirect exchange
interaction is plotted in figure 5.6 and takes over a few interatomic distances. As shown in
figure 5.6, this energy has an oscillatory pattern and, consequently, a variety of magnetic
behaviours can arise.

In the L21 structure, one can consider that the two nickel sublattices form a bcc cubic
lattice in which the Mn or the Z atoms settle in the central position. Each Mn and Z atoms
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Fig. 5.7 Density of states of the spin-up (a) and spin-down (b) d electrons of the Mn and Ni
atoms in Ni2MnSb Heusler alloy. This figure has been adapted from [12].

have eight Ni atoms as first neighbors, while the first neighbors of each Ni atom are four Mn
atoms and four Y atoms. Theoretical studies reveal that hybridization occurs between the 3d
orbitals of the Ni and Mn atoms [12, 110, 124–126]. As a consequence of that, the minority
spin-down density of states is excluded and pushed up to energy levels which are higher than
the Fermi energy EF . This difference between spin-up and spin-down occupied states results
in a net magnetization which is localized at the manganese atoms and composed of itinerant
electrons moving in a common d band [124]. This is illustrated in figure 5.7, which displays
the majority-spin (a) and the minority-spin (b) density of states of the d Mn and Ni electrons
in Ni2MnSn calculated in [12].

The exchange parameters related to the Mn-Mn and Ni-Mn interactions is not identical in
each kind of Ni-Mn full-Heusler alloy, even though the corresponding macroscopic magnetic
behaviour can indeed be similar. These parameters are tuned by the particular number of
sp-electrons given by the Z atoms and their spin polarization which mediate the interatomic
covalent interaction between Mn atoms [12, 110, 127].

All these factors favour the magnetic behaviour to exhibit a strong dependence on the
interatomic distances between Mn atoms and the lattice parameters of the structure, as well
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Fig. 5.8 Values of the magnetic moment µ as a function of the e/a for a broad list of 3d metals
and alloys (open symbols), Ni-Mn-Z Heuslers (filled small symbols) and antiferromagnets
(filled squares), after [13].

as the number of excess Mn atoms when the composition falls out of the stoichiometry
[13, 128].

The Slater-Pauling curve provides a general overview of the ferromagnetic and antifer-
romagnetic behaviour of the Heusler compounds as a function of the average number of
the valence electrons per atom e/a which fill the electronic bands [129, 130], as shown in
figure 5.8. The value of e/a is composed by a number of majority spin-up N↑ and minority
spin-down N↓ electrons, e/a = N↑+N↓. The average magnetic moment per atom µ (in
units of µB) is given by the difference between both populations µ = N↑−N↓, which can be
expressed as µ = e/a−2N↓. Thus, for a fixed number of N↓ electrons the magnetic moment
µ of the materials can be aligned as a function of the e/a value given by the particular
composition [131]. Materials on the left hand side of the Slater-Pauling curve (e/a < 8.5)
shown in figure 5.8 typically display bcc structures, whereas the cubic close packed fcc
structure is the typical structure of the materials on the right. The negative values of the
magnetic moment refer to the AF order. It can be seen that the calculated values of the
magnetic moment for stoichiometric full-Heusler and half-Heuslers lie on the Slater-Pauling
bcc branch in which 3d metals and alloys are found. The experimental data for Ni-Mn-Z are
plotted with the coloured symbols. The average magnetic moment of these materials is paral-
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lel to the Slater-Pauling curve in which the other materials are gathered and it exhibits the
same slope. However, off-stoichiometric Ni-Mn based materials with an excess of Mn atoms
clearly deviate from the Slater-Pauling curve and approach the value of the antiferromagnetic
Ni50Mn50 in which they approach in composition [13].

At this point, it is useful to remind the Curie-Weiss law which describes reasonably well
the susceptibility behaviour in the paramagnetic region above the Curie point. Interestingly,
the applicability of this law allows the extraction from magnetization measurements of
important information related to the magnetic properties of the particular Heusler alloy under
study. The magnetic susceptibility is written as [28, 130]:

χ = lim
H→0

(
M
H

)
=

C
T −TC

(5.2)

where the Curie constant and the Curie temperature of the system, i.e. C and TC, are expressed
as:

• TC = λC • C =
µ0NJ(J+1)gJ

2µB
2

3kB
=

µ0Nµ2
e f f

3kB
(5.3)

where gJ =
3
2
+

S(S+1)−L(L+1)
2J(J+1)

is the Landé g-factor, µe f f = gJ
√

J(J+1)µB is the

effective magnetic moment, and λ is the parameter related to the strength of the molecular
field.
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5.2 Sample preparation

The polycrystalline samples presented in table 5.1 and the Ni-Mn-Ga sample presented in
section 5.7 were prepared by arc-melting the pure metals under an argon atmosphere in
a water-cooled Cu crucible. For homogeneity, the samples were remelted several times
and, subsequently, the ingots were vacuum sealed in a quartz tube and annealed at high
temperature for a specific time followed by quenching in ice water. The temperature and time
in which the samples were annealed was 900 ◦C and 48 hours for Ni-Mn-In and Ni-Mn-Ga
samples, 800 ◦C and 72 hours for Ni-Co-Mn-Ga-In samples described in section 5.5, and
900ºC and 24h for Ni-Cu-Mn-In presented in section 5.6. In each case, the specimens were
cut with a diamond saw in order to obtain the shape and mass properly adapted for each
experimental system. The corresponding compositions (in at%) were measured by EDX.

The Ni-Mn-In samples were prepared in collaboration with the Indian Association for
the Cultivation of Science (IACS) settled in Kolkata (India). In particular, the series of
Ni-Mn-In samples analysed in section 5.4 were prepared during a stay in february 2014 at the
IACS. The Ni-Co-Mn-Ga-In samples analysed in section 5.5 were prepared in collaboration
with the Magnetic Materials Group at the Istituto Materiali per Elettronica e Magnetismo
(IMEM-CNR) settled in Parma (Italy). The set of Cu-doped Ni-Mn-In samples studied in
section 5.6 and the Ni-Mn-Ga sample studied in section 5.7 were prepared in collaboration
with the Instituto Potosino de Investigación Científica y Tecnológica (IPICyT) settled in San
Luis Potosí (Mexico).
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5.3 Magnetocaloric effect in the low hysteresis Ni-Mn-In
metamagnetic shape memory Heusler alloy

The relatively large hysteresis associated with the martensitic transition strongly hampers
the available cooling capacity in these alloys and therefore their performance in cooling
devices. This section presents the magnetocaloric properties of a Ni51Mn33.4In15.6 alloy.
This alloy has been especially designed to display large enough entropy changes together
with a low-temperature width of hysteresis and reasonably large temperature-shift of the
whole hysteresis loop due to application of a magnetic field. The studied material has been
grown with an appropriate composition for which optimal geometrical compatibility between
low and high symmetry phases is expected.

Section 5.3.1 describes the experimental procedures and sample characteristics. The
obtained magnetization and calorimetric results are presented in section 5.3.2. In section
5.3.2, the magnetocaloric properties of the studied material are discussed. Finally, the main
conclusions are summarized in section 5.3.2.

5.3.1 Experimental details and alloy design

A 105.7 mg sample with the shape of an eighth of an ellipsoid with 3.7, 2.7, 2 mm semi-
axis was used for neutron diffraction and magnetic measurements and a 372.5 mg sample
with quarter ellipsoid shape with 5.4, 4.3, 3.6 mm semi-axis was used for calorimetric
measurements. In all measurements the magnetic field was applied along the direction of the
long semi-axis.

An enlarged view of the phase diagram of Ni-Mn-In alloys is shown in figure 5.9.
Transition temperatures are plotted as a function of the valence electron concentration (e/a).
Continuous lines are the fits to experimental data for quasi-stoichiometric Ni50Mn50−xInx

alloys published in reference [13] and shown in figure 5.3. Symbols correspond to published
data for alloys of the Ni-rich, Ni51Mn49−xInx, family. Open symbols are from reference
[132] and solid symbols correspond to the alloy studied in the present section. While the
martensitic transition line for Ni-rich alloys is very close to quasi-stoichiometric alloys, the
Curie temperatures of the parent phase are located at slightly higher temperatures.

Neutron diffraction measurements were carried out by using the D1B high resolution
neutron two-axis diffractometer at ILL under a flux at λ =2.52Å. The polycrystalline sample
was placed into an irradiated cylinder in permanent rotation with the use of a rotator device
in order to prevent prevalent contributions to the diffraction spectra. One hour exposure time
measurements were performed under isothermal conditions.
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of the martensitic phase.

Analysis of neutron diffraction patterns collected at 325 and 280K (shown in figure 5.10)
evidences the existence of a structural phase transition. The pattern collected at 325K can be
indexed with a cubic cell (space group F m3m no. 225) with a = 6.008(2)Å. This structure
corresponds to the parent phase. At 280K the neutron diffraction pattern can be indexed with
a monoclinic cell (average structure) with a = 4.394(1)Å, b = 5.640(2)Å, c = 4.340(1)Å,
and β = 86.88(3)o. This is the martensitic phase.

As previosly mentioned, hysteresis is to a large extent determined by a geometric com-
patibility condition between parent and martensitic phases in martensitic materials. When
this condition is satisfied the martensitic transition occurs with very low hysteresis [117].
From the obtained cell parameters above and below the martensitic transition we have deter-
mined the cofactor conditions by using the procedures explained in reference [119]. From
the analysis, we have obtained quite a good compatibility of parent/twinned martensite
interfaces. Specifically, we have found that the middle eigenvalue of the stretch tensor U,
λ2 = 0.9981(15) and the norms XI and XII for type I and II twins are 0.9985 and 1.0084 (for
ê = [110]/[110]) respectively. As expressed in equation (5.1), ideal compatibility requires
that λ2 = 1 and XI or XII = 1. Our values deviate from ideal compatibility by less than 0.2%
which anticipates that thermal hysteresis should be very small in the studied material.
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Fig. 5.10 Neutron diffraction patterns of the sample in the parent (325K) and martensitic
(280K) phases.

Magnetization was measured by using a superconducting quantum interferometer device
(SQUID, Quantum Design) in collaboration with Institut de Ciència de Materials de Barcelona
(ICMAB-CSIC). Measurements were done under applied fields ranging from 0.005 to 5 T in
cooling-heating cycles between 280-320K at a rate of 0.4K/min.

Isothermal and isofield calorimetric measurements were performed by using the calorime-
ter capable of operating under external magnetic fields described in section 3.2.

5.3.2 Results: magnetometry and calorimetry

Magnetometry

Figure 5.11 shows magnetization versus temperature measurements Mp(m)(T,H) during
heating and cooling runs across the martensitic and ferromagnetic transitions for selected
values of the applied magnetic field (isofield measurements). Hereafter, the sub-indices
p and m will indicate measurements performed during reverse and forward martensitic
transitions. Results show that the paramagnetic martensite phase structurally transforms
on heating to a ferromagnetic parent phase. The Curie point of the parent phase is located
from measurements at low applied magnetic field at TC ≃ 302K as indicated in the inset
of figure 5.11. The existence of a martensitic transition is revealed by the sharp change of
magnetization as temperature is increased or decreased. This behaviour is in agreement with
the significant first-order character of the martensitic transition. The corresponding change of
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Fig. 5.11 Magnetization versus temperature curves at selected applied magnetic fields
[indicated in the legend] obtained upon heating (continuous lines) and cooling (dashed
lines). The inset shows a low-field measurement from which the Curie temperature has been
identified. TC is indicated with the arrow.

magnetization, ∆Mtp(m)
, can be estimated for each applied magnetic field as the magnetization

difference at the transition temperature between extrapolations of the linear behaviour of
Mp(m) vs. T curves well above and well below the transition. Transition temperatures have
been identified with inflection points in the magnetization curves. We will denote Tp and Tm

as the corresponding transition temperatures of the reverse (heating) and forward (cooling)
transitions. Note that the difference Tp −Tm (∼ 4 K) provides a measure of the thermal
hysteresis of the transition. It is found that to within error hysteresis remains independent
of the applied magnetic field. Note that the value of the hysteresis is quite small, and is
comparable to that of low-hysteresis martensitic materials [119].

∆Mtp(m)
and transition temperatures are plotted as a function of the applied magnetic field

for heating and cooling runs in Figs. 5.12 (a) and (b) respectively. It is interesting to note
that as magnetic field is increased, the martensitic transition temperatures shift towards lower
temperatures. From the rates dTp/dH and dTm/dH corresponding to the reverse and forward
transitions respectively and the changes of magnetization at the transition, transition entropy
changes ∆Stp(m)

can be estimated from the Clausius-Clapeyron equation. That is,

∆Stp(m)
=−µ0∆Mtp(m)

(T,H)

(
dTp(m)

dH

)−1

(5.4)
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The obtained results are shown in figure 5.12 (c). It is obtained that the transition entropy
change (absolute value) slightly decreases with increasing magnetic field.

Calorimetry

Isofield calorimetry

Thermal curves obtained from temperature scans performed at a rate 0.4 K/min and selected
values of magnetic field (isofield measurements) are shown in Figs. 5.13 (a) and (b). Positive
peaks (endothermal) correspond to reverse martensitic transitions, while negative peaks
(exothermal) correspond to forward transitions. The figures clearly show that as the applied
field is increased the peaks shift to lower temperatures. No anomaly associated with the
occurrence of the paramagnetic-ferromagnetic transition at TC is detected in the thermal
curves due to the overlap of both first- and second-order structural and magnetic transitions
and the prevalence of the peak associated with the structural transition which involves a large
latent heat. The maxima of the thermal curves are identified with the temperatures Tp and
Tm. These temperatures are plotted in figure 5.12 (b). Note that the obtained values slightly
deviate from those determined from the inflection point of magnetization curves. This is
likely to be due to the fact that calorimetric and magnetization measurements have been
performed on different specimens. Nevertheless, hysteresis is very similar in both cases.

As described in section 3.1.1, the partial integration of the thermal curves given in figures
5.13 (a) and (b) from a temperature T m

0 below the finish temperature of the forward transition
to a temperature T enables entropy curves at each applied magnetic field to be obtained.
These curves describe the variation of the entropy with temperature for reverse and forward
transformation processes from a reference entropy Sm

0 associated with the martensitic phase.
The total integration up to a temperature above the finish temperature of the reverse transition
or the start temperature of the forward transition provide the martensitic transition entropy
change ∆Stp(m)

= Sp(m)(T,H)−Sm
0 for the reverse and forward transitions respectively. The

obtained values for heating and cooling runs are plotted in figure 5.12 (c) and can be compared
to the estimates derived from the Clausius-Clapeyron equation. Reasonably good agreement
is obtained for all values to within errors.

At each temperature in the interval between the reverse or forward transformation regions,
the fraction of parent phase χp(m)(T,H) can be computed from normalization of entropy
curves with respect to transition entropy as expressed in 3.13.

The dissipated energy, Ediss, associated with transformation hysteresis can be estimated
as the area of the hysteresis loop in entropy-temperature space. Therefore, it can be expressed
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Fig. 5.12 Magnetization changes ∆Mtp(m)
for the martensitic transition as a function of the

applied magnetic field, µ0H, are plotted in (a). Panel (b) shows transition temperatures as a
function of the applied magnetic field from both magnetometry (solid symbols) and calorime-
try (open symbols) measurements. Red triangles refer to heating runs and blue circles refer
to cooling. With the same symbols, panel (c) shows the transition entropy changes obtained
either from the isofield calorimetric curves and from the Clausius-Clapeyron equation. For
the sake of comparison, violet squares indicate the quasi-direct maximum field-induced
entropy change obtained at each applied field change µ0∆H. Orange squares correspond to
the maximum value of the field-induced entropy change obtained from magnetization curves.
Panel (d) shows the latent heat (enthalpy changes L of the martensitic transition) computed
from the isofield calorimetric curves (red and blue solid symbols) and the dissipated energy
Ediss (green solid squares) on a logarithmic scale.
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Fig. 5.13 Isofield calorimetric curves at selected values of the applied magnetic field. (a)
heating runs, (b) cooling runs, and (c) entropy curves for cooling (dashed lines) and heating
(continuous lines) runs.
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as,

Ediss = ∆St

[∫ T p
0

T m
0

χpdT +
∫ T m

0

T p
0

χmdT

]
, (5.5)

where T p
0 is a temperature above the finish temperature of the reverse transition, and ∆St is

the transition entropy change computed as an average value between heating and cooling
runs, ∆St = (∆Sp +∆Sm)/2. It is interesting to compare this dissipated energy with the
transition latent heat that can be estimated as L ≃ Tt∆St , where Tt = (Tp +Tm)/2. The latent
heat and the dissipated energy are plotted (on a logarithmic scale) as a function of the applied
magnetic field in figure 5.12 (d). Both energies remain independent of the applied field to a
good approximation. Results show that the dissipated energy is very small, two orders of
magnitude lower than the latent heat (Ediss/L ≃ (Tp −Tm)/Tt ∼ 10−2).

Isothermal calorimetry

Taking into account the fact that in the studied materials the transition shifts to a lower
temperature under an applied magnetic field, isothermal calorimetric measurements have
been performed according to the protocol for materials displaying inverse caloric effects
in the vicinity of first-order transitions described in 3.1.1. Examples of calorimetric curves
(represented as heat released/absorbed per unit of magnetic field change vs. magnetic field)
corresponding to the first isothermal magnetic field scans obtained at selected temperatures
are shown in figure 5.14 (a). Panels (b) and (c) show the results corresponding to mag-
netic field cycling at selected temperatures. Calorimetric curves are represented here as
released/absorbed heat flow versus time. Examples shown in panel (b) start in the martensitic
phase by application of the field [as indicated in the upper plot of figure 5.14 (b)], while in
(c) the system is initially in the parent phase and the field is first removed [as seen in the
upper plot of figure 5.14 (c)]. It is worth pointing out that measurement protocol prevents the
influence of hysteresis in the first application/removal of the magnetic field. In subsequent
cycles, only the reversible contribution is detected.

Magnetocaloric effect

The magnetocaloric effect in the vicinity of the magnetostructural martensitic transition can
be quantified from the entropy change induced from the isothermal application or removal
of a given magnetic field. This entropy change can be obtained from both magnetization
(indirect method) and calorimetric measurements (quasi-direct and direct methods). From



5.3 Magnetocaloric effect in the low hysteresis Ni-Mn-In metamagnetic shape memory
Heusler alloy 155

0 1 2 3 4 5 6
-3

-2

-1

0

1

2

3

0H
 (T

)

 297.6K
 300.1K
 302.9K
 304.5K
 306.1K
 308.5K
 312.4K

Time (s) Time (s)

dQ
/d

t (
J s

-1
 k

g-1
)

(c)(b)

 

 

dQ
/

0 d
H

 (k
J T

-1
 k

g-1
)

Magnetic field (T)

(a)

0 4000 8000-20

0

20

 

305.8K

303.8K

301.4K

304.5K

  

 

302.2K
0 4000 8000-20

0

20

 

  

 

0 4000 8000-20

0

20

 

307.7K

  

 

0 4000 8000-20

0

20

 

  

 

0 4000 8000-20

0

20

 

  

 

0 4000 8000-20

0

20

 

  

 

0 4000 8000
0

6

 

  

 

0 4000 8000
0

6

 

  

 

Fig. 5.14 (a): Calorimetric curves obtained upon first application of the magnetic field
(positive peaks) and first removal of magnetic field (negative peaks) at several representa-
tive temperatures. Panels (b) and (c) show calorimetric curves obtained upon consecutive
magnetic field scans at selected temperatures. Calorimetric curves in panel (b) correspond to
cycles that begin with an application of the magnetic field (0 → 6 T), whereas calorimetric
curves shown in panel (c) are those where the magnetic field is first removed (6 T→ 0). The
upper figures in panels (b) and (c) show the time variation of the applied magnetic field.
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Fig. 5.15 Field-induced entropy changes at selected values of the applied/removed magnetic
field (indicated in the figure) from magnetization measurements.

magnetization curves it can be determined as:

∆Sp(m)[T,0(H)→ H(0)] = µ0

∫ H(0)

0(H)

(
∂Mp(m)

∂T

)
H

dH (5.6)

which is obtained from integration of the Maxwell relation expressed in equation (2.8).
Results giving ∆S computed from this indirect method as a function of T for heating (p) and
cooling (m) runs at given values of the magnetic field, are shown in figure 5.15 for fields
(applied/removed) up to 5 T. Clearly, the magnetocaloric effect is inverse and increases in
magnitude by increasing the applied magnetic field. For a field of 5 T, a maximum value of
about 15 J/K kg is obtained.

Isothermal field-induced entropy changes can also be obtained from isofield calorimetric
data. From this quasi-direct method, entropy changes are computed from subtraction, at
each temperature, of the calorimetric entropy curves shown in figure 5.13 (c). As previously
indicated, integration of calorimetric curves is performed with respect to a base line by
following the expression (4.5.3), which excludes any background entropy contribution
related to a difference of heat capacity, ∆C, between both martensitic and parent phases. This
effect can be taken into account from the temperature dependence of the entropy change
since

∆C
T

=
∂∆St

∂T
. (5.7)
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Fig. 5.16 (a): Magnetic entropy change ∆S(µ0∆H) obtained from quasi-direct computation
are plotted with colored lines. Each color refers to the field change µ0∆H. Black solid circles
refer to entropy changes from the first magnetic field ramps from isothermal calorimetry.
Open circles refer to entropy changes from subsequent field cycling. Dashed lines are a guide
for the eye. The reversibility region is dashed with grey lines. (b): Transformed fraction
curves upon heating and cooling at zero field and high field (µ0H = 6T ). The reversible
region that separates the loops at zero and 6 T is dashed with grey lines.
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This slope is plotted in figure 5.13 (c) and is taken into account when subtracting the calori-
metric entropy curves in order to obtain field-induced entropy changes. The results obtained
from this method are depicted as solid lines in figure 5.16 for fields (applied/removed) up to
6 T. The magnetocaloric effect increases in magnitude by increasing the applied magnetic
field and tends to reach a saturation value for fields above 5 T. The maximum value of the
field-induced entropy change has been plotted in figure 5.12 (c), which shows that the satura-
tion value coincides, as expected, with the total transition entropy change. It is worth noting
that at each field, the field-induced entropy change obtained from calorimetric measurements
is slightly larger than the entropy change obtained from magnetization measurements [see
figure 5.12 (c)]. While the difference could be ascribed to the fact that different specimens
are used in calorimetric and magnetization measurements, it must also be considered that
the quasi-direct calorimetric method only takes into account the contribution to the entropy
change arising from the transition itself. Since the contribution from outside the transition
has the opposite sign (∂M/∂T < 0) to the contribution from the transition (∂M/∂T > 0),
indirect estimations based on magnetization measurements should (in absolute values) be
lower than the quasi-direct estimations. In any case, note that only the high temperature
contribution from outside the transition is relevant since in the martensitic phase ∂M/∂T ≃ 0
to a good approximation.

From the isothermal calorimetric curves obtained at T by sweeping the magnetic field,
entropy changes can be computed as,

∆Sp(m)[T,0(H)→ H(0)] =
1
T

∫ H(0)

0(H)

q̇p(m)(T,H)

Ḣ
dH, (5.8)

where Ḣ is the rate at which the field has been swept. The integration baseline must be chosen
in such a way that in addition to the contribution from the transition, the effect of a difference
of heat capacities between both parent and martensitic phase is taken into account. Therefore,
this method should provide estimations comparable to those obtained from the calorimetric
quasi-direct method. Results obtained in the first cycle by application and removal of a
magnetic field of 6 T are shown as solid symbols in figure 5.16 (a). The agreement with
quasi-direct measurements is very good. Only the right-hand side of the curves corresponding
to temperatures close to the ferromagnetic-paramagnetic transition show some discrepancies.
These differences arise from the conventional magnetocaloric effect associated with this
ferromagnetic-paramagnetic transition which is taken into account in direct calorimetric
measurements, but not in quasi-direct measurements. The same conventional contribution at
high temperatures is in fact observed in magnetocaloric curves obtained from magnetization
measurements (see figure 5.15).
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Results obtained upon further magnetic field cycling (up to 6 T) are shown in figure 5.16
(a) as open symbols. Compared with the first cycle, a lower field-induced entropy change
is obtained. Interestingly, these values are reproducible from cycle to cycle and thus define
a reversible region which is shown as a shadowed area in figure 5.16. For an applied field
µ0∆H = 6T, the maximum value of the reversible entropy change is 20 J K−1 kg−1 which
represents more than 80% of the total MCE entropy change obtained at the first magnetic
field ramp.

The reversibility of the magnetocaloric effect depends crucially on the competition
between the width of thermal hysteresis and the sensitivity of transition temperatures upon an
applied magnetic field. A narrow hysteresis and a large shift of transition temperatures with
the applied field favors reversibility. For a given hysteresis, substantial reversibility occurs
when the shift of forward and reverse transition temperatures is larger than hysteresis. That
is, the magnetic field-induced shift of the whole hysteresis loop must be larger than thermal
hysteresis. This is illustrated in figure 5.16 (b) which shows hysteresis loops (represented as
the fraction of parent phase vs. temperature) for applied magnetic fields of zero and 6 T. From
the comparison of panels (a) and (b) it is clear that the reversible region of the magnetocaloric
effect corresponds to the temperature interval that separates these two loops [shadowed area
in panel (b)]. In other words, reversible values for the magnetocaloric effect are found within
a temperature interval bounded by the start of the forward martensitic transition at zero field
and the start of the reverse transition under an applied field. Actually, in this temperature
region, the magnetic field carries the state of the material through a minor hysteresis loop
[133], and the reversibility in the magnetocaloric effect is directly related to the reversibility
in the fraction of material that undergoes the forward and reverse transition in the cycle. Of
course, when the size of the shift in martensitic transition temperatures due to the magnetic
field is large enough, the minor loops approach the full transformation loop and a maximum
reversible magnetocaloric effect is obtained.

Magnetocaloric properties of Ni-Mn-In alloys with composition similar to the material
studied in the present section have been reported in [132] and [134]. In the first of these
papers, the authors studied the influence of composition on magnetocaloric properties in
Ni51Mn49−xInx alloys. The martensitic transition was found to show minimum hysteresis
close to x = 15.6 which corresponds to the composition studied in the present section. From
our results, this minimum value is explained due to the optimal compatibility between parent
and martensitic structures. Interestingly, a maximum isothermal magnetic field-induced
entropy change associated with the martensitic transition was also observed close to the
same composition, x = 15.6. Actually, this is the result that we would expect taking into
account the fact that for x = 15.6 martensitic and magnetic transitions are almost coincident



160 Giant caloric effects in Ni-Mn based Heusler alloys

and the transition entropy change in Ni-Mn-In alloys is known to decrease when increasing
the separation between magnetic and martensitic transitions [135, 136]. This behaviour is a
consequence of the competition between structural and magnetic contributions to the entropy
change which have opposite signs [137] and will be discussed in more detail in section 5.4.

In reference [134] adiabatic field-induced temperature changes for an alloy with x = 15.6
have been reported. For the studied alloy, the hysteresis was much larger than in our case.
During adiabatic heating temperature changes of 1 K/T were measured while changes of 0.5
K/T were found during cooling. These values are slightly lower than our estimations of the
shift of martensitic transition under an applied field obtained in the present section.

5.3.3 Summary and conclusions

We have studied MCE at room temperature in a low hysteresis Ni51Mn33.4In15.6 metamag-
netic shape memory alloy by means of magnetometry and differential scanning calorimetry
measurements. Good coincidence has been found between both experimental methods and
the derivation of the MCE features using direct, quasi-direct and indirect methods.

The alloy composition has been designed so that high and low symmetry phases satisfy
optimal geometric compatibility conditions. Compatibility has been quantified by cofactor
conditions. From the lattice parameters determined by means of neutron diffraction exper-
iments we have shown that in our alloy these conditions deviate less than 0.2% from the
expected ideal situation. This ensures that the martensitic transition in our alloy occurs with
a high degree of reversibility measured by a thermal hysteresis as low as 4 K.

Despite the fact that transition temperatures show only moderate sensitivity to an applied
magnetic field, the small hysteresis of the transformation enables to obtain large reversible
entropy changes up to 20 J K−1 kg−1 with successive application and removal of a magnetic
field of 6 T. Overall, for a given magnetic field, in the vicinity of a magnetostructural first-
order transition, the magnetocaloric reversible region extends from the start temperature of
the forward transition at zero field to the start temperature of the reverse transition under
applied field. The rule indeed applies to direct, quasi-direct and indirect kind of measurement
used to quantify the magnetocaloric effect.

It is worth mentioning that a similar strategy to the one followed in the present section
was already proposed by Srivastava et al. [118] in order to design Heusler alloys with low
hysteresis. A Ni45Co5Mn20Sn10 alloy with λ2 only slightly greater than 1 was shown to
display a relatively low thermal hysteresis of about 6 K. Similar to our case, the compatibility
condition was found to occur in an alloy with martensitic and Curie temperatures very
close each other. Whether or not this is a general condition related to the interplay between
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magnetism and structure in this class of Heusler alloy or simply a mere coincidence is a point
that warrants further investigation in the future.
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5.4 Tailoring barocaloric and magnetocaloric properties
in low-hysteresis magnetic shape memory alloys

It has been shown that the caloric performance of a given material is strongly affected by
the hysteretic effects and the sensitivity of the transition temperature to the external field.
The former critically compromise the reproducibility of the thermal response, the latter
results in large values for ∆S and ∆T and a broadening of the temperature window where
giant (reversible) caloric effects occur. According to Clausius–Clapeyron equation, the field
dependence of the transition temperature weakens as the entropy change increases (provided
that the change of the property conjugated to the applied field remains constant). Therefore,
the optimal caloric performances of a given material will result from the best balanced tuning
of all these parameters. In the present section these issues are addressed for the case study of
magnetic shape memory alloys.

In magnetic shape memory alloys there are two major contributions to the transition
entropy change ∆St : structural and magnetic. The structural contribution is mainly due
to lattice vibrations (phonons) and stabilizes the high temperature cubic phase while the
magnetic contribution stabilizes the magnetically more disordered phase which, depending
on the alloy family can be either the austenite or the martensite [138]. While the structural
contribution is almost constant within a broad temperature range, the magnetic contribution
does depend on how far the martensitic transition temperature is from the Curie point of
the austenitic phase. Actually, for certain magnetic shape memory alloy families (such as
Ni–Mn–In) it has been found that the value of ∆St can be tailored by tuning the relative
distance between the Curie point and the martensitic transition [135, 136, 139].

We have investigated the Ni–Mn–In system which has been shown to exhibit the strongest
sensitivity of the transition temperatures to both magnetic field and hydrostatic pressure
[140]. The relative distance between the martensitic transition and the Curie point of the
cubic phase has been tailored by tuning the composition of the samples. Furthermore, the
compositions have been selected in such a way that the crystal structures of both phases
meet the geometric compatibilities so that the martensitic transition takes place with a very
narrow hysteresis, in analogy with the alloy described in section 5.3. Calorimetry under
magnetic field and under hydrostatic pressure have been used to study the barocaloric and
magnetocaloric response of these samples.
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5.4.1 Experimental details

Specimens for magnetization (typically ∼ 50 mg), for calorimetry under magnetic field
(typically ∼ 150 mg) and for calorimetry under hydrostatic pressure (typically ∼ 1 g) were
cut with a diamond saw.

Magnetization was measured by using a superconducting quantum interferometer device
(SQUID, Quantum Desing Inc.) at ICMAB-CSIC (Barcelona). Measurements were done
under an applied field of 5 mT, in cooling–heating cycles between 240 and 400 K at a rate of
2 K/min.

Isofield calorimetric runs at constant magnetic field and pressure were carried out on the
setups described in sections 3.2 and 3.4, respectively. Isothermal calorimetric runs were also
performed while the magnetic field was cyclically swept between 0 and 6 T at a rate 0.16
T/min. The calorimeter under magnetic field features a better accuracy than the one under
hydrostatic pressure and therefore it is used to determine the thermal properties (transition
temperatures and entropy changes) associated with the martensitic transition at atmospheric
pressure and in the absence of magnetic field.

5.4.2 Experimental results

For each of the studied samples, EDX analysis were performed on three separate locations
of the sample surface, and sample compositions listed in table 5.1 correspond to averaged
values over these three measurements2. The samples are close to the composition line
Ni2Mn1+xIn1−x with the exception of sample B which is slightly Ni rich and Mn deficient.
This sample has also been included into the study to reinforce the finding that the rele-
vant parameter which controls many caloric performances is the reduced distance between
martensitic and Curie temperatures, as will be shown later.

Figure 5.17 (a) shows low field magnetization as a function of temperature for the
studied samples. The inset shows a magnified view which illustrates the magnetization
change at the martensitic transition for samples A, B and C, for which the austenite is
paramagnetic. By contrast, for sample E, the martensitic transition occurs well below the
Curie point of the austenite. For sample D both martensitic and magnetic transitions are
almost coincident. For all samples the low field magnetization in martensite is lower than
in austenite. Figure 5.17 (b) shows the inverse of the magnetic susceptibility (χ−1) as a
function of temperature. Data exhibit a good linear behaviour within the temperature range
corresponding to the paramagnetic state of austenite. Linear fit to the data enabled us to
determine the paramagnetic Curie point (TC) and the effective magnetic moment µ which are

2Sample D is the same sample under study in section 5.3.
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Fig. 5.17 (a) Temperature dependence of the magnetization measured under a magnetic
field of 5 mT. The inset shows an enlarged view over a restricted temperature domain that
illustrates the changes taking place at the martensitic transition in the paramagnetic state.
The arrows indicate cooling and heating runs. (b) Inverse of the magnetic susceptibility as a
function of temperature. Dashed lines are linear fits to the data.

listed in table 5.1 for all samples. Within experimental errors no systematic dependence upon
sample composition has been found for these quantities. The values found for µ are consistent
with those reported for magnetic shape memory alloys with compositions close to those of the
samples studied here [121] but they are slightly lower than the magnetic moments obtained
from high field magnetization measurements [141] and from first principle calculations [142]
and [143]. Such a difference may be due to the presence of antiferromagnetic correlations
[144]. On the other hand, the paramagnetic Curie temperatures determined for our samples
are in good agreement with the Curie points reported for Ni–Mn–In alloys with compositions
similar to those studied here [141].

Illustrative examples of the calorimetric curves obtained under constant hydrostatic
pressure and under constant applied magnetic field are presented in figure 5.18. From the
calorimetric curves we have computed forward (TM) and reverse (TA) transition temperatures
which correspond, respectively, to the temperatures where 50% of the sample has transformed
to martensite on cooling, and to austenite on heating. The thermal hysteresis is computed
as the difference between these two temperatures and the data are compiled in table 5.1. It
is noticeable that for all samples hysteresis is in the range 3-6 K, which is a significantly
low value for martensitic transformations [119]. Interestingly, the lowest value is found
for the sample with the martensitic transition closest to the Curie point (sample D), in
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Fig. 5.18 Left panels: Calorimetric curves recorded under hydrostatic pressure. From left to
the right the curves correspond to the following applied pressures: sample A, 0.3, 0.5, 0.8,
1.0, 1.2, 1.5, 1.7, 2.2 and 2.5 kbar. Sample B, 0, 0.3, 0.6, 1.1, 1.6, 2.0 and 2.6 kbar. Sample C,
0, 0.3, 0.5, 0.8, 1.0, 1.6, 2.1, 2.3 and 2.5 kbar. Sample D, 0, 0.6, 1.1, 1.6 and 2.0 kbar. Sample
E, 0, 0.3, 0.5, 0.8, 1.0, 1.4, 2.0 and 2.5 kbar. Right panels: Calorimetric curves recorded
under magnetic field. From right to the left the curves correspond to magnetic fields of 0,
1, 2, 4 and 6 T (sample A) and 0–6 T (samples B, C, D and E). In each panel, upper curves
(endothermal process) correspond to heating runs while bottom curves (exothermal process)
correspond to cooling runs.
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Fig. 5.19 Transition temperatures of the forward (solid symbols) and reverse (open symbols)
martensitic transitions, as a function of hydrostatic pressure (a) and magnetic field (b). Lines
are linear fit to the data.
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accordance with the reference [118] and the previously presented Ni51Mn33.4In15.6 alloy
which points to the fact that the maximal lattice compatibility is achieved in those alloys with
martensitic and Curie transitions very close to each other. From numerical integration of
the calorimetric curves we have obtained the transition entropy change ∆St . Values listed
in table 5.1 correspond to the data obtained at atmospheric pressure and at zero magnetic
field, and are an average over cooling and heating values. Application of hydrostatic pressure
shifts the transition towards higher temperatures (figure 5.18, left panels) which indicates
an enhancement in the stability of the martensite which has a lower unit cell volume while
application of a magnetic field, shifts the martensitic transition towards lower temperatures
(figure 5.18, right panels), which is consistent with magnetic field stabilizing the austenite
phase which displays a larger magnetization than martensite. The hydrostatic pressure and
magnetic field dependences of the temperatures TM and TA are plotted in figure 5.19 (a) and
(b). Within experimental errors the increase of TM and TA with pressure and the decrease with
magnetic field are found to be linear. We have quantified the shift in the martensitic transition
with hydrostatic pressure and magnetic field by averaging the values of the slopes of the lines
in figure 5.19 obtained on cooling and heating runs for each sample. The corresponding data
are listed in table 5.1.

5.4.3 Discussion

Isothermal entropy changes

The quasi-direct estimations of the BCE and MCE are shown in figure 5.20 for each sample.
Since pressure stabilizes the martensitic phase (as cooling does), the pressure induced entropy
change in 5.20 has been computed from calorimetric curves on cooling. On the other hand,
as magnetic field stabilises the austenitic phase (as heating does), entropy values have been
computed from calorimetric curves on heating.

For all the samples, BCE is found to be conventional (entropy decreases when the
sample is isothermally compressed) and MCE is found to be inverse (entropy increases upon
isothermal application of magnetic field). The absolute values of ∆S increase upon increasing
hydrostatic pressure and magnetic field as shown in figure 5.21. It is worth remarking that
present data for the pressure induced entropy change are the highest ∆S values reported for
any magnetic alloy until now [5, 41, 89, 90].

A good estimation of the reversibility of a caloric effect can be gained from the quasi-
direct method by analysing the overlap of the |∆S| vs. T curves obtained during heating and
cooling runs. In the left panels of figure 5.22 we have plotted the BCE for 2.5 kbar (except
for sample D for which the maximum pressure was 2.0 kbar) and in the right panels of figure



168 Giant caloric effects in Ni-Mn based Heusler alloys

335 340 345 350 355
-20

-10

0 0 ® p
p (kbar)

 0.5
 1.0  
 1.2
 1.5    1.7 
 2.3    2.5

 

 

 

S 
(J

 K
-1

 k
g-1

)

A
330 335 340 345 350 355 360

0

2

4
0 ® H

0
H (T)

 1   2
 4   6

 

 

 

320 325 330 335

-30

-20

-10

0

0 ® p
p (kbar)

 0.3
 0.6 
 1.1 
 1.6    2.0   

E

C

B

D

D

A

B

C

 

 

S 
(J

 K
-1

 k
g-1

) 0 ® p
p (kbar)

 0.3  
 0.6
 1.1 
 1.6
 2.0    2.6

325 330 335 340
0

10

20
0 ® H

0
H (T)

 1   2
 3   4
 4   6 

 

 

 

310 315 320 325 330 335
-30

-20

-10

0 0 ® p
p (kbar)

 0.3
 0.5  
 1.0
 1.6    2.1
 2.3    2.5

E

 

 

S 
(J

 K
-1

 k
g-1

)

315 320 325 330 335
0

5

10

15

0 ® H   
0
H (T)

 1   2
 3   4
 5   6

0 ® H
0
H (T)

 1   2
 3   4
 5   6

 

 

 

295 300 305 310 315
-20

-15

-10

-5

0

 

 

 

S 
(J

 K
-1

 k
g-1

)

295 300 305 310
0

10

20

 

 

 

260 265 270 275 280 285

-15

-10

-5

0 0 ® p
p (kbar)

 0.3
 0.5  
 0.8 
 1.0    1.4
 2.0    2.6

 

 

S 
(J

 K
-1

 k
g-1

)

Temperature (K)

250 260 270 280
0

10

20
0 ® H 

0
H (T)

 1   2
 3   4
 5   
 6

 

 

Temperature (K)
Fig. 5.20 Isothermal entropy changes associated with the barocaloric (left panels) and
magnetocaloric (right panels) effects. Barocaloric data are computed from calorimetric
curves under hydrostatic pressure for cooling runs and magnetocaloric data, from calorimetric
curves under magnetic field for heating runs.
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Fig. 5.21 Maximum isothermal entropy change as a function of hydrostatic pressure (a,
barocaloric effect) and as a function of magnetic field (b, magnetocaloric effect). The
estimated relative error in ∆S is ±10%.

5.22 we have plotted the MCE for a magnetic field of 6 T. The expected entropy values for
cyclic variation of hydrostatic pressure and magnetic field are depicted as light grey lines,
and the temperature region where reversibility is expected corresponds to the shaded region.
To confirm the reliability of the method in determining the repeatability of BCE and MCE we
have performed isothermal calorimetric measurements for samples D and E while magnetic
field was cyclically varied between 0 and 6 T. The obtained entropy values are plotted as
symbols in figure 5.22, where solid symbols stand for the first application (or removal) of
the magnetic field and open symbols stand for the successive application (or removal) of
the field. As shown in the figure there is a good coincidence between data derived from the
quasi-direct method and those obtained for the direct method. While for the studied range
of pressures the reproducibility of the BCE is small for all samples, significant repeatable
values for ∆S are obtained at the MCE of samples D and E over a temperature span of several
degrees.

Adiabatic temperature changes

For magnetic shape memory alloys, the specific heat in both martensite and austenite does
not significantly depend on composition [138, 145, 146]. We have measured C for one of
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Fig. 5.22 Left panels: Isothermal entropy changes associated with the barocaloric effect
for a hydrostatic pressure of 2.5 kbar (except for sample D which corresponds to 2.0 kbar).
Right panels: Isothermal entropy values associated with the magnetocaloric effect for a
magnetic field of 6 T. Purple lines correspond to the values obtained by the quasi-direct
method. Symbols correspond to direct isothermal measurements (sweeping magnetic field)
where solid circles stand for the first application (and removal) of the magnetic field and open
circles, for successive field cycling. The reversibility region is indicated by the shaded area.
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Fig. 5.23 (a) Adiabatic temperature changes corresponding to the application (upper curves)
and removal (lower curves) of a hydrostatic pressure of 2.5 kbar (except for sample D that
corresponds to 2.0 kbar). (b) Adiabatic temperature changes corresponding to the application
(lower curves) and removal (upper curves) of a magnetic field of 6 T. Shaded areas indicate
the reversibility region.

the studied Ni–Mn–In samples (sample D) by using the modulated differential scanning
calorimeter (Q2000) from TA Instruments. Results are in good agreement with those reported
for other magnetic shape memory alloys [121, 138, 145, 146]. We have combined these data
with the entropy vs. temperature curves obtained at different values of hydrostatic pressure
and magnetic field to compute the pressure induced and magnetic field induced adiabatic
temperature changes ∆T as explained in section 3.1.1. The ∆T values are shown in figure
5.23

The adiabatic application of hydrostatic pressure increases the temperature of the sample
(in concordance with the conventional nature of the BCE) while application of magnetic
field decreases the temperature of the sample (in agreement with the inverse nature of the
MCE). Regarding MCE, ∆T exhibits very tiny values for those samples with the martensitic
transition temperature above the Curie point, but for samples transforming below the Curie
point ∆T reaches values significantly large (6–8 K at 6 T), which are slightly above those
reported (7 K) for a Ni–Mn–In alloy of close composition at 6 T [145]. On the other hand,
the BCE exhibits larger ∆T values for those samples with the martensitic transition in the
paramagnetic state, with values around 3–4 K (at 2.5 kbar).
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Tuning caloric performances

The large changes in entropy in giant caloric materials are associated with the latent heat
(and thereby with the transition entropy change ∆St) of a first-order phase transition, which
scales with the relative distance between the martensitic transition and the Curie point of the
austenite (TC −TM)/TC [136, 135]. In figure 5.24 (a) we have plotted ∆St (at atmospheric
pressure and zero magnetic field) for the studied samples as a function of (TC −TM)/TC

(solid green squares). It is shown that for TM > TC, ∆St tends towards a constant value, while
it begins to decrease as TM approaches TC. This behaviour is a consequence of the opposite
contributions from the magnetic and vibrational degrees of freedom to the transition entropy
change: the vibrational entropy in martensite is lower than in austenite, with a value which
does not depend on composition. Hence, for those samples transforming martensitically from
a paramagnetic austenite, the magnetic contribution is very small and ∆St is dominated by the
vibrational contribution which is constant. However, for TM ≤ TC, the magnetic contribution
becomes relevant, with the magnetic entropy of martensite being larger than that of austenite.
Hence, as TM gets lower than TC the magnetic entropy increases in magnitude thereby leading
to a decrease in ∆St . Eventually for low enough TM the magnetic term balances the vibrational
one resulting in a vanishing transition entropy change and the martensitic transition no longer
occurs [147, 148].

The scaling of ∆St points to the fact that the relative distance between martensitic
and Curie temperatures can also be a good parameter to rationalise the several quantities
accounting for the caloric effects in magnetic shape memory alloys. In that case, the shift in
the martensitic transition with hydrostatic pressure and with magnetic field must be taken
into account, and the actual TM values that have to be used in computing (TC −TM)/TC, are
those measured at the corresponding values of p and H. Isothermal entropy changes for
the BCE (red triangles) and MCE (blue circles) are plotted in figure 5.24 (a) as a function
of (TC −TM)/TC. For BCE, ∆S data correspond to an applied pressure of 2.5 kbar, and for
MCE, ∆S data correspond to a magnetic field of 6 T. The entropy change corresponding
to the BCE parallels the behaviour of ∆St , showing larger and constant values for TM > TC

and decreasing for TM ≤ TC. The fact that the entropy values for BCE are lower than ∆St

reflects that the applied pressures are not large enough to accomplish transformation of the
full sample. Interestingly, the entropy values for the MCE exhibit a behaviour different
from that of ∆St . For TM > TC, MCE exhibits low entropy values, as expected from the
weak magnetism in this region (see figure 5.17). A maximum field-induced entropy change
is attained when the martensitic transition occurs close to the Curie point of the austenite
(TM ∼ TC), and for TC > TM it decreases again because of the decrease in ∆St .
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Fig. 5.24 (a) Transition entropy change at zero field and atmospheric pressure (solid green
squares) and at 6 T and atmospheric pressure (open green squares); pressure induced entropy
change (red triangles, barocaloric effect) and magnetic field induced entropy change (blue
circles, magnetocaloric effect) as a function of the reduced temperature. (b) Adiabatic tem-
perature change for the barocaloric (red triangles) and magnetocaloric (blue circles) effects
as a function of the reduced temperature. (c) Refrigerant capacity for the barocaloric (red
triangles) and magnetocaloric (blue circles) effects as a function of the reduced temperature.
For all samples p = 2.5 kbar and µ0H = 6 T. The entropy and RC values at 2.5 kbar for
sample D have been estimated from extrapolation of the data at lower pressures. Lines are
guides to the eye.
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We have also plotted the maximum adiabatic temperature change for BCE (red triangles)
and MCE (blue circles) as a function of (TC −TM)/TC in figure 5.24 (b). Data correspond to
a hydrostatic pressure of 2.5 kbar and to a magnetic field of 6 T. Again, the behaviour of ∆T
for BCE is similar to the behaviour of ∆St . However, for the MCE, ∆T does not follow the
trends of the magnetic-field induced entropy change: as expected it shows low values for
weak magnetic samples, but it raises steadily as TM becomes lower than TC. Actually, it has
to be taken into account that for a given caloric effect, the adiabatic temperature change does
not only depend on the entropy change but also on how sensitive the transition temperature
is to the applied external field. As shown in table 5.1, dTt/d p can be considered to be
constant within the studied range. On the other hand, a significant increase is observed in
dTt/dH. Such an increase is understood in terms of the Clausius–Clapeyron equation and is a
consequence of the larger values of the magnetization change across the martensitic transition
arising from the larger ferromagnetic order of the austenite as TM becomes lower and lower
than TC (see figure 5.17). Inspection of figure 5.24 (a) and (b) shows that for the MCE
although the entropy change decreases at large TC −TM values, the adiabatic temperature
change is large due to the strong sensitivity of the transition temperature to the magnetic field
(see table 5.1).

It is finally worth analysing the behaviour of the Refrigerant Capacity (RC) which we
have computed as

RC = |∆S|max ×δT, (5.9)

where δT is the full width at half maximum for the ∆S vs T curves (figure 5.20). Data for
a hydrostatic pressure of 2.5 kbar (red triangles) and a magnetic field of 6 T (blue circles)
are shown in figure 5.24 (c). For the BCE, weakly magnetic samples exhibit the largest RC,
in concordance with the trends exhibited by both ∆S and ∆T . On the other hand, for MCE,
although samples with martensitic and Curie points close each other have the largest entropy
change, the RC is significantly larger for samples with the martensitic transition well below
the Curie point, due to the strongest sensitivity of the transition temperature to magnetic field
which results in a broader temperature span.

5.4.4 Summary and conclusions

We have studied the barocaloric and magnetocaloric effects in a series of composition related
Ni–Mn–In magnetic shape memory alloys by means of calorimetry under hydrostatic pressure
and magnetic field. We have tailored the composition of the alloys in such a way that all
samples exhibit a martensitic transition with a very narrow hysteresis of 3–6 K. We have
shown that the relative distance between the martensitic transition and the Curie point of the
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austenite is a good parameter to rationalise the behaviour exhibited by the different quantities
that characterise a giant caloric effect i.e. isothermal entropy change, adiabatic temperature
change and RC.

It is found that the BCE is larger for samples transforming martensitically above the
Curie point of the austenite. As the martensitic transition occurs below the Curie point, all
quantities start to decrease. Such a decrease is due to the lowering of the transition entropy
change, arising from the magnetic contribution to the entropy. With regards to the MCE,
the entropy change attains a maximum for those samples with martensitic and magnetic
transitions close to each other. However, the adiabatic temperature change and RC are larger
for samples transforming martensitically slightly below the Curie point, as a consequence of
the stronger sensitivity of the martensitic transition to the magnetic field, resulting from a
larger change in magnetization at the transition.

We expect that present findings can provide useful guidelines in the selection of magnetic
shape memory alloys for possible refrigerating devices. While it is commonly accepted
that a large entropy change is required, for certain specific applications using the MCE it
can be more interesting to use materials with slightly lower entropy values but with larger
temperature changes and with a broader temperature span of applicability. On the other hand,
for BCE applications, weakly magnetic samples exhibit the best performances. The opposite
trends exhibited by BCE and MCE effects point to a delicate balance between the two effects
in order to attain an optimal multicaloric response.
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5.5 Barocaloric and magnetocaloric effects in Ni-Co-Mn-
Ga-In shape memory alloys

In the present section, the magnetocaloric and barocaloric effects in a series of composition-
related metamagnetic shape memory alloys (Co and In-doped Ni–Mn–Ga) are reported.
The compositions of the alloys were chosen so that the Curie temperature of martensite is
below the structural transformation [149, 150] and they were tailored in such a way that
the martensitic transition takes place at different distances below the Curie point of the
austenite. Furthermore, by doping with Co, the martensitic transition occurs well above room
temperature so that no kinetic arrest is expected for these samples [147, 149]. Interestingly,
a maximization of the volume change at the transition is expected for samples of these
particular compositions [151].

5.5.1 Experimental details

The compositions (in at%) of the prepared samples measured by EDX are listed in table 5.1
with the corresponding labels as a function of the indium content: In0, In2.0, In2.1, and In3.0.

From the ingots, samples for magnetic measurements and conventional DSC (typical
mass ∼ 0.14 to 0.16 g), and for calorimetry under magnetic field (typical mass ∼ 0.1
g) and pressure (typical mass ∼ 1.7 to 1.8 g) were cut using a low-speed diamond saw.
Crushed powders prepared for X-ray measurements were annealed before the measurements
to improve crystallinity.

X-ray diffraction patterns were collected using a Thermo ARL X-FTRA diffractometer
equipped with a solid-state Si(Li) Peltier detector and an environmental chamber, which
allows to perform measurements in the range 100-600 K. Thermomagnetic analysis (TMA),
was used to determine the temperature dependence of the ac susceptibility in an applied field
of a few Oe at IMEM-CNR (Parma, Italy). Conventional differential scanning calorimetry
(DSC) was conducted using a Q2000 calorimeter from TA Instruments. Hydrostatic pressure
and magnetic field calorimetry was carried out in the calorimeters described in sections 3.2
and 3.4.

5.5.2 Results and discussion

Examples for the X-ray diffraction patterns collected at selected temperatures are shown in
figure 5.25 for samples In2.0, In2.1, and In3.0. For the sake of clarity, data collected during
cooling runs are not displayed in the figure. The selected range displayed in figure 5.25
highlights the onset of the austenitic phase and the concurrent fading of the martensitic
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Fig. 5.25 X-ray diffraction patterns taken in the martensitic phase for (a) sample In2.0 and (b)
sample In3.0. The peaks labelled with a subscript M correspond to the tetragonal martensite
and those labelled with a subscript A correspond to the residual cubic phase. (c) and (e)
panels display X-ray diffraction patterns at selected values of temperature. For sample In2.0
(top panel), temperatures from top to bottom are: 448, 423, 413, 403, 393, 383, 373, 363, 353,
343,333, 323, and 313 K. For sample In2.1 (bottom panel), temperatures from top to bottom
are: 353, 343, 333, 323, 313, 303, 293, 273, 253,and 213 K. Panels (d) and (f): Temperature
dependence of the unit cell volume in the austenitic (squares) and martensitic (circles) phases.
Lines are linear fit to the data.
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Table 5.2 Lattice parameters of the austenite and martensite phases and relative volume
change at the martensitic transition for samples In2.0 and In2.1.

In222...000 In222...111

Austenite phase aA=5.855 ± 0.003 aA = 5.859 ± 0.005
Martensite phase aM= 3.893 ± 0.005 aM = 3.900 ± 0.005

cM= 6.57 ± 0.01 cM= 6.56 ± 0.01
∆∆∆vvvttt/vvv 0.7 ± 0.2% 0.7 ± 0.3%

reflections while the austenitic peak steadily grows on heating. The austenitic phase has been
found to be cubic, and the martensitic phase, tetragonal non modulated for the two samples.
Lattice parameters for the different structures have been refined for each temperature. The
values obtained at the transition and the corresponding relative volume change ∆vt/v for
samples In2.0 and In2.1 are listed in table 5.2. From the refined lattice parameters, the crystal
volume of the two phases is obtained as a function of temperature. Results are shown in figure
5.25 (right panels) for samples In2.0 and In2.1. The thermal expansion of the two phases is
different, and the relative volume change shows a non-negligible drift with temperature.

Figure 5.26 (left panels) shows heating and cooling DSC curves for the four studied
alloys. A tiny feature at high temperatures (illustrated in the insets) corresponds to the Curie
point of the cubic phase, and large and broad exothermal and endothermal peaks correspond,
respectively, to the forward and reverse martensitic transitions. The jerky character of the
curves reflects the avalanche behaviour kinetics of the martensitic transition [152]. The
values for the Curie point (TC) and the transition entropy change ∆St calculated from these
curves are shown in table 5.1.

Representative examples of the isofield thermal curves obtained during heating and
cooling at selected values of magnetic field and hydrostatic pressure are shown in figure
5.27. The MCE is studied for samples In2.0 (a) and In3.0 (b), and the BCE for In0 (c) and
In2.0 (d), and In2.1 (e). The corresponding transition temperature values as a function of
the applied magnetic field and pressure are plotted in (f) and (g), respectively, and are in
accordance with the results presented in the previous section. The lower magnetization of
the martensitic phase gives rise to the inverse magnetocaloric effect, in agreement with the
shift of the transition temperatures to lower values as magnetic field is increased. By contrast,
the barocaloric effect has been found to be conventional, reflecting the lower volume of the
martensitic unit cell. Accordingly, the transition shifts to higher temperatures with increasing
pressure.
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Fig. 5.26 Left panels: Differential scanning calorimetry curves for the four studied samples.
On each panel, bottom curves correspond to cooling runs and upper curves, to heating
runs. The insets show enlarged views of the calorimetric curves to illustrate the feature
associated with the Curie point. Right panels: Temperature dependence of the AC magnetic
susceptibility.
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Fig. 5.27 Top panels: Calorimetric curves at selected values of the magnetic field (a, b)
and hydrostatic pressure (c, d, and e). On each panel, bottom curves correspond to cooling
runs and upper curves, to heating runs. Dashed arrows indicate increasing pressure. Curves
correspond to pressures as follows. For In0: 0 (black and red), 0.5 (green), 1.0 (blue), 1.5
(cyan), 2.0 (magneta),2.5 (purple) and 2.8 kbar (dark yellow). For In2.0: 0 (black and red),0.5
(green), 1.0 (blue), 1.2 (cyan), 1.5 (magneta), 2.0 (purple), 2.5(dark yellow) and 2.7 kbar
(navy). For In2.1: 0 (black), 0.5 (red), 1 (green), 1.5 (blue), 2.0 (cyan), and 2.5 kbar (magneta
and purple).
Bottom panels: Transition temperatures as a function of magnetic field (f) and pressure (g)
for the forward (solid symbols) and reverse (open symbols) transitions.
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Fig. 5.28 Magnetocaloric (left panels) and barocaloric (right panels) entropy change.
Coloured lines refer to the quasi-direct derivation and their corresponding values of the
field change, i.e. ∆µ0H and ∆p, are indicated in the legends. Left panels include the values
obtained by the direct isothermal measurements (black circles). Solid circles stand for the
first magnetic field field scan and open circles refer to the subsequent scans. The dashed area
includes the reversible entropy change. Stars correspond to the values of ∆St [Tt(H),H].
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The values of the quasi-direct derivation of the entropy change are shown in figure
5.28. Values for the magnetocaloric effect in panels (a) and (b) also include the direct
estimates obtained by isothermal calorimetry which also enables a direct characterization of
the reversible entropy change obtained upon field cycling, as shown by the dashed regions.
The isothermal calorimetric measurements have been perfomed by following the protocols
described in section 3.1.1. Overall, there is a good coincidence for the entropy values obtained
from both isofield and isothermal measurements. Samples exhibit an inverse magnetocaloric
effect and a conventional barocaloric effect, i.e. application of a magnetic field, 0 → H,
increases the entropy of the sample and application of a hydrostatic pressure, 0 → p decreases
the entropy.

In absolute terms, the pressure induced entropy change values increase with increasing
the magnitude of the applied field as illustrated in figure 5.29 (left panel), which shows the
maximum values entropy |∆S|max as a function of the hydrostatic pressure. In general, the
values are slightly lower than those for Ni–Mn–In alloys presented in the previous section.
However, it is worth mentioning that the barocaloric |∆S|max values are comparable to those
reported for Gd–Si–Ge [89] and larger than the values reported for La–Fe–Si magnetocaloric
materials [41]. The upper bound of the |∆S|max values is given by the transition entropy
change ∆St . From figure 5.27, it can be seen that the coincidence between the magnetic field
induced entropy value and the ∆St value at 6 T reflects the fact that within such an interval a
field of 6 T is enough for driving the whole of the sample through its martensitic transition.
In contrast, for the three alloys in which the BCE has been studied they do not reach the
upper bound value for the range of studied pressures. Thus, the pressure is not large enough
to promote the transformation of the full sample.

The refrigerant capacity (RC) values have been computed as indicated in equation 5.9.
Results for cooling and heating runs are shown in figure 5.29 (right panel) as a function of
pressure. The increase in RC with increasing pressure (magnetic field) is a consequence of
the increase in ∆Smax and the broadening of the ∆S versus T peak (figure 5.27) resulting from
the shift in the martensitic transition to higher (lower) temperatures with increasing pressure.
The RC values found for the barocaloric effect in metamagnetic alloys compare well to those
reported for magnetocaloric materials at moderate magnetic fields [153].

The volume change at the martensitic transition can be obtained by using the Clausius-

Clapeyron equation: ∆vt = ∆St
dTt

d p
. Within experimental errors, ∆St has been found to be

independent of pressure for the studied range of pressures. Hence, the good linearity exhibited
by the transition temperature versus pressure [see figure 5.27 (g)] indicates that the volume
change at the transition does not depend on pressure. The computed values of ∆vt are (4±1)
10−7m3kg−1 for sample In0, and (6±1) 10−7m3kg−1 for samples In2.0 and In2.1. In the case
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of the latter samples, they correspond to relative changes of ∆vt/v = 0.5±0.1% (for the two
samples), where the unit cell volume for the two samples is taken as v = 1.2510−4m3kg−1,
computed from X-ray data. Although these values are slightly lower than those from X-ray
(see table 5.2), there is a quite good agreement between the two set of data taking into account
the uncertainties associated with the two methods.

For a conventional caloric effect(as the barocaloric effect found here), the temperature
region where the effect is expected to be reproducible is bounded by the martensitic start
transition under applied pressure and the austenite start transition at atmospheric pressure,
according to the description given in the previous sections 5.3 and 5.4. A graphical approach
is provided by the temperature region where the |∆S| versus T curves recorded on heating
and cooling overlap. Inspection of figure 5.28 (c, d, and e) suggests a poor reproducibility for
the barocaloric effect in the studied metamagnetic alloys. Such a lack of reproducibility must
be ascribed to a relatively large hysteresis of the transition ∼ 15 K and a moderate pressure
dependence of the transition temperatures. Taking into account the pressure dependence of
the transition temperatures and the values for the thermal hysteresis we can estimate that
pressures of ∼ 8 kbar would be necessary to obtain a reversible barocaloric effect.

Both transition enthalpy and entropy changes slightly decrease with increasing magnetic
field and give an upper bound of the caloric effects, as explained in the previous sections.
This is seen for the case of the MCE by the stars plotted on the left panels in figure 5.28.
With regard to the energy dissipated in a complete transformation loop, the values in each
case are calculated by following the expression given by 5.5 in section 5.3.2. Even though
these materials display a larger hysteresis if compared to the samples presented in sections
5.3 and 5.4, it is seen that they still display low values of the dissipated energy in comparison
to the transition enthalpy change (3%–8%). The lowest values correspond to the samples
with the lowest hysteresis.

5.5.3 Summary and conclusions

In Ni-Co-Mn-Ga-In metamagnetic alloys the entropy changes at the barocaloric and magne-
tocaloric effect at moderate pressures up to 2.8 kbar and magnetic fields up to 6T are in the
range of the values reported for materials exhibiting giant caloric effects [154].

Although the relatively large thermal hysteresis compromises the reproducibility of
the barocaloric effect, a good reproducibility for the magnetocaloric effect is found. The
maximum reversible entropy values for fields of 6 T are 8 J/kg K and 11 J/kg K for the samples
with the weakest and strongest field dependence of the martensitic transition, respectively.
These values represent, respectively, 60 % and 70% of the total magnetocaloric effect
(corresponding to application of the field for the first time) in these materials.



5.5 Barocaloric and magnetocaloric effects in Ni-Co-Mn-Ga-In shape memory alloys 185

As previously explained, the reversibility in the magnetocaloric effect depends, primarily,
upon two factors: the width in the hysteresis loop and the shift in the transition temperatures
with field. Indeed, the materials studied in this section display larger hysteresis in comparison
with the previously presented Ni-Mn-In alloys in sections 5.3 and 5.4, but this drawback
can be compensated with the larger sensitivity of the transition to the applied magnetic field.
In addition, it has been calculated that the energy losses associated with the hysteresis is
less than an order of magnitude lower than the latent heat of the transition which bounds
the magnitude of the caloric effect. It is therefore expected that hysteresis will not severely
reduce the energetic efficiency of a potential refrigerating cycle using these materials.

Tailoring materials with low hysteresis and strong field dependences will result in larger
temperature regions where the magnetocaloric effect is reversible. Within this temperature
range, large values for the reversible entropy (approaching the total entropy change) will
be found for those samples with a sharp martensitic transition. Moreover, the opposite
behaviour of the transition temperatures with magnetic field and pressure suggests that the
reproducibility could be enhanced (increased temperature region and entropy values) either
by tuning the magnetocaloric effect by hydrostatic pressure or by tuning the barocaloric
effect by a magnetic field.
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5.6 Expanding the magnetocaloric operation range in
Ni–Mn–In Heusler alloys by Cu-doping

A number of strategies have been proposed in order to extend the operation range of the
giant MCE [91, 155, 156]. For a given material, it is known that the range over which
a first-order transition occurs depends on the amount of disorder in the form of chemical
disorder, lattice defects, etc, which gives rise to a spatial distribution of local transition
temperatures [157, 158]. This suggests that the transition range can be increased by tailoring
the amount and distribution of disorder. Nevertheless, controlling disorder in an appropriate
way to engineer materials showing large caloric response in an extended temperature span is
in general difficult.

An effective strategy consists in building composite materials made of components with
slightly shifted operation ranges [91, 159–163]. In the present section we take advantage of
the high sensitivity of the transition temperature on composition in Ni-Mn based magnetic
martensitic materials and we show that a magnetocaloric composite material can be designed
by assembling (stacking) pieces of Ni–Mn–In with fine tuned amounts of Cu-doping.

In Ni-Mn based Heusler alloys hybridization between the Ni 3d states and the 3d states
of excess of Mn-atoms located at Z sites have been shown to play a crucial role in con-
trolling the relative stability between parent and martensitic phases [128, 164]. Therefore,
in Ni–Mn–In small substitution of Mn atoms located at In sites by Cu atoms should give
rise to a decrease of the range of stability of the martensitic phase due to a weakening of
the hybridization. Nevertheless, doping should have little effect on the magnetic properties
of the material. Therefore, it is expected that both the reduced thermal hysteresis and the
large magnetization jump associated with the martensitic transition that control the excellent
reversible magnetocaloric properties of Ni–Mn–In materials remain essentially unaffected
by Cu-doping. Consequently, doping with selected amounts of Cu should provide a very
convenient procedure to design composite materials with broad magnetocaloric operation
range.

5.6.1 Experimental details and alloy design

Sample compositions are listed on table 5.1 and are labelled as a function of the Cu-fraction:
Cu0, Cu1.9, Cu2.2, and Cu2.7. Compositions have been determined by averaging the EDX
results on three different surfaces of each studied sample. XRD measurements have confirmed
that Cu-doping prompts minor effects on the structural nature of Ni-Mn-In alloys and have
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Fig. 5.30 Magnetization versus temperature curves at a low applied magnetic field of 0.005T
(a) and at high field 5T (b) for heating and cooling runs. Inset: Inverse of the magnetic
susceptibility as a function of temperature in the high temperature paramagnetic regime.

verified the presence of a cubic L21 austenite phase and a modulated martensite structure on
each sample, in accordance with previous studies [13, 84, 107, 165].

Magnetization measurements were carried out with a vibrating sample magnetometer
in a Physical Property Measuring System (PPMS, Quantum Design) at Instituto Potosino
de Investigación Científica y Tecnológica (IPICyT, San Luis Potosí, Mexico) from which
isothermal scans of magnetic field and isofield temperature scans have been performed on
samples with a typical mass ∼ 15 mg.

Calorimetric measurements under magnetic fields were performed by using the calorime-
ters described in section 3.2 by scanning the temperature at a rate 0.6 K min−1 (isofield
measurements), and magnetic field at a rate 0.2 T min−1 (isothermal measurements). The
mass of specimens for calorimetry measurements was ∼ 200 mg.
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5.6.2 Results

Magnetization versus temperature curves are shown in figure 5.30. Panel (a) shows the low
field (5 mT) magnetization measurements. On cooling the magnetization first increases
at the Curie temperature and it decreases at a lower temperature where the martensitic
transition occurs. The inset displays the behaviour of the inverse of the susceptibility
χ−1 (obtained from cooling runs) in the high temperature region where samples are in
the paramagnetic state. χ−1 exhibits, as expected, a linear behaviour and values of the
paramagnetic Curie temperature, TC, are obtained from the corresponding linear fits taking

into account the Curie-Weiss law χ =
C

T −TC
, where C is the material’s specific Curie

constant. The obtained paramagnetic Curie temperatures slightly decrease by increasing the
amount of Cu (see table 5.1). Panel (b) shows magnetization vs. temperature curves obtained
during cooling and heating runs at 5 T. The sharp decrease in magnetization is associated
with the first-order martensitic transition from a high temperature ferromagnetic phase to a
low temperature paramagnetic martensitic phase. At temperatures above the forward and
reverse martensitic transition temperatures (TM and TA, respectively) the magnetization drops
due to the occurrence of the second-order Curie transition to a paramagnetic state. It is
worth noting that both high and low magnetic field magnetization curves show very similar
behaviour except for the significant shift of the martensitic transition. The slightly higher
low magnetic field magnetization in the region between the Curie and martensitic transition
temperatures displayed by sample Cu2.2 is indeed not relevant.

Calorimetric measurements under constant applied field are presented in figure 5.31 (left
panels). The first-order magnetostructural transition and its associated latent heat and entropy
change is identified by positive peaks on heating runs (endothermal process) and negative
peaks on cooling runs (exothermal process). The change in heat capacity associated with the
ferromagnetic-paramagnetic transition at TC is detected as a small feature in the thermograms,
which is two orders of magnitude lower than the magnitude of the peaks corresponding to
the magnetostructural transition. Peak temperatures define transition temperatures TM and
TA, which are plotted as a function of the applied magnetic field in figure 5.32. As shown in
table 5.1, for all samples significantly low hysteresis, TA −TM, ranging between 4 and 6 K
has been found.

Calorimetric measurements allow the computation of entropy curves S(T )− S(T0) in
the temperature range at which the first-order transition takes place. They are computed
by integration (with appropriate baseline) of the calorimetric curves as indicated in the
expression (4.5.3).

As shown in figure 5.32 and table 5.1, the first-order martensitic transition temperatures
decrease when the Cu-content increases. Application of a magnetic field shifts the martensitic
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Fig. 5.31 Left panels: Isofield thermal curves corresponding to samples Cu0 (a), Cu1.9
(b), Cu2.2 (c), Cu2.7 (d). Values of the applied magnetic field are shown in the legends.
Positive curves correspond to heating runs and negative curves to cooling runs. Right panels:
Magnetic field-induced entropy change as a function of temperature for: (e) Cu0, (f) Cu1.9,
(g) Cu2.2, (h) Cu2.7, at selected values of the applied magnetic field. Solid lines refer to the
quasi-direct method of computation of the magnetocaloric effect and dashed lines refer to
the indirect method. Up black triangles refer to ∆St on heating at each applied magnetic
field whereas down black triangles refer to ∆St on cooling. ∆St values are plotted at the
corresponding TA(µ0H) or TM(µ0H) values. Black lines are guides to the eyes.
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of magnetic field. Linear fits to the data provide the values of
dTM

dµ0H
given in table 5.1.

transition towards lower temperatures owing to the fact that the martensite has lower magne-

tization than the parent phase. The sensitivity values
dTM

dµ0H
follow the behaviour described

in section 5.4.3 and are enhanced (in absolute terms) as the distance between martensitic and
Curie transition temperatures increases, as shown in table 5.1.

Figure 5.31 (right panels) shows quasi-direct and indirect estimations of the magne-
tocaloric entropy change for the studied samples. Indirect estimations were obtained from

isofield magnetization curves (not shown here) as ∆S(0 → H) = µ0

∫ H

0

(
∂M
∂T

)
H

dH. Both

quasi-direct and indirect methods display an inverse character of the magnetocaloric effect
and give almost coincident results. The small discrepancies may be attributed to small
inhomogeneity gradients in each sample and the fact that different specimens have been
used for calorimetric and magnetization measurements. The indirect method display a tail
with sign opposite to the sign of the main peak, which is not observed on quasi-direct
results. This tail is reminiscent of the conventional magnetocaloric effect associated with
the ferromagnetic order that develops below the Curie temperature and is not detected by
the quasi-direct method since it only takes into account the contribution associated with the
first-order magnetostructural transition.
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As shown in the right panels of figure 5.31, the transition entropy change provides the
limit of the maximum available absolute value of the magnetocaloric entropy change, which
is achieved for large enough applied magnetic fields enabling to fully induce the transition.
The corresponding magnetic field threshold is minimum at temperatures close to TM (0T)
and TA(0T) (∼ 2.5T for samples Cu0, Cu1.9, Cu2.2, and ∼ 2T for Cu2.7). As mentioned
previously, ∆St and the maxima of ∆S are slightly reduced as the transition is shifted towards
low temperatures when the maximum applied magnetic field increases.

It is noticeable that the magnetocaloric effect exhibited by the studied samples may
cover a large temperature interval about room temperature if the caloric contributions of
each sample were combined. With this result in mind, a composite specimen of total
mass m = 262 mg has been prepared by stacking 19.9% Cu1.9, 42.4% Cu2.2, 37.8% Cu2.7

components for calorimetric measurements. The aim was to obtain a direct determination of
the magnetocaloric response of the composite. Results corresponding to isothermal magnetic
field cycles up to 5 and 6T are shown in figure 5.33. Examples of the obtained thermal
curves are given in figures 5.33 (b) and (c). Integration of the calorimetric curves provide
the magnetocaloric entropy change values (direct method) displayed as symbols in panel
(d). In this panel, dashed lines and their enclosed dashed area indicate the region of full
reproducibility of the entropy change upon cyclic application and removal of a magnetic field
of 6T. Solid lines are estimates from the quasi-direct measurements and have been computed
as

∆S = ∑
i

xi∆Si, (5.10)

where xi stands for the fraction of each specimen of the composite and ∆Si is the correspond-
ing entropy change of each specimen (shown in figure 5.33). The overlap of two peaks in
panel (b) is associated with the latent heat inherent to the first-order transition taking place in
Cu1.9 and Cu2.2 samples whereas in (c) there is the only contribution of sample Cu2.7 and
one peak occurs at each magnetic field scan. Each set of magnetic field cycles has been
preceded by an isofield thermal excursion towards a temperature at which the components of
the composite were fully at the low (high) temperature phase as described in section 3.1.1.
The low hysteresis of the samples ensures the occurrence of a large reversibility region as
indicated by the shaded area in figure 5.33 (d). Reversible entropy changes of ∼ 7.5 J kg−1

K−1 are obtained upon cyclic application of 6T. It is worth mentioning that the conventional
magnetocaloric effect exhibited by components of the composite in the austenite phase can
compete with the inverse contribution of opposite sign arising from the first-order transition.
In any case, the conventional contribution is one order of magnitude lower than the inverse
contribution and has little relevance to the overall magnitude of the magnetocaloric effect.
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Fig. 5.33 Isothermal calorimetry under magnetic field scans: applied magnetic field versus
time (a) and the corresponding thermal curves at 281 K (b) and 260 K (c). Panel (d) shows
the magnetocaloric entropy change exhibited by the composite specimen upon magnetic
field cycles up to 5 T (blue) and up to 6 T (purple). Purple and blue lines give the entropy
change obtained by the quasi-direct method. Symbols stand for results obtained by isothermal
calorimetry. Solid circles correspond to the first application or removal of the magnetic
field whereas open circles correspond to successive field cycles. The purple dashed region
indicates the interval of reproducibility of the entropy change upon magnetic field cycles of
6 T.
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Fig. 5.34 Sketch of the composite thermal response when magnetic field is isothermally
scanned at T = T1 (top figure) and at T = T2 (bottom figure), where T1 > T2. The yellow
arrows indicate the absorption of heat at the composite fragment which transforms to the
austenite phase by application of magnetic field.

5.6.3 Summary and conclusions

The giant magnetocaloric effect in Cu-doped Ni-Mn-In Heusler alloys has been studied by
means of indirect and quasi-direct methods with the use of magnetometry and calorimetry
under applied magnetic field measurements. The samples exhibit a large entropy change of
∼21 J K−1 kg−1 upon application of 6T in the vicinity of their first-order magnetostructural
transition. In the studied composition range, increasing the Cu-fraction tunes the transition
temperature towards lower values whereas the Curie temperature of the high temperature
phase remains at values about ∼ 307 K. Consequently, the overall magnetocaloric effect in
each specimen can be tuned as a function of temperature with the addition of copper. This
has enabled the design of a composite constituted of three Cu-doped Ni-Mn-In components
which show a large magnetocaloric response over a broad temperature range.
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Direct isothermal calorimetric measurements under applied magnetic field have provided
a characterization of the magnetocaloric response of the composite. Accordingly, figure 5.34
sketches the behaviour of the composite when the magnetic field is isothermally scanned at
two different temperatures T1 > T2. The consequent heat absorption at different fragments
of the composite is indicated by the yellow arrow. Results show large reproducible entropy
changes of ∼ 7.5 J K−1 kg−1 upon application of 6T over a temperature span of ∼ 30 K. It
is also shown that there is a clear competition between enlarging the composite operation
range and lowering the magnitude of the entropy change since the thermal response at each
temperature interval is exhibited by a particular segment of the composite. This ensures
a proper design for a purpose-built composite as a function of applicational requirements
since favouring the magnetocaloric performance in a certain temperature interval becomes
feasible by tailoring a particular composition range of the material. We claim that from
a technological point of view the development of composites constituted of components
with gradual changes of composition can be highly advantageous for the enlargement of the
magnetocaloric operation range and the optimization of the magnetocaloric performance at a
desired temperature interval.
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5.7 Thermodynamic study of the intermartensitic transi-
tion in a Ni-Mn-Ga Heusler shape memory alloy

Ni-Mn-Ga alloys display an interesting composition region at the interval with valence
electron concentration close to e/a = 7.5, which corresponds to the 2-1-1 stoichiometry. As
sketched in the phase diagram shown in figure 5.3, in this region, on cooling, the cubic L21

high temperature phase first becomes ferromagnetic and further transforms martensitically.
By increasing e/a from 7.5, the martensitic structure changes from modulated 5M and 7M
structures to a non modulated (NM) L10 structure. In some cases, the non modulated L10

ground state structure is reached through a multistage transformation process. In particular,
for e/a ≤ 7.6, the martensitic transition is preceded by a premartensitic transition to a 3R
modulated phase. For slightly larger e/a values, the parent phase directly transforms to
martensite. Different sequences which involve intermartensitic changes have been reported
[14], including 5M → 7M → NM, and 7M → NM depending on compositions.

Nevertheless, the physical origin of intermartensitic changes is not yet well established.
While the existence of an intermartensitic line in the phase diagram could be understood
as a continuation of the premartensitic line, the fact that in some cases on heating the NM
structure reverts to the cubic high temperature phase in a single step could indicate that
modulated and non-modulated phases have very similar free energies and consequently the
selection of one of these phases at nucleation may be strongly influenced by small differences
of the corresponding energy barrier to be overcome in each case [15]. Interestingly, the fact
that the NM structure corresponds to the ground state (lowest energy phase) suggests that
intermartensitic changes may simply be understood as detwinning processes of nano-twinned
structures at which dissipation of the excess of surface energy associated with twin boundaries
should occur. Therefore, it is not yet well established whether or not intermartensitic changes
occur through a phase transition. In spite of that, hereafter we will denote these changes as
intermartensitic transitions. The present section is aimed at trying to elucidate the mechanism
driving the intermartensitic transition in Ni-Mn-Ga alloys.

5.7.1 Experimental details

A polycrystalline Ni47.7Mn31.2Ga21.1 alloy was selected in order to carry out the present study.
For this alloy e/a ∼ 7.6 and the martensitic and intermartensitic transitions are expected to
occur rather close to each other. This is the situation in which the reverse transformation is
expected to occur as a single step.
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Neutron diffraction, calorimetric and magnetization measurements are performed in
order to study the effect of an applied magnetic field on the relative stability of the parent,
martensitic and intermartensitic phases. Magnetization vs. temperature measurements during
cooling and heating runs were carried out in a physical property measurement system (PPMS,
Quantum Design) under applied fields up to 5 T. Experiments were conducted on a specimen
of approximate dimensions 1 mm × 1 mm × 5 mm (mass, m ≃ 0.019 g). Calorimetric
measurements under applied magnetic fields up to 6 T have been performed using the
calorimetric set-up described in section 3.2.

5.7.2 Results and discussion

Transition temperatures were estimated from conventional DSC (TA Q2000, TA-Instruments)
measurements. On cooling, the martensitic transformation takes place in the temperature
range between MS ≃ 307 K and MF ≃ 298 K. During further cooling a second process
is detected which confirms the two-step martensitic transformation. It corresponds to the
intermartensitic transition which occurs below MIS ≃ 295 K. The observed two-step transfor-
mation process has previously been reported for alloys of similar composition [166–168].
On heating a single peak is only detected which confirms that the reverse transition happens
as a single step. It is observed in the range between AS ≃ 305 K and AF ≃ 315 K.

Diffraction patterns obtained during cooling/heating sequences are shown in figure
5.35. On cooling an intermediate structure is obtained at 296 K, however it does not
reappear on heating where a direct change from the low temperature martensitic phase to
the high temperature parent phase takes place. Therefore, the patterns clearly indicate the
formation of an intermediate structure crystallographically different from both the high
and low temperature phases during cooling. The high temperature phase has been found
to be cubic. The intermediate pattern is consistent with a 7M commensurate structure,
while the low temperature phase is a monoclinic phase with an incommensurate modulation
that approaches a 5M structure. These structural changes involve both lattice parameter
and volume changes. The coexistence of 7M and 5M modulated structures has already
been reported in alloys of similar composition [14]. In our case, the resolution of neutron
diffraction data does not allow the observation of such a coexistence.

The magnetization behaviour in the vicinity of the martensitic transition (below the Curie
point) measured during cooling and heating runs at selected values of the applied field are
shown in figure 5.36 (a) and (b), respectively. A sharp change of magnetization is observed
when the martensitic transition takes place. For low applied magnetic fields, the magnetization
is observed to decrease while it slightly increases for large enough magnetic fields. This
is the expected behaviour of the magnetization in the vicinity of the martensitic transition
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Fig. 5.35 Neutron difracction patterns. (a) During cooling at 340 K, 296 K and 250 K. (b)
During heating at 250 K, 296 K and 310 K. Diamonds indicate superstructure peaks.

in nearly stoichiometric Heusler shape memory alloys [13]. Actually, the decrease of the
magnetization at low fields is a consequence of the strong increase of the magnetocrystalline
anisotropy in the martensitic phase (the parent phase is a very soft magnetic phase while the
martensite shows a strong uniaxial magnetocrystalline anisotropy). The small increase of
the magnetization observed at high fields simply indicates that the magnetic moment of the
martensitic phase is larger than the magnetic moment of the parent phase. On further cooling,
at the temperature region of the intermartensitic transition, the magnetization displays small
kinks. For each field, magnetization changes at the intermartensitic transition are of opposite
sign to magnetization changes at the martensitic transition. During heating, the magnetization
changes in a single step associated with the reverse martensitic transition.

Calorimetric curves at selected values of the applied magnetic field for cooling and heating
runs are shown in figure 5.37 (a). It is worth pointing out that while the peak associated
with the martensitic transition is rather smooth on cooling, the intermartensitic transition
shows a significant jerky character. This behaviour is in fact in agreement with the existence
of kinks in the magnetization curves in the same temperature region. In magnetometry,
only big changes of magnetization are detected while calorimetry is able to detect a larger
number of jerks due to its high sensitivity to small magnetostructural changes. Note that the
jerky character of the intermartensitic transition remains irrespective of the applied magnetic
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field. The calorimetric peak associated with the reverse transition also shows jerks which
are superimposed to a large and smooth background. These jerks might occur due to the
overlapping of both reverse martensitic and intermartensitic transitions.

Calorimetric and magnetization results reflect a weak dependence of both martensitic and
intermartensitic transitions on the applied magnetic field. For low fields, the martensitic tran-
sition slightly shifts to lower temperatures while the intermartensitic transition has tendency
to shift to higher temperatures. By increasing the field above 0.5 T, both transitions show a
change of tendency; the martensitic transition shifts to higher temperatures while the inter-
martensitic moves in opposite sense. Actually, for the martensitic transition this is expected
from the behaviour of the magnetization at the transition. For the intermartensitic transition
it is also consistent with the corresponding behaviour of the magnetization. This last result
is different from that reported in reference [169] where an increase of the intermartensitic
transition temperature was reported in spite that no change of magnetization was detected at
the intermartensitic transition. On heating, by increasing the field reverse martensitic and
intermartensitic transitions tend to split as revealed by the small peak that grows at the end of
the large calorimetric peak.

Integration of the calorimetric peaks yields to the entropy and enthalpy changes corre-
sponding to the martensitic and intermartensitic transitions on cooling and to the reverse
martensitic transition on heating. Results as a function of the applied magnetic field are
shown in figure 5.37 (b) and (c). Within the errors, both enthalpy and entropy changes of
martensitic and intermartensitic transitions are independent of the applied magnetic field.
Figure 5.37 (b) and (c) also compares the sum of the martensitic and intermantensitic en-
thalpy and entropy changes with the corresponding changes of the reverse transition, in
absolute values. Results show to a very good approximation that the entropy and enthalpy
changes of the reverse transition which occurs, essentially, as a single step is the sum of the
corresponding quantities associated with the martensitic and intermartensitic transitions.

In order to analyse in more detail the effect of an applied magnetic field on the relative
phase stability of the parent and martensitic phases, we have determined the change of
entropy as a function of temperature resulting from the isothermal application of a given
magnetic field. This magnetic field induced entropy change is indirectly estimated from
magnetization measurements shown in figure 5.36 (a) and (b) by means of the expression
(5.6). Entropy changes as a function of temperature for selected values of the applied
magnetic fields are shown in figures 5.36 (c) (cooling runs) and (d) (heating runs). Results
show that isothermal application of a magnetic field leads to a large decrease of entropy in
the region of the paramagnetic-ferromagnetic transition (∼ 370 K). The peak is considerably
broad as expected for a continuous transition. In the vicinity of the martensitic transition, the
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entropy increases for low applied fields while it decreases for larger fields. The change from
positive to negative values of the entropy change indicates that by increasing the field, the
martensite first loses stability with respect to the parent phase but at larger fields it becomes
more and more stable. The obtained behaviour is in agreement with the observed change of
the transition temperature with an applied magnetic field. Therefore, the loss of stability at
low fields must be caused by the larger magnetocrystalline anisotropy of the martensite that
hinder the magnetization to reach its more favourable ferromagnetic order.

At the intermartensitic transition, the field induced entropy change has an opposite
behaviour; it shows a tendency to decrease at low applied fields while it increases for larger
fields. This means that application of a magnetic field reduces the relative stability of
the lower temperature martensitic phase with respect to the intermediate martensite. We
anticipate that this could be due to a reduction of the magnetocrystalline anisotropy and an
increase of the magnetic moment taking place at the intermartensitic transition. It is worth to
note that during heating this low temperature effect is not detected consistently with the fact
that the reverse transition process occurs as a single step.

The significant jerky character of the intermartensitic transition together with the fact
that reversion towards the parent phase occurs as a single step process might suggest that
the mechanism behind the intermartensitic crossover is a detwinning process. There are
however a number of features that indicate that the intermartensitic transition is an actual
phase transition. First of all, the existence of a significant change of cell parameters (and
cell volume) at the intermartensitic crossover between the intermediate and low temperature
martensitic phases as confirmed from neutron diffraction patterns. Second, the fact that
entropy and enthalpy changes of the reverse transition coincide with the sum of the absolute
values of the corresponding quantities for martensitic and intermartensitic changes during
the two-step forward process. Third, the fact that our measurements suggest a change of
magnetocrystalline anisotropy and magnetic moment at the intermartensitic transition. These
results, together with the detection of a partial jerky character of the reverse transition,
confirm that both martensites revert simultaneouly towards the parent phase in a single step.
This is a consequence of the fact that the hysteresis associated with the intermartensitic
transition is larger than the hysteresis associated with the parent martensitic transition.
Finally, the fact that, in spite of being weak, both martensitic and intermartensitic transitions
shift non monotonously under an applied magnetic field is consistent with the behaviour
of magnetization and entropy changes at both martensitic and intermartensitic transitions.
Actually, this behaviour is in agreement with Clausius-Clapeyron equation for first-order
phase transitions.
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In summary, the results presented in this section confirm that in Ni-Mn-Ga a single
intermartensitic transition occurs for the range of compositions with e/a close to the value
(e/a ≃ 7.6) where martensitic and premartensitic lines meet one each other. The inter-
martensitic transition takes place from a commensurate 7M phase to an incommensurate 5M
structure. From a kinetic point of view, it is interesting to point out that the intermartensitic
transition extends over a relatively large temperature range and shows a significant jerky
character which could be a consequence of the need of overcoming high energy barriers in
order to reach the lowest energy ground state structure.
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5.8 Summary & conclusions

In the present chapter we have presented the study on the giant MCE and BCE arising in
the vicinity of the first-order martensitic transition in Ni-Mn based alloys. The temperature
at which this transition takes place and the magnetostructural properties of the martensite
and austenite phases are highly dependent on the valence electron concentration e/a and
can be modified by slight variations in the alloy composition. Accordingly, these caloric
phenomena have been analysed in a series of Ni-Mn based Heusler alloys with tailored
magnetostructural properties by tuning the composition of the alloys. In the studied samples,
the austenite phase has larger volume in comparison to the martensite phase, and typically
shows ferromagnetic order. Consequently, the MCE and BCE are found to be inverse and
conventional, respectively.

It has been shown that direct calorimetric measurements of the MCE are a great tool for
the characterization of its reproducibility upon field cycling. The reported results indicate
that the reproducible region arises for fields that are strong enough to shift the transition
temperature so that the thermal hysteresis loop at zero field and the loop at applied field do
not overlap. Hence, for an inverse effect the reversible region is bounded by the temperatures
Ms(H = 0) and As(H), and for a conventional effect it is bounded by As(0) and Ms(H). In
relation to this, a good estimation of the reversibility of the caloric effect can also be obtained
from the quasi-direct method by analysing the overlap of the |∆S| vs. T curves obtained
upon heating and cooling. Therefore, the reproducibility of the MCE and the BCE has been
accurately characterized by either direct or quasi-direct methods.

In view of a better reproducibility of the caloric effect, the minimization of the hysteresis
associated with the martensitic transition is highly convenient. As demonstrated in section
5.3, this is achieved when the martensite and the austenite phases display geometrical
compatibility and the cofactor conditions described in section 5.1.1 are met. Nonetheless,
good reproducibility can also be found in materials displaying particularly large sensitivity
of the transition temperature to the applied field and the effect of an unfavourable hysteresis
can be overcome, as shown in the study of Ni-Co-Mn-Ga-In samples in section 5.5.

The caloric performance can be parametrized as a function of the relative distance

between the martensitic transition and the Curie point of the austenite
TC −TM

TC
. As far as

this parameter increases in positive values (TM < TC), the austenite phase becomes more
magnetic and the value of ∆Mt increases. Consequently, the magnetic contribution which
takes part to the total transition entropy change ∆St significantly increases. In comparison
to the other entropic contributions, this contribution has opposite sign and its enlargement
yields to a reduction of the overall ∆St value. These conditions prompt a larger magnetic
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field sensitivity of the transition temperature and lower upper bounds of the MCE entropy
change due to the reduction in ∆St (see figure 5.12). In contrast, the materials have been
reported to display a better BCE performance as TM > TC.

It is worth noticing that the opposite trends of the MCE and the BCE might lead to a
poor multicaloric performance under the influence of hydrostatic pressure and magnetic field.
However, the situation might change by choosing the mechanical force which best tailors the
symmetries of the shear distortion associated with the martensitic transition. In this sense,
this family of materials have been reported to perform large elastocaloric responses and
strong sensitivity of the transition temperature with respect to uniaxial stresses [92, 103, 170].
Therefore, it is expected that these materials display an optimized multicaloric performance
under the influence of uniaxial stress and magnetic field. In this regard, figure 5.38 displays
preliminary calorimetric results on a Ni49.0Mn33.8In15.0Cu2.2 sample, with sensitivity values

dT
dµ0H

= -3 K T−1 and
dT
dσ

= -0.08 K MPa−1 [as evidenced by the slopes in each direction of

each plane illustrated in the phase diagram of panel (a)], ∆St = 26 J K−1 kg−1, and thermal
hysteresis of ∼ 7 K. The peaks of the thermograms at constant compressive stress σ = -2
MPa shown in panel (b) are indicative of the magnetocaloric response. In this connection,
panel (c) illustrates the large magnetic field driven strain (∆ε ∼ 1 %) which is associated with
the caloric effect and confirms the strong cross-response at the magnetostructural transition.

In section 5.6, a successful strategy for the expansion of the magnetocaloric operation
range is described. In particular, a composite material consisting of fragments with gradual
changes in composition has been built. In this regard, the martensitic transition temper-
ature has been conveniently shifted towards different values in each fragment so that the
magnetocaloric response is exhibited at different portions of the composite as a function
of the temperature interval at which the field is applied. This results in large reproducible
entropy changes of ∼ 7.5 J K−1 kg−1 upon cycling a 6 T magnetic field over an expanded
temperature span of ∼ 30 K.

Finally, it has been shown that the developed calorimetric techniques together with
magnetometric measurements have been useful for the thermodynamic study on the nature of
the intermartensitic transition in Ni-Mn-Ga given in section 5.7. Our results point to the fact
that these phenomena occur through first-order martensitic transitions instead of detwinning
processes of nano-twinned structures.
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Fig. 5.38 Features of the magnetostructural first-order transition at Ni49.0Mn33.8In15.0Cu2.2
magnetic shape memory alloy analysed by the setup described in 3.3 which allows simultane-
ous calorimetric and dilatometric measurements. (a) Transition temperature upon heating (red
plane) and cooling (blue plane) as a function of the applied compressive uniaxial stress and
magnetic field. (b) Isothermal calorimetric curves at σ = - 2 MPa obtained upon magnetic
field cycling. (c) The corresponding behaviour of the field-induced strain at each magnetic
field scan. The red, orange, green, and blue lines in (c) and (d) panels refer to data obtained
at the first (6 T→ 0), second (0→ 6 T), third (6 T→ 0), and fourth (0→ 6 T) magnetic field
scans, respectively.





Chapter 6

Giant caloric effects in BaTiO3

6.1 Overview on perovskites and BaTiO3

By virtue of its ferroelectric order at room temperature and the simplicity of its perovskite
structure, BaTiO3 has been widely investigated over the last decades and is employed for
a large list of applications of multiple kinds. The ferroelectric properties of BaTiO3 and
other perovskite oxides were first reported in the 40s, in a decade in which the discovery of
ferroelectricity and piezoelectricity in ceramic materials was strongly influeced by the World
War II and the associated interest in exploring new functional materials [171]. This discovery
signified a deep boost on the research and the physical understanding of ferroelectricity,
which had been studied since then in hydrogen-bonded materials, Rochelle salt, and KDP
[172]. After that, the family of perovskite oxides from which BaTiO3 takes part became of
particular interest. Nowadays, it has found a broad list of applications including capacitors
and multilayer capacitors, sensors, ferroelectric substrates, transducers, actuators, energy
storage devices, and memories [173–175].

The general formula of perovskite-type structures is ABO3 and its representative com-
pound is CaTiO3 which is the material that gives the name to the whole family. In general, A
and B are two cations of very different size (A is bigger than B) and O is the anion, usually
oxygen, that bonds the structure. The ideal face-centered cubic structure with space group
Pm3m of perovskite oxides is illustrated in figure 6.1 (left image), which refers to the high
temperature paraelectric phase of BaTiO3. A atoms (Ba) are at the corners, a B atom (Ti)
is at the center position and oxygen atoms lie on each face center. B cations (Ti2−) are
coordinated with 6 anions (O2−) and form an octahedra in which B cations are settled at the
center of the body and each anion at each corner.

Goldschmidt (1926) analysed the stability of the perovskite-type structures, which de-
pends on the nature of the octahedra formed by the B cations and the oxygen anions. It is
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Fig. 6.1 Illustration of the BaTiO3 crystallographic structures at the high temperature
paraelectric phase (left figure) and at the room temperature ferroelectric phase (middle and
right figures) with its too variants of polarization, from [176]. A Ti4+ ion is settled in the
body center of the cubic cell, Ba2+ ions are at the corners and O2− at the face centers. The
spontaneous polarization points upwards at the middle figure and downward at the right
figure.

stated that each cation is surrounded by the maximum number of anions which can touch it
and all the anions must be in contact with the cations. The distance between them is directly
the sum of their ionic radii. The A atoms must fit the holes between the octahedra. With this
in hand, ideally [172]:

rA + rO =
√

2(rB + rO) (6.1)

where rA, rB, rO are the atomic radii of the A, B cations and the oxygen atom.
A tolerance factor t is defined as the ratio between these distances:

t =
rA + rO√
2(rB + rO)

(6.2)

The value of t can slightly vary from t = 1. We can distinguish the following situations
as a function of the value of t:

• t = 1. The ideal cubic perovskite structure is formed.

• t > 1. The B cation is too small to fit at the center of the octahedra. A displacement of
this atom can be favoured and, thus, giving rise to a net polarization per unit cell.

• t < 1. The A cation is too small and each atom cannot properly bond its 12 neighbouring
oxygen anions. For values slightly lower than 1, the octahedra can present rotations
and tilting. For smaller values, the compound presents a strongly distorted structure.

One of the key points of perovskite oxides is the versatility of their properties due to
the strong sensitivity in displaying slight structural deviations from the cubic structure, the
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adaptability of this structure with a broad list of atoms and its accommodation to atomic
substitutions. For instance, the density of electronic configurations at similar energies
presented by the perovskite structure can favour the emergence of Jahn-Teller distortions at
the octahedra [177]. Hence, this family of materials have a strong trend to exhibit a list of
phases which are variations of the cubic structure (tetragonal, orthorhombic or rhombohedral).
The structural richness of this family of materials and the corresponding phase transitions
among them favours a multiplicity of electric and magnetic properties with the corresponding
functional and multifunctional potentialities.

As previously mentioned, BaTiO3 displays a high temperature paraelectric phase of cubic
(C) structure (Pm3m) Upon cooling, the system exhibits a first-order displacive transition at
∼ 400 K in which Ba2+ and Ti4+ ions experience a relative displacement in reference to the
O2− ions due to their freedom of mobility (t > 1) and a tetragonal (T) structure (P4mm) is
formed with spontaneous polarization (PS) along the c axis < 100 > [16, 18], as sketched
in figure 6.1. This phase is stable at room temperature and transforms to the orthorhombic
(O) ferroelectric phase (Amm2) at ∼ 280 K. In this case, the spontaneous polarization is
aligned along the < 110 > direction. Finally, a transition occurs at ∼ 200 K to a ferroelectric
rhombohedral phase (R3m) in which PS points along the < 111 > direction. Each transition
can be illustrated in terms of the small relative displacement of the Ti ions with respect
to the oxygen octahedra which determines the polar axis direction when compared with
the paraelectric cubic reference structure [172]. In addition to the dielectric changes, each
transition is accompanied by a macroscopic strain and volume change. Figure 6.2 plots
representative parameters of the structural features and phase transitions in BaTiO3. Panels
(a) and (b) display the lattice parameters and the unit cell volume of the BaTiO3 ceramic
sample under study in section 6.4. Panels (c) and (d) display the dielectric constant and the
spontaneous polarization reported for the single domain crystal studied in [17].

6.2 Motivation

In view of the caloric effects, especial interest must be paid to the ferroelectric and structural
changes at the first-order phase transitions in BaTiO3 which prompt this perovskite oxide to
exhibit a remarkable sensitivity of the transitions to applied electric fields and hydrostatic
pressures [178, 179]. This sensitivity together with the latent heat are proper ingredients for
a large electrocaloric and barocaloric response.

The magnetocaloric effect usually requires large changes in magnetic field for driving the
giant changes in ∆T and ∆S, which are challenging to generate economically. In contrast,
it is straightforward to generate changes in electric field ∆E in order to drive electrocaloric
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Fig. 6.2 Temperature dependence of lattice parameters (a) and unit cell volume (b) across
the structural phase transitions in the BaTiO3 ceramic sample from which the BCE has
been studied in section 6.4. Data have been obtained from x-ray diffraction on heating at
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right with respect to the temperature axis, to the rombohedral, orthorombic, tetragonal, and
cubic, respectively. (c) and (d) panels display the dielectric constant (ε) and the spontaneous
polarization (PS) values, after [17].
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effects near ferroelectric phase transitions. Recently, giant EC effects near nominally second-
order transitions have been reported in ferroelectric thin films [3, 180], as thin films can
support large driving. However, two issues arise as follows. Firstly, measurements of heat
Q and temperature change ∆T are typically indirect [3, 180] as the direct measurement
of films is challenging. There is thus scope for error (e.g., because the possible role of
thermal and electrical hysteresis is typically ignored). Secondly, the EC effects in films
are disproportionately small with respect to the large driving fields, and so EC strengths
|Q|
|∆E|

and
|∆T |
|∆E|

tend to be relatively small. In section 6.3 we address both of these issues

by presenting direct measurements of both Q and ∆T in single-crystal BaTiO3 near the
paraelectric-ferroelectric phase transition at Curie temperature TC. We find EC strengths
|Q|
|∆E|

and
|∆T |
|∆E|

that are giant because the first-order ferroelectric phase transition is very sharp.

The observed EC effects are reversible at any temperature above the hysteretic transition
regime. Giant EC strengths near sharp first-order phase transitions with a large latent heat
could therefore contribute to the future development of cooling devices with a high frequency
of operation.

EC materials are good candidates for solid-state barocaloric (BC) [1, 181, 182] cooling
because ferroelectric phase transitions exploited in EC effects are typically accompanied
by significant changes in volume [183–185]. In fact, these are the particular conditions
depicted in figure 6.2, which show that each phase transition in BaTiO3 is accompanied by a
unit cell volume change, in addition to the change in dielectric properties. In ferroelectric
materials large BC effects in BaTiO3 and PbTiO3 have recently been predicted [186, 187]
and experimentally demonstrated in ferrielectric ammonium sulphate [182]. Moreover, it is
easier to exploit ferroelectric materials for BC cooling than EC cooling, as there is no need to
fabricate multilayer capacitor devices for electrical access to films and the range of operating
temperatures is not compromised by the need to avoid breakdown [1, 181, 188].

In the following sections the ECE and BCE in BaTiO3 are presented. A comparison
between direct, quasi-direct and indirect methods account for a complete caloric description
in each case. The work presented in this chapter has been carried out in collaboration
with the Department of Materials Science & Metallurgy of the University of Cambridge
(Device Materials group), and with the Department of Physics and Nuclear Engineering of
the Universitat Politècnica de Catalunya (UPC).
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6.3 The electrocaloric effect in BaTiO3

6.3.1 Experimental details

Platinum electrodes were sputtered on opposite sides of two BaTiO3 single crystals (4 mm ×
4 mm × 0.5 mm) purchased from Crystal GmbH. The relative permittivity εr was measured at
100 Hz using an Agilent 4294A Precision Impedance Analyzer. The ferroelectric polarization
P was measured at 1 Hz using a Precision Premier II Radiant tester, equipped with a 4 kV
amplifier.

In zero electric field, measurements of heat flow were performed using a commercial TA
Q2000 differential scanning calorimeter (DSC). Calorimetric measurements under applied
electric were performed by means of the calorimeter described in section 3.2, which allows
both isothermal and isofield measurements. Electric field and temperature scans where
performed at rates 0.024 kV cm−1 s−1 and 0.5 K min−1, respectively. For the isothermal
procedure at which electric field is swept, the sample was previously heated up to a tem-
perature well above the first-order transition regime (420 K) and then cooled down to the
desired measurement temperature, as indicated by the protocol described in section 3.1.1.
In each case, the enthalpy and entropy change values, as well as the quasi-direct and direct
computation of the electrocaloric effect have been performed by following the procedures
described in section 3.1.1.

Zero field heat capacity, obtained using the TA Q2000 DSC, was measured on cooling
using the modulated differential scanning calorimetry mode (see section 3.8 for further
details) with the constant-temperature method. The temperature modulation was 0.3 K. The
temperature decrement was 1 K away from the transition, and 0.7 K near the transition.

Direct measurements of EC temperature change ∆T were made, as described in reference
[189], using a thin 0.1 mm-diameter Ni-Cr/Ni-Al K-type thermocouple that was connected
to one of the sample electrodes using silver dag. The procedure was to cool from 440 K to
each measurement temperature, stabilize for 15 min, apply the electric field, wait ∼ 60 s for
the initial temperature to be recovered, and remove the electric field.

6.3.2 Results and discussion

Measurements of electrocaloric heat and temperature change were performed on two different
samples of BaTiO3, as extensive thermal and electrical cycling eventually led to electrical and
mechanical breakdown. We measured the zero-field transition in sample 1 (figure 6.3), Q in
sample 2 (figure 6.5), and ∆T in sample 1 (figure 6.6). Measurements of relative permittivity
εr in sample 1 [figure 6.3 (a)] show that the paraelectric(PE)–ferroelectric(FE) transition
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Fig. 6.3 Ferroelectric transition in BaTiO3 near TC . Data for sample 1. a) Relative
permittivity εr versus temperature T on cooling (blue) and heating (red). A linear fit to the
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just below TC. The small high field reduction is attributed to electrical conductivity at the
high measurement temperature. b) Top panel, heat flow dQ/dT on cooling (blue) and heating
(red) across the transition. Baselines are black, dQ/dT > 0 is endothermic. Bottom panel,
the resulting entropy change ∆S versus T .

centred at TC ∼ 402 K is sharp, with a small thermal hysteresis of ∼ 2 K. Measurements

of heat flow
dQ
dT

in sample 1 (figure 6.3 (b), top panel) confirm these features, and permit
accurate determination of transition start and finish temperatures on cooling ( Tc1 = 402.3 K,
Tc2 = 399.9 K) and heating ( Th1 = 402.9 K, Th2 = 405.3 K). The bottom panel in figure 6.3
(b) illustrates the entropy curves S(T ) obtained from integration of the thermograms, with

|∆St |= 2.2±0.2 J K−1 kg−1 for the full transition. We also integrated
dQ
dT

to calculate the

latent heat |∆Ht |= 890±90 J kg−1. These values are in good agreement with experimental
literature values [190] of |∆Ht | ∼ 900 J kg−1 and |∆St | ∼ 2.4 J K−1 kg−1, and values

estimated from a Landau-Devonshire approach [191] of |∆Ht |= TCa
P0

2

2ρ
∼ 880 J kg−1 and

|∆St |=
|∆Ht |

TC
∼ |∆St |= 2.2 J K−1 kg−1 (where density [183] ρ = 6008 kg m−3, saturation

polarization P0 ∼ 21 µ C cm−2 [figure 6.3 (a), inset] and a =
d(εr

−1)

ε0dT
= 0.6 MV mC−1 K−1

[figure 6.3 (a)] agree with literature values [192, 193]).
Sample 2 was held isothermally near TC, and measurements of heat flow dQ/dE on

sweeping E from 0 to 4 kV cm−1 (figure 6.5 (a), inset) were integrated to yield peak values
of |Q| ∼ 835 J kg−1 and |∆S| ∼ 2.1 J K−1 kg−1 (figure 6.5 (a)). We confirmed that these
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values correspond roughly to the full transition in sample 2, as we obtained similar values
of |∆Ht |= 870±80 J kg−1 and |∆St |= 2.2±0.2 J K−1 kg−1 by integrating the zero-field
calorimetry data (figure 6.5 (b), left inset).

By holding sample 2 at first 0 kV cm−1 and then 3 kV cm−1 , measurements of heat flow
dQ
dT

on cooling (figure 6.5 (b), left inset) are integrated to yield S(T ) at 0 and 3 kV cm−1

(figure 6.5 (b), right inset). The difference |∆S(T,3kV cm−1)−∆S(T,0kV cm−1)| peaks at
∼ 1.8 J K−1 kg−1 [figure 6.5 (b)], and is similar to the data obtained by sweeping the field
to 4 kV cm−1 [figure 6.5 (a)]. (Note that 3 kV cm−1 and 4 kV cm−1 are comparable here,
as 3 kV cm−1 almost fully drives the transition (figure 6.5 (a), inset), and shifts the peak
to a similar temperature [figure 6.5 (a,b)]. The two ∆S(T ) plots (figure 6.5 (b), right inset)

show an irregular field-driven shift in the transition
dTt

dE
≤ 0.33K cm−1, which is in order-

of-magnitude agreement with the Clausius–Clapeyron value of
dTt

dE
=− ∆Pt

ρ∆St
∼ 0.45±0.4

K cm kV−1 (where ∆St = 2.2±0.2 J K−1 kg−1 from above, and ∆Pt ∼ ∆Pr ∼ 6µ C cm−2

[figure 6.5 (c)]).
The plots of ∆S(T ), obtained via direct measurements [figure 6.5 (a)] and quasi-direct

measurements (figure 6.5 (b)], were consistent with results obtained using the well-known
indirect method [3, 180] to analyse ferroelectric polarization P measurements of sample
2. By transforming the upper branches (E > 0) of isothermal P(E) loops [e.g., figure 6.5
(c), inset] to yield plots of P(T ) [figure 6.5 (c)], we obtained, using the Maxwell relation(

∂S
∂E

)
T
=

(
∂P
∂T

)
E

, a plot of ∆S(T ) = ρ−1
∫ E

0

(
∂P
∂T

)
E ′

dE ′ [figure 6.5 (d)]. The observed

equivalence between direct [Figure 6.5 (a,b)] and indirect [figure 6.5 (d)] measurements
demonstrates that the indirect method is reliable despite the significant field hysteresis [figure
6.5 (c), inset]. However, the indirect method is only reliable because we selected the correct
P(E) branches for analysis (i.e. the branches in which the ferroelectric-domain configurations
are not dramatically modified). By contrast, using the lower branches (E > 0) results in the
erroneous prediction of entropy changes that are ∼ 50 % smaller.

Direct measurements of adiabatic EC temperature change in sample 1 were irreversible
below Th2 = 405.3 K (figure 6.6 (a)], and reversible above Th2 (Figure 3 b). Joule heating
was negligible up to a maximum field of 12 kV cm−1, as the initial temperature could be
recovered with the field on [figure 6.6 (a,b)]. Measurements of |∆T | as a function of starting
temperature show a peak [figure 6.6 (c)] that shifts to higher temperatures when fields of
increasing magnitude are applied, but there is no corresponding shift when these fields are
subsequently removed, due to the observed hysteresis. These irreversible and reversible
scenarios are indicated on a schematic T −E phase diagram [figure 6.6 (d)], where all four
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Fig. 6.6 Electrically driven changes of temperature near TC. Data for sample 1. We
present direct EC measurements of temperature change ∆T versus time t, arising due to the
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transition start and finish temperatures assume the Clausius–Clapeyron gradient
dTt

dE
for an

anhysteretic transition at Tt .
The peak temperature-change measurement of |∆T | ∼ 0.90 K in 12 kV cm−1 [figure 6.6

(c)] represents the fully driven transition in sample 1, as electrical polarization data [figure
6.6 (e)] reveal via the indirect method that 12 kV cm−1 is sufficient to drive the full transition
[figure 6.6 (f)] of |∆S| ∼ 2.2 J K−1 kg−1 [figure 6.3 (b), bottom panel]. The entropy and
temperature scales in figure 6.6 (c, f) may be crudely interconverted using the peak value of
the zero-field specific heat capacity C = 0.96 kJ K−1 kg−1 at 401.7 K [figure 6.6 (g)], but the
match is not as good as in figure 6.5 as the field dependence of C has been neglected. This
mismatch demonstrates the value of direct data for precise measurements of EC temperature
change.

Large electrically driven adiabatic changes in temperature can only be driven reversibly
at T ≤ Th2, in order to avoid the hysteretic regime indicated on our schematic phase diagram
[figure 6.6 (d)]. The largest reversible temperature change due to our maximum applied field
of 12 kV cm−1 is |∆T | ∼ 0.5 K at Th2 [figure 6.6 (c)]. To reversibly drive the full transition
to achieve |∆T | ∼ 0.90 K would require a larger electric field at Th2. Above this starting
temperature, an even higher field would be required to drive the transition, as seen from the
phase diagram.

The EC heat |Q| ∼ 835 J kg−1 measured for the full transition in sample 2 (figure 6.5)
is highly consistent with the EC temperature change |∆T | ∼ 0.90 K for the full transition
in sample 1 (figure 6.6), as seen by dividing to obtain a value of C ∼ 0.93 kJ K−1 kg−1

that closely matches our experimental peak value of c = 0.96 kJ K−1 kg−1 [figure 6.6 (g)].

Equally, one may use the experimental peak value of C to obtain |∆T | = |Q|
C

| ∼ 0.87 K

using |Q| ∼ 835 J kg−1, and |Q| = |C∆T | ∼ 864 J kg−1 using |∆T | ∼ 0.90 K. A smaller
value of |∆T | ∼ 0.4 K has been previously reported [27] for polycrystalline BaTiO3 (table
6.1), suggesting that the applied field did not drive the full transition in the misoriented
grains. However, a similar value of |Q| ∼ 910 J kg−1 was measured [194] in polycrystalline
BaTiO3 films using a much larger field. Doped BaTiO3, present in commercially available
multilayer capacitors, has a reduced peak value [195] of C = 0.43 kJ K−1 kg−1. Therefore a
respectable value of |∆T | ∼ 0.5 K was measured, [196] even though the corresponding value
of |Q| ∼ 217 J kg−1 is relatively small.
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The field |∆E| ∼ 4 kV cm−1 required to drive the full transition in sample 2 differs from
the field |∆E| ∼ 12 kV cm−1 required to drive the full transition in sample 1, and the width
of the peak in |∆S(T )| [figure 6.5 (a,b)] differs from the width of the peak in |∆T (T )| [figure
6.6 (c)]. Both of these differences arise due to extrinsic effects such as domain structure,
defects, and impurities as seen in a third sample from the same supplier using electron spin
resonance [203]. An intermediate field of |∆E| ∼ 7.5 kV cm−1 produced [27] the smaller

above-mentioned EC effects in polycrystalline BaTiO3, reducing EC strengths
|Q|
|∆E|

and

|∆T |
|∆E|

(table 6.1). The polycrystalline [194] and doped [196] films of BaTiO3 show even

lower EC strengths, as much larger fields were required to drive the broad transitions (see the
Maxwell relation shown earlier). Our two single-crystal samples of BaTiO3 thus show better
EC strengths than the polycrystalline samples of the same material (table 6.1). Well-known
EC materials show larger values of |Q| and |∆T | , but much larger fields |∆E| are required,

such that our second sample of BaTiO3 shows superlative EC strengths
|Q|
|∆E|

and
|∆T |
|∆E|

(table

6.1).
The discrepancies in the electrical polarization measurements of the two samples arise

not just because of the extrinsic effects discussed above, but also because sample 2 was
measured using a smaller maximum field, in order to avoid exceeding the field that drove
the full transition [figure 6.5 (a)]. The resulting predictions of the indirect method are
nevertheless reasonable, implying that minor and major ferroelectric hysteresis loops evolve
with temperature in a similar manner.

6.3.3 Summary and conclusions

In summary, the direct measurements of electrically driven heat and temperature change in
single crystal BaTiO3, near the first-order ferroelectric phase transition at TC ∼ 402 K, have
been presented. The two types of EC measurement are in good agreement with each other,
and with the results of the indirect method based on the Maxwell relation. Therefore the
indirect method is valid when there is strong electrical hysteresis, just as it is valid [196]
for doped BaTiO3 with weak electrical hysteresis. The observed EC effects, which are fully

reversible at starting temperatures above the hysteretic regime, show giant EC strengths
|Q|
|∆E|

and
|∆T |
|∆E|

that exceed the values reported for other EC samples (table 6.1). This improvement

arises due to the sharpness of the transition as seen via the Maxwell relation, and should be
even greater for materials that display first-order phase transitions with larger latent heats.



6.4 The barocaloric effect in BaTiO3 221

Therefore EC materials may be exploited for applications by operating at temperatures above
the hysteretic regime of sharp first-order phase transitions.

6.4 The barocaloric effect in BaTiO3

6.4.1 Experimental details

We studied powdered BaTiO3 (≥ 99.99%) from Sigma-Aldrich which had a typical grain
size of <1 µm. The powder was first cold-pressed isostatically in air at 10 kbar and then
sintered in air at 1673 K for 48 h. The sintered ceramic (2.3 cm in diameter, 0.2 cm in
thickness) was cooled down to room temperature at -3 K min−1. A small piece (∼ 0.005
cm3) was cut in order to perform temperature-dependent calorimetry and x-ray diffraction at
ambient pressure. The larger remaining piece was used for pressure-dependent calorimetry.

Calorimetric measurements at atmospheric pressure were performed using a commercial
TA Q2000 differential scanning calorimeter at ± 2 K min−1.

High-resolution x-ray diffraction was performed in transmission-mode using Cu Kα1

= 1.5406 Åradiation in an INEL diffractometer, with a curved position-sensitive detector
(CPS120), and Debye-Scherrer geometry. The sample was introduced into a 0.3-mm diameter
Lindemann capillary to minimise absorption, and temperature was varied using a liquid-
nitrogen 700 series Oxford Cryostream Cooler. Lattice parameters were determined by
pattern matching using FullProf software [204].

Measurements of
dQ
dT

under hydrostatic pressure were performed at approximately ±
2 K min−1, using a differential thermal analyzer described in section 3.4. In order to
guarantee optimal thermal contact between the heat sensor and the sample, a chromel-alumel
thermocouple was inserted inside a hole that was drilled in the centre of the large BaTiO3

ceramic sample. The ceramic sample and thermocouple were then immersed in the pressure-
transmitting medium (Caldic silicon oil for high-temperature measurements; DW-Therm,
Huber Kältemaschinenbau GmbH for low-temperature measurements).

6.4.2 Results and discussion

The first-order structural phase transitions are seen in calorimetry [Figure 6.7 (a)] to be sharp,

with a small thermal hysteresis of ∼ 4 K (C-T) and ∼ 7 K (T-O). Integration of
dQ
dT

yields

the thermally driven entropy change ∆S(T ) [Figure 6.7(b)], with |∆St | = 2.4± 0.2 J K−1

kg−1 for the full C-T transition and |∆St |= 2.0±0.2 J K−1 kg−1 for the full T-O transition.

Integration of
dQ
dT

across the full transition yields heats of |∆Ht | = 960±90 J kg−1 (C-T)
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Fig. 6.7 Structural phase transitions in BTO at ambient pressure. (a) dQ/dT on cooling
(blue) and heating (red) across the cubic-tetragonal (C-T) and tetragonal-orthorhombic (T-O)
transitions. Baselines are black dotted lines, and dQ/dT > 0 denotes endothermic processes.
(b) Entropy change ∆S(T ) with respect to the low-temperature phase for each transition.
Arrows in (a) and (b) show direction of temperature sweep. (c) Unit-cell volume V (T ) on
heating. Temperature-dependent lattice parameters have been previously shown in figure 6.2
(a). Solid lines represent linear fits. Dashed lines represent the literature data [183, 184]
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and |∆Ht |= 560±60 J kg−1 (T-O). These values are in good agreement with experimental
values reported in the previous section and in reference [190] of |∆St | ∼ 2.4 J K−1 kg−1 and
|∆Ht | ∼ 900 J kg−1 for the C-T transition and are similar to previous values [190, 203] of
|∆St | ∼ 1.6−2.3 J K−1 kg−1 and |∆Ht | ∼ 450 - 640 J kg−1 for the T-O transition.

On heating through the two transitions, x-ray diffraction data [Figure 1(c)] confirm the
expected changes in crystal structure [183, 184]. The unit-cell volume V decreases sharply by
∼ 0.03% (O-T transition, ∆Vt =−0.02± 0.01 Å3) and ∼ 0.11% (T-C, ∆Vt = -0.07 ± 0.02 Å3).
On either side of each transition, the volume thermal expansion is large [as previously shown
in figure 6.2 (b)], implying large additional BC effects [182]. By writing isothermal BC
entropy change per unit mass m due to pressure change ∆p = p2 − p1 as [1, 182] ∆S(p1 →

p2) = − 1
m

∫ p1

p2

(
∂V
∂T

)
p′

d p′ (using the Maxwell relation
1
m

(
∂V
∂T

)
p
= −

(
∂S
∂ p

)
T

), we

therefore anticipate inverse BC effects in the transition regimes where
(

∂V
∂T

)
p=0

< 0, and

conventional BC effects outside the transition regimes where
(

∂V
∂T

)
p=0

> 0.

dQ
dT

measurements through the two transitions under various applied pressures are shown
in figure 6.8. For the C-T transition, there is a strong pressure-induced shift of transition

temperature Tt , with
dTt

d p
=−5.8±0.1 K kbar−1 on heating and dTt

d p =−5.4±0.2 K kbar−1

on cooling [Figures 6.8 (a) and (c)]. A larger shift of -7.9 ± 2.0 K kbar−1 on heating is

obtained via the Clausius-Clapeyron equation
dTt

d p
=

∆vt

∆St
, using ∆St = 2.4± 0.2 J K−1 kg−1

[figure 6.7 (b)] and specific volume change ∆vt = −(0.19± 0.03)× 10−6 m3 kg−1 [from

Figure 6.7 (c)]. These values of
dTt

d p
are similar to those reported for BaTiO3 in the form

of single crystals (∼∈ [−6,−4] K kbar−1, references [178, 179, 205–210] and ceramics
(∼∈ [−5,−4] K kbar−1, Refs. [179, 208, 211], and they imply that the narrow first-order
transition of width ∼4 K may be fully driven using low values of |∆p| ∼ 1 kbar.

For the T-O transition, the pressure-induced shift in Tt is weaker, with
dTt

d p
=−3.5± 0.1

K kbar−1 on heating and
dTt

d p
=−2.6±0.1 K kbar−1 on cooling [figures 6.8 (b) and (c)]. A

similar shift of
dTt

d p
=−2.8± 1.3 K kbar−1 on heating is obtained via the Clausius-Clapeyron

equation, using ∆St = 2.0± 0.2 J K−1 kg−1 [figure 6.7 (b)] and specific volume change

∆vt =−(0.06±0.03)×10−6 m3 kg−1 [from figure 6.7 (c)]. These values of
dTt

d p
are similar

to those reported for single-crystal BaTiO3 (∼ -3 K kbar−1, Refs. [179, 207, 209] and
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indicate that the wider first-order transition of width ∼7 K may be fully driven using |∆p| ∼
2 kbar.

For each of the two transitions, integration of
1
T

dQ
dT

at finite pressure reveals that the
entropy change |∆St | decreases with increasing pressure [Figure 6.8 (d)]. This fall in |∆St |
arises because of additional [182] changes in isothermal entropy ∆S+(p) that are conventional,
reversible, and opposite in sign with respect to the pressure-driven isothermal entropy changes
associated with each transition. These additional changes in entropy are challenging to detect
via the calorimetry used for figure 6.8 but may be expressed away from the first-order

transitions via ∆S+(p) = −

[
1
m

(
∂V
∂T

)
p=0

]
p, where we have used the aforementioned

Maxwell relation with S+ replacing S, and with
(

∂V
∂T

)
p

assumed independent of pressure

[1, 182].
In order to plot ∆S(T, p) with respect to the zero-pressure entropy at a temperature T+

above the C-T transition [Figures 6.9 (a) and (b)] and the T-O transition [Figures 6.9 (e) and
(f)], we obtained finite-pressure plots of ∆S(T ) from the integration of data in Figures 6.8 (a)
and (b)] that we displaced [182] at T+ by evaluating ∆S+(p) at this temperature. Note that
∆S+(p) was evaluated at T+ > Tt(p) to avoid the forbidden possibility of Tt(p) falling to T+
at high pressure.

For the C-T transition, our plots in Figure 6.9 (a) of ∆S(T, p) for
dQ
dT

data obtained on
heating permit us to establish isothermal BC effects on applying pressure [Figure 6.9 (c)], as
heating and high pressure both favour the high-temperature cubic phase with smaller volume.

Similarly, our plots in Figure 6.9 (b) of ∆S(T, p) for
dQ
dT

data obtained on cooling permit us
to establish isothermal BC effects on decreasing pressure [Figure 6.9 (d)], as cooling and low
pressure both tend to favour the low-temperature tetragonal phase with larger volume. Values
of |∆S(T, p)| on applying and removing pressure are similar at all temperatures studied. The
BC response near the C-T transition is therefore highly reversible, consistent with the low
thermal hysteresis of the transition [figure 6.7 (a) and (b)]. The peak isothermal entropy
change |∆S| ∼ 1.6±0.2 J K−1 kg−1 near ∼ 400 K is achieved with a low value of |∆p|= 1

kbar [figures 6.9 (c) and (d)], yielding large BC strengths [1],
|∆S|
|∆p|

and
|Q|
|∆p|

(table 6.2).

Larger pressures extend inverse reversible BC effects to lower temperatures, causing an
increase of refrigerant capacity RC [Figure 6.10 (b)], despite the reduction in |∆St(p)| [figure
6.8 (d)] and thus the peak value of |∆St(p)| [Figure 6.10 (a)]. Note that recently predicted
BC effects (|∆St(p)| ∼ 3.9 J K−1 kg−1 with 10 kbar at 353 K) are larger because additional
entropy changes were neglected [187].
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Fig. 6.8 Structural phase transitions in BaTiO3 under pressure. dQ/dT on cooling and
heating across (a) the C-T and (b) T-O transitions, after baseline subtraction, for different
values of increasing pressure p, values of which appear in the same order as the peaks
for both heating and cooling. Pressure dependence of (c) transition temperature Tt and (d)
entropy change |∆St |, for the C-T transition [square symbols, data from (a)] and the T-O
transition [round symbols, data from (b)] on cooling (small blue symbols) and heating (large
red symbols). Lines in (c) and (d) are linear fits.

For the T-O transition, our plots in Figures 6.9 (e) and (f) of ∆S(T, p) for
dQ
dT

data obtained
on heating and cooling permit us to establish isothermal BC effects on increasing pressure
[Figure 6.9 (g)] and decreasing pressure [Figure 6.9 (h)]. Although the peak entropy change
of |∆S| ∼ 1.3± 0.2 J K−1 kg−1 appears to be similar for ∆p = ±1 kbar, the peak occurs
at different temperatures, evidencing inverse irreversible BC effects. This irreversibility,
which is also seen for conventional EC effects near the T-O transition [212], arises because
of the relatively large thermal hysteresis. Therefore caloric effects near the T-O transition are
unsuitable for continuous cooling, and so we do not present RC values.
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Fig. 6.9 Inverse barocaloric effects in BaTiO3 near the C-T (left panels) and T-O (right panels)
phase transitions. For (a, e) heating and (b, f) cooling, we show entropy change ∆S(T, p)
with respect to S(T = 375K, p = 0) and S(T = 260K, p = 0) (black dot), offsetting ∆S(T )
at each pressure using additional entropy change ∆S+(p) at T+ = 410 K and T+ = 292 K,
respectively . Hence isothermal entropy change ∆S(p) for (c, g) increasing pressure (0 → p)
as deduced from (a, e), and (d, h) decreasing pressure (p → 0) as deduced from (b, f). In
each panel, the given pressure values increase as indicated by the horizontal arrow.
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Fig. 6.10 Peak BC response and refrigerant capacity near the C-T phase transition. (a)
Peak values |∆S| of the temperature-dependent entropy change ∆S(T ) at each measurement
pressure p, for applying pressure (large red symbols) and removing pressure (small blue
symbols). (b) The corresponding refrigerant capacity RC = |∆S|× [FWHM of ∆S(T )] for
selected pressure changes of magnitude |∆p| ∼ |p|.

Table 6.2 Comparison of inverse barocaloric effects and conventional electrocaloric
effects in BaTiO3. Isothermal entropy change ∆S and isothermal heat Q, at starting
temperature T , due to changes of hydrostatic pressure ∆p, and change of electric field
∆E. The corresponding strengths are |∆S|/|∆p| = 1.6 J K−1 kg−1 kbar−1 and |Q|/|∆p|
= 660 J kg−1 kbar−1 for the C-T transition, and |∆S|/|∆p|= 1.3 J K−1 kg−1 kbar−1

and |Q|/|∆p| = 365 J kg−1 kbar−1 for the T-O transition. For ∆S and Q, superscripts d

and qd refer to the direct and the quasi-direct measurement methods, respectively. For
all entries, Q = T ∆S.

Transition T Caloric SC ∆S Q ∆p or ∆E Reference
(K) effect or PC (J / K kg) (J/kg)

C-T 400 BC PC 1.6dq 660qd 1 kbar This section
EC SC -2.1d -840d 4 kV cm−1 12

T-O 280 BC PC 1.3qd 365qd 1 kbar This section
EC SC -2.3d -645d 10 kV cm−1 43
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6.4.3 Summary and conclusions

In summary, we have combined temperature-dependent x-ray diffraction data with pressure
dependent calorimetry to demonstrate BC effects in BaTiO3 ceramic samples. For the T-O
phase transition at ∼ 280 K, we found small inverse BC effects that are irreversible, whereas
for the C-T phase transition at Curie temperature TC ∼ 400 K, we found larger inverse BC
effects that are reversible.

Our observation of reversible BC effects near the Curie temperature of BaTiO3 should
inspire studies of BC effects in a wide range of ferroelectric materials. This should expand
the range of BC materials beyond ammonium sulphate [182] and a small number of magnetic
materials [5, 41, 84, 89, 90] allowing caloric properties to be exploited in cooling devices
without the electrical breakdown that limits EC effects.



Chapter 7

Giant electrocaloric effect in
Pb(Sc0.5Ta0.5)O3

In the present chapter the electrocaloric effect in Pb(Sc0.5Ta0.5)O3 (PST) is analysed by
direct and quasi-direct experimental evaluation based on consistent calorimetric and infrared
imaging measurements. The singular electrostructural features of the room temperature
ferroelectric-paraelectric transition with low hysteresis prompt this perovskite oxide to
exhibit a great electrocaloric performance, including a large reproducible thermal response
of |∆S| = 2.8 J K−1 kg−1 and |∆T |= 2.2 K driven by particularly low values of electric field
(|∆E| = 24.4 kV cm−1). Interestingly, the material is expected to present a great fatigue
resistance upon field cycling. The room temperature pyroelectric properties confer to this
material the possibility to be applied in new cooling techniques, infrared detectors, thermal
imaging and energy harvesting, either in the thin film or in the bulk form [26, 213].

The work presented in this chapter has been realized in collaboration with the Department
of Materials Science & Metallurgy of the University of Cambridge (Device Materials group).
Specifically, the development of the IR imaging technique and the characterization of the
electric field driven values of ∆T were performed during a research stay at this university
(autumn 2015).

7.1 Structural and electric properties of Pb(Sc0.5Ta0.5)O3

PST compounds have the perovskite ABO3 structure (Pm3m) described section 6.1, in which
A cations are Pb2+ and the smaller B cations which occupy the octahedral sites are Sc3+

(B’) and Ta5+ (B”) [215]. It has been shown that 1:1 ordering of the B cations in Pb(B’,
B")O3 perovskites depends on the temperature, the size difference between the B cations
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Fig. 7.1 Illustration of the ordered Pb(Sc0.5Ta0.5)O3 perovskite crystallographic structure
(Fm3m), adapted from [214]. In perovskites of the A(B’B”)O3 type the corresponding lattice
parameter doubles that of the ABO3 (indicated by a in the figure) since B and B’ atoms
alternate at the corners of the simple cubic cell of ABO3 (Pm3m).

(the larger this difference, the larger the tendency of ordering), and the charge difference
between the B cations [215]. This 1:1 order is characterized by an alternate distribution of
the B’ and B” cations along their positions leading to a doubled unit cell which corresponds
to the Fm3m space group, as depicted in figure 7.1. In the case of Pb(Sc0.5Ta0.5)O3, the
ordering of the B cations is close to the limit of stability [19] and the same compound can
exhibit different degrees of order at room temperature. These ordering processes occur
through nucleation of ordered domains and the corresponding growth by diffusion of the
B’ and B” cations [215, 216]. Thus, the diameter of the ordered domains increase with the
annealing time because at high temperatures the relaxation process occurs in shorter time
scales. A subsequent quenching enables the system to remain at the metastable state with
a particular degree of order. Accordingly, the degree of order of the PST compounds can
be tailored by controlling the annealing time and temperature. Long annealing times at
typical temperatures of T & 1000 ºC lead to highly ordered PST compounds. The degree or
order Ω can be properly characterized by analysing the X-ray spectra and the existence of
superlattice lines due to the appearance of the doubled unit cell [20, 217]. The broadening
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of these lines is directly related to the dimensions of the domains1. Due to minimization of
the electrostatic and elastic energies, the ground-state of these perovskite compounds should
be the fully ordered structures in which each B cation occupies the corresponding sublattice
[216]. The order-disorder transition occurs at temperatures in which the thermal motion is
able to destroy this ordering. In PST, it is expected to occur at temperatures between 1450
and 1500 ºC [216, 218].

PST displays a FE-PE phase transition at temperatures typically between 270 to 300 K
[19, 219]. The previously described cubic perovskite structure (Fm3m, Pm3m) exhibits a PE
(or relaxor) behaviour which, upon cooling, transforms to a low-symmetry FE rhombohedral
structure (R3 or R3m) generated by a cooperative distortion of the cubic lattice [20, 220].
The general features of this phase transition are strongly related to the positional disorder,
as well as other factors such as the grain size, inhomogeneities, and the presence of defects
and vacancies [20, 221–224]. In this regard, relaxors are always associated with common
features like certain degrees of chemical disorder, diffuse phase transitions, narrow hysteresis
and frequency-dependent dielectric constant in the PE state and weak FE hysteresis below TC

[225]. Accordingly, as the level of atomic disorder in PST is increased the relaxor behaviour
of the compounds is enhanced and the FE-PE phase transition shows a more diffuse character
with a thermal hysteresis which tends to vanish as Ω decreases [19, 213, 226]. This behaviour
is encompassed by a reduction of the latent heat as the B-cation disorder increases. The
transition can be classified as second-order transition for Ω . 0.5, where the latent heat
is expected to vanish [227]. In contrast, for PST compounds with large degrees of order
(Ω > 0.8), the first-order character of the transition is strengthened, the transition becomes
sharper with a low but well defined hysteresis [218]. In this regard, the associated latent heat
increases with the degree of order [19]. It is worth mentioning that even though chemical
disorder can be thought as a barrier for the appearance of the long-range dipole coupling
responsible of the FE order, the FE phase is present in all PST compounds (for 0 ≤ Ω ≤ 1)
[221].

1The degree of order can be parametrized by the normalized quantity Ω, where Ω= 1 stands for a completely
ordered structure. This parameter can be expressed as a function of the ratio between the intensities of the
lattice and superlatice X-ray peaks:

Ω =

√√√√ (
Ilattice/Isuperlattice

)
experiment(

Ilattice/Isuperlattice
)

theory,Ω=1

(7.1)

which refers to the fraction between the experimentally obtained values and the calculated values considering
Ω = 1.
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7.2 Experimental details

The PST ceramic sample was prepared by milling Sc2O3 and Ta2O5 powders together and
prereacting at 900 ºC to form the wolframite phase ScTaO4. The wolframite was then reacted
with PbO at 900 ºC to form a single phase perovskite powder. The perovskite powder was
then hot-pressed using Si3N4 tooling and an alumina grit packing medium at 40 MPa and
1200 ºC for 6 hours.

The specimens were prepared with the shape of a thin plate of 0.45 mm thickness. The
mass of the specimens for calorimetry and IR imaging was 240.2 and 70 mg, respectively.
The electrodes for application of the electric field were built by covering the two principal
faces of each specimen by a thin layer of silver paint. The voltage difference ∆V was applied
on each specimen by joining a thin copper wire on each face and connecting them to a
Keithley 2410 sourcemeter, which allows application of ∆V values in the range of 0 – 1.1 kV.

Calorimetric measurements under applied electric fields were performed by the calorime-
ter described in section 3.2. Isofield and isothermal thermograms were measured at rates
dT
dt

= 0.65 K min−1 and
dE
dt

= 1.6 kV cm−1 min−1. MDSC measurements for the charac-
terization of the heat capacity Cp were conducted using the commercial DSC Q2000 from
TA Instruments. For these measurements the signal was modulated with an amplitude of
TA = 0.8 K and a period tp = 60 s. Heating and cooling runs were performed at 1 K min−1.

The IR imaging technique was carried by means of am infrared camera FLIR ©, model
SC7500-MB, and the setup described in section 3.5. The setup allowed proper tracking of
the sample temperature during adiabatic electric field cycling, at rates of application and
removal of ∼ 200 kV cm−1 s−1.

The measurement protocols described in section 3.2 were employed for the isothermal
DSC and the IR imaging considering the conventional nature of the caloric effect, as discussed
in the following section.

7.3 Results and discussion

The isofield thermograms measured at constant values of the applied field up to 20.0 kV cm−1

upon heating and cooling are shown figure 7.2 (a) and (b) respectively, together with the
heat capacity Cp data [top left inset in panel (a)] and the transition temperature Tt behaviour
as a function of the applied electric field [bottom left inset in panel (b)]. The peaks of the
thermograms and the Cp plots are associated with the latent heat of the first-order FE-PE
transition which spreads over a temperature interval of ∼ 20 K upon cooling and heating.
Interestingly, the calorimetric measurements evidence an enhancement of the sharpness of
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Fig. 7.2 Isofield thermograms obtained upon heating (a) and cooling (b) runs. The inset in
(a) displays the heat capacity Cp behaviour at the transition temperature range obtained by
conventional MDSC upon heating (red line) and cooling (blue line). The inset in (b) displays
the heating (red up triangles) and cooling (blue down triangles) transition temperatures, Tt h
and Tt c, and the corresponding linear fits. (c) Entropy curves for heating and cooling runs at
selected values of the applied electric field. The central part of the plot is magnified in the
inset.
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Table 7.1 Parameters associated with the PST FE-PE transition. Heating and cool-
ing transitions temperatures, Tt h and Tt c; thermal hysteresis, Tt h − Tt c; Sensitivity
of the transition temperature with the applied electric field upon heating and cool-

ing,
dTt h

dE
,
dTt c

dE
; Electric hysteresis, ∆EH ; Transition entropy change, ∆St ; Transition

enthalpy change, ∆Ht

Tt h,Tt c Tt h −Tt c
dTt h

dE
,
dTt c

dE
∆EH |∆St | |∆Ht |

(K) (K) (K cm / kV) (kV / cm) (J / K kg) (J / g)
292, 296 4 0.71, 0.84 3 3.0 0.9

the transition as the electric field is applied. The maximum sharpness is detected at 8.9 kV
cm1 where the transition is seen as a definite peak and spreads over a temperature region of
∼ 10 K. Larger values of the applied electric field yields again to a more diffuse transition.
The temperature values of the transition peaks upon heating and cooling are associated with
the transition temperatures Tt h and Tt c, respectively. Table 7.1 shows Tt values at zero field

and the sensitivity of the transition to the applied field
dTt

dE
obtained from the linear fits of the

data shown in bottom left inset in figure 7.2 (b), which agree with the previously reported
data [20]. Application of the electric field energetically favours the low-temperature FE

phase, thus leading to
dTt

dT
> 0 which anticipates an electrocaloric effect of conventional

nature (∆S < 0 and ∆T > 0, for ∆E > 0) as explained in section 2.2.2. It is worth noting
the reduction of the hysteresis as the applied electric field increases. In temperature regions
out of the transition Cp ∼ 0.3 J g−1 and exhibits a modest increase with the temperature, as
expected. Integration of the calorimetric curves as described in section 3.1.1 together with
the Cp data yields the entropy curves [see equation (3.19)] Sc(T,E) (cooling) and Sh(T,E)
(heating) shown in figure 7.2 (c). Within the experimental error, the transition entropy and
enthalpy changes are constant at values ∆St = 3.0±0.1 J K−1 kg−1 and ∆Ht = 0.90 ± 0.05 J
g−1, with independence of the applied electric field and the diffusivity of the transition. B-site
cation order of the PST sample can be inferred to be Ω ∼ 0.8 by correlating the obtained ∆Ht

value with the degree of order by use of the data reported in reference [19], which presents
the ∆Ht behaviour as a function of Ω.

The isothermal calorimetric measurements obtained upon 0 – 24.4 kV cm−1 electric field
cycling are illustrated in panels (a) and (b) of figure 7.3. Panel (a) shows the heat flow as a
function of the scanned electric field at selected temperatures between 287 and 315 K. In each
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Fig. 7.3 (a) Isothermal thermograms obtained upon application (negative peaks) and removal
(positive peaks) of electric field at selected temperatures (see the legend). (b) Illustrative
isofield thermograms as a function of time during electric field cycling, as indicated at the
top by the plot of the applied electric field as a function of time. (c) Direct (circles) and
quasi-direct (lines) estimations of the isothermal entropy change. Solid circles correspond to
the first electric field scan and open circles to the subsequent scans.
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case, the thermograms illustrate the first two electric field scans, after the previous thermal
excursion indicated by the measurement protocols. Again, the sharpness of the transition
increases for values of the applied electric between 3 and 10 kV cm−1 and decreases for
larger values. The calorimetric peak is associated with the critical electric field which drives
the transition (E↑ and E↓ for application and removal of the field, respectively). Values of the
critical fields are plotted in the inset of figure 7.3 (a) and the corresponding linear fits provide

their thermal sensitivity values,
dE↑
dT

= 1.2 kV cm−1 K−1 and
dE↓
dT

= 1.3 kV cm−1 K−1,
which are in agreement with those obtained from the isofield measurements written in table
7.1. Interestingly, the electric hysteresis ∆EH is reduced at rate ∼ 0.1 kV cm−1 K−1 as the
critical field increases and the transition takes place at higher temperatures. This supports the
idea that under these conditions the transition gains a more diffusive second-order character,
although that it is certainly classified as first-order as evidenced by the hysteresis and the
latent heat inherent to the transition. This is consistent with the particular degree of order of
our sample (Ω ∼ 0.8) and the fact that the samples with high B-cation ordering are expected
to exhibit a first-order transition, whereas a second-order transition is expected for samples
with less ordering [19, 215].

In accordance with the results given in previous chapters, the first electric field scan can
drive an irreversible contribution to the caloric effect which is not driven upon subsequent
cycles. Thus, the electrocaloric effect accounts solely for the reversible contribution upon
further cycling. The irreversible contribution is illustrated by a larger calorimetric peak at the
first field scan as can be seen in figure 7.3 (b), which plots the heat flow as a function of time
during electric field cycling.

Isothermal and isofield calorimetry confer the direct and quasi-direct characterization
of the electrocaloric entropy change ∆S shown in figure 7.3 (c). The direct estimates are
computed by integration of the calorimetric peaks in isothermal thermograms as described
in section 3.1.1. The quasi-direct estimates have been computed by subtracting the entropy
curves at each field [figure 7.2 (c)] with respect to the reference curve a zero field. The
corresponding entropy curves are chosen in accordance with the fact that the PE → FE (FE →
PE) transition can be driven by either cooling (heating) or increasing (decreasing) the applied
electric field, i.e. ∆S(T,0 → E) = Sc(T,E)−Sc(T,0) [∆S(T,E → 0) = Sh(T,0)−Sh(T,E)].

Figure 7.4 shows illustrative IR images at different instants of a cycle in which the electric
field is adiabatically applied. The images show one of the lateral faces of the PST sample
which is enclosed by the electrodes at the top and bottom sides. The sample lies horizontally
on the Peltier thermobattery which is responsible of monitoring the background temperature.
As explained in section 3.5, a small piece of black tape is stuck on the measurement surface
so that the sample temperature can be calibrated by consideration of its high IR emissivity.
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Fig. 7.4 Set of illustrative IR images [panels (1 – 6)] of the sample (box 2) and the black tape
portion (box 1). The legend displays the colour-to-temperature conversion. Bottom figure
shows an illustrative example of the average temperature behaviour in box 1 (red line) and 2
(green line) upon field cycling
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The measured temperatures of the black tape and the sample Tbt and Ts are recorded by
averaging the values enclosed by box 1 and 2, respectively. The bottom panel in figure
7.4 plots the corresponding evolution during a set of electric field cycles. It is clearly seen
that the adiabatic conditions are accomplished because the thermalisation time between the
sample and surroundings (∼ 102 s) is three orders of magnitude larger than the rate at which
the electric field is changed (∼ 10−1 s).

Illustrative examples of the calibrated signal of the sample temperature are shown in
figure 7.5 (a). Each curve departs from different starting temperatures Ts at which the electric
field is cycled, after a previous thermal excursion indicated by the measurement protocols.
At this point, it is straightforward to compute the temperature change ∆T related to each
adiabatic application or removal of the field and to distinguish the corresponding reproducible
values collected after the first field scan by simply identifying the corresponding temperature
jumps. The quasi-direct computation is done by inverting the entropy curves at each field
shown in 7.2 (c), i.e. Tc(S,E) = Sc

−1(T,E) and Th(S,E) = Sh
−1(T,E), and computing

∆T (S,0 → E) = Tc(S,E)−Tc(S,0) and ∆T (S,E → 0) = Th(S,0)−Th(S,E), in analogy with
the method described in section 4.3.3 for the magnetocaloric effect in Fe49Rh51. Instead of
the entropy at which the adiabatic process has been held, it is more convenient to present
the ∆T values as a function of the initial temperature at which the adiabatic temperature
change is exhibited, i. e. ∆T [Tc(0),0 → E] and ∆T [Th(E),E → 0]. Figure 7.5 (c) gathers
the direct and quasi-direct estimation of the adiabatic temperature change at different values
of the applied field. In general, the good concordance between both methods provides high
confidence to the obtained results.

Figures 7.3 (c) and 7.5 provide an extended characterization of the ECE in PST. It is
shown that a modest value of the applied electric field |∆E|= 24.4 kV cm−1 is able to drive
the large values of |∆S| ∼ 2.8 J K−1 kg−1 and |∆T | ∼ 2.2 J K−1. For this field the entropy
change is close to ∆St value associated with the transition latent heat, which principally
contributes to the caloric effect. The reversibility of the thermal effect is seen for T & 295 K
and the ∆T maxima obtained upon the first field scan are reproducible for fields E & 6 kV
cm−1. As the applied field is increased the ECE and the corresponding reversibility region
expand at higher temperatures due to the fact that the transition is shifted towards higher
temperatures with the electric field. In agreement with the more second-order character of
the transition found at higher temperatures, the effect becomes more reproducible if the
transition is driven for larger critical fields (or at higher temperatures), as seen by the direct
measurements plotted in figure 7.3 (c) which show a large reproducibility of the first electric
field scan when applied at the high temperatures regions. Table 7.2 collects significant
parameters related to the ECE exhibited by the analysed ceramic sample in comparison
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Fig. 7.5 (a) Behaviour of the applied electric field during a set of 0 – 13.3 kV cm−1 cycles
and the corresponding evolution of the calibrated temperature of the sample departing from
different initial temperatures (b). (c) Direct and quasi-direct estimation of the adiabatic
temperature change at selected values of the applied electric field. Solid symbols refer to
the temperature change upon first application of electric field and open symbols refer to
subsequent field scans.
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with the results from previous studies. The electrocaloric strength written as |∆S/∆E| and
|∆T/∆E| is a convenient parameter for describing and comparing the thermal response in
relative terms of the applied field. Our direct and quasi-direct results are indicative of a
larger ECE in PST ceramic samples if contrasted with the study reported in [226]. The larger
thermal response measured in thin films [228] is driven at the expense of giant electric fields
and, thus, yielding to poor EC strength values in comparison with the present results.

The fatigue resistance and the persistence of the caloric features upon multiple cycles are
interesting aspects to be considered in view of applications to cooling devices. The caloric
performance of our sample has been tested for 105 cycles (0 ↔ 8.9 kV cm−1). Figure 7.6 (a)
displays the measured temperatures behaviour (sample and black tape) at different intervals
during the cycling process and (b) shows the corresponding ∆T values. It is clearly seen that
the caloric performance remains unaffected at ∼ 1.4 K during the cycling process.

7.4 Summary and conclusions

We have analysed the giant ECE arising in the vicinity of the first-order FE → PE transition
in a PST ceramic sample by means of direct and quasi-direct methods. Both methods
reveal concordant and consistent results and provide a confident characterization of the
relevant quantitites related to the ECE. In PST samples with intermediate degrees of B-cation
order the transitions displays a competition between the first and second-order character
[218, 219, 227]. The first-order character of the studied transition is consistent with the
significant degree of order of our sample (Ω ∼ 0.8). In this case, the features associated with
the first-order character are enhanced at low values of the applied electric field (E . 12 kV
cm−1) and for larger E values the transition becomes more diffusive and second-order. The
remarkably low hysteresis (∼ 4 K) can be attributed to this competition between the first and
second order characters. This fact, together with the large caloric contribution associated
with the latent heat are ideal conditions for an enhanced reversible thermal response upon
field cycling.

It is worth noting the fact that the giant ECE (|∆S| = 2.8 J K−1 kg−1 and |∆T | = 2.2
K) is reversibly driven by modest electric fields (|∆E|= 24.4 J K−1 kg−1) which contrasts
with the large values of the electric field driving the thermal response in thin films [26, 228].
Interestingly, the performance of the thermal response has been proven to remain unaffected
after a large number of electric field cycles (105). These features prompt the present material
for the potential use in cooling technologies.
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Fig. 7.6 Evaluation of the adiabatic temperature change upon 105 electric field cycles of
0 ↔ 8.9 kV cm−1 at T ∼ 298 K. Each row in (a) plots the measured temperature signals
during a set of 50 electric field cycles departing from cycle number 1 (1st row), 103 (2nd
row), 104 (3rd row), 2 ·104 (4th row), 5 ·104 (5th row), 105 (6th row). As shown in figure
7.4, box 1 (black) stands for the black tape temperature, and box 2 (red) the measured sample
temperature. (b) ∆T values as a function of the number of cycles, in logarithmic scale.



Chapter 8

Conclusions and future perspectives

The giant caloric effects arising in the vicinity of first-order transitions with cross-coupled
response have been extensively investigated along this dissertation. The work has been
done on a significant number of materials belonging to different families in which the
corresponding ferroic or multiferroic properties lead to the particular thermal response, being
magneto-, mechano- or electrocaloric as a function of the sensitivity of the order parameter
with the applied fied (magnetic field, mechanical stress or electric field), and multicaloric
when the thermal response is originated by multiple fields. Especial attention has been paid
to providing a complete characterization by making use of a series of especially designed
experimental techniques. The direct methods for measuring the thermal responses are crucial
since results from these techniques are scarce in the literature while they provide a proper
frame of results from which physical models can be built and parameters related to the caloric
performance are provided with a great degree of reliability. These studies have been carried
out by means of the developed calorimetric techniques under applied fields, and thermometry
under applied fields by IR imaging and suitable thermocouples. Indirect techniques based on
the analysis of the order parameter behaviour in the vicinity of the phase transition have also
provided reliable results by application of the suitable thermodynamic relations. Particularly,
the validity of the reported indirect results has been proven in each case by comparison
with direct and quasi-direct results. In all the studied materials the work has been especially
devoted to the study of the reversibility of the thermal response upon field cycling and the
search of the physical conditions leading to its enhancement, which is a big issue in view of
applications to new cooling devices in which the persistence of the caloric performance upon
field cycling is crucial. In addition, the multicaloric properties have also been explored. It
has been shown that adding more than one field as a driving force of the caloric effect can
significantly enhance its performance and lead to a tailored thermal response by appropriately
tuning the magnitude of each field. This is illustrated in figure 8.1 with the analogy of a
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Fig. 8.1 The design of novel caloric materials which are sensitive to distinct external stimuli
promise an advanced tailored thermal response by fine tuning the magnitude of each applied
field.

hand monitoring a puppet in which each string represents a different field: the length (the
magnitude) of each string (each field) is appropriately modified for monitoring the puppet
(caloric response of the solid).

The giant caloric effects at the AFM-FM first-order transition in Fe49Rh51 have been
studied in detail. Since the discovery of its giant MCE in 1990 [10] it has always remained
among the best magnetocaloric materials [1, 229]. However, further elucidation regarding
the magnitude and the reversibility of the magnetocaloric response was required due to the
discrepancy in the reported values. The results given in chapter 4 have been published in
[81, 230] and provide great insight into the characterization of the magnetocaloric features.
On the one hand, it has been shown that the magnitude of the magnetocaloric entropy change
saturates for fields µ0H ≥ 1 T at the upper bound given by the transition entropy change
∆S = 12.5 ± 1 J K−1 kg−1. On the other hand, in contrast with previous considerations
certifying the disappearence of the thermal response after the first cycle as a result of its
hysteresis of ∼ 10 K [2], our direct measurements confirm that great reproducibility of
the effect exists for magnetic fields of µ0H ≥ 2 T. Interestingly, we have reported for the
first the time the existence of giant BCE in Fe49Rh51. This new caloric effect adds up as a
new functional property to be considered in this material. As shown, hydrostatic pressure
is the type of mechanical stress which is best adapted to the symmetries of the isotropic
expansion associated with the magnetovolumic first-order transition, which contrasts with



245

the lower sensitivity of the transition to uniaxial stresses (
dTt

dσ
∼ 1

3
dTt

d p
). The complete

description of the MCE and BCE in Fe49Rh51 has been a proper framework in preceding
the study of the multicaloric response under the influence of magnetic field and hydrostatic
pressure or uniaxial stress. Even though the magnitude of the caloric response is still bounded
by the value of ∆St , the addition of the second field notably enlarges the operation range
and enhances the reversibility when the two fields are applied or removed so that both
energetically favour the same phase.

The results concerning the giant magnetocaloric and barocaloric responses in Ni-Mn
based Heusler materials given in chapter 5 have been published in [50, 84, 230–232]. These
thermal phenomena have been analysed in a variety of samples comprising a significant
spectrum of Ni-Mn-In, Ni-Co-Mn-Ga-In, and Ni-Cu-Mn-In compositions. First, the magne-
tocaloric properties in a sample of composition Ni51Mn33.4In15.6 are presented. The sample
was especially designed to display large enough entropy changes together with a low hystere-
sis (∼ 4 K) by taking into account the cofactor conditions outlined in section 5.1.1 which
involve an optimal compatibility between the parent and the twinned martensite interfaces.
Calorimetry under magnetic field has been proven to be a great tool to identify the conditions
for the reversibility of the thermal effect. We have shown that this region extends from
the start temperature of the forward transition at zero field to the start temperature of the
reverse transition under applied field. For a general picture of the caloric performance of
this alloy system, the study proceeds with the analysis of a set of low hysteresis samples
with tailored compositions so that they exhibit a magnetostructural martensitic transition
at different distances to the Curie temperature TC of the austenite phase, which remains at
approximately ∼ 304 K. It has been shown that this temperature distance influences the
magnetic contribution to the transition entropy change ∆St which has consequences on the
features of the caloric response. Hence, this distance appears to be a good parameter to
rationalise the behaviour exhibited by the different quantities that characterise the baro- and
magnetocaloric responses in these materials, as seen by the ∆S, ∆T , and RC plots in figure
5.24. In a similar manner, the baro- and magnetocaloric effects in the Ni-Co-Mn-Ga-In
samples have also been studied. The reversibility emerges from the competition between
the hysteresis and the sensitivity of the transition with the applied field. The set of Ni-Co-
Mn-Ga-In samples display larger hysteresis (∼ 14–18 K) which indeed compromises the
reproducibility of the BCE. However, in the case of the MCE this is compensated by the
particularly strong sensitivity of the transition to the magnetic field and good reproducibility
is found upon field cycling. It has also been shown that the caloric performance can be tuned
by tailoring the composition of the Heusler alloy. Section 5.6 reports the magnetocaloric
performance of a Ni-Cu-Mn-In composite composed of fragments with gradual changes in
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composition which gradually transform at different temperatures. It has been demonstrated
that the development of composites can be highly desirable in view of tailoring the caloric
performance with a particular purpose and widening of the operation range. Finally, the
nature of the intermartensitic transitions in a Ni-Mn-Ga alloy has been discussed by means
of magnetometric and calorimetric measurements which provide relevant information for a
thermodynamic study. Our results point out the fact that these changes might occur through
a phase transition rather than processes of detwinning of nano-twinned structures.

With regards to the potential multicaloric properties of the studied Heusler systems, it has
been evidenced that these materials can display a strong sensitivity of the transition with the
applied magnetic field and hydrostatic pressure. However, one should take into account that
the thermal response driven by each field can display opposite trends as explained in section
5.4. In comparison with the isotropic Fe49Rh51 transition, the shear-like displacements
related to the martensitic transitions in Heusler alloys prompt these materials to potentially
exhibit large elastocaloric responses [92, 103] and an optimised sensitivity with uniaxial
stress if compared with the response upon application of hydrostatic pressure. Both the
large magnetic field and uniaxial stress sensitivity of the transition anticipate an exceptional
multicaloric response of these materials when driven by these two fields, as already indicated
by the preliminary results shown in section 5.8.

We have also studied the electrocaloric response in ferroelectric materials. At a first
glance, the advantage of the use of thin films can be evident. In these conditions in which the
thicknesses of the materials are typically restricted to ∼ 500 nm, the breakdown fields are
enlarged in comparison to bulk samples [3, 189] and high values of the applied electric field
are accessible. In thin films these fields are usually in the range of ∼ 500 kV cm−1 whereas in
bulk samples they are of the order of ∼ 50 kV cm−1. Under large electric fields, the first-order
transitions in electrocaloric materials typically become second-order type [233] leading to an
increased reversibility and broadening of the ECE. However, the thin film geometry carries
important drawbacks concerning their commercialization as cooling materials. Principally,
the low thermal mass of these caloric materials yields to low values of the exchanged heat
in absolute terms. In this regard, multilayer capacitors [234] can become highly convenient
because they multiply the thermal mass of the caloric material without loosing the benefits of
the thin film geometry, even though it results at the expense of a more complex structure with
additional difficulties from the engineering point of view. Furthermore, the characterization
of the ECE in thin films can be controversial. On the one hand, it usually relies on the indirect
derivation obtained from measurements of pyroelectric coefficients. On the other hand, direct
methods are especially challenging due to the low thermal mass of the films, deviations from
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adiabatic conditions and heat transfer to temperaure measurement devices, substrates and
connections [26].

In this dissertation, we have studied the ECE in bulk samples. The ECE in BaTiO3 and
Pb(Sc0.5Ta0.5)O3 FE-PE transitions is analysed by means of direct, quasi-direct and indirect
methods which lead to consistent results. In comparison to the thin films performance, it is
demonstrated that the electrocaloric response in bulk samples can also be of giant magnitude
and driven by modest values of the applied electric field (∼ 10 kV cm−1). The studied

materials display large electrocaloric strengths (BTO:
|Q|
|∆E|

= 209 J cm kg−1 kV−1 and

|∆T |
|∆E|

= 220 mK cm kV−1, PST:
|Q|
|∆E|

= 53 J cm kg−1 kV−1 and
|∆T |
|∆E|

= 150 mK cm kV−1)

which are one or two orders of magnitude larger than the typical strengths of thin films as
shown in tables 6.1 and 7.2. In the case of BaTiO3, we have demonstrated the existence
of a giant BCE in the vicinity of the C-T and T-O transitions at 400 K and 280 K. The
reported results show that a great barocaloric performance can be found close to the Curie
temperature of ferroelectric materials and indicate their great multicaloric potential due to
the high sensitivity of the transition to both mechanical stresses and electric fields, which is
in line with other studies [233, 235–237].

Recently, the giant barocaloric effect in ammonium sulphate [(NH4)2SO4] near its ferri-
electric phase transition [238, 239] has been reported [182]. The paper reported an outstand-
ing barocaloric performance in this inexpensive material which currently has a big number
of commercial applications, and opened the way of finding new caloric materials in other
ferroelectric salts with similar features as well as exploring their multicaloric performance
under the influence of electric field and mechanical stresses [233].

After attracting intense scientific attention in the last two decades, the topic of caloric
materials has notably progressed. Nowadays, it covers a wide spectrum of research fields
which put effort in many areas, from the physical understanding of the involved phase
transitions to the engineering point of view for the design of an alternative refrigerator with
novel materials. This has allowed the development of materials with advanced caloric and
physical properties, including large reversible thermal responses driven by relatively modest
values of the applied fields, strong fatigue resistance upon field cycling, and appropriate
values of the thermal conductivity. In parallel, new promising refrigerator prototypes have
also been presented [240, 241], even though their cost of implementation is still far to become
competitive with the conventional vapor-compression technology, just as the finding of proper
efficient materials with reduced environmental impact is still unresolved. Therefore, there
are still numerous efforts to be made before their use on a large scale and this topic promises
further progress in the next years.
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Appendix A

Fundamentals of the elastic solid

A mechanical force acting on a solid tend to change its shape. The following description is
restricted to the elastic regime, i.e. the case in which forces do not overcome the particular
yield strength of the solid from which the solid deforms plastically. We will assume that
matter is homogeneously and continuously distributed in our elastic body1.

Although force F is a vector, i.e. a first-rank tensor, we need a second-rank tensor for the
description of mechanic forces acting on each surface of a three-dimensional solid which
are described by the stress tensor σσσ . Figure A.1 depicts a volume element of a solid and the
components of the force acting on each surface σi j. The first subscript i refers to direction
normal to the plane direction and the second subscript j refers to the force direction. Hence,
the stress tensor can be defined as:

σσσ =

σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

 (A.1)

which is often referred as the Cauchy stress tensor.
At this point we shall distinguish the normal stress which refers to the force component

which is perpendicular to each plane (σii) and the shear stress (σi j, i ̸= j) which refers to
the coplanar components2. The body is in equilibrium and the applied stress does not cause
any net moment. Therefore, the condition σi j = σ ji is accomplished and the tensor σσσ is
symmetric. The components σi j are positive if the direction of the force points to the positive
direction of the corresponding axis. Accordingly, tensile stress has positive components
whereas a compressive stress has negative components. We can define the principal stresses

1The given description follows the references [242, 243] which provide a detailed study of the theory of
elasticity.

2Components of shear stress are often denoted as τi j.
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Fig. A.1 Sketch of a volume element at which the strain σi j is applied on each side. The i
component of the strain refers to the side at which it is applied and the j component stands
for the direction of the mechanical force.

which stand for the three stresses perpendicular to the principal planes (principal directions)
which maximize the normal stress and usually provide the proper reference framework for
the description of the physical problem. The diagonalization of the stress tensor σσσ leads
to the eigenvectors and eigenvalues which give the three principal directions and the three
principal stresses, respectively. Figure A.2 illustrates special cases in which the material is
being loaded in a uniaxial tensile stress (a), a uniaxial compressive stress (b), a hydrostatic
pressure (c) and a pure shear stress (d). If the axis of our coordinate system are aligned to the
principal directions the components of the tensor σσσ describing each situation in figure A.2
are as follows:

(a) σσσ =

|σ | 0 0
0 0 0
0 0 0

 (b) σσσ =

−|σ | 0 0
0 0 0
0 0 0


(c) σσσ =

−p 0 0
0 −p 0
0 0 −p

 (d) σσσ =

0 σ 0
σ 0 0
0 0 0

 (A.2)

We can proceed now to introduce the strain tensor εεε which accounts for the relative
change of shape or size of the body in each direction. The following definitions consider
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Fig. A.2 Diagram illustrating the different situations in which a stress is applied to a body: a
uniaxial tensile stress (a), a uniaxial compression (b), a hydrostatic pressure (c) and a pure
shear stress (d). The components of the stress tensor when aligned to the principal directions
are expressed in (A.1).

an elastic solid displaying small deformations with enough constraints to prevent the body
from moving as a rigid body. We can consider a small volume element of the solid with
dimensions dx×dy×dz as depicted in figure A.3 (a). The point O of the volume element
undergoes displacements with components (u, v, w) as a consequence of the deformation.
Figure A.3 (b) illustrates a two-dimensional image of this situation. The length OA varies
from dx to:

O′A′ =

√(
dx+

∂u
∂x

dx
)2

+

(
∂v
∂y

dx
)2

= dx

√
1+2

∂u
∂x

+

(
∂u
∂x

)2

+

(
∂v
∂x

)2

(A.3)

The Taylor expansion of the last term in equation (A.3) restricted to the first order yields:

O′A′ ∼ dx+
∂u
∂x

dx (A.4)

which is a valid approximation for sufficiently small deformations.
The normal strain refers to the relative length change in a particular direction. The normal

strain in the x direction is εx =
O′A′−OA

OA
=

∂u
∂x

. The same analysis for the other segments

O′B′ and O′C′ leads to the following expressions for the normal strain in each direction:
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Fig. A.3 Volume element dx×dy×dz with corners the A, B and C (a). The corresponding
two-dimensional image at the x−y plane shown in (b) illustrates the changes in the segments
OA → OA′ and OB → OB′ due to the displacements (u,v) for a particular distortion.

εx =
∂u
∂x

; εy =
∂v
∂y

; εz =
∂w
∂ z

(A.5)

which are the diagonal terms of εεε . The non-diagonal terms are related to the distortion of the
angles of the volume element and describe the shearing strain. The angle ÂOB in figure A.3
(b) results to the new angle Â′O′B′ after the deformation. The difference between them is the
unit shearing strain and is written as γxy = α +β , where the expressions for tanα and tanβ

are defined as:

tanα =

∂v
∂x

dx

dx+
∂u
∂x

dx
=

∂v
∂x

1+
∂u
∂x

≈ ∂u
∂x

; tanβ =

∂u
∂y

dy

dy+
∂v
∂y

dy
=

∂u
∂y

1+
∂v
∂y

≈ ∂v
∂y

(A.6)

where the approximation in the last term of each expression is valid for small displacements.
Since α ≪ 1 and β ≪ 1, then tanα ≈ α and tanβ ≈ β . According to this, we can write the
following relations for the unit shearing stress in other directions as:
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γxy =
∂u
∂y

+
∂v
∂x

; γxz =
∂u
∂ z

+
∂w
∂x

; γyz =
∂v
∂ z

+
∂w
∂y

(A.7)

which fulfill the following generalized expressions:

γi j =
∂ui

∂x j
+

∂u j

∂xi
γi j = γ ji (A.8)

The components of the strain tensor are defined as εi j =
1
2

(
∂ui
∂x j

+
∂u j
∂xi

)
. Thus, we can

write:

εεε =

εx
γxy
2

γxz
2

γxy
2 εy

γyz
2

γxz
2

γyz
2 εz

 (A.9)

Both the stiffness tensor Ci jkl and the compliance tensor Si jkl are fourth-rank tensors.
They link the applied stress and the strain in the elastic body as follows:

σi j =Ci jklεkl εi j = Si jklσkl (A.10)





Appendix B

Model for FeRh: The phase diagram and
multicaloric effects

In this section we provide details of the model developed to describe the magnetoresponsive
behavior of FeRh. In summary, the starting point of the model is the partition of the original
lattice into four sublattices: two sublattices that are occupied by Fe atoms and two by
Rh atoms, with the interatomic interaction extending up to the second nearest neighbours.
The model includes a magnetovolumic coupling term to account for the unit cell volume
change at the transition. This coupling term is restricted to the minimum order allowed by
symmetry and the effect of external fields such as hydrostatic pressure p and magnetic field
H are included. The data used to fit the model parameters are the transition temperatures at
atmospheric pressure [244], and the value of the pressure where the FM disappears [245, 246].
Moreover, the value of the relative volume change at the magnetostructural transition [247]
is taken into account.

We start by dividing the CsCl structure of the equiatomic alloy into four sublattices, two
sublattices (α and γ) occupied by Fe atoms and two sublattices (β and δ ) occupied by Rh
atoms. Next, we define the following magnetic order parameters in terms of the sublattice
magnetizations:

mFe =
mα +mγ

2
, mRh =

mβ +mδ

2
(B.1)

and
ηFe =

mα −mγ

2
. (B.2)

Where mFe and mRh represent the ferromagnetic order parameters of Fe and Rh respec-
tively while ηFe is the antiferromagnetic order parameter of Fe. Thus, the total magnetization
is given by M = mFe +mRh.
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Considering interactions up to second nearest neighbours, the purely magnetic free energy
per magnetic atom can be written as:

fmag(T,mFe,mRh,ηFe) =− z
2

J(1)Fe−RhmFemRh −
y
4

J(2)Fe−Fe(mFe
2 −ηFe

2−

+
kBT

8
[(1+mFe +ηFe) ln(1+mFe +ηFe)+(1−mFe −ηFe) ln(1−mFe −ηFe)

+(1+mFe −ηFe) ln(1+mFe −ηFe)+(1−mFe +ηFe) ln(1−mFe +ηFe)

+2(1+mRh) ln(1+mRh)+2(1−mRh) ln(1−mRh)−8ln2], (B.3)

where the superscripts (1) and (2) of the effective interaction parameters J represent nearest
and next nearest neighbours atomic pairs respectively. We require J(1)Fe−Rh > 0 and we have set

J(2)Rh−Rh = 0 without loss of generality. In equation (B.3), z and y are the coordination numbers
for nearest and next nearest neighbours respectively. To account for the unit cell volume
variation at the magnetostructural transition we incorporate the following (magnetovolumic)
coupling terms between the magnetic order parameters and the volume change w (relative to
a reference volume Ω0), restricted to the minimum order allowed by symmetry:

fcoupling =
1
2

α0ω
2 −α1ω(mFe +mRh)

2 −α2ωηFe
2, (B.4)

with α1 and α2 as magnetostriction coefficients and α0 as the inverse of the compressibility.
Thus the total free energy of the system is f = fmag + fcoupling.

Furthermore, it is necessary to include the effect of external magnetic and hydrostatic
fields which yields the following expression for the total Gibbs free energy of the system in
reduced units:

g∗ =
g

zJ(1)FeRh

=−1
2

mFemRh −
J∗

4
(mFe

2 −ηFe
2)

+
T ∗

8
[(1+mFe +ηFe) ln(1+mFe +ηFe)+(1−mFe−ηFe)ln(1−mFe −ηFe)

+(1+mFe −ηFe) ln(1+mFe −ηFe)+(1−mFe+ηFe) ln(1−mFe +ηFe)

+2(1+mRh)ln(1+mRh)+2(1−mRh)ln(1−mRh)−8ln2]

+
1
2

α
∗
0 ω

2 −α
∗
1 ω(mFe +mRh)

2 −α
∗
2 ωη

2
Fe −H∗(mFe +mRh)+PΩ

∗
0ω. (B.5)

The superscript (∗) indicates that the corresponding term magnitude is given in units of
(zJ(1)Fe−Rh). In the present work, the expression for the total Gibbs free energy of the model
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(B.5) has been solved for α∗
1 = 0.30, α∗

2 =−0.4241 and J∗ =−0.96. It is worth mentioning
that the equilibrium magnetic order configurations have been obtained by requiring the Rh
magnetic moment in the AFM phase to be µRh = 0. Accordingly, we have considered that
the number of magnetic atoms in the FM phase is twice that of the AFM phase. Moreover,
the model has been fitted to experimental data for the transition temperatures of equiatomic
and nearly equiatomic FeRh both at atmospheric pressure and at the applied pressure where
the FM disappears [244–246, 81], and to the relative volume change at the FM-AFM magne-
tostructural transition. We have obtained the following estimates for the effective exchange
constant J(1)Fe−Rh = 10.2 meV and for the unit cell volume Ω0 = 17.9 · 10−30 m3, in good
agreement with previously reported values [248–250]. Figure 4.3 in chapter 4 shows the
theoretical results (continuous lines) for the phase diagram as a function of the pressure (a)
and the magnetic field (b), compared with available experimental data [244–246, 81].

The model described above may be used to study multicaloric effects in FeRh. Indeed,
the entropy S of the system can be directly computed from expression (B.5) by employing
the definition of S as below in equation (B.6)

S =

[
∂g∗

∂T ∗

]
p,H

=[
1
8
[(1+mFe +ηFe) ln(1+mFe +ηFe)+(1−mFe −ηFe) ln(1−mFe −ηFe)

+(1+mFe −ηFe) ln(1+mFe −ηFe)+(1−mFe +ηFe) ln(1−mFe +ηFe)

+2(1+mRh)ln(1+mRh)+2(1−mRh) ln(1−mRh)−8ln2] = SFe +SRh

(B.6)

where mFe(T,H, p), mRh(T,H, p) and ηFe(T,H, p) are the equilibrium order parameters
obtained after minimization of the free energy (B.5). The isothermal entropy change for the
multicaloric effect can be calculated from

∆S(T,0 → H,0 → p) = S(T,H, p)−S(T,H = 0, p = 0) (B.7)

Results are shown in figure 4.26 of the text, and they nicely reveal that, for a particular
combination of applied magnetic field and hydrostatic pressure, the total multicaloric entropy
change reverses its sign.





Appendix C

Computation of the multicaloric effect in
Fe49Rh51

In section 4.4, a detailed study of the multicaloric entropy change driven by either hystrostatic
pressures and magnetic fields at the AFM-FM transition in Fe49Rh51 alloy is presented.
The present appendix includes the Fortran code which has been employed for the indirect
computation of the multicaloric effect. The code incorporates the particular definition of the
magnetization taken from the analytic functions and generates a large matrix of M(Ti,H j, pk)

values from which it computes the different matrices of the entropy change data.

program multicaloricFeRh

real*8 f, y, der, s1, s2, s3, s4, H, d1, d2, d3, factor, p, dt,s5

real*8 t, t0, a, b, w, x, dmdp, dmdh, trang, s, rao1, rao2, ts

integer i, j, n, m, k, l, o, q

parameter (n=10,m=2000,l=2000, r=0.6, trang=0.1)

DIMENSION y(0:n,0:m,0:l), der(0:n,0:m,0:l), s1(0:n,0:m,0:l)

DIMENSION s2(0:n,0:m,0:l), s3(0:n,0:m,0:l), s4(0:n,0:m,0:l)

DIMENSION dt(0:n,0:m,0:l), s5(0:n,0:m,0:l)

! LIST OF VARIABLES

!

! y = Magnetization, M(T,H,p)

! der = Derivative of the magnetization with respect to temperature,

(dM/dT)
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! dmdp = Derivative of the magnetization with respect to pressure, (dM/dp)

! dmdh = Derivative of the magnetization with respect to magnetic field,

(dM/dH)

! t = Variable for the temperature (K).

! H = Variable for the magnetic field (T).

! p = Variable for the pressure (kbar).

! x = Transition temperature (function of magnetic field and pressure),

(T_t)

! trang = Temperature interval at which the entropy change is computed.

! n,m,l = Parameters bounding the dimensions of the (T,H,p) matrices,

respectively

! i,j,k = Labels of the matrices components, i=0,n. j=0,m. k=0,l.

! r = (T-T_t) distance at which the exp function is coupled with the

tanh(x)

! s1 = Magnetocaloric entropy change (driven by a change in H), at p=ct

! s2 = Barocaloric entropy change (driven by a change in p), at H=ct

! s3,s4 = Intermediate terms which are defined for the computation of s5.

! dt = Coupling term

! s5 = Multicalori! entropy change (driven by a change in H and p).

!

! LIST OF TUNABLE VARIABLES, (AS A CONVENIENCE)

d1=trang/DBLE(n) ! Temperature step

d2=5/dble(m) ! Magnetic field step

d3=5/dble(l) ! Pressure step

q=1200 ! Number of times the temperature interval is divided.

w=1.15 ! Parameter related to the spread of tanh(x) function

ts=245 ! Starting point of the iteration (temperature bottom

limit)

! This factor is defined for the coupling between the exp and tanh(x)

functions

factor=(1-((exp(r/w)-exp(-r/w))/(exp(r/w)+exp(-r/w)))**2)/(2*w)

! Integration of the entropy change is repeated q times, so that a total

temperature

! range of q*trang is covered. This procedure saves memory because n can be

a lower
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! value.

do o=0, q

t0 = ts + dble(o)*trang

do k=0,l

! We fix the value of the pressure.

p = 5*dble(k)/dble(l)

do j=0,m

! We fix the value of the magnetic field.

H = 5-5*dble(j)/dble(m)

! x = 319.525 -9.483*H + 6.223*p ! HEATING. Uncomment it if necessary.

x = 309.341 -9.864*H + 6.352*p ! COOLING. Uncomment it if necessary.

do i=0,n

! We first give the magnetization values as a function of the applied fields

and

! temperature (isofield scans).

if (H>=0.2) then

a=6.60764-0.17777*p+1.22188*H ! AFM state M_{afm}

b=106.4153267-(2/3)*p+3.3881*H-0.27377*H*H ! FM state M_{fm}

endif

t=t0+dble(i)*dble(trang)/dble(n) ! Temperature value

f=(t-x)/w ! Argument of the tanh(x) function

! Magnetization values in the limit where both functions couple (T-T_t = r)

s=0.5*(a+b+(b-a)*(exp(r/w)-exp(-r/w))/(exp(r/w)+exp(-r/w)))

sb=0.5*(a+b+(b-a)*(exp(-r/W)-exp(r/w))/(exp(-r/w)+exp(r/w)))

! For the temperature interval at which we use the exp function (lower

bound):

if (f < -r/w) then
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rao1=factor*(b-a)*(t-(x-r))/((sb-a)*5)

y(i,j,k)=a+(sb-a)*exp(rao1)

der(i,j,k)=((sb-a)*rao1/(t-(x-r)))*exp(rao1)

endif

! For the temperature interval at which we use the tanh(x) function:

if (f >= -r/w .and. f<r/w) then

y(i,j,k)=0.5*(a+b+(b-a)*(exp(f)-exp(-f))/(exp(f)+exp(-f)))

der(i,j,k)=(b-a)*(2/(exp(f)+exp(-f)))**2/(2*w)

endif

! For the temperature interval at which we use the exp function (upper

bound):

if (f >= r/w) then

rao2=factor*(b-a)*(t-(x+r))/((s-b)*5)

y(i,j,k)=b+(s-b)*exp(rao2)

der(i,j,k)=-((sb-a)*rao2/(t-(x+r)))*exp(rao2)

endif

enddo

enddo

enddo

! Computation of the integrals:

do i=0,n

do j=0,m

do k=1,l

dmdp = (y(i,j,k)-y(i,j,k-1))/d3

dmdh = (y(i,j,k)-y(i,j-1,k))/d2

s2(i,j,k)=s2(i,j,k-1)+d3*der(i,j,k)*dmdp/dmdh

s3(i,j,k)=s3(i,j,k-1)+d3*dmdp

enddo

enddo

enddo

do i=0,n

do k=0,l

do j=1,m

s1(i,j,k)=s1(i,j-1,k)+d2*(der(i,j,k)+der(i,j-1,k))/2
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s4(i,j,k)=s4(i,j-1,k)+d2*(s3(i,j,k)+s3(i,j-1,k))/2

dt(i,j,k)=(s4(i,j,k)-s4(i-1,j,k))/d1

s5(i,j,k)=dt(i,j,k)+s1(i,j,0)+s2(i,1,k)

enddo

enddo

enddo

! At this point, the code has generated the required matrices of data.

! We can modify the code as a convenience for writing the data.

open(10,file='s5a.dat',ACCESS ='APPEND',STATUS ='old')

open(13,file='s5b.dat',ACCESS ='APPEND',STATUS ='old')

do i=1,n

t=t0+dble(i)*dble(trang)/dble(n)

write(10,*) t,s5(i,0,2000),s5(i,40,2000),s5(i,80,2000), &

& s5(i,120,2000),s5(i,160,2000),s5(i,200,2000),s5(i,240,2000), &

& s5(i,280,2000),s5(i,320,2000),s5(i,360,2000),s5(i,400,2000), &

& s5(i,440,2000),s5(i,480,2000),s5(i,520,2000),s5(i,560,2000), &

& s5(i,600,2000),s5(i,640,2000),s5(i,680,2000),s5(i,720,2000), &

& s5(i,760,2000),s5(i,800,2000),s5(i,840,2000),s5(i,880,2000), &

& s5(i,920,2000),s5(i,960,2000),s5(i,1000,2000),s5(i,1040,2000), &

& s5(i,1080,2000),s5(i,1120,2000),s5(i,1160,2000),s5(i,1200,2000), &

& s5(i,1240,2000),s5(i,1280,2000),s5(i,1320,2000),s5(i,1360,2000), &

& s5(i,1400,2000),s5(i,1440,2000),s5(i,1480,2000),s5(i,1520,2000), &

& s5(i,1560,2000),s5(i,1600,2000),s5(i,1640,2000),s5(i,1680,2000), &

& s5(i,1720,2000),s5(i,1760,2000),s5(i,1800,2000),s5(i,1840,2000), &

& s5(i,1880,2000),s5(i,1920,2000),s5(i,1960,2000),s5(i,2000,2000)

write(11,*) t,s5(i,2000,0),s5(i,2000,40),s5(i,2000,80), &

& s5(i,2000,120),s5(i,2000,160),s5(i,2000,200),s5(i,2000,240), &

& s5(i,2000,280),s5(i,2000,320),s5(i,2000,360),s5(i,2000,400), &

& s5(i,2000,440),s5(i,2000,480),s5(i,2000,520),s5(i,2000,560), &

& s5(i,2000,600),s5(i,2000,640),s5(i,2000,680),s5(i,2000,720), &

& s5(i,2000,760),s5(i,2000,800),s5(i,2000,840),s5(i,2000,880), &

& s5(i,2000,920),s5(i,2000,960),s5(i,2000,1000),s5(i,2000,1040), &

& s5(i,2000,1080),s5(i,2000,1120),s5(i,2000,1160),s5(i,2000,1200), &

& s5(i,2000,1240),s5(i,2000,1280),s5(i,2000,1320),s5(i,2000,1360), &
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& s5(i,2000,1400),s5(i,2000,1440),s5(i,2000,1480),s5(i,2000,1520), &

& s5(i,2000,1560),s5(i,2000,1600),s5(i,2000,1640),s5(i,2000,1680), &

& s5(i,2000,1720),s5(i,2000,1760),s5(i,2000,1800),s5(i,2000,1840), &

& s5(i,2000,1880),s5(i,2000,1920),s5(i,2000,1960),s5(i,2000,2000)

enddo

enddo

close(10)

close(11)

end program
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