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## Chapter 1

## Introduction

My research is based on non-local elliptic semilinear equations in conformal geometry. The fractional curvature is defined from the conformal fractional Laplacian and it is a non-local version of some of the classical local curvatures such as the scalar curvature, the fourth-order $Q$-curvature or the mean curvature. This new notion of non-local curvature has good conformal properties that allow to treat classical problems from a more general convexity point of view. Note that the fractional curvature in my research is different from the one defined by Caffarelli, Roquejoffre and Savin in [35].

In particular, I have worked on the fractional singular Yamabe problem and related issues. This problem arises in conformal geometry when we try to find a conformal metric to a given one having constant fractional curvature and prescribed singularities. The precise problem I considered in my thesis was to find solutions for the fractional Yamabe problem in $\mathbb{R}^{n}, n>2 \gamma$,

$$
(-\Delta)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { for } \gamma \in(0,1)
$$

with prescribed isolated singularities: first, I just considered radial solutions when there is an isolated singularity and, later, the problem of removing a finite number of points.

I started my research focusing on the geometric interpretation of the problem for an isolated singularity [62]. This study is based on an extension problem for the computation of the conformal fractional Laplacian. This is a Dirichlet-to-Neumann problem for a degenerate elliptic, but local, equation, which gives an example of a boundary reaction problem where the nonlinearity is of power type with the critical Sobolev exponent.

Later, I treated the problem as an integro-differential equation, facing two main difficulties: the lack of compactness and the fact that we are dealing with a non-local ODE [61]. Our study is carried out using variational methods and it proves the existence of Delaunay-type solutions for the problem. These are radially symmetric metrics with constant fractional curvature.

Finally, I applied some gluing methods together with a Lyapunov reduction to construct solutions for the singular fractional Yamabe problem when the singular set consists of a given finite number of points [11].

At the moment, I am working on the fractional Caffarelli-Kohn-Nirenberg inequality,
which is an interpolation between the Hardy and Sobolev fractional inequalities. In particular, I am looking at the radial symmetry or symmetry breaking of the minimizers.

A future research plan is underlined in Section 1.6.
I have collaborated with Weiwei Ao (University of British Columbia), María del Mar González (Universitat Politècnica de Catalunya, Universidad Autónoma de Madrid), Manuel del Pino (Universidad de Santiago, Chile) and Juncheng Wei (University of British Columbia).

This thesis consists of nine chapters. First, we give is a brief introduction and summary of the thesis. Next, provide some background, notation and known results. Later, we show the main results, i.e, Chapters $3,4,5$ and 6 . After this, we introduce the research plan to come. The thesis also has two appendixes with useful computations. Below I present an introduction for each one of the main chapters:

### 1.1 Background

First, in Chapter 2 we will provide some background, notation and known results.
The problem of finding radial solutions for the fractional Yamabe problem in $\mathbb{R}^{n}, n>$ $2 \gamma$, with an isolated singularity at the origin is equivalent to looking for positive, radially symmetric solutions to the semilinear equation

$$
\begin{equation*}
\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { in } \mathbb{R}^{n} \backslash\{0\} \tag{1.1.1}
\end{equation*}
$$

where $c_{n, \gamma}$ is any positive constant and $\gamma \in(0,1)$. In geometric terms, given the Euclidean metric $|d x|^{2}$ on $\mathbb{R}^{n}$, we are looking for a conformal metric

$$
g_{w}=w^{\frac{4}{n-2 \gamma}}|d x|^{2}, w>0
$$

with positive constant fractional curvature $Q_{\gamma}^{g_{w}} \equiv c_{n, \gamma}$, which is radially symmetric and has a prescribed singularity at the origin.

Caffarelli, Jin, Sire and Xiong in [33] characterized the asymptotic behavior of all nonnegative solutions to (1.1.1), thus we know that we should look for solutions of the form

$$
\begin{equation*}
w(r)=r^{-\frac{n-2 \gamma}{2}} v(r) \text { on } \mathbb{R}^{n} \backslash\{0\}, \tag{1.1.2}
\end{equation*}
$$

for some function $0<c_{1} \leq v \leq c_{2}$.
The main difficulty here is to compute the fractional Laplacian in radial coordinates. The fractional Laplacian on $\mathbb{R}^{n}$ is defined as the pseudo-differential operator with Fourier symbol $|\xi|^{2 \gamma}$, or, equivalently for $\gamma \in(0,1)$ and $u \in L^{\infty} \cap \mathcal{C}^{2}$ as integro-differential operator

$$
\begin{equation*}
(-\Delta)^{\gamma} w(x)=\kappa_{n, \gamma} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{w(x)-w(y)}{|x-y|^{n+2 \gamma}} d y \tag{1.1.3}
\end{equation*}
$$

where P.V. denotes the principal value, and the constant $\kappa_{n, \gamma}>0$. Caffarelli and Silvestre introduced in [36] a different way to compute the fractional Laplacian in $\mathbb{R}^{n}$ for $\gamma \in(0,1)$ :
let $w$ be any smooth function defined on $\mathbb{R}^{n}$ and consider the extension $W: \mathbb{R}^{n} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ solution to the following (local) degenerate elliptic equation:

$$
\left\{\begin{align*}
\operatorname{div}\left(y^{1-2 \gamma} \nabla W\right) & =0, \quad x \in \mathbb{R}^{n}, y \in \mathbb{R}_{+},  \tag{1.1.4}\\
W(x, 0) & =w(x), \quad x \in \mathbb{R}^{n} .
\end{align*}\right.
$$

Then,

$$
\begin{equation*}
(-\Delta)^{\gamma} w=-\tilde{d}_{\gamma} \lim _{y \rightarrow 0^{+}} y^{1-2 \gamma} \partial_{y} W \tag{1.1.5}
\end{equation*}
$$

for a constant $\tilde{d}_{\gamma}>0$.
This construction was generalized to the curved setting by Chang and González in [43]: on a general Riemannian manifold $\left(M^{n}, g\right)$, the fractional curvature $Q_{\gamma}^{g}$ is defined from the conformal fractional Laplacian $P_{\gamma}^{g}$, and it is a nonlocal version of the scalar curvature (which corresponds to the local case $\gamma=1$ ). The conformal fractional Laplacian is constructed from the scattering theory on the conformal infinity $M^{n}$ of a conformally compact Einstein manifold $\left(X^{n+1}, g^{+}\right)$and it is a (non-local) pseudo-differential operator of order $2 \gamma$. Its principal symbol is the same as the one for the fractional Laplacian, but it presents some curvature terms. In the Euclidean case, these curvature terms equal zero and thus the conformal fractional Laplacian reduces to the standard fractional Laplacian.

Let $\gamma \in(0,1)$ and $\left(X^{n+1}, g^{+}\right)$be a conformally compact Einstein manifold with conformal infinity $\left(M^{n},[g]\right)$. The conformal fractional Laplacian $P_{\gamma}^{g}$ on the conformal infinity can be computed as a Dirichlet-to-Neumann operator for a generalized extension problem in the spirit of (1.1.4)-(1.1.5). In the particular cases $\gamma=1$ or $\gamma=2$ we recover the classical conformal Laplacian and the fourth order Paneitz operator, respectively.

The main property of $P_{\gamma}^{g}$ is its conformal invariance; indeed, for a conformal change of metric $g_{w}=w^{\frac{4}{n-2 \gamma}} g$, we have that

$$
P_{\gamma}^{g_{w}}(f)=w^{-\frac{n+2 \gamma}{n-2 \gamma}} P_{\gamma}^{g}(f w), \quad \text { for all } f \text { smooth, }
$$

which, in particular when $f=1$, reduces to the fractional curvature equation

$$
P_{\gamma}^{g}(w)=Q_{\gamma}^{g_{w}} w^{\frac{n+2 \gamma}{n-2 \gamma}} .
$$

This is a very natural generalization of the classical Yamabe equation.

### 1.2 Non-local ODEs - Geometric interpretation [62]

After establishing the necessary preliminaries in the previous section, it is possible now to introduce the main results in Chapter 3 using the natural geometric interpretation of the problem (1.1.1) and the extension formulation. This work constitutes the first article of my thesis [62].

The main idea is to perform a conformal change in order to find an equivalent, but more tractable, problem. We look for radial solutions for (1.1.1), i.e. in $\mathbb{R}^{n} \backslash\{0\}$, using the
extension (1.1.4)-(1.1.5) for a suitable metric $\bar{g}$. After writing the Euclidean metric in polar coordinates we can use the Emder-Fowler change of variable $r=e^{-t}$ to get

$$
|d x|^{2}=d r^{2}+r^{2} g_{\mathbb{S}^{n-1}}=e^{-2 t}\left[d t^{2}+g_{\mathbb{S}^{n}-1}\right]=: e^{-2 t} g_{0} .
$$

This conformal change allows to formulate this equivalent problem: let the extension manifold be $X^{n+1}=(0,2) \times \mathbb{R} \times \mathbb{S}^{n-1}$ with the metric given by

$$
\begin{equation*}
\bar{g}=d \rho^{2}+\left(1+\frac{\rho^{2}}{4}\right)^{2} d t^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S}^{n-1}}, \tag{1.2.1}
\end{equation*}
$$

and the conformal infinity $M=\mathbb{R} \times \mathbb{S}^{n-1}$ with the cylindrical metric given by

$$
g_{0}=\left.\bar{g}\right|_{M}=d t^{2}+g_{\mathbb{S}^{n-1}},
$$

for $\rho \in(0,2)$ and $t \in \mathbb{S}^{1}(L)$. Recalling (1.1.2), we can write any conformal change of metric on $M$ as

$$
\begin{equation*}
g_{v}:=w^{\frac{4}{n-2 \gamma}}|d x|^{2}=v^{\frac{4}{n-2 \gamma}} g_{0} \tag{1.2.2}
\end{equation*}
$$

Using $g_{0}$ as background metric on $M$, and writing the conformal change of metric in terms of $v$ as (1.2.2), to find radial (in the variable $|x|$ ) positive solutions for (1.1.1) with an isolated singularity at the origin is equivalent to looking for positive solutions $v=v(t)$ to

$$
\begin{equation*}
P_{\gamma}^{g_{0}}(v)=c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \quad \text { on } \quad \mathbb{R} \times \mathbb{S}^{n-1} \tag{1.2.3}
\end{equation*}
$$

with $0<c_{1} \leq v \leq c_{2}$; we hope to find those that are periodic in $t$, i.e, $v(t+L)=v(t)$. These are known as Delaunay solutions for the fractional curvature, and can be found by solving a fractional order ODE.

The first result in Chapter 3, which is valid for all $\gamma \in\left(0, \frac{n}{2}\right)$, is a definition of the conformal fractional Laplacian $P_{\gamma}^{g_{0}}$ on the cylinder using the Fourier symbol for the operator. Any function on $\mathbb{R} \times \mathbb{S}^{n-1}$ may be decomposed as $\sum_{k} v_{k}(t) E_{k}$, where $\left\{E_{k}\right\}$ is a basis of eigenfunctions associated to the eigenvalues $\left\{\mu_{k}\right\}$ of $\Delta_{\mathbb{S}^{n-1}}$, repeated according to multiplicity. Since the operator $P_{\gamma}^{g_{0}}$ diagonalizes under such eigenspace decomposition, if $P_{\gamma}^{k}$ denotes the projection of the operator $P_{\gamma}^{g_{0}}$ over each eigenspace $\left\langle E_{k}\right\rangle$, then for $\gamma \in\left(0, \frac{n}{2}\right)$, taking the Fourier transform in $t$,

$$
\widehat{P_{\gamma}^{k}\left(v_{k}\right)}=\Theta_{\gamma}^{k}(\xi) \widehat{v_{k}}, \quad \text { where } \Theta_{\gamma}^{k}(\xi)=2^{2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}},
$$

which is simplified in the case of radial solutions.
Next, we explore how much of the standard ODE study for the scalar curvature (see the lecture notes [159]) can be generalized in our setting. Rewriting the extension (1.1.4)-(1.1.5)
for the new metric (1.2.1), we obtain for $\gamma \in(0,1)$ that (1.2.3) is equivalent to the following boundary-reaction PDE

$$
\left\{\begin{align*}
-\operatorname{div}_{\bar{g}}\left(\rho^{a} \nabla_{\bar{g}} V\right)+E(\rho) V & =0 \text { in }\left(X^{n+1}, \bar{g}\right),  \tag{1.2.4}\\
V & =v \text { on }\{\rho=0\} \\
-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} V & =c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on }\{\rho=0\}
\end{align*}\right.
$$

where $E(\rho)$ is a lower order term and $V$ is a solution of (1.2.4) only depending on $t$ and $\rho$.
We have analyzed (1.2.4) in the spirit of a "phase portrait" for a standard second order ODE. In particular, we have studied the linearized problem around the equilibrium point $v_{1} \equiv 1$, which corresponds to the cylindrical metric. We explicitly find periodic solutions with period

$$
\begin{equation*}
L_{0}^{\gamma}=\frac{2 \pi}{\sqrt{\lambda_{\gamma}}} \tag{1.2.5}
\end{equation*}
$$

where $\lambda_{\gamma}$ is unique and positive. In addition,

$$
\lim _{\gamma \rightarrow 1} L_{0}^{\gamma}=\frac{2 \pi}{\sqrt{n-2}}
$$

so we recover the classical case for the scalar curvature $\gamma=1$.
Finally, we were able to find a Hamiltonian quantity preserved along the trajectories of (1.2.4). Indeed, the Hamiltonian

$$
H_{\gamma}(t):=\frac{1}{2} \int_{0}^{2} \rho^{a}\left\{e_{1}(\rho)\left(\partial_{t} V\right)^{2}-e(\rho)\left(\partial_{\rho} V\right)^{2}-e_{2}(\rho) V^{2}\right\} d \rho+C_{n, \gamma} v^{\frac{2 n}{n-2 \gamma}}
$$

is constant with respect to $t$. Here $e_{i}(\rho), i=1,2,3$, denote polynomial expressions and $C_{n, \gamma}$ is a constant.

Summarizing, in Chapter 3 we provide the geometric setting, the "phase portrait"-type study and the linear study for the construction of "Delaunay" solutions of (1.1.1). The existence of such solutions is proved in the following.

### 1.3 ODEs for Integro-differential equations - Variational approach [61]

In Chapter 4, which corresponds with a second article of my thesis [61], we considered the same problem (1.1.1), but this time it was treated as an integro-differential equation, i.e., as an equation of the type $\mathscr{L} w=f(w)$ where $\mathscr{L} w$ has the general form

$$
\mathscr{L} w(x)=\mathrm{P} . \mathrm{V} \cdot \int_{\mathbb{R}^{n}}(w(x)-w(y)) K(x, y) d y
$$

and $K$ represents a singular kernel. Our problem (1.1.1) becomes an integro-differential equation using the definition for the fractional Laplacian given in (1.1.3).

In the classical case $\gamma=1$, equation (1.1.1) reduces to a standard second order ODE. However, in the fractional case, (1.1.1) becomes a fractional order ODE, so classical methods cannot be directly applied here. As we did in the previous Section 1.2, we reformulate the problem for $v$ using the relation between $w$ and $v$ given in (1.1.2); but here, instead of using the boundary reaction problem (1.2.4) we work directly with the nonlocal operator. The main idea is to use the Emden-Fowler change of variable $r=e^{-t}$ in the singular integral (1.1.3). This yields that equation (1.1.1) can be written as

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}}, \quad v>0 \tag{1.3.1}
\end{equation*}
$$

which is a semilinear equation with critical exponent in dimension $n$ and $\mathscr{L}_{\gamma}$ is the nonlocal operator defined by

$$
\mathscr{L}_{\gamma} v(t)=\kappa_{n, \gamma} P . V . \int_{-\infty}^{\infty}(v(t)-v(\tau)) K(t-\tau) d \tau+c_{n, \gamma} v(t)
$$

for $K$ a singular kernel which can be precisely computed in terms of hypergeometric functions. The behaviour of $K$ near the origin is the same as the kernel of the fractional Laplacian $(-\triangle)^{\gamma}$ in $\mathbb{R}$ and near infinity it presents an exponential decay. This kind of kernels corresponds to tempered stable process in probability.

If we just take into account periodic functions $v(t+L)=v(t)$, solutions for problem (1.3.1) may be found by minimizing the following functional:

$$
\mathscr{F}_{L}(v)=\frac{\kappa_{n, \gamma} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d t d \tau+c_{n, \gamma} \int_{0}^{L} v(t)^{2} d t}{\left(\int_{0}^{L} v(t)^{\frac{2 n}{n-2 \gamma}} d t\right)^{\frac{n-2 \gamma}{n}}}
$$

where $K_{L}:=\sum_{j \in \mathbb{Z}} K(t-\tau-j L)$ is a periodic singular kernel. We prove that, for $n>2+2 \gamma$, a minimizer always exists and, if $c(L)$ denotes the minimum value for the functional, $c(L)$ is attained by a nonconstant minimizer $v_{L}$ when $L>L_{0}^{\gamma}$, and when $L \leq L_{0}^{\gamma}, c(L)$ is attained by the constant only; here $L_{0}^{\gamma}$ is the minimal period given in (1.2.5).

We call these solutions "Delaunay"-type manifolds of constant fractional curvature because they can be understood as a generalization of the well known Delaunay surfaces of constant mean curvature. Moreover, these manifolds converge to cylinders when the period $L$ tends to the minimal period $L_{0}^{\gamma}$, and to spheres when $L$ tends to infinity.

### 1.4 Gluing methods for the fractional singular Yamabe problem [11]

Finally, in Chapter 5 I present the third article of my thesis [11], where we considered the problem of finding solutions for the fractional Yamabe problem in $\mathbb{R}^{n}, n>2 \gamma$, for $\gamma \in(0,1)$, with isolated singularities at a prescribed finite number of points. This is, to find positive solutions for the equation

$$
\left\{\begin{array}{l}
\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { in } \mathbb{R}^{n} \backslash \Sigma,  \tag{1.4.1}\\
w \rightarrow+\infty \text { as } x \rightarrow \Sigma
\end{array}\right.
$$

where $\Sigma=\left\{p_{1}, \cdots, p_{k}\right\}$.
In the previous work, we showed the existence of "Delaunay"-type solutions for (1.1.1), i.e, solutions of the form

$$
w_{L}(r)=r^{-\frac{n-2 \gamma}{2}} v_{L}(-\log r) \text { on } \mathbb{R}^{n} \backslash\{0\},
$$

for some smooth function $v_{L}$ that is periodic in the variable $t=-\log r$, for any period $L>L_{0}^{\gamma}$.

In this Chapter 5 we are able to use the gluing method for the non-local problem (1.4.1). This work generalizes the result given by Mazzeo and Pacard ([141]) or Schoen ([158]) for the classical case (i.e, for the scalar curvature), but using similar methods to the ones developed by Malchiodi in [132]. Apart from the obvious difficulty of passing from a local problem to a non-local one, which is handled by careful estimates of the non-local terms, the main obstacle we find is the lack of a second order ODE for radial solutions. Thus we use Delaunay solutions but not directly as a model for an isolated singularity; instead, we construct a bubble tower at each singular point. (Note that by bubble we denote the "unique" solution for problem (1.4.1) when $\Sigma=\varnothing$ ).

This allows to construct a suitable approximate solution with an infinite number of parameters to be chosen. Note that the linearization at this approximate solution is not injective due to the presence of a kernel, so we use a Lyapunov-Schimdt reduction procedure. It is well known that one single bubble is non-degenerate and the kernel for the linearized operator can be explicitly characterized. However, for our problem, we perturb each bubble in the bubble tower separately. Of course, this perturbation will not be independent from one bubble to another; we find an infinite dimensional Toda-type system of compatibility conditions that allows to solve the original problem from the perturbed one.

### 1.5 Work in progress: Fractional Caffarelli-Kohn-Nirenberg inequality

At this moment I am working on the generalization of the classical Caffarelli-Kohn-Nirenberg inequality [34] to the fractional case $\gamma \in(0,1)$. In the classical case, the existence or non existence of extremal solutions and their properties have extensively been studied since 1984, and in some particular cases, even before. The starting point is the $p=2$-case, that reads as follows: for all $\alpha \leq \beta \leq \alpha+1$ and $\alpha \neq \frac{n-2}{2}$, in space dimension $n>2$, it holds that

$$
\left(\int_{\mathbb{R}^{n}} \frac{\left.|u|\right|^{2^{*}}}{|x|^{\beta 2^{*}}} d x\right)^{2 / 2^{*}} \leq\left(\Lambda_{\alpha, \beta}^{n}\right)^{-1} \int_{\mathbb{R}^{n}} \frac{|\nabla u|^{2}}{|x|^{2 \alpha}} d x, \forall u \in D_{\alpha, \beta},
$$

where $2^{*}=\frac{2 n}{n-2+2(\beta-\alpha)}, D_{\alpha, \beta}=\left\{|x|^{-\beta} u \in L^{2^{*}}\left(\mathbb{R}^{n}\right),|x|^{-\alpha}|\nabla u| \in L^{2}\left(\mathbb{R}^{n}\right)\right\}$ and $\left(\Lambda_{\alpha, \beta}^{n}\right)^{-1}$ denotes the optimal constant. This inequality represents an interpolation between the usual Sobolev inequality ( $\alpha=0, \beta=0$ ) and the Hardy inequality ( $\alpha=0, \beta=1$ ) or weighted Hardy inequality $(\beta=\alpha+1)$.

Among the existing results in this direction, we should point out that, even though it was expected that all the minimizers were radially symmetric, Catrina and Wang in
[42] discovered that symmetry for minimizers can be broken. Felli and Schneider in [87] highlighted the symmetry-breaking phenomenon when they found non-radial minimizers for a small perturbation of the problem. They conjectured that the symmetry region and the non-symmetry region are separated by a curve called the Felli-Schneider curve. This fact was proven, in many cases, in a series of papers by Dolbeault, Esteban, del Pino, Filippas, Loss, Tarantello and Tertikas (see the survey [65]).

So far, I have focused my research on the case $p=2$, for which I conjecture the following: for all functions $u$ regular enough,

$$
\begin{equation*}
\Lambda\left(\int_{\mathbb{R}^{n}} \frac{|u(x)|^{\left.\right|^{*}}}{|x|^{\mid p^{*}}}\right)^{\frac{2}{2^{*}}} \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{N}} \frac{(u(x)-u(y))^{2}}{\left.|x-y|^{n+2 \gamma}|x|\right|^{\alpha}|y|^{\alpha}} d y d x \tag{1.5.1}
\end{equation*}
$$

where $\Lambda$ is a positive constant independent of $u$ and $2 *=\frac{2 n}{n-2 \gamma+2(\beta-\alpha)}$, whenever $n>2 \gamma$, $\alpha \neq \frac{n-2 \gamma}{2}$ and $\beta<\alpha<\beta+\gamma$.

We found no reference (in particular, no proof) of this inequality in the literature. We expect to have a full proof of it soon - recall that both the Hardy and the Sobolev inequality have fractional versions. Assuming the inequality to hold, I have established that extremal functions for (1.5.1) must be radially symmetric if $0<\alpha<\frac{n-2 \gamma}{2}$ and $\beta<\alpha<\beta+\gamma$; and I am working on the symmetry breaking case. Inspired by [42], I expect to cover the case $\alpha<0$ and to find some region where radial symmetry of the optimizers is broken.

Later on, I expect to find the optimal symmetry range of the parameters using flows methods as Dolbeault, Esteban and Loss did for the classical case in [70]-[71].

### 1.6 Research plan

In some future works, I plan to consider the following problems:

- On the one hand, I would like to generalize the Caffarelli-Kohn-Nirenberg inequality to the fractional setting without the parameter restrictions I am considering at present, using the recently developed flow method. First, I plan to follow the steps of [70], where Dolbeault, Esteban and Loss solved the conjecture for the optimal symmetry range of the parameters. Since rearrangement inequalities, reflection methods or moving plane cannot be applied in some regions, it was not enough to study only the optimizers in the radial class. The key idea in their work was to rewrite the inequality in terms of a new variable $p=v^{-n}$ and assume that $v$ satisfies a fast diffusion equation. This idea of exhibiting a nonlinear fast diffusion flow under a monotone action (non linear carré du champ method) allows to use the fast diffusion flow to drive the functional towards its optimal value. Good notes for this work are written in [71].
Later on, I would like to complete this work by generalizing to the fractional setting all the symmetry and symmetry breaking results for the most general Caffarelli-KohnNirenbeg inequality,

$$
\left\||x|^{\gamma} u\right\|_{L^{r}} \leq C\left\|\left.| | x\right|^{\alpha}|\nabla u|\right\|_{L^{p}}^{a}\left\||x|^{\beta} u\right\|_{L^{q}}^{1-a},
$$

that holds under suitable parameter conditions. The starting point is the recent work of Dolbeault, Muratori and Nazaret in [75].

- On the other hand, it would be interesting to study how much of the results given in Chapters 3,4 and 5 ([62]-[61]-[11]) can be generalized for $\gamma>1$, in particular $\gamma \in(1,2)$. One of the difficulties here is the lack of a general maximum principle. To deal with this issue, the idea is to follow the work of Gursky and Malchiodi in [104], where they proved that the Paneitz operator $\left(P_{2}\right)$ satisfies a strong maximum principle under the extra hypothesis of nonnegative scalar curvature $(\gamma=1)$.


## Chapter 2

## Background

### 2.1 Preliminaries

### 2.1.1 Introduction to Riemannian Geometry

First of all, we introduce some basic notions in Riemannian Geometry. We will follow the notation and definitions given in the books by Aubin [16, 15]. Note that we are using the Einstein summation convention.

A connection on a differentiable manifold $M$ is a mapping $D$ (called the covariant derivative) of $T(M) \times \Gamma(M)$ into $T(M)$ which has the following properties:

- If $X \in T_{P}(M)$, then $D(X, Y)$ (denoted by $D_{X Y}$ ) is in $T_{P}(M)$.
- For any $P \in M$ the restriction of $D$ to $T_{P}(M) \times \Gamma(M)$ is bilinear.
- If f is a differentiable function, then $D(f Y)=X(f) Y+f D Y$.
- If $X$ and $Y$ belong to $\Gamma(M), \mathrm{X}$ is of class $\mathcal{C}^{r}$ and Y of class $\mathcal{C}^{r+1}$, then $D Y$ is in $\Gamma(M)$ and is of class $\mathcal{C}^{r}$,
where $\Gamma(M)$ denotes the vector space of vector fields on $M$. A Riemannian metric is a twice-covariant tensor field $g$ such that at each point $P \in M, g_{0}$ is a positive definite bilinear symmetric form.

In a Riemannian manifold we can also define the torsion tensor: It is a (1,2)-tensor which depends on the connection $D$ in the following way $T(X, Y)=D_{X} Y-D_{Y} X-[X, Y]$

The Riemannian connection is the unique connection with vanishing torsion tensor, for which the covariant derivative of the metric tensor is zero $(\nabla g=0)$.

In the following, $M$ will always be an oriented Riemannian manifold of dimension $n$ unless otherwise stated. Since the Riemannian connection has no torsion we can define the Christoffel symbols in a local coordinate system as

$$
\Gamma_{i j}^{l}=\frac{1}{2}\left[\partial_{i} g_{k j}+\partial_{j} g_{k i}-\partial_{k} g_{i j}\right] g^{k l},
$$

where $g^{k l}$ are, by definition, the components of the inverse matrix of the matrix $\left(g_{i j}\right)_{i j}$.
A volume form on $M$, given in an oriented coordinate system $\left\{x^{i}\right\}$ is

$$
d v o l_{g}:=\sqrt{|g|} d x^{1} \wedge \ldots \wedge d x^{n}
$$

where the $d x^{i}$ are the 1 -forms forming the dual basis to the basis vectors $\partial_{i}:=\frac{\partial}{\partial x^{i}}$ and $\wedge$ is the wedge product. We denote by $|g|$ the determinant of the metric tensor $g_{i j}$. Given a 2 -tensor $E$ we define its contraction or trace as:

$$
\operatorname{tr}\left(E_{i j}\right)=\sum_{i, j} g^{i j} E_{i j}
$$

The curvature of a connection $D$ is a 2 -form with values in $\operatorname{Hom}(\Gamma, \Gamma)$ defined by

$$
(X, Y) \rightarrow \operatorname{Riem}(X, Y)=D_{X} D_{Y}-D_{Y} D_{X}-D_{[X, Y]}
$$

For the definition we suppose that the vector fields are at least $\mathcal{C}^{2}$.
The curvature tensor is the 4 -covariant tensor $\operatorname{Riem}(X, Y, Z, T)=g[\operatorname{Riem}(X, Y) T, Z]$; its components are Riem $_{i j k l}=g_{i m}$ Riem $_{j k l}^{m}$. It has the properties:

- Riem $_{i j k l}=-$ Riem $_{i j l k}$,
- Riem $_{i j k l}=$ Riem $_{k l i j}$.

According to the expression of the components of the curvature tensor and considering a normal coordinate system around $P$,

$$
\operatorname{Riem}_{k i j}^{l}(P)=\left(\partial_{i} \Gamma_{j k}^{l}\right)_{P}-\left(\partial_{j} \Gamma_{i k}^{l}\right)_{P}
$$

The sectional curvature of a 2 -dimensional subspace of $T(M)$ defined by vectors $X$ and $Y$, where $X$ is orthonormal to $Y$ (i.e., $g(X, X)=1, g(Y, Y)=1, g(X, Y)=0$ ), is

$$
\sigma(X, Y)=\operatorname{Riem}(X, Y, X, Y)
$$

If $X, Y$ are not orthonormal, the definition is

$$
\sigma(X, Y)=\frac{\operatorname{Riem}(X, Y, X, Y)}{g(X, X) g(Y, Y)-(g(X, Y))^{2}}
$$

We can obtain, by contraction, the so called Ricci tensor, whose components are

$$
\begin{equation*}
\operatorname{Ric}_{i j}^{g}=\operatorname{Riem}_{i k j}^{k}=\operatorname{Riem}_{i k l j} g^{l k} \tag{2.1.1}
\end{equation*}
$$

(The Ricci tensor is symmetric).
The contraction of the Ricci tensor is called the scalar curvature.

$$
R_{g}=R i c_{i j}^{g} g^{i j}
$$

A conformal map is a transformation which preserves angles. Given two metrics $g$ and $\tilde{g}$ on $M$, they are conformally related if $\tilde{g}=f g$ with $f>0$.
Note that we will usually write the conformal change as $g_{w}=w^{\frac{4}{(n-2)}} g$, where $w$ is a $\mathcal{C}^{\infty}$ and strictly positive function on $M$; and we will denote $[g]$ the class of all metrics conformal to $g$.

Once we know the previous definitions we can introduce the Laplace-Beltrami and the conformal Laplacian operators.

### 2.1.2 Laplacian operators on manifolds and the Yamabe problem

The divergence of a vector field $X(\operatorname{div} X)$ on a Riemannian manifold $\left(M^{n}, g\right)$ is defined as the scalar function with the property

$$
(\operatorname{div} X) \text { vol }_{g}:=\mathfrak{L}^{\text {vol }_{g}},
$$

where $\mathfrak{L}$ is the Lie derivative along the vector field $X$. In local coordinates we obtain

$$
\operatorname{div} X=\frac{1}{\sqrt{|g|}} \partial_{i}\left(\sqrt{|g|} X^{i}\right)
$$

Additionally, the gradient of a scalar function $f$ is the vector field grad $f$ that may be defined through the inner product $\langle\cdot, \cdot\rangle$ on the manifold, as

$$
<\operatorname{grad} f(x), v_{x}>=d f(x)\left(v_{x}\right)
$$

for all vectors $v_{x} \in T_{x} M$; where $d f$ is the exterior derivative of the function $f$. So in local coordinates, we have

$$
(\operatorname{grad})^{i} f=\partial^{i} f=g^{i j} \partial_{j} f
$$

We will denote it by $\nabla f$. We also write

$$
<\nabla w, \nabla v>_{g}=\nabla^{i} w \nabla_{i} v \text { and }|\nabla f|_{g}^{2}=\nabla^{i} \nabla_{i} f .
$$

The Laplace-Beltrami operator on a manifold $M$ is defined as:

$$
\Delta_{g} f=\operatorname{div} \operatorname{grad} f
$$

Combining the definitions of the gradient and divergence, we can give an explicit formula, in local coordinates, for the Laplace-Beltrami operator $\Delta_{g}$ :

$$
\Delta_{g} f=\frac{1}{\sqrt{|g|}} \partial_{i}\left(\sqrt{|g|} g^{i j} \partial_{j} f\right)
$$

The conformal Laplacian operator on $\left(M^{n}, g\right)$ is defined as

$$
\begin{equation*}
L_{g}=-\Delta_{g}+c_{n} R_{g}, \quad \text { where } c_{n}=\frac{(n-2)}{4(n-1)}, \tag{2.1.2}
\end{equation*}
$$

The conformal Laplacian is a conformally covariant operator, this is:
Proposition 2.1.1. Given $\tilde{g}, g$ two conformally related metrics with $\tilde{g}=w^{\frac{4}{n-2}} g, w>0$, then the operator $L_{g}$ satisfies

$$
L_{\tilde{g}}(\varphi)=w^{\frac{-(n+2)}{n-2}} L_{g}(w \varphi),
$$

for every $\varphi \in \mathcal{C}^{\infty}(M)$. In the case $\varphi=1$ we obtain the classical scalar curvature equation:

$$
\begin{equation*}
L_{g}(w)=c_{n} R_{\tilde{g}} w^{\frac{n+2}{n-2}} . \tag{2.1.3}
\end{equation*}
$$

Proof. We will only present the proof of (2.1.3). If we denote $\tilde{\Gamma}_{i k}^{l}$ and $\Gamma_{i k}^{l}$ the Christoffel symbols corresponding to $\tilde{g}$ and $g$, respectively; and we write here the conformal change as $\tilde{g}=e^{f} g$, we obtain that

$$
\begin{aligned}
\tilde{\Gamma}_{i k}^{l}-\Gamma_{i k}^{l} & =\frac{1}{2} \tilde{g}^{l m}\left(\frac{\partial \tilde{g}_{m i}}{\partial x^{k}}+\frac{\partial \tilde{g}_{m k}}{\partial x^{i}}-\frac{\partial \tilde{g}_{i k}}{\partial x^{m}}\right)-\frac{1}{2} g^{l m}\left(\frac{\partial g_{m i}}{\partial x^{k}}+\frac{\partial g_{m k}}{\partial x^{i}}-\frac{\partial g_{i k}}{\partial x^{m}}\right) \\
& =\frac{1}{2} e^{-f} g^{l m}\left(\frac{\partial e^{f} g_{m i}}{\partial x^{k}}+\frac{\partial e^{f} g_{m k}}{\partial x^{i}}-\frac{\partial e^{f} g_{i k}}{\partial x^{m}}\right)-\frac{1}{2} g^{l m}\left(\frac{\partial g_{m i}}{\partial x^{k}}+\frac{\partial g_{m k}}{\partial x^{i}}-\frac{\partial g_{i k}}{\partial x^{m}}\right) \\
& =\frac{1}{2} g^{l m}\left(\partial_{k} f g_{m i}+\partial_{i} f g_{m k}-\partial_{m} f g_{i k}\right) .
\end{aligned}
$$

Using (2.1.1),

$$
R i c_{k j}^{\tilde{g}}-R i c_{k j}^{g}=-\frac{n-2}{2} \nabla_{k} \nabla_{j} f+\frac{1}{2} \Delta_{g} f g_{j k}+\frac{n-2}{4} \nabla_{k} f \nabla_{j} f-\frac{n-2}{4} \nabla^{s} f \nabla_{s} f g_{j k} .
$$

Thus if we use $\tilde{g}=e^{f} g$ and we contract by $g^{k j}$, we obtain

$$
R_{\tilde{g}} e^{f}-R_{g}=(n-1) \Delta_{g} f-\frac{(n-2)(n-1)}{4} \nabla^{s} f \nabla_{s} f .
$$

Substituting the change $f=\frac{4}{n-2} \log w$, we find that

$$
-\Delta_{g} w+c_{n} R_{g} w=c_{n} R_{\tilde{g}} w^{\frac{n+2}{n-2}}
$$

Recalling the definition of the conformal Laplacian (2.1.2) we have proved the result.

## The Yamabe problem.

A very good reference for the classical Yamabe problem is the survey [122]. The problem proposed by Yamabe is: given a compact Riemannian manifold $\left(M^{n}, g\right)$ of dimension $n \geq 3$, find a new metric $g_{w}$ conformal to $g$ with constant scalar curvature. Let $R_{g}$ be the scalar curvature of $\left(M^{n}, g\right)$.

Because of Proposition 2.1.1 we obtain that the Yamabe problem (with a conformal metric) is equivalent to proving that the equation

$$
\begin{equation*}
-\Delta_{g} w+c_{n} R_{g} w=R_{g_{w}} w^{\frac{n+2}{n-2}} \tag{2.1.4}
\end{equation*}
$$

with $R_{g_{w}}$ constant, has a $\mathcal{C}^{\infty}$ solution; and that this solution is strictly positive.
Yamabe's original idea was to use the variational method, by minimizing the functional

$$
\begin{equation*}
J[w]=\frac{\int_{M}\left(|\nabla w|_{g}^{2}+c_{n} R_{g} w^{2}\right) \text { dvol }_{g}}{\left(\int_{M}|w|^{2^{*}} d v o l_{g} \frac{2}{2^{*}}\right.} \tag{2.1.5}
\end{equation*}
$$

The Euler-Lagrange equation for functional (2.1.5) is precisely (2.1.4) with $R_{g_{w}}$ constant.
Here $2^{*}=\frac{2 n}{n-2}$ denotes the critical exponent for Sobolev embedding.

Definition 2.1.2. Given a manifold $(M, g)$ we define the Yamabe constant as:

$$
\begin{equation*}
\lambda(M):=\lambda(M, g)=\inf \{J[w] ; w \text { is positive smooth on }(M, g)\} . \tag{2.1.6}
\end{equation*}
$$

Remark 2.1.3. The sign of $\lambda(M)$ is equal to the sign of $R_{g_{w}}$ (which is constant).
We can restrict to non-negative solutions because if $w \in W^{1,2}$, then $|w| \in W^{1,2}$ and $|\nabla| w \|=|\nabla w|$ almost everywhere, so $J(w)=J(|w|)$. Positivity is a consequence of the maximum principle. Regularity follows from elliptic theory, so it is enough to take the infimum in $W^{1,2}$.

## Yamabe problem on the sphere (model case)

The analysis of the Yamabe equation (2.1.4) depends on the case of the sphere $\mathbb{S}^{n}$ with its standard metric $g_{\mathbb{S}^{n}}$. So we are going to describe the solution to the Yamabe problem on $\mathbb{S}^{n}$ and prove that the infimum of the Yamabe functional (2.1.5) in this case is realized by the standard metric on the sphere. We will also show the relation with the sharp form of the Sobolev inequality in $\mathbb{R}^{n}$.

We call $\sigma$ the stereographic projection (a conformal diffeomorphism) defined by

$$
\begin{gather*}
\sigma: \mathbb{S}^{n}-\{P\} \rightarrow \mathbb{R}^{n},  \tag{2.1.7}\\
\sigma\left(z_{1}, \ldots, z_{n}, \xi\right)=\left(x_{1}, \ldots x_{n}\right),
\end{gather*}
$$

where $P=(0, \ldots, 0,1)$ is the north pole on $\mathbb{S}^{n} \subset \mathbb{R}^{n+1}$,

$$
x_{j}=\frac{z-j}{(1-\xi)}, j \in\{1, \ldots n\}
$$

and $(z, \xi) \in \mathbb{S}^{n} \backslash\{P\}$.
We will denote $|d x|^{2}$ the Euclidean metric on $\mathbb{R}^{n}$ and $\rho=\sigma^{-1}$. Under $\sigma, g_{\mathbb{S}^{n}}$ corresponds to

$$
\rho^{*} g_{\mathbb{S}^{n}}=\frac{4}{\left(|x|^{2}+1\right)^{2}}|d x|^{2} .
$$

Moreover using the stereographic projection we can write down all the conformal diffeomorphisms of the sphere, which are generated by the rotations and maps of the form $\sigma^{-1} \tau_{v} \sigma$ or $\sigma^{-1} \delta_{\mu} \sigma$, where $\tau_{v}, \delta_{\mu}$ are, respectively, translation by $v \in \mathbb{R}^{n}$ and dilation by $\mu>0$ :

$$
\begin{gathered}
\tau_{v}, \delta_{\mu}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \\
\tau_{v}(x)=x-v \\
\delta_{\mu}=\mu^{-1} x
\end{gathered}
$$

Under dilations, the spherical metric on $\mathbb{R}^{n},\left(\rho^{*} g_{\mathbb{S}^{n}}\right)$, is transformed into

$$
\begin{equation*}
\delta_{\mu}^{*} \rho^{*} g_{\mathbb{S}^{n}}=4 w_{\mu}^{\frac{4}{n-2}}|d x|^{2}, \text { where } w_{\mu}(x)=\left(\frac{\mu}{|x|^{2}+\mu^{2}}\right)^{\frac{(n-2)}{2}} . \tag{2.1.8}
\end{equation*}
$$

Theorem 2.1.4. (Obata, [149]). If $g$ is a metric on $\mathbb{S}^{n}$ that is conformal to the standard metric $g_{\mathbb{S}^{n}}$ and has constant scalar curvature, then up to a constant factor, $g$ is obtained from $g_{\mathbb{S}^{n}}$ by a conformal diffeomorphism of the sphere.

In this way, the Yamabe functional (2.1.5) on $\left(\mathbb{S}^{n}, g_{\mathbb{S}^{n}}\right)$ is minimized by constant multiplies of $g_{\mathbb{S}^{n}}$ and its images under conformal diffeomorphisms. These are the only metrics conformal to the standard one on $\mathbb{S}^{n}$ that have constant scalar curvature.

This theorem is closely related to the Sobolev inequality in $\mathbb{R}^{n}$,

$$
\begin{equation*}
\|u\|_{2^{*}}^{2} \leq \sigma_{n} \int_{\mathbb{R}^{n}}|\nabla u|^{2} d x, \quad u \in W^{1,2}\left(\mathbb{R}^{n}\right) \tag{2.1.9}
\end{equation*}
$$

Since the infimum of the Yamabe functional on the sphere is conformally invariant, stereographic projection converts the Yamabe problem on $\mathbb{S}^{n}$ to an equivalent on $\mathbb{R}^{n}$.

More precisely, for $w \in \mathcal{C}^{\infty}\left(\mathbb{S}^{n}\right)$, let $w_{0}$ denote the weighted push-forward function on $\mathbb{R}^{n}$ defined by $w_{0}=w_{1} \rho^{*} w$ with $w_{1}(x)=\left(|x|^{2}+1\right)^{(2-n) / 2}$ the conformal factor. Then we have

$$
\rho^{*}\left(w^{\frac{4}{n-2}} g_{\mathbb{S}^{n}}\right)=4 w_{0}^{\frac{4}{n-2}}|d x|^{2}
$$

Because of the conformal invariance, $J\left(\mathbb{R}^{n}\right)=J\left(\mathbb{S}^{n}\right)$. Recalling the definition of $J$ from (2.1.5), since $R_{|d x|^{2}}=0$, we have

$$
\lambda\left(\mathbb{R}^{n}\right)=\inf _{u_{0} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)} \frac{\int_{\mathbb{R}^{n}}\left|\nabla w_{0}\right|^{2} d x}{\left(\int_{\mathbb{R}^{n}}\left|w_{0}\right|^{2^{*}} d x\right)^{2 / 2^{*}}}
$$

Because of density we can restrict to smooth compactly supported functions:

$$
\lambda\left(\mathbb{R}^{n}\right)=\inf _{w \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)} \frac{\|\nabla w\|_{2}^{2}}{\|w\|_{2^{*}}^{2}}
$$

Using the Sobolev inequality (2.1.9), $\lambda\left(\mathbb{S}^{n}\right)>0$. Therefore, it is equivalent identifying $\lambda\left(\mathbb{S}^{n}\right)$ and the associated extremal functions to identifying the best constant and extremal functions for the Sobolev inequality.

## Theorem 2.1.5. Sharp Sobolev inequality in the sphere.

The $n$-dimensional Sobolev constant $\sigma_{n}$ is equal to $\frac{c_{n}}{\Lambda}$, where

$$
\Lambda=\lambda\left(\mathbb{S}^{n}\right)=J\left(g_{\mathbb{S}^{n}}\right)=n(n-1) \operatorname{vol}\left(\mathbb{S}^{n}\right)^{2 / n}
$$

Thus the sharp form of the Sobolev inequality on $\mathbb{R}^{n}$ is:

$$
\|w\|_{2^{*}}^{2} \leq \frac{c_{n}}{\Lambda} \int_{\mathbb{R}^{n}}|\nabla w|^{2} d x
$$

Equality is attained only by constant multiples and translates of the functions $w_{\mu}$ defined by (2.1.8).

Lemma 2.1.6. If $M$ is any compact Riemannian manifold of dimension $n \geq 3$, then $\lambda(M) \leq \lambda\left(\mathbb{S}^{n}\right)$.

With all these ingredients, one can give a solution for the Yamabe problem. Here we just present the main theorems:

Theorem 2.1.7. (Yamabe, Trudinger and Aubin (1976).) The Yamabe problem can be solved for any compact manifold $M$ such that $\lambda(M)<\lambda\left(\mathbb{S}^{n}\right)$.

This theorem shifts the focus of the proof from analysis to understanding the geometric meaning of the invariant $\lambda(M)$. The idea of the proof to show that $\lambda(M)<\lambda\left(\mathbb{S}^{n}\right)$ is to find a test function $\phi$ with $J(\phi)<\lambda\left(\mathbb{S}^{n}\right)$. Then,

Theorem 2.1.8. [122] If $M$ is any compact Riemannian manifold of dimension $n \geq 3$, then

$$
\begin{equation*}
\lambda(M)<\lambda\left(\mathbb{S}^{n}\right) \tag{2.1.10}
\end{equation*}
$$

unless $M$ is already conformal to the sphere $\mathbb{S}^{n}$.
This theorem was proved in several steps:

- Aubin (1976)[13]: He proved that if $M$ has dimension $n \geq 6$ and it is not locally conformally flat then (2.1.10) holds.
- Schoen (1984)[157]: Who finally proved that if $M$ has dimension 3,4 , or 5 , or $M$ is locally conformally flat, then (2.1.10) holds, unless $M$ is already conformal to the sphere $\mathbb{S}^{n}$. Note that his proof uses the positive mass theorem.


### 2.2 Conformal fractional Laplacian and fractional $Q_{\gamma}$-curvature

### 2.2.1 Fractional Laplacian in $\mathbb{R}^{n}$.

We can cite as references, the surveys in [169] and [64], and the book [120].
Let $\gamma \in(0,1)$ and $w \in L^{\infty} \cap \mathcal{C}^{2}$ in $\mathbb{R}^{n}$, the fractional Laplacian in $\mathbb{R}^{n}$ is given by

$$
(-\Delta)^{\gamma} w(x)=\kappa_{n, \gamma} \mathrm{P} . \mathrm{V} \cdot \int_{\mathbb{R}^{n}} \frac{w(x+y)-w(x)}{|y|^{(n+2 \gamma)}} d y
$$

where $P . V$. denotes the principal value, that is defined as

$$
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}^{n} \backslash B_{\epsilon}} \frac{w(x+y)-w(x)}{|y|^{(n+2 \gamma)}} d y
$$

and the constant $\kappa_{n, \gamma}$ is given by

$$
\kappa_{n, \gamma}=\pi^{-\frac{n}{2}} 2^{2 \gamma} \frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma(1-\gamma)} \gamma
$$

This it is a good definition because $|y|^{-(n+2 \gamma)}$ is integrable at $\infty$ and $\int_{B_{1}} \frac{\nabla w(x) \cdot y}{|y|^{n+2 \gamma}}=0$ (since $\frac{y}{|y|^{\mid+2 \gamma}}$ is odd). Moreover using Taylor's expansion at the origin, we have that

$$
\frac{|w(x+y)-w(x)-\nabla w(x) \cdot y|}{|y|^{n+2 \gamma}} \leq \frac{\left\|D^{2} w\right\|_{L^{\infty}}}{|y|^{n+2 \gamma-2}}
$$

where the right hand side is integrable. Then, we obtain that the integral is convergent, and thus, near zero (2.2.1) can be expressed without the need of $P . V$ as

$$
\begin{equation*}
(-\Delta)^{\gamma} w(x)=\int_{\mathbb{R}^{n}} \frac{w(x+y)-w(x)-\nabla w(x) \cdot y}{|y|^{n+2 \gamma}} d y \tag{2.2.1}
\end{equation*}
$$

## Fourier symbols and fractional Laplacian

The fractional Laplacian on $\mathbb{R}^{n}$ is defined through Fourier transform as

$$
\widehat{(-\Delta)^{\gamma}} w=|\xi|^{2 \gamma} \widehat{w}, \quad \forall \gamma \in \mathbb{R}
$$

Note that we use the Fourier transform defined by

$$
\widehat{w}(\xi)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} w(x) e^{-i \xi \cdot x} d x
$$

Fractional Laplacian as solution of a degenerate elliptic equation in the extension We have seen two different ways to define fractional Laplacian, now we are going to introduce another one [36].

Let $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a function such that $\int_{\mathbb{R}^{n}} \frac{|w(x)|}{(1+|x|)^{n+2 \gamma}}<\infty$, and let $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}_{+}$. We consider the extension $W: \mathbb{R}^{n} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$ that satisfies the following partial differential equation:

$$
\left\{\begin{align*}
W(x, 0) & =w(x), \quad x \in \mathbb{R}^{n}  \tag{2.2.2}\\
\Delta_{x} W+\frac{a}{y} W_{y}+W_{y y} & =0, \quad x \in \mathbb{R}^{n}, y \in \mathbb{R}
\end{align*}\right.
$$

Then, on the one hand, the second equation in 2.2 .2 can be written in divergence form as

$$
\operatorname{div}\left(y^{a} \nabla W\right)=0
$$

On the other hand, solutions for this differential equation are critical points for the following functional:

$$
J(W)=\int_{\mathbb{R}_{+}^{n+1}}|\nabla W|^{2} y^{a} d x d y
$$

Definition 2.2.1. Let $\gamma \in(0,1)$, we define the fractional Laplacian on $\mathbb{R}^{n}$ as

$$
(-\Delta)^{\gamma} w=-\tilde{d}_{\gamma} \lim _{y \rightarrow 0^{+}} y^{a} \partial_{y} W
$$

where $a=1-2 \gamma$ and

$$
\begin{equation*}
\tilde{d}_{\gamma}=-\frac{2^{2 \gamma-1} \Gamma(\gamma)}{\gamma \Gamma(-\gamma)} \tag{2.2.3}
\end{equation*}
$$

We will prove that this construction of the fractional Laplacian is equivalent to the two previous definitions. If we take Fourier transform with respect to $x$ in the system (2.2.2), we obtain

$$
\left\{\begin{align*}
\hat{W}(\xi, 0) & =\hat{w}(\xi), \xi \in \mathbb{R}^{n}  \tag{2.2.4}\\
-|\xi|^{2} \hat{W}(\xi, y)+\frac{a}{y} \hat{W}_{y}(\xi, y)+\hat{W}_{y y}(\xi, y) & =0, \xi \in \mathbb{R}^{n}, y>0
\end{align*}\right.
$$

Fixed $\xi$, we can call $\psi(y)=\hat{W}(\xi, y)$ and we get

$$
-|\xi|^{2} \psi+\frac{a}{y} \psi_{y}+\psi_{y y}=0
$$

Then we know that the solution of (2.2.4) is given by

$$
\begin{equation*}
\hat{W}(\xi, y)=\hat{w}(\xi) \phi(|\xi| y), \tag{2.2.5}
\end{equation*}
$$

where $\phi$ is the solution of the following system:

$$
\left\{\begin{array}{l}
-\phi(y)+\frac{a}{y} \partial_{y} \phi(y)+\partial_{y y} \phi(y)=0  \tag{2.2.6}\\
\phi(0)=1 \\
\lim _{y \rightarrow \infty} \phi(y)=0
\end{array}\right.
$$

Applying the following Lemma 2.2.2 we obtain that the solution of (2.2.6) can be written as $\phi(y)=y^{\gamma}\left(c_{1} I_{\gamma}(y)+c_{2} K_{\gamma}(y)\right)$; and imposing $\lim _{y \rightarrow \infty} \phi(y)=0$ we obtain $c_{1}=0$. If we impose $\phi(0)=1$, we get that the constant $c_{2}$ must be equal to $\Gamma^{-1}(\gamma) 2^{1-\gamma}$.

Differentiating (2.2.5) with respect to $y$ we get

$$
\partial_{y} \hat{W}=\hat{w}(\xi) \phi^{\prime}(|\xi| y)|\xi| .
$$

Letting $y$ tend to zero, after the change of variable $z=|\xi| y$, we obtain

$$
\lim _{y \rightarrow 0} y^{a} \partial_{y} \hat{W}=\hat{w}(\xi)|\xi| \lim _{y \rightarrow 0} \phi^{\prime}(|\xi| y) y^{a}=\hat{w}(\xi)|\xi|^{2 \gamma} \lim _{z \rightarrow 0} \phi^{\prime}(z) z^{a}=c \hat{w}|\xi|^{2 \gamma}
$$

where $c=\lim _{z \rightarrow 0} \phi^{\prime}(z) z^{a}=c_{2} \lim _{z \rightarrow 0} z^{\gamma} K^{\prime}(z) z^{a}=-\tilde{d}_{\gamma}^{-1}$. This shows (2.2.1).
Lemma 2.2.2. [4] The solution of the $O D E$

$$
\partial_{y y} \phi+\frac{a}{y} \partial_{y} \phi-\phi=0 .
$$

may be written as $\phi(y)=y^{\gamma} \psi(y)$, for $a=1-2 \gamma$, where $\psi$ solves the well known Bessel equation

$$
\begin{equation*}
y^{2} \psi^{\prime \prime}+y \psi^{\prime}-\left(y^{2}+\gamma^{2}\right) \psi=0 . \tag{2.2.7}
\end{equation*}
$$

In addition, (2.2.7) has two linearly independent solutions, $I_{\gamma}, K_{\gamma}$, which are the modified Bessel functions; their asymptotic behavior is given precisely by

$$
\begin{aligned}
I_{\gamma}(y) \sim & \frac{1}{\Gamma(\gamma+1)}\left(\frac{y}{2}\right)^{\gamma}\left(1+\frac{y^{2}}{4(\gamma+1)}+\frac{y^{4}}{32(\gamma+1)(\gamma+2)}+\ldots\right) \\
K_{\gamma}(y) \sim & \frac{\Gamma(\gamma)}{2}\left(\frac{2}{y}\right)^{\gamma}\left(1+\frac{y^{2}}{4(1-\gamma)}+\frac{y^{4}}{32(1-\gamma)(2-\gamma)}+\ldots\right) \\
& +\frac{\Gamma(-\gamma)}{2}\left(\frac{y}{2}\right)^{\gamma}\left(1+\frac{y^{2}}{4(\gamma+1)}+\frac{y^{4}}{32(\gamma+1)(\gamma+2)}+\ldots\right)
\end{aligned}
$$

for $y \rightarrow 0^{+}, \gamma \notin \mathbb{Z}$. And when $y \rightarrow+\infty$,

$$
\begin{aligned}
I_{\gamma}(y) & \sim \frac{1}{\sqrt{2 \pi y}} e^{y}\left(1-\frac{4 \gamma^{2}-1}{8 y}+\frac{\left(4 \gamma^{2}-1\right)\left(4 \gamma^{2}-9\right)}{2!(8 y)^{2}}-\ldots\right) \\
K_{\gamma}(y) & \sim \sqrt{\frac{\pi}{2 y}} e^{-y}\left(1+\frac{4 \gamma^{2}-1}{8 y}+\frac{\left(4 \gamma^{2}-1\right)\left(4 \gamma^{2}-9\right)}{2!(8 y)^{2}}+\ldots\right) .
\end{aligned}
$$

## The Poisson Kernel

Finally we would like to obtain an explicit formula for the solution of (2.2.2). The proof may be found in [36].

Given $\gamma \in(0,1)$, let $a=1-2 \gamma \in(-1,1)$. The function

$$
\begin{equation*}
\mathcal{K}_{\gamma}(x, y)=C_{n, a} \frac{y^{2 \gamma}}{\left(|x|^{2}+|y|^{2}\right)^{\frac{n+2 \gamma}{2}}}=C_{n, \gamma} \frac{y^{1-a}}{\left(|x|^{2}+y^{2}\right)^{\frac{n+1-a}{2}}} \tag{2.2.8}
\end{equation*}
$$

is a solution of

$$
\left\{\begin{array}{l}
\operatorname{div}\left(y^{a} \nabla \mathcal{K}_{\gamma}\right)=0 \text { in } \mathbb{R}_{+}^{n+1} \\
\mathcal{K}_{\gamma}=\delta_{0} \quad \text { on } \partial \mathbb{R}_{+}^{n+1}=\mathbb{R}^{n}
\end{array}\right.
$$

where $\delta_{0}$ is the delta distribution at the origin, and $C_{n, \gamma}$ is a positive constant depending only on $n$ and $\gamma$ which is chosen such that, for all $y>0$,

$$
\int_{\mathbb{R}^{n}} \mathcal{K}_{\gamma}(x, y) d x=1
$$

Proposition 2.2.3. [31] For $w \in \mathcal{C}_{c}\left(\mathbb{R}^{n}\right)$, the solution of problem (2.2.2) is given by the Poisson formula

$$
W(x, y)=\int_{\mathbb{R}^{n}} \mathcal{K}_{\gamma}(x-\xi, y) f(\xi) d \xi
$$

where $\mathcal{K}_{\gamma}$ is the Poisson Kernel for the problem, that is given in (2.2.8).

### 2.2.2 Geometric setting

The conformal fractional Laplacian $P_{\gamma}^{g}$ is constructed from scattering theory on the conformal infinity $\left(M^{n}, g\right)$ of a conformally compact Einstein manifold $\left(X^{n+1}, g^{+}\right)$as a generalized Dirichlet-to-Neumann operator for the eigenvalue problem

$$
-\Delta_{g^{+}} U-s(n-s) U=0 \text { in } X, \quad s=\frac{n}{2}+\gamma,
$$

and it is a (non-local) pseudo-differential operator of order $2 \gamma$. The fractional curvature, which is a generalization of the scalar curvature, is constructed from the conformal fractional Laplacian [102, 43]. This is natural from the point of view of the AdS/CFT correspondence in Physics $([5,172])$. The mathematical definition was given by Graham-Zworski [102] and Mazzeo-Melrose [138]. These were originally based on the work of Newmann, Penrose and Lebrun [121] on four-dimentional gravitational Physics, in the spirit of Maldacena's AdS/CFT correspondence [133].

We give here some necessary definitions to introduce the concept of conformally compact Einstein and asymptotically hyperbolic manifolds. Let $X^{n+1}$ be a smooth manifold of dimension $n+1$ with smooth boundary $\partial X=M^{n}$. A defining function for the boundary $M^{n}$ in $X^{n+1}$ is a function $\rho$ on $\bar{X}^{n+1}$ which satisfies:

$$
\left\{\begin{array}{r}
\rho>0 \text { in } X, \\
\rho=0 \text { on } M, \\
d \rho \neq 0 \text { on } M .
\end{array}\right.
$$

A Riemannian metric $g^{+}$on $X^{n+1}$ is conformally compact if $\left(\bar{X}^{n+1}, \bar{g}\right)$ is a compact Riemannian manifold with boundary $M^{n}$ for a defining function $\rho$ and

$$
\bar{g}=\rho^{2} g^{+} .
$$

Any conformally compact manifold ( $X^{n+1}, g^{+}$) carries a well-defined conformal structure [g] on the boundary $M^{n}$; where each $g$ is the restriction of $\bar{g}=\rho^{2} g^{+}$for a defining function $\rho$. We call ( $M^{n},[g]$ ) the conformal infinity of the conformally compact manifold ( $X^{n+1}, g^{+}$). We usually write these conformal changes on $M$ as $g_{w}=w^{\frac{4}{n-2 \gamma}} g$, for a positive smooth function $w$. Near the conformal infinity, given a defining function $\rho$, we have the following asymptotically expansion of the Riemannian tensor

$$
\begin{equation*}
\operatorname{Riem}_{i j k l}^{g^{+}}=-|d \rho|_{\bar{g}}^{2}\left(g_{i k}^{+} g_{j l}^{+}-g_{i l}^{+} g_{j k}^{+}\right)+O\left(\rho^{3}\right), \tag{2.2.9}
\end{equation*}
$$

in a coordinate system on $(0, \epsilon) \times M^{n} \in X^{n+1}$.
A Riemannian metric $g^{+}$is called asymptotically hyperbolic if there exists a defining function $\rho$ such that

$$
|\nabla \rho|_{\bar{g}}^{2}=1 \text { on } \partial X
$$

Remark 2.2.4. From (2.2.9) one sees that for a conformally compact manifold, if it is asymptotically hyperbolic, then the sectional curvature goes to -1 at infinity.

Lemma 2.2.5. [100] Given a conformally compact, asymptotically hyperbolic manifold $\left(X^{n+1}, g^{+}\right)$and a representative $g$ in $[g]$ on the conformal infinity $M^{n}$, there is a unique defining function $\rho$ such that, on $M \times(0, \varepsilon)$ in $X, g^{+}$has the normal form

$$
\begin{equation*}
g^{+}=\rho^{-2}\left(d \rho^{2}+g_{\rho}\right), \tag{2.2.10}
\end{equation*}
$$

where $g_{\rho}$ is a family on $M$ of metrics depending on the defining function and satisfying $\left.g_{\rho}\right|_{M}=g$.

An Einstein metric is a metric for which the Ricci tensor and the metric tensor are proportional:

$$
\begin{equation*}
\operatorname{Ri}_{i j}^{g^{+}}=f g_{i j}^{+}, \tag{2.2.11}
\end{equation*}
$$

for some $f$ smooth on $X$. Note that for an Einstein metric, $R_{g^{+}}=(n+1) f$.
Lemma 2.2.6. [15] Under condition (2.2.11), the function $f$ must be constant, when $n \geq 2$, so, in particular, an Einstein metric has constant scalar curvature $R_{g^{+}}=-n(n+1)$.

Thus we may give the definition:
Definition 2.2.7. A conformally compact manifold ( $X^{n+1}, g^{+}$) is called conformally compact Einstein manifold if the metric satisfies Ric $_{g^{+}}=-n g^{+}$.

Note that a conformally compact Einstein manifold must be asymptotically hyperbolic. Let us give some examples of conformally compact Einstein manifolds:
i. $[20,151]$ Hyperbolic space. We describe the Upper half space model for the hyperbolic space as

$$
\mathbb{H}^{n+1}=\left\{z=(x, y) ; x \in \mathbb{R}^{n}, y \in \mathbb{R}_{+}\right\}
$$

The metric in these coordinates is

$$
g^{+}=y^{-2}\left(|d x|^{2}+d y^{2}\right),
$$

and the volume element is

$$
d v o l_{g^{+}}=y^{-(n+1)} d x d y
$$

The conformal infinity is $\mathbb{R}^{n} \cup\{\infty\}$ where $\mathbb{R}^{n}$ is interpreted as the hyperplane $\{y=0\}$, and the metric here is precisely the Euclidean one:

$$
g=\left.y^{2} g^{+}\right|_{y=0}=|d x|^{2} .
$$

The Laplace Beltrami operator is given by

$$
\begin{equation*}
\Delta_{\mathbb{H}}=y^{2}\left(\Delta_{x}+\partial_{y y}\right)-(n-1) y \partial_{y} . \tag{2.2.12}
\end{equation*}
$$

The hyperbolic space can also be represented with the Poincaré Ball model. In this way $\mathbb{H}^{n+1}$ is realized as a set

$$
\mathbb{B}^{n+1}=\left\{x \in \mathbb{R}^{n+1} /|x|<1\right\} .
$$

We take $x$ as a global coordinate and define a metric:

$$
g^{\mathbb{B}}=4\left(1-|x|^{2}\right)^{-2}\left(d x_{1}^{2}+\ldots+d x_{n+1}^{2}\right) .
$$

Here the volume element is

$$
d v o l_{g^{\mathbb{B}}}=2^{n+1}\left(1-|x|^{2}\right)^{-(n+1)} d x_{1} d x_{2} \ldots d x_{n+1} .
$$

We call $\mathbb{S}^{n}=\left\{x \in \mathbb{R}^{n+1} ;|x|=1\right\}$, which represents the conformal infinity $\partial_{\infty} \mathbb{B}^{n+1}$, where the metric is the standard for $\mathbb{S}^{n}$.
Comparing with $\mathbb{H}^{n+1}$, we see that whereas the $\partial_{\infty} \mathbb{H}^{n+1}=\mathbb{R}^{n} \cup\{\infty\}$ has a "distinguished" point at $\infty$, this does not happen in ball model because the boundary at infinity $\partial_{\infty} \mathbb{H}^{n+1}$ is the one point of compactification of $\mathbb{R}^{n}$.
Remark 2.2.8. The relation between both models is given by:

$$
\begin{gathered}
G: \mathbb{B}^{n+1} \longrightarrow \mathbb{H}^{n+1} \\
G(x)=\frac{\left(x_{1}, x_{2}, \ldots, \frac{1}{2}\left(1-|x|^{2}\right)\right)}{\left(1+|x|^{2}-2 x_{1}\right)},
\end{gathered}
$$

and the inverse map,

$$
\begin{gathered}
G^{-1}: \mathbb{H}^{n+1} \longrightarrow \mathbb{B}^{n+1} \\
G^{-1}(z)=\frac{\left(z_{1}, z_{2}, \ldots, z_{n}, z_{n+1}^{2}+\left\|z^{\prime}\right\|^{2}-\frac{1}{4}\right)}{\left(\left(\frac{1}{2}+\left\|z_{n+1}\right\|\right)^{2}+\left\|z^{\prime}\right\|^{2}\right)}
\end{gathered}
$$

where $z^{\prime}=\left(z_{1}, \ldots, z_{n}\right)$.
ii. A generalized hyperbolic manifold. A different realization for hyperbolic space may be given as $\mathbb{R} \times \mathbb{R}^{3}$, with the metric

$$
\begin{equation*}
g^{+}=\left(\left(1+R^{2}\right) d t^{2}+\frac{d R^{2}}{1+R^{2}}+R^{2} g_{\mathbb{S}^{2}}\right) . \tag{2.2.13}
\end{equation*}
$$

If for $x \in \mathbb{R}^{3}$ we use the change of variables

$$
\begin{gathered}
|x|=\frac{1-\frac{\rho^{2}}{4}}{\rho}=\sinh \log \frac{2}{\rho}, \\
d|x|=\left(-\frac{1}{\rho^{2}}-\frac{1}{4}\right) d \rho=-\frac{1+\frac{\rho^{2}}{4}}{\rho^{2}} d \rho
\end{gathered}
$$

and also,

$$
1+R^{2}=\left(\frac{1+\frac{\rho^{2}}{4}}{\rho}\right)^{2}
$$

we can observe that $\left(\mathbb{R} \times \mathbb{R}^{3}, g^{+}\right)$is a conformally compact Einstein manifold, expressed in the normal form (2.2.10):

$$
g^{+}=\rho^{-2}\left(d \rho^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S}^{2}}+\left(1+\frac{\rho^{2}}{4}\right)^{2} d t^{2}\right) .
$$

Thus the conformal infinity is $\left(\mathbb{R} \times \mathbb{S}^{2}, g_{0}\right)$, where $g_{0}:=d t^{2}+g_{\mathbb{S}^{2}}$. If now take the quotient in our manifolds with the group generated by the translations, we obtain a generalized hyperbolic manifold:

$$
X^{4}=\mathbb{S}^{1}(L) \times \mathbb{R}^{3},
$$

with conformal infinity

$$
M^{3}=\mathbb{S}^{1}(L) \times \mathbb{S}^{2}
$$

and the same metrics $g^{+}$and $g_{0}$.
iii. Anti de Sitter space. We will explain it in detail in Section 2.3. This example is important because it gives two different examples of conformally compact Einstein manifolds with the same conformal infinity. This model is well known in cosmology since they provide the simplest background for the study of thermodynamically stable black holes (see [172, 105], for instance, or the survey paper [45]).
The standard examples of static Riemannian AdS-type black holes solutions are manifolds $M=N^{n-2} \times \mathbb{R}^{2}$ where $N^{n-2}$ is compact and the given metric has the following form $g_{M}=V^{-1} d r^{2}+V d \theta^{2}+r^{2} g_{N}$, where $g_{N}$ is any Einstein metric and $V$ is a function that will be described later in the particular case we are going to study. Some examples of these Ads-type black holes are [9, 10]:

- AdS- $\mathbb{S}^{2}$-black holes: $M=\mathbb{R}^{2} \times \mathbb{S}^{n-1}$.
- AdS toral black holes: $M=\mathbb{R}^{2} \times \mathbb{T}^{n-1}$. (Note $\mathbb{T}^{n-1}$ represents the ( $n-1$ )-torus).


### 2.2.3 Conformal fractional Laplacian

First, we look at the spectrum of the Laplacian on hyperbolic space:
Lemma 2.2.9. [56] The spectrum of $-\Delta_{\mathbb{H}^{n+1}}$ is equal to $\left[\left(\frac{n}{2}\right)^{2}, \infty\right)$.
Proof. Let us prove here that the spectrum of $-\Delta_{\mathbb{H}^{n+1}}$ is contained in $\left[(n / 2)^{2}, \infty\right)$. Using (2.2.12),

$$
-\Delta_{\mathbb{H}^{n+1}}\left(y^{s}\right)=s(n-s) y^{s} .
$$

The claim follows from Theorem 2.2.10 with $\phi=y^{\frac{n}{2}}$.
Theorem 2.2.10. [56] Suppose that $H$ is elliptic on $L^{2}(\Omega)$ and that there is a positive continuous function $\phi$ in $W_{l o c}^{1,2}(\Omega)$ and a potential $V$ in $L_{l o c}^{1}(\Omega)$, such that

$$
H \phi \geq V \phi .
$$

Then the quadratic form inequality

$$
H \geq V
$$

is valid on $\mathcal{C}_{c}^{\infty}(\Omega)$.
We can read about the spectrum of the Laplacian of a general asymptotically hyperbolic metric in [135, 137, 138]. It can be described as

$$
\sigma\left(-\Delta_{g^{+}}\right)=\left[(n / 2)^{2}, \infty\right) \cup \sigma_{p p}\left(-\Delta_{g^{+}}\right), \text {where } \sigma_{p p}\left(-\Delta_{g^{+}}\right) \subset\left(0,(n / 2)^{2}\right)
$$

We note that $\sigma_{p p}\left(-\Delta_{g}\right)$ is the pure point spectrum, i.e, the set of $L^{2}$-eigenvalues, and it is finite; and $\left[(n / 2)^{2}, \infty\right)$ is the continuous spectrum.

More refined statements follow from the main result of [138], which is the existence of the meromorphic continuation of the resolvent

$$
R(s)=\left(-\Delta_{g^{+}}-s(n-s)\right)^{-1} .
$$

Here $\lambda=s(n-s)$ is symmetric with respect to $\operatorname{Re}(s)=\frac{n}{2}$. We will choose $s \in\left(\frac{n}{2}, n\right)$ and denote $s=\frac{n}{2}+\gamma$ for $\gamma \in\left(0, \frac{n}{2}\right)$.


Figure 2.1: Representation of $\lambda(s)$.
Let $\left(X, g^{+}\right)$be a conformally compact Einstein manifold with conformal infinity ( $M,[g]$ ). As we can check in Graham-Zworski and Mazzeo-Melrose [102, 138], given $w \in \mathcal{C}^{\infty}(M)$ and $s \in \mathbb{C}$, if $s(n-s)$ does not belong to the pure point spectrum of $-\Delta_{g^{+}}$then there exists a unique solution of the form

$$
\begin{equation*}
U=W \rho^{n-s}+W_{1} \rho^{s}, \quad W, W_{1} \in \mathcal{C}^{\infty}(\bar{X}),\left.\quad W\right|_{\rho=0}=w . \tag{2.2.14}
\end{equation*}
$$

for the scattering problem

$$
\begin{equation*}
-\Delta_{g^{+}} U-s(n-s) U=0 \text { in } X . \tag{2.2.15}
\end{equation*}
$$

The same is true for a more general asymptotically hyperbolic manifold, but there may be other additional poles.

Definition 2.2.11. Taking a representative $g$ of the conformal infinity $\left(M^{n},[g]\right)$ we can define a family of meromorphic pseudo-differential operators $S(s)$, called scattering operators as

$$
\begin{equation*}
S(s) w=\left.W_{1}\right|_{M} \tag{2.2.16}
\end{equation*}
$$

It is defined for $\operatorname{Re}(s)>\frac{n}{2}$. As it is explained in the next theorem, the values $s=$ $\frac{n}{2}+k ; k=0,1,2 \ldots$ are simple poles of finite rank (they are known as trivial poles). It is possible that $S(s)$ has another poles, but we will assume here that our value of $s$ is not one of these exceptional values. We will also assume, for technical reasons that the first eigenvalue for $-\Delta_{g^{+}}$is greater than $\frac{n^{2}}{4}-\left(s-\frac{n}{2}\right)^{2}$.

Theorem 2.2.12. [102] Let $\left(X, g^{+}\right)$be a conformally compact Einstein manifold with conformal infinity $(M,[g])$. Suppose that $k \in \mathbb{N}$ and $k \leq \frac{n}{2}$ if $n$ is even, and that $\left(\frac{n}{2}\right)^{2}-k^{2}$ is not an $L^{2}$-eigenvalue of $-\Delta_{g}$. If $S(s)$ is the scattering operator of $\left(X, g^{+}\right)$, and $P_{k}^{g}$ the conformally invariant operators on $M$ constructed in [101], then $S(s)$ has a simple pole at $s=\frac{n}{2}+k$ and

$$
c_{k} P_{k}^{g}=-\operatorname{Res}_{s=\frac{n}{2+k}} S(s), c_{k}=(-1)^{k}\left[2^{2 k} k!(k-1)!\right]^{-1}
$$

where $\operatorname{Res}_{s=s_{0}} S(s)$ denotes the residue at $s_{0}$ of the meromorphic family of operators $S(s)$.
Consequently these are local operators which satisfy

$$
P_{k}^{g}=\left(-\Delta_{g}\right)^{k}+\text { l.o.t. }
$$

In particular, $P_{k}^{g}=\left(-\Delta_{g}\right)^{k}$ if $\bar{g}$ is flat.

- If $k=1$ we have the conformal Laplacian

$$
P_{1}^{g}=-\Delta_{g}+\frac{n-2}{4(n-1)} R_{g}
$$

- If $k=2$, the Paneitz operator

$$
P_{2}^{g}=\left(-\Delta_{g}\right)^{2}+\delta\left(a_{n} R_{g}+b_{n} R i c_{g}\right) d+\frac{n-4}{2} Q_{2}^{g}
$$

Note that up to constant $Q_{1}$ is the classical scalar curvature and $Q_{2}$ is the so called $Q$-curvature.
It is also possible define conformally covariant fractional powers of Laplacian in the case $\gamma \notin \mathbb{N}$.

Definition 2.2.13. For $s=\frac{n}{2}+\gamma ; \gamma \in\left(0, \frac{n}{2}\right), \gamma \notin \mathbb{N}$, we define the conformally covariant fractional powers of the Laplacian on $\left(M^{n}, g\right)$ as

$$
\begin{equation*}
P_{\gamma}\left[g^{+}, g\right]=d_{\gamma} S\left(\frac{n}{2}+\gamma\right) ; d_{\gamma}=2^{2 \gamma} \frac{\Gamma(\gamma)}{\Gamma(-\gamma)} \tag{2.2.17}
\end{equation*}
$$

As a pseudodifferential operator, its principal symbol is the same as the one of the fractional Laplacian $\left(-\Delta_{g}\right)^{\gamma}$, so it has order $2 \gamma$. Note also that $P_{\gamma}\left[g^{+}, g\right]$ is a self-adjoint operator on $M$ (see: [102]), and it is non-local.

In the rest of the thesis we will use the simplified notation:

$$
P_{\gamma}^{g}=P_{\gamma}\left[g^{+}, g\right] .
$$

Proposition 2.2.14. These operators satisfy an important conformal property

$$
\begin{equation*}
P_{\gamma}^{g_{w}} \phi=w^{-\frac{n+2 \gamma}{n-2 \gamma}} P_{\gamma}^{g}(w \phi), \forall \phi \in \mathcal{C}^{\infty}(M), \tag{2.2.18}
\end{equation*}
$$

where

$$
g_{w}:=w^{\frac{4}{n-2 \gamma}} g .
$$

Proof. Given $g$ on $M$ as in Lemma 2.2.5, there exists $\rho$ such that $g^{+}=\frac{d \rho+g_{\rho}}{\rho^{2}}$ and $\left.g_{\rho}\right|_{M}=g$. Given $g_{w}=w^{\frac{4}{n-2 \gamma}} g$ on $M$, there exist $\tilde{\rho}$ such that $g^{+}=\frac{d \tilde{\rho}^{2}+g_{\tilde{\rho}}}{\tilde{\rho}^{2}}$ and $\left.g_{\tilde{\rho}}\right|_{M}=g_{w}$. From the proof in [100] one gets that

$$
\begin{equation*}
\left.\frac{\tilde{\rho}}{\rho}\right|_{M}=w^{\frac{2}{n-2 \gamma}} \tag{2.2.19}
\end{equation*}
$$

So we can find a solution $U$ for the eigenvalue problem (2.2.15) in the following way:

$$
U=F \rho^{n-s}+F_{1} \rho^{s}=\tilde{F} \tilde{\rho}^{n-s}+\tilde{F}_{1} \tilde{\rho}^{s} .
$$

And using (2.2.19) and $s=\frac{n}{2}+\gamma$, up to lower order terms,

$$
F=\tilde{F} w \quad \text { and } \quad F_{1}=\tilde{F}_{1} w^{\frac{n+2 \gamma}{n-2 \gamma}} .
$$

Restricting these equalities to $M$ one gets $\left.\tilde{F}\right|_{\rho=0}=\tilde{f}$ and $\left.\tilde{F} w\right|_{\rho=0}=f$, which means $\tilde{f}=f w^{-1}$. Morever $\left.\tilde{F}_{1}\right|_{\rho=0}=\tilde{f}_{1}$ and $\left.\tilde{F}_{1} w^{\frac{n+2 \gamma}{n-2 \gamma}}\right|_{\rho=0}=f_{1}$, which means $\tilde{f}_{1}=f_{1} w^{-\frac{n+2 \gamma}{n-2 \gamma}}$.

Because the definition of Scattering operator we can assert that $S(s) f=f_{1}$ and $\tilde{S}(s) \tilde{f}=$ $\tilde{f}_{1}$, and applying the definition of conformally covariant fractional powers of fractional Laplacian (2.2.17) we get

$$
P_{\gamma}^{g_{w}}\left(f w^{-1}\right)=P_{\gamma}^{g_{w}}(\tilde{f})=\tilde{f}_{1} d_{\gamma}=f_{1} w^{-\frac{n+2 \gamma}{n-2 \gamma}} d_{\gamma}=P_{\gamma}^{g}(f) w^{-\frac{n+2 \gamma}{n-2 \gamma}} .
$$

Taking $f=\phi w$ we get the desired result.
Definition 2.2.15. We define the fractional order curvature as:

$$
Q_{\gamma}^{g}:=P_{\gamma}^{g}(1)
$$

Note that this fractional curvature is a nonlocal version of the scalar curvature (which corresponds to the local case $\gamma=1$ ). Note also that $Q_{\gamma}^{g}$ is different to the one defined by Caffarelli, Roquejoffre and Savin in [35], which is a non local version of the mean curvature (see also the review [170]), and it has also received a lot of attention recently..

Remark 2.2.16. Using the previous definition we can express the conformal property (2.2.18) as

$$
\begin{equation*}
P_{\gamma}^{g}(w)=w^{\frac{n+2 \gamma}{n-2 \gamma}} Q_{\gamma}^{g_{w}} . \tag{2.2.20}
\end{equation*}
$$

## The conformal fractional Laplacian on Euclidean spaces.

In the case of $M=\mathbb{R}^{n}$ and $X=\mathbb{R}_{+}^{n+1}$ with coordinates $x \in \mathbb{R}^{n}$ and $y>0$, with the hyperbolic metric $g^{+} \equiv g_{\mathbb{H}}=\frac{d y^{2}+|d x|^{2}}{y^{2}}$ (where $|d x|^{2}$ is the Euclidean metric on $\mathbb{R}^{n}$ ) the construction of the scattering operator is precisely the Caffareli-Silvestre extension problem for the fractional Laplacian when $\gamma \in(0,1)$. We remark that in this case $\bar{g}=d y^{2}+|d x|^{2}$ is the flat metric in $\mathbb{R}_{+}^{n+1}$.
Theorem 2.2.17. [43] Given $\gamma \in(0,1)$, for a smooth function $w: \mathbb{R}^{n} \rightarrow \mathbb{R}$, there exists an unique solution $V=V(x, y): \mathbb{R}^{n} \times[0,+\infty) \rightarrow \mathbb{R}$ to the following extension problem

$$
\left\{\begin{align*}
\Delta_{x} V+\frac{a}{y} \partial_{y} V+\partial_{y y} V & =0 ; \quad x \in \mathbb{R}^{n}, \quad y \in[0,+\infty)  \tag{2.2.21}\\
V(x, 0) & =w(x), \quad x \in \mathbb{R}^{n}
\end{align*}\right.
$$

where $a=1-2 \gamma$. Moreover, $U=y^{n-s} V$ is a solution of the eigenvalue problem

$$
-\Delta_{g_{\mathbb{H}}} U-s(n-s) U=0, \text { in } \mathbb{H}^{n+1},
$$

for $s=\frac{n}{2}+\gamma$, and

$$
\begin{equation*}
P_{\gamma}^{|d x|^{2}} w=-\tilde{d}_{\gamma} \lim _{y \rightarrow 0}\left(y^{a} \partial_{y} V\right)=\left(-\Delta_{x}\right)^{\gamma}(w), \tag{2.2.22}
\end{equation*}
$$

where $\tilde{d}_{\gamma}$ is defined in (2.2.3).
Proof. Given $w$ fixed, we know that the solution $U$ of the scattering problem

$$
\begin{equation*}
-\Delta_{\mathbb{H}} U-s(n-s) U=0 \text { in } \mathbb{H}^{n+1}, \tag{2.2.23}
\end{equation*}
$$

can be written as

$$
\begin{equation*}
U=y^{n-s} W+y^{s} W_{1} \tag{2.2.24}
\end{equation*}
$$

where $W$ and $W_{1}$ satisfy:

$$
\begin{array}{r}
\left.W\right|_{y=0}=w \text { and } W(x, y)=w(x)+w_{2}(x) y^{2}+o\left(y^{2}\right) \\
\text { and } S(s) w=w_{1} \text { for } w_{1}=\left.W_{1}\right|_{y=0} \text { and } W_{1}(x, y)=w_{1}(x)+\tilde{w}_{2}(x) y^{2}+o\left(y^{2}\right) \tag{2.2.25}
\end{array}
$$

If we recall the definition of conformal Laplacian (2.1.2) and use that in the hyperbolic space we have $R_{g_{\Pi}}=-n(n+1)$ (because it is an Einstein manifold), we have that

$$
-\Delta_{g_{\Pi}}=L_{g_{\Pi}}+\frac{n^{2}-1}{4} .
$$

We use the conformal property of the conformal Laplacian given in Proposition 2.1.1 for the change of metric $\bar{g}=y^{2} g_{\mathbb{H}}$ (where $\bar{g}$ is the Euclidean metric), getting

$$
L_{g_{\mathbb{H}}} \phi=y^{\frac{n+3}{2}} L_{\bar{g}}\left(y^{-\frac{n-1}{2}} \phi\right) .
$$

But we know that $L_{\bar{g}}=-\Delta_{\bar{g}}=-\Delta_{x}-\partial_{y y}$. So we can do the change of variable

$$
\begin{equation*}
U=y^{n-s} V, \tag{2.2.26}
\end{equation*}
$$

sustitute $s=\frac{n}{2}+\gamma$, and use all the previous equivalences in (2.2.23) to get

$$
\Delta_{x} V+\partial_{y y} V+\frac{a}{y} \partial_{y} V=0
$$

For the second part, we only need to realize that with the definition of $w_{1}$ given in (2.2.25), the following equivalence holds

$$
P_{\gamma}^{|d x|^{2}} w=d_{\gamma} S(s) w=d_{\gamma} w_{1} .
$$

If we substitute the expansion (2.2.24) in the change of variable (2.2.26) we obtain $V=$ $W+y^{2 s-n} W_{1}$. And we can compute

$$
\begin{aligned}
\lim _{y \rightarrow 0} y^{a} \partial_{y} V & =\lim _{y \rightarrow 0} y^{a} \partial_{y}\left(W+y^{2 s-n} W_{1}\right) \\
& =\lim _{y \rightarrow 0} y^{a} \partial_{y}\left[w(x)+w_{2}(x) y^{2}+o\left(y^{2}\right)+y^{2 s-n}\left(w_{1}(x)+\tilde{w}_{2}(x) y^{2}+o\left(y^{2}\right)\right)\right] \\
& =(2 s-n) w_{1}=2 \gamma w_{1} .
\end{aligned}
$$

Therefore $w_{1}=\frac{1}{2 \gamma} \lim _{y \rightarrow 0} y^{a} \partial_{y} V$, and so that

$$
P_{\gamma}^{|d x|^{2}} w=\frac{d_{\gamma}}{2 \gamma} \lim _{y \rightarrow 0} y^{a} \partial_{y} V,
$$

as desired.

## The conformal fractional Laplacian on the sphere.

In this section we look at the sphere $\mathbb{S}^{n}$ with the round metric $g_{\mathbb{S}^{n}}$, understood as the conformal infinity of the Poincaré ball model for hyperbolic space $\mathbb{H}^{n+1}$. Note that hyperbolic space is the simplest example of a Poincaré-Einstein manifold, and the model for the general development.

On $\mathbb{S}^{n}$ one explicitly knows ([25], see also the lecture notes [26], for instance) that the conformal fractional Laplacian (or intertwining operator) has the explicit expression

$$
\begin{equation*}
P_{\gamma}^{g_{S^{n}}}=\frac{\Gamma\left(A_{1 / 2}+\gamma+\frac{1}{2}\right)}{\Gamma\left(A_{1 / 2}-\gamma+\frac{1}{2}\right)}, \quad A_{1 / 2}=\sqrt{-\Delta_{\mathbb{S}^{n}}+\left(\frac{n-1}{2}\right)^{2}}, \tag{2.2.27}
\end{equation*}
$$

for all $\gamma \in(0, n / 2)$. From here one easily calculates that the fractional curvature of the sphere is a positive constant

$$
\begin{equation*}
Q_{\gamma}^{g_{\mathrm{S}} n}=P_{\gamma}^{g_{\mathrm{S} n}}(1)=\frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma\left(\frac{n}{2}-\gamma\right)} . \tag{2.2.28}
\end{equation*}
$$

Formula (2.2.27) may be easily derived from the scattering problem (2.2.14)-(2.2.15). A proof can be found in the book [19], which also makes the link to the representation theory
community. Note, however, a different factor of 2 , which is always an issue when passing from representation theory to geometry. For convenience of the reader not familiar with this subject we provide a direct proof below [95].

Consider the Poincaré metric for hyperbolic space $\mathbb{H}^{n+1}$, written in normal form (2.2.10) as

$$
g^{+}=\rho^{-2}\left(d \rho^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S} n}\right)
$$

for $\rho \in(0,2]$. Remark that $\rho=2$ corresponds to the origin of the Poincaré ball and thus the apparent singularity is just a consequence of the expression for the metric in polar-like coordinates.

Calculating the Laplace-Beltrami operator with respect to $g^{+}$we obtain, recalling that $s=\frac{n}{2}+\gamma$, that the eigenvalue equation (2.2.15) is equivalent to the following:

$$
\begin{equation*}
\rho^{n+1}\left(1-\frac{\rho^{2}}{4}\right)^{-n} \partial_{\rho}\left[\rho^{-n+1}\left(1-\frac{\rho^{2}}{4}\right)^{n} \partial_{\rho} U\right]+\rho^{2}\left(1-\frac{\rho^{2}}{4}\right)^{-2} \Delta_{\mathbb{S}^{n}} U+\left(\frac{n^{2}}{4}-\gamma^{2}\right) U=0 \tag{2.2.29}
\end{equation*}
$$

We will show that the operator $P_{\gamma}^{g_{\mathbb{S}} n}$ diagonalizes in the spherical harmonic decomposition for $\mathbb{S}^{n}$. With some abuse of notation, let $\mu_{k}=k(k+n-1), k=0,1,2, \ldots$ be the eigenvalues of $-\Delta_{\mathbb{S}^{n}}$, repeated according to multiplicity, and $\left\{E_{k}\right\}$ be the corresponding basis of eigenfunctions. The projection of (2.2.29) onto each eigenspace $\left\langle E_{k}\right\rangle$ yields

$$
\rho^{n+1}\left(1-\frac{\rho^{2}}{4}\right)^{-n} \partial_{\rho}\left[\rho^{-n+1}\left(1-\frac{\rho^{2}}{4}\right)^{n} \partial_{\rho} U_{k}\right]-\rho^{2}\left(1-\frac{\rho^{2}}{4}\right)^{-2} \mu_{k} U_{k}+\left(\frac{n^{2}}{4}-\gamma^{2}\right) U_{k}=0
$$

This is a hypergeometric ODE with general solution

$$
\begin{equation*}
U_{k}(\rho)=c_{1} \rho^{\frac{n}{2}-\gamma} \varphi_{1}(\rho)+c_{2} \rho^{\frac{n}{2}+\gamma} \varphi_{2}(\rho), \quad c_{1}, c_{2} \in \mathbb{R} \tag{2.2.30}
\end{equation*}
$$

for

$$
\begin{aligned}
& \varphi_{1}(\rho):=\left(\rho^{2}-4\right)^{\frac{-n-\beta+1}{2}}{ }_{2} F_{1}\left(\frac{-\beta+1}{2}, \frac{-\beta+1}{2}-\gamma, 1-\gamma, \frac{\rho^{2}}{4}\right) \\
& \varphi_{2}(\rho):=\left(\rho^{2}-4\right)^{\frac{-n-\beta+1}{2}}{ }_{2} F_{1}\left(\frac{-\beta+1}{2}, \frac{-\beta+1}{2}+\gamma, 1+\gamma, \frac{\rho^{2}}{4}\right)
\end{aligned}
$$

where we have defined

$$
\beta:=\sqrt{(n-1)^{2}+4 \mu_{k}}
$$

and ${ }_{2} F_{1}$ is the usual Hypergeometric function (see Appendix 7).
In order to calculate the conformal fractional Laplacian, first one needs to obtain an asymptotic expansion of the form $(2.2 .14)$ for $W, \tilde{W}$ smooth up to $\bar{X}$. Since $U$ must be smooth at the central point $\rho=2$, one should choose the constants $c_{1}, c_{2}$ such that in (2.2.30) the singularities of $\varphi_{1}$ and $\varphi_{2}$ at $\rho=2$ cancel out. This is,

$$
\begin{equation*}
c_{1} 2^{\frac{n}{2}-\gamma}{ }_{2} F_{1}\left(\frac{-\beta+1}{2}, \frac{-\beta+1}{2}-\gamma, 1-\gamma, 1\right)+c_{2} 2^{\frac{n}{2}+\gamma}{ }_{2} F_{1}\left(\frac{-\beta+1}{2}, \frac{-\beta+1}{2}+\gamma, 1+\gamma, 1\right)=0 \tag{2.2.31}
\end{equation*}
$$

In order to simplify this expression, recall the property (7.0.7) of the Hypergeometric function given in Lemma 7.0.1 in the Apendix. After some calculation, (2.2.31) yields

$$
\begin{equation*}
\frac{c_{2}}{c_{1}}=2^{-2 \gamma} \frac{\Gamma\left(\frac{1}{2}+\gamma+\frac{\beta}{2}\right) \Gamma(-\gamma)}{\Gamma\left(\frac{1}{2}-\gamma+\frac{\beta}{2}\right) \Gamma(\gamma)} . \tag{2.2.32}
\end{equation*}
$$

Next, looking at the definition of the conformal fractional Laplacian from (2.2.17), and noting that both $\varphi_{1}, \varphi_{2}$ are smooth at $\rho=0$, we conclude from (2.2.32) that

$$
\left.P_{\gamma}^{g_{s n}}\right|_{\left\langle E_{k}\right\rangle} w_{k}=d_{\gamma} \frac{c_{2}}{c_{1}} w_{k}=\frac{\Gamma\left(\frac{1}{2}+\gamma+\frac{\beta}{2}\right)}{\Gamma\left(\frac{1}{2}-\gamma+\frac{\beta}{2}\right)} w_{k} .
$$

This concludes the proof of $(2.2 .27)$ when $\gamma \in(0, n / 2)$ is not an integer.
From another point of view, on $\mathbb{R}^{n}$ with the Euclidean metric, the fractional Laplacian for $\gamma \in(0,1)$ can be computed as the principal value of the integral

$$
\begin{equation*}
(-\Delta)^{\gamma} w(x)=C(n, \gamma) \int_{\mathbb{R}^{n}} \frac{w(x)-w(\xi)}{|x-\xi|^{n+2 \gamma}} d \xi \tag{2.2.33}
\end{equation*}
$$

Our next objective is to give an analogous expression for $P_{\gamma}^{g_{\mathrm{S}}{ }^{n}}$ in terms of a singular integral operator, using stereographic projection (given in (2.1.7)) in expression (2.2.33):
Proposition 2.2.1. (see [95]) Let $\gamma \in(0,1)$. Given $w(z)$ in $\mathcal{C}^{\infty}\left(\mathbb{S}^{n}\right)$, it holds

$$
P_{\gamma}^{g_{\mathbb{S}^{n}}} w(z)=\int_{\mathbb{S}^{n}}[w(z)-w(\zeta)] K_{\gamma}(z, \zeta) d \zeta+A_{n, \gamma} u(z),
$$

where the kernel $K_{\gamma}$ is given by

$$
K_{\gamma}(z, \zeta)=2^{\gamma+n / 2} C(n, s)\left(\frac{1-z_{n+1}}{1+z_{n+1}}\right)^{\gamma+n / 2}\left(\frac{1-\zeta_{n+1}}{1+\zeta_{n+1}}\right)^{\gamma+n / 2} \frac{1}{(1-z \cdot \zeta)^{\gamma+n / 2}}
$$

and the (positive) constant

$$
A_{n, \gamma}=\frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma\left(\frac{n}{2}-\gamma\right)}
$$

The conformal fractional Laplacian on conformally compact Einstein manifolds. Now we are going to study the same extension problem (2.2.21) as before but in any conformally compact Einstein manifold ( $X^{n+1}, g^{+}$).

Theorem 2.2.18. [43] Let $\left(X, g^{+}\right)$be any conformally compact Einstein manifold with conformal infinity ( $M,[g]$ ). For any defining function $\rho$ of $M$ satisfying (2.2.10) in $X$, the problem

$$
-\Delta_{g^{+}} U-s(n-s) U=0 \text { in }\left(X, g^{+}\right),
$$

with Dirichlet condition $w$, is equivalent to

$$
\left\{\begin{align*}
-\operatorname{div}\left(\rho^{a} \nabla W\right)+E(\rho) W & =0 \text { in }(X, \bar{g}),  \tag{2.2.34}\\
W & =w \text { on } M .
\end{align*}\right.
$$

where

$$
\bar{g}=\rho^{2} g^{+}, \quad W=\rho^{s-n} U, \quad s=\frac{n}{2}+\gamma, \quad a=1-2 \gamma .
$$

and the derivatives in (2.2.34) are taken respect to the metric $\bar{g}$. The lower order term is given by

$$
\begin{equation*}
E(\rho)=-\Delta_{\bar{g}}\left(\rho^{\frac{a}{2}}\right) \rho^{\frac{a}{2}}+\left(\gamma^{2}-\frac{1}{4}\right) \rho^{-2+a}+\frac{n-1}{4 n} R_{\bar{g}} \rho^{a} . \tag{2.2.35}
\end{equation*}
$$

If we write it in the metric $g^{+}$we have

$$
\begin{equation*}
E(\rho)=\frac{n-1-a}{4 n}\left[R_{\bar{g}}-\left\{n(n+1)+R_{g^{+}}\right\} \rho^{-2}\right] \rho^{a} . \tag{2.2.36}
\end{equation*}
$$

Moreover we have the following formula for the calculation of the conformal fractional Laplacian

$$
\begin{equation*}
P_{\gamma}^{g} w=-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} W \tag{2.2.37}
\end{equation*}
$$

where $\tilde{d}_{\gamma}$ is defined in (2.2.3).
The proof is analogous to the one given in Theorem 2.2.17 for the Euclidean case, we only have to take into account that we are working with an Einstein manifold provided with a metric $g^{+}$, for which

$$
\Delta_{\bar{g}}=\partial_{\rho \rho}+\frac{1}{2} \psi \partial_{\rho}+\Delta_{g_{\rho}},
$$

where $\bar{g}=\rho^{2} g^{+}$and $\psi:=\partial_{\rho}\left(\log \operatorname{det}\left(g_{\rho}\right)\right)$. The second term on the right hand side is the one that generates the lower order term $E(\rho)$.

Remark 2.2.19. For a conformally compact Einstein metric given in normal form as (2.2.10)

$$
\begin{equation*}
E(\rho)=\frac{-n+1+a}{4} \psi \rho^{a-1}=\frac{n-1-a}{4 n} R_{\bar{g}} \rho^{a}, \text { in } M \times(0, \delta) . \tag{2.2.38}
\end{equation*}
$$

Remark 2.2.20. We recall how to compute the $Q_{\gamma}^{g}$ curvature. We set $w \equiv 1$, and we find the solution $W$ for the extension problem (2.2.34). Then,

$$
Q_{\gamma}^{g}=-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} W
$$

Now we are going to choose a suitable defining function $\rho^{*}$, in order to transform the problem (2.2.10) into one of pure divergence form. We follow the study in [43].

Lemma 2.2.21. Let $\left(X, g^{+}\right)$be a conformally compact Einstein manifold with conformal infinity $(M,[g])$. Fixed a metric $g$ on $M$, and assuming that $\rho$ is a defining function, we can assert that for each $\gamma \in(0,1)$, there exists another (positive) defining function $\rho^{*}$ on $X$, satisfying $\rho^{*}=\rho+O\left(\rho^{2 \gamma+1}\right)$ and such that for the term $E$ defined in (2.2.35) we have

$$
E\left(\rho^{*}\right)=0 .
$$

Moreover, the metric $g^{*}=\left(\rho^{*}\right)^{2} g^{+}$satisfies $\left.g^{*}\right|_{\rho=0}=g$ and has asymptotic expansion

$$
g^{*}=\left(d \rho^{*}\right)^{2}\left[1+O\left(\left(\rho^{*}\right)^{2 \gamma}\right)\right]+g\left[1+O\left(\left(\rho^{*}\right)^{2 \gamma}\right)\right] .
$$

Theorem 2.2.22. Let $\gamma \in(0,1)$ fixed, and $f$ any smooth function on $M$. If under the hypothesis and the special defining function $\rho^{*}$ constructed in the Lemma 2.2.21, $W$ solves the following extension problem

$$
\left\{\begin{aligned}
-\operatorname{div}\left(\left(\rho^{*}\right)^{a} \nabla W\right) & =0 \text { in }\left(X, g^{*}\right), \\
W & =w \text { on } M .
\end{aligned}\right.
$$

(where the derivatives are taken with respect to the metric $g^{*}=\left(\rho^{*}\right)^{2} g^{+}$); then

$$
\begin{equation*}
P_{\gamma}^{g} w=-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W+w Q_{\gamma}^{g} \tag{2.2.39}
\end{equation*}
$$

### 2.2.4 Fractional Yamabe problem [97]

From now and on, we fix $\gamma \in(0,1)$. The Fractional Yamabe problem is: given a conformally compact Einstein manifold $\left(X^{n+1}, \bar{g}\right)$ of dimension $n>2 \gamma$ with conformal infinity $(M,[g])$, to find a new metric conformal to $g, g_{w}=w^{\frac{4}{n-2 \gamma}} g$ (where $w$ is a strictly positive $\mathcal{C}^{\infty}$ function on $M$ ) with constant fractional curvature $Q_{\gamma}^{g_{w}}$.

Since we impose that the metric $g_{w}$ has constant fractional curvature, the conformal property (2.2.20) is equivalent to assert that there exists a constant $c$ on $M$ such that

$$
\begin{equation*}
P_{\gamma}^{g}(w)=c w^{\frac{n+2 \gamma}{n-2 \gamma}}, \quad w>0 \tag{2.2.40}
\end{equation*}
$$

which thanks to Theorem 2.2 .18 is equivalent to the existence of a strictly positive $\mathcal{C}^{\infty}$ solution for extension problem:

$$
\left\{\begin{align*}
-\operatorname{div}\left(\rho^{a} \nabla W\right)+E(\rho) W & =0 \text { in }(X, \bar{g}),  \tag{2.2.41}\\
-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} W & =c w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { where }\left.W\right|_{M}=w .
\end{align*}\right.
$$

Remark 2.2.23. Using the special defining function (2.2.21) the fractional Yamabe problem (2.2.41) can be written as

$$
\left\{\begin{aligned}
-\operatorname{div}\left(\left(\rho^{*}\right)^{a} \nabla W\right) & =0 \text { in }\left(X, g^{*}\right), \\
-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W+w Q_{\gamma}^{g} & =c w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { where }\left.W\right|_{M}=w .
\end{aligned}\right.
$$

Indeed, we only need to use the equation for the Yamabe problem (2.2.40) and the expression of $P_{\gamma}^{g}$ with $\rho^{*}$ from (2.2.39).

The fractional Yamabe problem can be seen as a generalization of Escobar's problem [ $79,78,80,134]$ : this is to find a conformal metric to the given one on a manifold $X^{n+1}$ with constant mean curvature on the boundary $M^{n}=\partial X^{n+1}$, or equivalently to find a solution for

$$
\left\{\begin{align*}
-\Delta_{\bar{g}} u+\frac{n-1}{4 n} R_{\bar{g}} u & =0 \quad \text { in }\left(X^{n+1}, \bar{g}\right),  \tag{2.2.42}\\
\partial_{\nu} u+\frac{n-1}{2} H u & =c u^{\frac{n+1}{n-1}} \quad \text { on } M^{n} .
\end{align*}\right.
$$

In the particular case $\gamma=1 / 2$, the fractional Yamabe problem and this one are equivalent modulo some lower order terms. The main different between them is that in the first one, we are allowed to take a conformal metric in $X^{n+1}$, while in the second problem we are restricted to conformal metrics on the boundary $M^{n}$.

For the fractional Yamabe problem one may use the variational method as in the classical case $\gamma=1$. We define the $\gamma$-Yamabe functional as

$$
\begin{equation*}
I_{\gamma}[g]=\frac{\int_{M} Q_{\gamma}^{g} d v o l_{g}}{\left(\int_{M} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}} \tag{2.2.43}
\end{equation*}
$$

Now we can ask about the existence of the minimizer of $I_{\gamma}$ among metrics in the class [g].
Remark 2.2.24. We will use the notation $2^{*}=\frac{2 n}{n-2 \gamma}$.
Definition 2.2.25. We define the $\gamma-$ Yamabe constant as

$$
\lambda_{\gamma}(M,[g])=\inf \left\{I_{\gamma}[h] ; h \in[g]\right\},
$$

which is an invariant of the conformal class $[g]$ when $g^{+}$is fixed.
Taking the conformal metric $g_{w}=w^{\frac{4}{n-2 \gamma}} g$ we ca define the previous functional as a functional on $w$ by:

$$
I_{\gamma}[w]=\frac{\int_{M} w P_{\gamma}^{g} w \text { dvol }_{g}}{\left(\int_{M} w^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}} .
$$

Indeed, using the conformal property $(2.2 .20)$ we have:

- $\int_{M^{n}} Q_{\gamma}^{g_{w}} d v o l_{g_{w}}=\int_{M^{n}} w^{1-\frac{2 n}{n-2 \gamma}} P_{\gamma}^{g} w d$ vol $_{g_{w}}=\int_{M} w P_{\gamma}^{g} w d v o l_{g}$.
- $\left(\int_{M^{n}} d v o l_{g_{w}}\right)^{\frac{n-2 \gamma}{n}}=\left(\int_{M^{n}} w^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}$.

The functional $I_{\gamma}[g]$ also can be represented as a functional in the extension:

$$
\begin{equation*}
\tilde{I}_{\gamma}[W]=\frac{\tilde{d}_{\gamma} \int_{X^{n+1}}\left(\rho^{a}|\nabla W|^{2}+E(\rho) W^{2}\right) \operatorname{dvol}_{\bar{g}}}{\int_{M^{n}}\left(W^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}}, \tag{2.2.44}
\end{equation*}
$$

where $\tilde{d}_{\gamma}$ is defined in (2.2.3). Indeed if we take the equation (2.2.34), multiply it by $W$, integrate over $X^{n+1}$ and apply divergence theorem we get the equality

$$
\int_{M} W\left(\rho^{a} \nabla W\right) d v o l_{g}=\int_{X^{n+1}}\left(\rho^{a}|\nabla W|^{2}+E(\rho) W^{2}\right) d v o l_{\bar{g}}
$$

Using that $\left.w \equiv W\right|_{M}$, the definition of $P_{\gamma}^{g}$ given in (2.2.37) and (2.2.34) we get

$$
\begin{aligned}
I_{\gamma}[w] & =\frac{\int_{M^{n}} w P_{\gamma}^{g} w \text { dvol }_{g}}{\left(\int_{M^{n}} w^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}}=\frac{\int_{M^{n}} w P_{\gamma}^{g} w d v o l_{g}}{\left(\int_{M^{n}} W^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}} \\
& =\frac{\tilde{d}_{\gamma} \int_{M^{n}} W\left(y^{a} \partial_{y} W\right) d v o l_{g}}{\left(\int_{M^{n}} W^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}}=\frac{\tilde{d}_{\gamma} \int_{X^{n+1}}\left(y^{a}|\nabla W|^{2}+E(y) W^{2}\right) d v o l_{\bar{g}}}{\left(\int_{M^{n}} W^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}} \\
& =\tilde{I}_{\gamma}[W] .
\end{aligned}
$$

Note that the infimum of $\tilde{I}_{\gamma}[V]$ among $V \in W^{1,2}\left(X, \rho^{a}\right)$ with $T V=w$ is attained at $W$ satisfying (2.2.34).

This equivalence tells us that

$$
\lambda_{\gamma}(M,[g])=\inf \left\{\tilde{I}_{\gamma}[W, \bar{g}] ; W \in W^{1,2}\left(X, \rho^{a}\right)\right\} .
$$

Remark 2.2.26. If we use the special defining function defined in Lemma 2.2.21, the functional (2.2.43) can be represented as

$$
I_{\gamma}^{*}[W]=\frac{\tilde{d}_{\gamma} \int_{X^{n+1}}\left(\rho^{*}\right)^{a}|\nabla W|^{2} \text { dvol }_{g^{*}}+\int_{M^{n}} w^{2} Q_{\gamma}^{g}{d v o l_{g}}^{\left(\int_{M^{n}} W^{\frac{2 n}{n-2 \gamma}} d v o l_{g}\right)^{\frac{n-2 \gamma}{n}}} . . . . ~}{\text {. }}
$$

Before giving an example of manifold where the fractional Yamabe problem is solved, we will note here that, as in the classical case, the sign of $\lambda_{\gamma}(M)$ is the same that the sign of the $Q_{\gamma}^{\tilde{g}}$, where $\tilde{g}$ is the metric which solves the fractional Yamabe problem. Indeed, this results follows from Theorem 4.2 and Corollary 4.3 in [97]. We summarize below both results:

Lemma 2.2.27. Let $\left(X^{n+1} ; g+\right)$ be an asymptotically hyperbolic manifold with conformal infinity $\left(M^{n}, g\right)$. For each $\gamma \in(0,1)$, under the assumption of zero mean curvature when $\gamma \in(1 / 2,1)$, we have three mutually exclusive possibilities:

1. The first eigenvalue of $P_{\gamma}^{g}$ is positive, the $\gamma$-Yamabe constant $\lambda_{\gamma}(M)$ is positive, and $M$ admits a metric $\tilde{g}$ in $[g]$ that has pointwise positive fractional scalar curvature $Q_{\gamma}^{\tilde{g}}$.
2. The first eigenvalue of $P_{\gamma}^{g}$ is negative, the $\gamma$-Yamabe constant $\lambda_{\gamma}(M)$ is negative, and $M$ admits a metric $\tilde{g}$ in $[g]$ that has pointwise negative fractional scalar curvature $Q_{\gamma}^{\tilde{g}}$.
3. The first eigenvalue of $P_{\gamma}^{g}$ is zero, the $\gamma$-Yamabe constant $\lambda_{\gamma}(M)$ is zero, and $M$ admits a metric $\tilde{g}$ in $[g]$ that has vanishing fractional scalar curvature $Q_{\gamma}^{\tilde{g}}$.

We consider here the fractional Yamabe problem on $\mathbb{S}^{n}$ (equivalently on $\mathbb{R}^{n}$ ). We give some results regarding the trace Sobolev inequality on $\mathbb{R}^{n}$ and its relation with $\mathbb{S}^{n}$. This reminds the model example for the classical case given in Section 2.1.2

Theorem 2.2.28. [124, 54, 48] Let $w \in W^{\gamma, 2}\left(\mathbb{R}^{n}\right), \gamma \in(0,1), a=1-2 \gamma$, and $W \in$ $W^{1,2}\left(\mathbb{R}_{+}^{n+1}, y^{a}\right)$ with trace $T W=w$. Then

$$
\|w\|_{L^{2^{*}}\left(\mathbb{R}^{n}\right)}^{2} \leq \bar{S}(n, \gamma) \int_{\mathbb{R}_{+}^{n+1}} y^{a}|\nabla W|^{2} d x d y
$$

where, being $g_{\mathbb{S}^{n}}$ the standard metric of $\mathbb{S}^{n}$,

$$
\bar{S}(n, \gamma)=\frac{\tilde{d}_{\gamma}}{\lambda_{\gamma}\left(\mathbb{S}^{n},\left[g_{\mathbb{S}^{n}}\right]\right)}
$$

Moreover the equality holds if and only if

$$
w_{\mu}(x)=c\left(\frac{\mu}{\left|x-x_{0}\right|^{2}+\mu^{2}}\right)^{\frac{n-2 \gamma}{2}} ; x \in \mathbb{R}^{n}
$$

for $c \in \mathbb{R}, \mu>0$ and $x_{0} \in \mathbb{R}^{n}$ fixed.
We remark that if we look at the fractional Yamabe problem in $\mathbb{R}^{n}$ without singularities, all the entire solutions for

$$
(-\Delta)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { in } \mathbb{R}^{n}, \quad w>0
$$

have been completely classified by $\mathrm{Jin}, \mathrm{Li}$ and Xiong [111] and Chen, Li and Ou [48], for instance. In particular, they must be the standard "bubbles" given in (2.2.28).

Suppose that $\left(X^{n+1}, g^{+}\right)$is an asymptotically hyperbolic manifold with a geodesic defining function $\rho$ and set $\bar{g}=\rho^{2} g^{+}$. Let $\left(M^{n},[g]\right)$ be its conformal infinity. One can show that ([97, 39]) the fractional Yamabe constant satisfies

$$
-\infty<\lambda_{\gamma}(M,[g]) \leq \lambda_{\gamma}\left(\mathbb{S}^{n},\left[g_{\mathbb{S}^{n}}\right]\right)
$$

Theorem 2.2.2 ([97]). In the setting above, if

$$
\begin{equation*}
\lambda_{\gamma}(M,[g])<\lambda_{\gamma}\left(\mathbb{S}^{n},\left[g_{\mathbb{S}^{n}}\right]\right) \tag{2.2.45}
\end{equation*}
$$

then the $\gamma$-Yamabe problem is solvable for $\gamma \in(0,1)$.
Therefore, it suffices to find a suitable test function in the functional (2.2.44) that attains this strict inequality. For this, one needs to find suitable conformal normal coordinates on $M$ by conformal change, and then deal with the corresponding extension metric. Hence one needs to make some assumptions on the behavior of the asymptotically hyperbolic manifold $g^{+}$. The underlying idea here is to have $g^{+}$as close as possible as a Poincaré-Einstein manifold. The first one of these assumptions is

$$
R_{g^{+}}+n(n+1)=o\left(\rho^{2}\right) \quad \text { as } \quad \rho \rightarrow 0
$$

which looks very reasonable in the light of (2.2.36). In particular, under this condition one has that

$$
E(\rho)=\frac{n-1+a}{4 n} R_{\bar{g}} \rho^{a}+o\left(\rho^{2}\right) \quad \text { as } \quad \rho \rightarrow 0
$$

(compare to (2.2.38)). Another consequence of this expression is that the $1 / 2$-Yamabe problem coincides to the prescribing constant mean curvature problem (2.2.42), up to a small error. In general one needs a higher order of vanishing for $g^{+}$(see [115] for the precise statements), which is automatically true if $g^{+}$is Poincaré-Einstein and not just asymptotically hyperbolic.

Definition 2.2.29. We say that a manifold has a non-umbilic point, when there exists any point such that in its neighbourhood the manifold is not as a piece of a sphere.

The first attempt to prove (2.2.45) was [97] in the non-umbilic case, where the authors use a bubble as a test function. The umbilic, non-locally conformally flat case in high dimensions was considered in [99]. Finally, Kim, Musso and Wei [115] have provided the latest development, covering all the cases that do not need a positive mass theorem for the conformal fractional Laplacian. Their test function is not a "bubble" but instead it has a more complicated geometry. Summarizing, some hypothesis under which the fractional Yamabe problem for $\gamma \in(0,1)$ is solvable (in addition to those on $g^{+}$above) are:

- $n \geq 2, \gamma \in(0,1 / 2), M$ has a point of negative mean curvature.
- $n \geq 4, \gamma \in(0,1), M$ is not umbilic.
- $n>4+2 \gamma, M$ is umbilic but not locally conformally flat.
- $M$ is locally conformally flat or $n=2$, and the fractional positive mass theorem holds.

However, we see from this last point that to cover all the cases one still needs to develop a positive mass theorem for the Green's function of the conformal fractional Laplacian, which is at this time a puzzling open question.

Finally, one may look at the lack of compactness phenomenon. In general, Palais-Smale sequences can be decomposed into the solution of the limit equation plus a finite number of bubbles. Moreover, the multi-bubbles are non-interfering even though the operator is non-local (see, for instance, [84, 150, 116, 117]).

### 2.3 Non uniqueness issues

### 2.3.1 Two different extensions for the same conformal infinity

As we mentioned in Section 2.2, the Swarzchild-Anti-de-Sitter space is an interesting example because it gives two different examples of conformally compact Einstein manifolds with the same conformal infinity. It is not known yet if the scattering operator for both extensions coincide [55], Important references for this section are [105, 151] and the lectures given by Graham in "Mini-courses and Conference on Nonlinear Elliptic Equations" (May 13-18, 2013, Rutgers University and May 20-22, 2013, Courant Institute).

## Motivation from physics (informal)

Definition 2.3.1. Anti-de Sitter space is the submanifold described by one of the sheets of the hyperboloid of two sheets $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{0}^{2}=-\alpha^{2}$, with the pseudometric given by $d s^{2}=d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}-d x_{0}^{2}$, and where $\alpha$ is a nonzero constant with dimensions of length (the radius of curvature). It is related with the cosmological constant by $\alpha=\Lambda^{-\frac{1}{2}}$.
Remark 2.3.2. The hyperboloid of one sheet $x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{0}^{2}=\alpha^{2}$ is called de Sitter space.
The Lorentzian metric of the covering space of anti-de Sitter space can be written in the static form

$$
g_{A d S}=-V d \tau^{2}+V^{-1} d r^{2}+r^{2} g_{\mathbb{S}^{2}}
$$

where $V=1+\frac{r^{2}}{b^{2}}$ and $b=\left(\frac{-3}{\Lambda}\right)^{1 / 2}$. A positive definite metric may be attained using Wick's rotation $t=i \tau$.

$$
\begin{equation*}
g_{A d S+}=V d t^{2}+V^{-1} d r^{2}+r^{2} g_{\mathbb{S}^{2}} . \tag{2.3.1}
\end{equation*}
$$

This metric (2.3.1) reminds the hyperbolic metric given in (2.2.13)
More generally, we are going to consider of the Schwarzchild-anti-de Sitter metric, which has the form of (2.3.1), for

$$
V=1-\frac{2 m}{m_{p}^{2} r}+\frac{r^{2}}{b^{2}} .
$$

In this expression we have used the following notation:

- $m>0$ is the mass of the black hole.
- $m_{p}$ is a constant called "Planck mass" and given by $m_{p}=G^{-\frac{1}{2}}$, where $G$ is the gravitational constant
- $r_{h}$ is the positive root of $1-\frac{2 m}{m_{p}^{2} r}+\frac{r^{2}}{b^{2}}=0$ (because the metric must be positive).
- $r \in\left[r_{h},+\infty\right)$.
- $t \in \mathbb{S}^{1}(L), L$ to be chosen.
- $(\theta, \phi) \in \mathbb{S}^{2}$.


## Rigorous definition

We restrict to the case the case $b=1, m_{p}=1$ to simplify the computations. Then the AdS-Schwarzchild is defined as the 4 -manifold

$$
\begin{equation*}
\left(\mathbb{R}^{2} \times \mathbb{S}^{2}, g_{+1}^{m}\right) \tag{2.3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{+1}^{m}=V d t^{2}+V^{-1} d r^{2}+r^{2} g_{\mathbb{S}^{2}} \tag{2.3.3}
\end{equation*}
$$

for

$$
\begin{equation*}
V=1+r^{2}-\frac{2 m}{r} \tag{2.3.4}
\end{equation*}
$$

Definition 2.3.3. We call $r_{h}$ the positive root for $1+r^{2}-\frac{2 m}{r}=0$, so $r \in\left[r_{h},+\infty\right)$, $t \in \mathbb{S}^{1}(L)$ and $(\theta, \phi) \in \mathbb{S}^{2}$.

Even though the metric $g_{+1}^{m}$ seems singular at $r_{h}$, we will prove that this is not the case if we make the $t$ variable periodic.

Since we would like $d \rho^{2}=V^{-1}(r) d r^{2}$, we define

$$
\begin{gathered}
\rho:\left(r_{h}, \infty\right) \longrightarrow(0, \infty), \\
\rho(r)=\int_{r_{h}}^{r} V^{\frac{-1}{2}} .
\end{gathered}
$$

Taylor's expansion around the point $r_{h}$ yields

$$
\begin{equation*}
V(r) \sim V^{\prime}\left(r_{h}\right)\left(r-r_{h}\right) \tag{2.3.5}
\end{equation*}
$$

We call $V_{h}^{\prime}=V^{\prime}\left(r_{h}\right)$ and substituting (2.3.5) in the definition of $\rho$ we obtain

$$
\rho \sim \int_{r_{h}}^{r}\left(V_{h}^{\prime}\right)^{\frac{-1}{2}}\left(r-r_{h}\right)^{\frac{-1}{2}}=\left(V_{h}^{\prime}\right)^{\frac{-1}{2}} 2\left(r-r_{h}\right)^{\frac{1}{2}} .
$$

Isolating $r-r_{h}$, we obtain

$$
r-r_{h}=\frac{V_{h}^{\prime}}{4} \rho^{2}+\ldots
$$

And using this approximation in (2.3.5), the metric (2.3.3) can be written as

$$
g_{+1}^{m}=d \rho^{2}+\frac{\left(V_{h}^{\prime}\right)^{2}}{4} \rho^{2} d t^{2}+r^{2} g_{\mathbb{S}^{2}}
$$

where for periodicity we must impose $0 \leq \frac{V_{h}^{\prime}}{2} t \leq 2 \pi$, which is $0 \leq t \leq 2 \pi L$, for

$$
\begin{equation*}
L=\frac{V_{h}^{\prime}}{2} . \tag{2.3.6}
\end{equation*}
$$

Remark 2.3.4. The manifold (2.3.2)-(2.3.3) is conformally compact Einstein. Indeed, let $s=\frac{1}{r}$ and using the definition of $V(r)$ from (2.3.4) we obtain

$$
V(r)=1+\frac{1}{s^{2}}-2 m s \approx \frac{1}{s^{2}}, \text { when } s \rightarrow 0(\text { and therefore } r \rightarrow \infty)
$$

Using $d r=\frac{-d t}{t^{2}}$ yields

$$
g_{+1}^{m}=V^{-1}(r) d r^{2}+V(r) d t^{2}+r^{2} g_{\mathbb{S}^{2}} \sim \frac{1}{s^{2}}\left[d s^{2}+d t^{2}+g_{\mathbb{S}^{2}}\right] .
$$

## Uniqueness

We would like to find two different conformally compact Einstein manifolds with the same conformal infinity. We have seen that for each $m, g_{+1}^{m}$ is a conformally compact Einstein metric with conformal infinity $(r=\infty)$ given by $\mathbb{S}^{1}(L) \times \mathbb{S}^{2}$ with the metric

$$
g_{0}=\left.V^{-1} g_{+1}^{m}\right|_{r=\infty}=d t^{2}+g_{\mathbb{S}^{2}} .
$$

Now we are going to observe how this radius $L$ depends on $m$ (or equivalently, the relation between $L$ and $r_{h}$ ).
The definition of $r_{h}$ (given in Definition 2.3.3) yields $V\left(r_{h}\right)=0$, or equivalently $r_{h}^{3}+r_{h}=2 m$. Then, $V^{\prime}\left(r_{h}\right)=2 r_{h}+\frac{2 m}{r_{h}^{2}}=3 r_{h}+\frac{1}{r_{h}}$, and using the definition of $L$ from (2.3.6) we have

$$
\begin{equation*}
L=\frac{2 r_{h}}{3 r_{h}^{2}+1} . \tag{2.3.7}
\end{equation*}
$$

Proposition 2.3.5. Depending of the value of $L$ there exist one, two or zero values of $m$ such that $g_{+}^{m}$ has as conformal infinity $\mathbb{S}^{1}(L) \times \mathbb{S}^{2}$ :

- If $L<L_{0}$ there exist two different masses $m_{1}$ and $m_{2}$ with the same $L\left(m_{i}\right)$; and thus they give same conformal infinity.
- If $L=L_{0}$ there exist only one mass $m$ and which gives us $L(m)$.
- If $L>L_{0}$ there does not exist any mass which gives us $L(m)$.

Proof. Calculate from (2.3.7)

$$
L^{\prime}\left(r_{h}\right)=\frac{-2\left(3 r_{h}^{2}-1\right)}{3 r_{h}^{2}+1} .
$$

So the unique critical point for $L\left(r_{h}\right)$ is $r_{h_{0}}=\frac{1}{\sqrt{3}}$, and $L_{0}=L\left(r_{h_{0}}\right)=\frac{1}{\sqrt{3}}$. Moreover,

$$
L^{\prime \prime}\left(r_{h}\right)=\frac{-24 r_{h}}{\left(3 r_{h}^{2}+1\right)^{2}}<0
$$

We can conclude that $r_{h_{0}}$ is a maximum for $L\left(r_{h}\right)$ and so for each $0<L<\frac{1}{\sqrt{3}}$ there are two different masses $m_{1}, m_{2}$ which share the same $L$, as desired

Because the previous statement, for the same conformal infinity $\mathbb{S}^{1}(L) \times \mathbb{S}^{2}$ when $0<$ $L<\frac{1}{\sqrt{3}}$, there are two non-isometric AdS-Schwarzschild spaces with metrics $g_{m_{1}}^{+}$and $g_{m_{2}}^{+}$on $\mathbb{R}^{2} \times \mathbb{S}^{2}$. In this way we have proved the non-uniqueness for conformally compact Einstein metrics on the topologically same 4 -manifold.


Figure 2.2: Representation of L(r)

### 2.3.2 Uniqueness of solutions for the fractional Yamabe problem

## Classical Case

For an introduction to the Yamabe problem, see Section 2.1.2. We may see that depending on the sign of the minimizer of the classical Yamabe constant $\lambda(M)$ given in (2.1.6), it holds:
i. If $\lambda(M)=0$ we have uniqueness of solutions (up to multiplicative constant).
ii. If $\lambda(M)<0$ we also get uniqueness in the solution (up to constant).
iii. However, we have possible non uniqueness of solutions if $\lambda(M)>0$. It will be explained in the next Section 2.4.

## Fractional case

As in the classical case, the uniqueness of solution for the fractional Yamabe problem (explained in Section 2.2.4) also depends on the sign of fractional Yamabe constant $\lambda_{\gamma}(M)$. Indeed, recalling that the sign of $\lambda_{\gamma}(M)$ is equal to the sign of the constant $Q_{\gamma}^{\tilde{g}}$, where $\tilde{g}$ is the $\gamma$-Yamabe metric as we can check in Lemma 2.2.27, we have
i. If $\lambda_{\gamma}(M)<0$ : Given $\left(X^{n+1}, g^{+}\right)$with conformal infinity $(M, g)$, suppose that $g_{1}=$ $w_{1}^{\frac{4 \gamma}{n-2 \gamma}} g$ is a solution with $Q_{\gamma}^{g_{1}}=\mu_{1}$. We also suppose that $g_{2}=w_{2}^{\frac{4 \gamma}{n-2 \gamma}} g$ is a solution with $Q_{\gamma}^{g_{2}}=\mu_{2}$. Then,

$$
\begin{equation*}
g_{2}=w_{2}^{\frac{4}{n-2 \gamma}} g=w_{2}^{\frac{4}{n-2 \gamma}} w_{1}^{\frac{-4}{n-2 \gamma}} g_{1}=w^{\frac{4}{n-2 \gamma}} g_{1}, \tag{2.3.8}
\end{equation*}
$$

and, using $g_{1}$ as a background metric, the conformal factor $w$ is solution of

$$
\left\{\begin{aligned}
&-\operatorname{div}\left(\left(\rho^{*}\right)^{a} \nabla_{\overline{g_{1}}} W\right)=0 \text { in }\left(X, \bar{g}_{1}\right), \\
&-\tilde{d}_{\gamma_{\rho^{*} \rightarrow 0}} \lim ^{\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W+w \mu_{1}}=\mu_{2} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on } M .
\end{aligned}\right.
$$

We are under the hypothesis $\mu_{1}, \mu_{2}<0$, so, up to constant, we can assume $\mu_{1}=$ $\mu_{2}=\mu<0$. If we take a look at the system, the first equation is an elliptic one, so
the maximum (and minimun) of $W$ is attained at the boundary. So we can consider $P \in M$ the point where $W$ reaches the maximum value, and $Q \in M$ the point where it reaches the minimum value:

- At $P$, the function $W$ is maximum so that the outward normal derivative in this point must be nonnegative, and negative if we take the derivative in the direccion of $\partial_{\rho^{*}}$

$$
-\mu\left(w^{\frac{n+2 \gamma}{n-2 \gamma}}-w\right)(P)=\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W \leq 0,
$$

which under the assuption $\mu<0$ implies $w(P) \leq 1$.

- At $Q$, the function $W$ is minimum so that

$$
-\left(w^{\frac{n+2 \gamma}{n-2 \gamma}}-w\right)(Q)=\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W \geq 0
$$

which under the assuption $\mu<0$ implies $w(Q) \geq 1$.
Since $\min w \geq 1$ and $\max w \leq 1$, we must have $w \equiv 1$, as desired.
ii. If $\lambda_{\gamma}(M)=0$ we also have uniqueness of solutions (up to constant).

Given $\left(X^{n+1}, g^{+}\right)$with conformal infinity $(M, g)$, suppose that $g_{1}=w_{1}^{\frac{4}{n-2 \gamma}} g$ is a solution with $Q_{\gamma}^{g_{1}}=\mu_{1}$. We also suppose that $g_{2}=w_{2}^{\frac{4}{n-2 \gamma}} g$ is a solution with $Q_{\gamma}^{g_{2}}=\mu_{2}$. Equality (2.3.8) holds again, and for the $w$ appearing there, there exists a unique $W$ such that $\left.W\right|_{M}=w$ and

$$
\left\{\begin{aligned}
-\operatorname{div}\left(\left(\rho^{*}\right)^{a} \nabla_{\bar{g}_{1}} W\right) & =0 \text { in } X, \\
-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} W(x, 0) & =0 \text { on } M,
\end{aligned}\right.
$$

since we are under the assumption $\mu_{1}=\mu=0$. Using that $W=W\left(\rho^{*}\right)$, then $w=\left.W\right|_{M}$ is constant, as desired.
iii. However, we have possible non uniqueness of solutions if $\lambda_{\gamma}(M)>0$. This is one of our main contributions and it will be explained in the next Chapter 3 .

## Example:

We will provide here an example of non uniqueness for the Yamabe metric in the classical case: $M=\mathbb{S}^{1}(L) \times \mathbb{S}^{n-1}$ by Schoen [159].
It follows from a straightforward computation that the non uniqueness for the problem of finding a conformal metric with constant scalar curvature for $M_{1}=\mathbb{R} \times \mathbb{S}^{n-1}$ with the metric $g_{0}=d t^{2}+g_{\mathbb{S}^{n-1}}$ is equivalent to finding solutions with an isolated singularity in $M_{2}=\mathbb{R}^{n} \backslash\{0\}$, with the Euclidean metric in polar coordinates $|d x|^{2}=d r^{2}+r^{2} g_{\mathbb{S}^{n-1}}$.

Indeed, we just need to notice that both manifolds are conformally related, in fact, using the Emden-Fowler change of variable $r=e^{-t}$, we have

$$
|d x|^{2}=d r^{2}+r^{2} g_{\mathbb{S}^{n-1}}=e^{-2 t}\left(d t^{2}+e^{-2 t} g_{\mathbb{S}^{n}-1}\right)=e^{-2 t} g_{0} .
$$

Thus, having a metric conformal to $|d x|^{2}$ with constant curvature and an isolated singularity is equivalent to having a metric conformal to $g_{0}$ with constant curvature and smooth. This conformal metric is of the form

$$
\tilde{g}:=w^{\frac{4}{n-2}}|d x|^{2}=v^{\frac{4}{n-2}} g_{0}
$$

where $v$ and $w$ are related by

$$
w(x)=|x|^{-\frac{n-2}{2}} v(x)
$$

We will look for radially symmetric solutions, so the example reduces to solving and ODE. We will give more details about the non uniqueness example, when we consider the Yamabe problem in the Euclidean space with isolated singularities. For the classical case, this is written in the next Section 2.4, for the fractional case, this construction is new and it is written in Chapter 3.

### 2.4 Isolated singularities

In this section we are going to start considering the Yamabe problem in $\mathbb{R}^{n}, n \geq 3$ with an isolated singularity at the origin. We will focus here on the classical case $\gamma=1$, following the study in [159, 160]. The fractional case will be studied in the Chapter 3, since it is one of the main results in this thesis.

We consider the Yamabe problem

$$
\begin{equation*}
-\Delta w=c_{n, 1} w^{\frac{n+2}{n-2}}, \quad w>0 \tag{2.4.1}
\end{equation*}
$$

with an isolated singularity at the origin. Here the constant is given by $c_{n, 1}=\frac{n-2}{4}$. equation for the metric $g_{w}$. It is well known ([37]) that positive solutions of equation (2.4.1) in $\mathbb{R}^{n} \backslash\{0\}$ must be radially symmetric and, if the singularity at the origin is not removable, then the solution must behave as

$$
\begin{equation*}
w(x)=|x|^{-\frac{n-2}{2}} v(x), \tag{2.4.2}
\end{equation*}
$$

where $0<v \leq c_{1} \leq v \leq c_{2}<\infty$.
First, we will give two explicit solutions for (2.4.1).

- Indeed, for the constant solution $v_{1}$ we just need to use polar coordinates to compute

$$
\Delta w=\partial_{r r} w+\frac{n-1}{r} \partial_{r} w+\frac{1}{r^{2}} \Delta_{\mathbb{S}^{2}} .
$$

Then, we can easily check that the only solution $w_{1}=v r^{-\frac{n-2}{2}}$ with $v$ being a constant function is $v \equiv v_{1} \equiv 1$. This is the cylindrical metric.

- For the non constant solution, we recall that the spherical metric is

$$
\begin{equation*}
g_{1}=\frac{4}{\left(1+|x|^{2}\right)^{2}}|d x|^{2}, \tag{2.4.3}
\end{equation*}
$$

which represents the so called bubble from (2.1.8). After the Emden Fowler change of variable $r=e^{-t}$, we can observe that, in the new variable, the conformal factor in (2.4.3) is

$$
w_{\infty}=\left(\frac{4}{\left(1+|x|^{2}\right)^{2}}\right)^{\frac{n-2}{4}}=e^{-\frac{n-2}{2} t} v_{\infty}, \quad \text { where } v_{\infty}(t)=(\cosh t)^{-\frac{n-2}{2}}
$$

up to multiplicative constant.
Now we will look for all the radial solutions with an isolated singularity at the origin. Thus we take again

$$
w(r)=r^{-\frac{n-2}{2}} v(r) .
$$

Substituting $r=e^{-t}$ our equation (2.4.1) reduces to a standard second order ODE for a function $v=v(t)$ :

$$
\begin{equation*}
-\ddot{v}+\frac{(n-2)^{2}}{4} v=\frac{(n-2)^{2}}{4} v^{\frac{n+2}{n-2}}, \quad v>0 . \tag{2.4.4}
\end{equation*}
$$

First we draw the phase portrait, transforming the equation in a first order system. We call $\dot{v}(t)=\partial_{t} v(t)$ and we get the Hamiltonian system

$$
X(v, \dot{v})=\left(\dot{v}(t),-\frac{(n-2)^{2}}{4}\left(v^{\frac{n+2}{n-2}}-v\right)\right) .
$$

There exist two critical points for this system: $V_{0}=\left(v_{0}, 0\right)=(0,0)$ and $V_{1}=\left(v_{1}, 0\right)=$ $(1,0)$. Now we linearize at each critical point,

- At $V_{0}$, the Jacobian is

$$
J\left(v_{0}, 0\right)=\left(\begin{array}{ll}
0 & 1 \\
\frac{(n-2)^{2}}{4} & 0
\end{array}\right)
$$

which has eigenvalues $\lambda= \pm \frac{(n-2)}{2}$. Therefore, $\left(v_{0}, 0\right)$ is an saddle point.

- At $V_{1}$,

$$
J\left(v_{1}, 0\right)=\left(\begin{array}{ll}
0 & 1 \\
-(n-2) & 0
\end{array}\right)
$$

with eigenvalues $\lambda= \pm \sqrt{-(n-2)}$, and therefore, the point $\left(v_{1}, 0\right)$ is a center.
This equation it is easily integrated and the analysis of its phase portrait gives that all the bounded solutions must be periodic.
More precisely, the Hamiltonian


Figure 2.3: Representation of the phase portrait.

$$
\begin{equation*}
H_{1}(v, \dot{v}):=\frac{1}{2} \dot{v}^{2}+\frac{(n-2)^{2}}{4}\left(\frac{(n-2)}{2 n} v^{\frac{2 n}{n-2}}-\frac{1}{2} v^{2}\right) \tag{2.4.5}
\end{equation*}
$$

is preserved along trajectories. Thus looking at its level sets we conclude that there exists a family of periodic solutions $\left\{v_{L}\right\}$ of periods $L \in\left(L_{0}^{1}, \infty\right)$. Here

$$
\begin{equation*}
L_{0}^{1}=\frac{2 \pi}{\sqrt{n-2}} \tag{2.4.6}
\end{equation*}
$$

is the minimal period and it can be calculated from the linearization at the equilibrium solution $v_{1} \equiv 1$. These $\left\{v_{L}\right\}$ are known as the Fowler ([89]) or Delaunay solutions for the scalar curvature.

The metric $g_{1}$ is not a complete metric on $\mathbb{R} \times \mathbb{S}^{n-1}$. But taking the metric in $\mathbb{S}^{1}(L) \times$ $\mathbb{S}^{n-1}$, when $L>L_{0}^{1}$, given by $g_{v}=v^{\frac{4}{n-2}}\left(d t^{2}+g_{\mathbb{S}^{n-1}}\right)$ for $v=v(t)$ any solution of the ODE; we find a complete metric with constant scalar curvature that is different from the standard one.

### 2.5 The general singular fractional Yamabe problem

Before going further in the study of the isolated singularities case we will provide here a summary of the known results for the general singular fractional Yamabe problem (see also
[110]). From the analysis point of view, one wishes to understand the semilinear problem

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} w=c w^{\frac{n+2 s}{n-2 s}} \text { in } \mathbb{R}^{n} \backslash \Lambda,  \tag{2.5.1}\\
w(x) \rightarrow \infty \text { as } x \rightarrow \Lambda,
\end{array}\right.
$$

where $\Lambda$ is a closed set of Hausdorff dimension $0<k<n$ and $c \in \mathbb{R}$. The first difficulty one encounters is precisely how to define the fractional Laplacian $(-\Delta)^{\gamma}$ on $\Omega:=\mathbb{R}^{n} \backslash \Lambda$ since it is a non-local operator. Nevertheless, this is better understood from the conformal geometry point of view.

In order to put (2.5.1) into a broader context, let us give a brief review of the classical singular Yamabe problem $(\gamma=1)$. Let $(M, g)$ be a compact $n$-dimensional Riemannian manifold, $n \geq 3$, and $\Lambda \subset M$ is any closed set as above. We are concerned with the existence and geometric properties of complete (non-compact) metrics of the form $g_{w}=w^{\frac{4}{n-2}} g$ with constant scalar curvature. This corresponds to solving the partial differential equation (recall (2.1.4))

$$
-\Delta_{g} w+\frac{n-2}{4(n-1)} R_{g} w=\frac{n-2}{4(n-1)} R w^{\frac{n+2}{n-2}}, \quad w>0,
$$

where $R_{g_{w}} \equiv R$ is constant and with a boundary condition that $w \rightarrow \infty$ sufficiently quickly at $\Lambda$ so that $g_{w}$ is complete. It is known that solutions with $R<0$ exist quite generally if $\Lambda$ is large in a capacitary sense $([130,119])$, whereas for $R>0$ existence is only known when $\Lambda$ is a smooth submanifold (possibly with boundary) of dimension $k<(n-2) / 2$ ([139, 82]).

There are both analytic and geometric motivations for studying this problem. For example, in the positive case ( $R>0$ ), solutions to this problem are actually weak solutions across the singular set ([161]), so these results fit into the broader investigation of possible singular sets of weak solutions of semilinear elliptic equations.

On the geometric side, a well-known theorem by Schoen and Yau ([161, 162]) states that if $(M, g)$ is a compact manifold with a locally conformally flat metric $g$ of positive scalar curvature, then the developing map $D$ from the universal cover $\widetilde{M}$ to $\mathbb{S}^{n}$, which by definition is conformal, is injective, and moreover, $\Lambda:=\mathbb{S}^{n} \backslash D(\widetilde{M})$ has Hausdorff dimension less than or equal to $(n-2) / 2$. Regarding the lifted metric $\tilde{g}$ on $\widetilde{M}$ as a metric on $\Omega$, this provides an interesting class of solutions of the singular Yamabe problem which are periodic with respect to a Kleinian group, and for which the singular set $\Lambda$ is typically nonrectifiable. More generally, they also show that if $g_{\mathbb{S}^{n}}$ is the canonical metric on the sphere and if $g=w^{\frac{4}{n-2}} g_{\mathbb{S}^{n}}$ is a complete metric with positive scalar curvature and bounded Ricci curvature on a domain $\Omega=\mathbb{S}^{n} \backslash \Lambda$, then

$$
\operatorname{dim} \Lambda \leq(n-2) / 2
$$

Going back to the non-local case, although it is not at all clear how to define $P_{\gamma}^{\tilde{g}}$ and $Q_{\gamma}^{\tilde{g}}$ on a general complete (non-compact) manifold $(\Omega, \tilde{g})$, in the paper [96] the authors give a reasonable definition when $\Omega$ is an open dense set in a compact manifold $M$ and the metric $\tilde{g}$ is conformally related to a smooth metric $g$ on $M$. Namely, one can define them by
demanding that the conformal property (2.2.18) holds (as usual, we assume that a PoincaréEinstein filling ( $X, g^{+}$) has been fixed). Note, however, that this is not as simple as it first appears since, because of the nonlocal character of $P_{s}^{\tilde{h}}$, we must extend $w$ as a distribution on all of $M$. There is no difficulty in using the relationship (2.2.18) to define $P_{\gamma}^{\tilde{g}} \phi$ when $\phi \in \mathcal{C}_{0}^{\infty}(\Omega)$. From here one can use an abstract functional analytic argument to extend $P_{\gamma}^{\tilde{g}}$ to act on any $\phi \in L^{2}\left(\Omega, d v_{\tilde{g}}\right)$. Indeed, it is straightforward to check that the operator $P_{\gamma}^{\tilde{g}}$ defined in this way is essentially self-adjoint on $L^{2}\left(\Omega, d v_{\tilde{g}}\right)$ when $\gamma$ is real. However, observe that $P_{\gamma}^{\tilde{g}}=\left(-\Delta_{\tilde{h}}\right)^{\gamma}+\mathcal{K}$, where $\mathcal{K}$ is a pseudo-differential operator of order $2 \gamma-1$. Furthermore, $\left(-\Delta_{\tilde{h}}\right)^{\gamma}$ is self-adjoint. Since $\mathcal{K}$ is a lower order symmetric perturbation, then $P_{\gamma}^{\tilde{g}}$ is also essentially self-adjoint.

Another interesting development is [103], where they give a sharp spectral characterization of conformally compact Einstein manifolds with conformal infinity of positive Yamabe type.

The singular fractional Yamabe problem on $(M,[g])$ is then formulated as

$$
\left\{\begin{array}{l}
P_{\gamma}^{g} w=c w^{\frac{n+2 \gamma}{n-2 \gamma}} \quad \text { in } M \backslash \Lambda,  \tag{2.5.2}\\
w(x) \rightarrow \infty \quad \text { as } x \rightarrow \Lambda,
\end{array}\right.
$$

for $c \equiv Q_{\gamma}^{\tilde{g}}$ constant. A separate, but also very interesting issue, is whether $c>0$ implies that the conformal factor $w$ is actually a weak solution of (2.5.2) on all of $M$.

The first result in [96] partially generalizes Schoen-Yau's theorem:
Theorem 2.5.1 ([96]). Suppose that $\left(M^{n}, g\right)$ is compact and $g_{w}=w^{\frac{4}{n-2 \gamma}} g$ is a complete metric on $\Omega=M \backslash \Lambda$, where $\Lambda$ is a smooth $k$-dimensional submanifold in $M$. Assume furthermore that $w$ is polyhomogeneous along $\Lambda$ with leading exponent $-n / 2+\gamma$. If $\gamma \in\left(0, \frac{n}{2}\right)$, and if $Q_{\gamma}^{g}>0$ everywhere for any choice of asymptotically Poincaré-Einstein extension $\left(X, g^{+}\right)$then $n, k$ and $\gamma$ are restricted by the inequality

$$
\begin{equation*}
\Gamma\left(\frac{n}{4}-\frac{k}{2}+\frac{\gamma}{2}\right) / \Gamma\left(\frac{n}{4}-\frac{k}{2}-\frac{\gamma}{2}\right)>0 . \tag{2.5.3}
\end{equation*}
$$

This inequality holds in particular when

$$
\begin{equation*}
k<\frac{n-2 \gamma}{2}, \tag{2.5.4}
\end{equation*}
$$

and in this case then there is a unique distributional extension of $w$ on all of $M$ which is still a solution of (2.5.2) on all of $M$.

Remark that $w$ is called polyhomogeneous along $\Lambda$ if in terms of any cylindrical coordinate system $(r, \theta, y)$ in a tubular neighborhood of $\Lambda$, where $r$ and $\theta$ are polar coordinates in disks in the normal bundle and $y$ is a local coordinate along $\Lambda, w$ admits an asymptotic expansion $w \sim \sum a_{j k}(y, \theta) r^{\mu_{j}}(\log r)^{k}$, where $\mu_{j}$ is a sequence of complex numbers with real
part tending to infinity, for each $j, a_{j k}$ is nonzero for only finitely many nonnegative integers $k$, and such that every coefficient $a_{j k} \in \mathcal{C}^{\infty}$.

As we have noted, inequality (2.5.3) is satisfied whenever $k<(n-2 \gamma) / 2$, and in fact is equivalent to this simpler inequality when $\gamma=1$. When $\gamma=2$, i.e. for the standard $Q$-curvature, this result is already known: [44] shows that complete metrics with $Q_{2}>0$ and positive scalar curvature must have singular set with dimension less than $(n-4) / 2$, which again agrees with (2.5.3).

Of course, the main open question is to remove the smoothness assumption on the singular set $\Lambda$. Recent results of [175] show that, under a positive scalar curvature assumption, if $Q_{\gamma}>0$ for $\gamma \in(1,2)$, then (2.5.4) holds for any $\Lambda$.

We also remark that a dimension estimate of the type (2.5.3) implies some topological restrictions on $M$ : on the homotopy ([162], chapter VI), on the cohomology ([148]), or even classification results in the low dimensional case ([108]).

Finally, one can also obtain existence of solutions when $\gamma$ is sufficiently near 1 and $\Lambda$ is smooth by perturbation theory:
Theorem 2.5.2 ([96]). Let $\left(M^{n}, g\right)$ be compact with nonnegative Yamabe constant and $\Lambda$ a $k$-dimensional submanifold with $k<\frac{1}{2}(n-2)$. Then there exists an $\epsilon>0$ such that if $\gamma \in(1-\epsilon, 1+\epsilon)$, there exists a solution to the fractional singular Yamabe problem (2.5.2) with $c>0$ which is complete on $M \backslash \Lambda$.

### 2.6 Integro-differential operators

Linear integro-differential operators are generators of Levy processes. According to the Levy-Kintchine formula, they have the general form
$\mathbb{L} u(x)=\operatorname{tr}\left(A(x) D^{2} u\right)+b(x) \cdot \nabla u+c(x) u+d(x)+\int_{\mathbb{R}^{n}}\left(u(x+y)-u(x)-y \cdot \nabla u(x) \chi_{\mathbb{B}_{1}}(y)\right) d \mu_{x}(y)$,
where $A(x)$ is nonnegative matrix and $\mu_{x}$ is non negative measure satisfying

$$
\int_{\mathbb{R}^{n}} \min \left(y^{1}, 1\right) d \mu_{x}<+\infty
$$

In most of the cases, the nonnegative measure $\mu_{x}$ is assumed to be absolutely continuous, and thus, $\mu_{x}(y)=K(x, y) d y$, where $K$ will denote the kernel.

Since we are interested here in purely integro-differential operators we will neglect the local part of the operator and we will study operators with the general form

$$
\mathbb{L} u(x)=\int_{\mathbb{R}^{n}}\left(u(x+y)-u(x)-y \cdot \nabla u(x) \chi_{\mathbb{B}(1)}(y)\right) K(x, y) d y .
$$

Note that if the kernel is symmetric the previous expression becomes

$$
\mathbb{L} u(x)=\int_{\mathbb{R}^{n}}(u(x+y)+u(x-y)-2 u(x)) K(x, y) d y .
$$

The model example for these operators is the fractional Laplacian expressed as in (2.2.1); this operator corresponds to a stable process. We will consider this kind of operators but also these corresponding to a tempered stable process. An example of these kernels is the one defined in Chapter 4 in (4.2.6).

For more details about integro-differential operators see, for instance, some of these references [114],[155],[18],[165],[163].

## Chapter 3

## Isolated singularities for a semilinear equation for the fractional Laplacian arising in conformal geometry

In this chapter, we introduce the study of isolated singularities for a semilinear equation involving the fractional Laplacian. In conformal geometry, it is equivalent to the study of singular metrics with constant fractional curvature. Our main ideas are: first, to set the problem into a natural geometric framework, and second, to perform some kind of phase portrait study for this non-local ODE.

### 3.1 Introduction and statement of results

We consider the problem of finding radial solutions for the fractional Yamabe problem in $\mathbb{R}^{n}, n>2 \gamma$, with an isolated singularity at the origin. This means to look for positive, radially symmetric solutions of

$$
\begin{equation*}
(-\Delta)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { in } \mathbb{R}^{n} \backslash\{0\}, \tag{3.1.1}
\end{equation*}
$$

where $c_{n, \gamma}$ is any positive constant that, without loss of generality, will be normalized as in Proposition 3.1.1. Unless we state the contrary, $\gamma \in\left(0, \frac{n}{2}\right)$. In geometric terms, given the Euclidean metric $|d x|^{2}$ on $\mathbb{R}^{n}$, we are looking for a conformal metric

$$
\begin{equation*}
g_{w}=w^{\frac{4}{n-2 \gamma}}|d x|^{2}, w>0, \tag{3.1.2}
\end{equation*}
$$

with positive constant fractional curvature $Q_{\gamma}^{g_{w}} \equiv c_{n, \gamma}$, that is radially symmetric and has a prescribed singularity at the origin.

Because of the well known extension theorem for the fractional Laplacian [36, 40, 43] we can assert that equation (3.1.1) for the case $\gamma \in(0,1)$ is equivalent to the boundary
reaction problem

$$
\left\{\begin{array}{r}
-\operatorname{div}\left(y^{a} \nabla W\right)=0 \text { in } \mathbb{R}_{+}^{n+1}  \tag{3.1.3}\\
W=w \text { on } \mathbb{R}^{n} \backslash\{0\}, \\
-\tilde{d}_{\gamma} \lim _{y \rightarrow 0} y^{a} \partial_{y} W=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on } \mathbb{R}^{n} \backslash\{0\},
\end{array}\right.
$$

where $a=1-2 \gamma$ and the constant $\tilde{d}_{\gamma}$ is defined in Chapter 2 in (2.2.3). We note that it is possible to write $W=\mathcal{K}_{\gamma} *_{x} w$, where $\mathcal{K}_{\gamma}$ is the Poisson kernel (2.2.8) for this extension problem.

It is known that $w_{1}(r)=r^{-\frac{n-2 \gamma}{2}}, r=|x|$, together with $W_{1}=\mathcal{K}_{\gamma} *_{x} w_{1}$, is an explicit solution for (3.1.3); this fact will be proved in Proposition 3.1.1 and as a consequence we will obtain the normalization of the constant $c_{n, \gamma}$. Therefore, $w_{1}$ is the model solution for isolated singularities, and it corresponds to the cylindrical metric.

In the recent paper [33] Caffarelli, Jin, Sire and Xiong characterize all the nonnegative solutions to (3.1.3). Indeed, let $W$ be any nonnegative solution of (3.1.3) in $\mathbb{R}_{+}^{n+1}$ and suppose that the origin is not a removable singularity. Then, we must have that

$$
W=W(r, y) \quad \text { and } \quad \partial_{r} W(r, y)<0 \quad \forall 0<r<\infty .
$$

In addition, they also provide its asymptotic behavior. More precisely, if $w=W(\cdot, 0)$ denotes the trace of $W$, then near the origin one must have that

$$
\begin{equation*}
c_{1} r^{-\frac{n-2 \gamma}{2}} \leq w(x) \leq c_{2} r^{-\frac{n-2 \gamma}{2}}, \tag{3.1.4}
\end{equation*}
$$

where $c_{1}, c_{2}$ are positive constants.
We remark that if the singularity at the origin is removable, all the entire solutions for (3.1.3) have been completely classified by Jin, Li and Xiong [111] and Chen, Li and Ou [48], for instance. In particular, they must be the standard "bubbles"

$$
\begin{equation*}
w(x)=c\left(\frac{\lambda}{\lambda^{2}+\left|x-x_{0}\right|}\right)^{\frac{n-2 \gamma}{2}}, \quad c, \lambda>0, x_{0} \in \mathbb{R}^{n} \tag{3.1.5}
\end{equation*}
$$

In this chapter we initiate the study of positive radial solutions for (3.1.1). It is clear from the above that we should look for solutions of the form

$$
\begin{equation*}
w(r)=r^{-\frac{n-2 \gamma}{2}} v(r) \text { on } \mathbb{R}^{n} \backslash\{0\}, \tag{3.1.6}
\end{equation*}
$$

for some function $0<c_{1} \leq v \leq c_{2}$. In the classical case $\gamma=1$, equation (3.1.1) reduces to a standard second order ODE (2.4.4). However, in the fractional case, (3.1.1) becomes a fractional order ODE, so classical methods cannot be directly applied here.

The objective of this chapter is two-fold: first, to use the natural interpretation of problem (3.1.1) in conformal geometry in order to obtain information about isolated singularities for the operator $\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma}$ from the scattering theory definition. And second, to take a dynamical system approach to explore how much of the standard ODE study can be generalized to the PDE (3.1.3).

Before we consider the conformal geometry approach, let us give the necessary background. We present now the natural coordinates for studying isolated singularities of (3.1.1). Let $M=\mathbb{R}^{n} \backslash\{0\}$ and use the Emden-Fowler change of variable $r=e^{-t}, t \in \mathbb{R}$; with some abuse of the notation, we write $v=v(t)$. Then, in radial coordinates, $M$ may be identified with the manifold $\mathbb{R} \times \mathbb{S}^{n-1}$, for which the Euclidean metric is written as

$$
\begin{equation*}
|d x|^{2}=d r^{2}+r^{2} g_{\mathbb{S}^{n-1}}=e^{-2 t}\left[d t^{2}+g_{\mathbb{S}^{n-1}}\right]=: e^{-2 t} g_{0} \tag{3.1.7}
\end{equation*}
$$

Since the metrics $|d x|^{2}$ and $g_{0}$ are conformally related, we prefer to use $g_{0}$, the cylindrical metric, as a background metric and thus any conformal change (3.1.2) may be rewritten as

$$
g_{v}=w^{\frac{4}{n-2 \gamma}}|d x|^{2}=v^{\frac{4}{n-2 \gamma}} g_{0}
$$

where we have used relation (3.1.6). Looking at the conformal transformation property for $P_{\gamma}^{g}$ given in (2.2.18) and relation (3.1.6) again, it is clear that

$$
\begin{equation*}
P_{\gamma}^{g_{0}}(v)=r^{\frac{n+2 \gamma}{2}} P_{\gamma}^{|d x|^{2}}\left(r^{-\frac{n-2 \gamma}{2}} v\right)=r^{\frac{n+2 \gamma}{2}}(-\Delta)^{\gamma} w \tag{3.1.8}
\end{equation*}
$$

and thus the original problem (3.1.1) is equivalent to the following one: fixed $g_{0}$ as a background metric on $\mathbb{R} \times \mathbb{S}^{n-1}$, find a conformal metric $g_{v}=v^{\frac{4}{n-2 \gamma}} g_{0}$ of positive constant fractional curvature $Q_{\gamma}^{g_{v}}$, i.e., find a positive smooth solution $v$ for

$$
\begin{equation*}
P_{\gamma}^{g_{0}}(v)=c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \quad \text { on } \quad \mathbb{R} \times \mathbb{S}^{n-1} \tag{3.1.9}
\end{equation*}
$$

Proposition 3.1.1. The fractional curvature of the cylindrical metric $g_{w_{1}}=w_{1}^{\frac{4}{n-2 \gamma}}|d x|^{2}$ for the conformal change

$$
\begin{equation*}
w_{1}(x)=|x|^{-\frac{n-2 \gamma}{2}} \tag{3.1.10}
\end{equation*}
$$

is the constant

$$
c_{n, \gamma}=2^{2 \gamma}\left(\frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)}\right)^{2}>0 .
$$

Proof. The value is calculated using the conformal property (2.2.20), as follows:

$$
Q_{\gamma}^{g_{w_{1}}}=w_{1}^{-\frac{n+2 \gamma}{n-2 \gamma}} P_{\gamma}^{|d x|^{2}}\left(w_{1}\right)=w_{1}^{-\frac{n+2 \gamma}{n-2 \gamma}}(-\Delta)^{\gamma}\left(w_{1}\right)=: c_{n, \gamma}
$$

The last equality follows from the calculation of the fractional Laplacian of a power function; it can be found in $[96,153]$.

The point of view of this chapter is to consider problem (3.1.9) instead of (3.1.1), since it allows for a simpler analysis. In our first theorem we compute the principal symbol of the operator $P_{\gamma}^{g_{0}}$ on $\mathbb{R} \times \mathbb{S}^{n-1}$ using the spherical harmonic decomposition for $\mathbb{S}^{n-1}$. With some abuse of notation, let $\mu_{k}=-k(k+n-2), k=0,1,2, \ldots$ be the eigenvalues of $\Delta_{\mathbb{S}^{n-1}}$, repeated according to multiplicity. Then any function on $\mathbb{R} \times \mathbb{S}^{n-1}$ may be decomposed as $\sum_{k} v_{k}(t) E_{k}$, where $\left\{E_{k}\right\}$ is a basis of eigenfunctions. We show that the operator $P_{\gamma}^{g_{0}}$
diagonalizes under such eigenspace decomposition, and moreover, it is possible to calculate the Fourier symbol of each projection. Let

$$
\begin{equation*}
\hat{v}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \xi \cdot t} v(t) d t \tag{3.1.11}
\end{equation*}
$$

be our normalization for the one-dimensional Fourier transform.
Theorem 3.1.2. Fix $\gamma \in\left(0, \frac{n}{2}\right)$ and let $P_{\gamma}^{k}$ be the projection of the operator $P_{\gamma}^{g_{0}}$ over each eigenspace $\left\langle E_{k}\right\rangle$. Then

$$
\widehat{P_{\gamma}^{k}\left(v_{k}\right)}=\Theta_{\gamma}^{k}(\xi) \widehat{v_{k}}
$$

and this Fourier symbol is given by

$$
\begin{equation*}
\Theta_{\gamma}^{k}(\xi)=2^{2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}} \tag{3.1.12}
\end{equation*}
$$

Since we are mainly interested in radial solutions $v=v(t)$, in many computations we will just need to consider the symbol for the first eigenspace $k=0$ (that corresponds to the constant eigenfunctions):

$$
\Theta_{\gamma}^{0}(\xi)=2^{2 \gamma} \frac{\left|\Gamma\left(\frac{n}{4}+\frac{\gamma}{2}+\frac{\xi}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{n}{4}-\frac{\gamma}{2}+\frac{\xi}{2} i\right)\right|^{2}}
$$

Now we look at the question of finding smooth solutions $v=v(t), 0<c_{1} \leq v \leq c_{2}$, for equation (3.1.9), and we expect to have periodic solutions. The local case $\gamma=1$, presented in the previous Chapter 2 in Section 2.4, provides some motivation for this statement and, in the next Chapter 4 we will construct such periodic solutions from the variational point of view. These will be called "Delaunay" solutions for the fractional curvature. Here we look at the geometrical interpretation of such solutions and provide a dynamical system approach for the problem.

Delaunay solutions are, originally, rotationally symmetric surfaces with constant mean curvature and they have been known for a long time ([63, 77]). In addition, let $\Sigma \in \mathbb{R}^{3}$ be a noncompact embedded constant mean curvature surfaces with $k$ ends. It is known that any of such ends must be asymptotic to one of the Delaunay surfaces ( $[118,107]$ ), which is very similar to what happens in the constant scalar curvature setting (see, for instance [112]), where any positive solution of the constant scalar curvature equation (1.3.1) must be asymptotic to a precise deformation of one Delaunay.

Let us comment here that, as we explained in Chapter 2 when we introduced Escobar's problem (2.2.42), the $\gamma=1 / 2$ case is very related to the constant mean curvature problem. However, there is a further restriction since in the present chapter we consider only rotationally symmetric metrics on the boundary and thus, not allowing full generality for the
original constant mean curvature problem.
Going back to (2.4.4), we would like to understand how much of this picture is preserved in the non-local case, so we look for radial solutions of equation (3.1.1), which becomes a fractional order ODE. On the one hand, we formulate the problem through the extension (3.1.3). This point of view has the advantage that the new equation is local (and degenerate elliptic) but, on the other hand, it is a PDE with a non-linear boundary condition. Note that because we will be using the extension from Theorem 2.2.18 for the calculation of the fractional Laplacian, we need to restrict ourselves to $\gamma \in(0,1)$ at this stage.

The first difficulty we encounter with our approach is how to write the original extension equation (3.1.3) in a natural way after the change of variables $r=e^{-t}$. Looking at the construction of the fractional Laplacian from the scattering equation (2.2.15) on hyperbolic space $\left(X^{n+1}, g^{+}\right)=\left(\mathbb{H}^{n+1}, g_{\mathbb{H}^{n+1}}^{+}\right)$given in Chapter 2, we need to find a parametrization of hyperbolic space in such a way that its conformal infinity $M^{n}=\{\rho=0\}$ is precisely $\left(\mathbb{R} \times \mathbb{S}^{n-1}, g_{0}\right)$. The precise metric on the extension is $g^{+}=\bar{g} / \rho^{2}$ for

$$
\begin{equation*}
\bar{g}=d \rho^{2}+\left(1+\frac{\rho^{2}}{4}\right)^{2} d t^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S}^{n-1}}, \tag{3.1.13}
\end{equation*}
$$

where $\rho \in(0,2)$ and $t \in \mathbb{R}$. The motivation for this change of metric will be made clear in Section 3.2.

Rewriting the equations in this new metric, our original equation (3.1.3), written in terms of the change (3.1.6), is equivalent to the extension problem

$$
\left\{\begin{align*}
-\operatorname{div}_{\bar{g}}\left(\rho^{a} \nabla_{\bar{g}} V\right)+E(\rho) V & =0 \text { in }\left(X^{n+1}, \bar{g}\right),  \tag{3.1.14}\\
V & =v \text { on }\{\rho=0\}, \\
-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} V & =c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on }\{\rho=0\},
\end{align*}\right.
$$

where the expression for the lower order term $E(\rho)$ will be given in (3.4.2). We look for solutions $V$ to (3.1.14) that only depend on $\rho$ and $t$, and that are bounded between two positive constants.

We show first that equation (3.1.14) exhibits a Hamiltonian quantity that generalizes (2.4.5):

Theorem 3.1.3. Fix $\gamma \in(0,1)$. Let $V$ be a solution of (3.1.14) only depending on $t$ and $\rho$. Then the Hamiltonian quantity

$$
\begin{equation*}
H_{\gamma}(t):=\frac{1}{2} \int_{0}^{2} \rho^{a}\left\{e_{1}(\rho)\left(\partial_{t} V\right)^{2}-e(\rho)\left(\partial_{\rho} V\right)^{2}-e_{2}(\rho) V^{2}\right\} d \rho+C_{n, \gamma} v^{\frac{2 n}{n-2 \gamma}}, \tag{3.1.15}
\end{equation*}
$$

is constant with respect to $t$. Here we write

$$
\begin{align*}
& e_{1}(\rho)=\left(1+\frac{\rho^{2}}{4}\right)^{-1}\left(1-\frac{\rho^{2}}{4}\right)^{n-1}, \\
& e_{2}(\rho)=\frac{n-1+a}{4}\left(1-\frac{\rho^{2}}{4}\right)^{n-2}\left(n-2+n \frac{\rho^{2}}{4}\right),  \tag{3.1.16}\\
& e(\rho)=\left(1+\frac{\rho^{2}}{4}\right)\left(1-\frac{\rho^{2}}{4}\right)^{n-1},
\end{align*}
$$

and the constant is given by

$$
\begin{equation*}
C_{n, \gamma}=\frac{n-2 \gamma}{2 n} \frac{c_{n, \gamma}}{\tilde{d}_{\gamma}} . \tag{3.1.17}
\end{equation*}
$$

Hamiltonian quantities for fractional problems have been recently developed in the setting of one-dimensional solutions for fractional semilinear equations $(-\Delta)^{\gamma} w+f(w)=0$. The first reference we find a conserved Hamiltonian quantity for this type of non-local equations is the paper by Cabré and Solá-Morales [32] for the particular case $\gamma=1 / 2$. The general case $\gamma \in(0,1)$ was carried out by Cabré and Sire in [31]. On the one hand, in these two papers [31, 32], the authors impose a nonlinearity coming from a double-well potential and look for layers (i.e., solutions that are monotone and have prescribed limits at infinity), and they are able to write a Hamiltonian quantity that is preserved. In addition, if one considers the same problem but on hyperbolic space, one finds that the geometry at infinity plays a role and the analogous Hamiltonian is only monotone (see [98]).

On the other hand, if, instead, one looks for radial solutions for semilinear equations, then Cabré and Sire in [31] and Frank, Lenzman and Silvestre in [90] have developed a monotonicity formula for the associated Hamiltonian. In the setting of radial solutions with an isolated singularity for the fractional Yamabe problem, our Theorem 3.1.3 states that, if one uses the metric (3.1.13) to rewrite the problem, then the associated Hamiltonian (3.1.15) is constant along trajectories.

If one insists on performing an ODE-type study for the PDE problem (3.1.14), a possibility is to look for some kind of phase portrait of the boundary values (at $\rho=0$ ), while keeping in mind that the equation is defined on the whole extension. From this point of view, one can prove the existence of two critical points: the constant solutions $v_{0} \equiv 0$ and $v_{1} \equiv 1$. Moreover, there exists an explicit homoclinic solution $v_{\infty}$, whose precise expression will be given in (3.5.1); it corresponds to the $n$-sphere (3.1.5).

The next step is to linearize the equation. As we will observe in Section 3.6, the classical Hardy inequality, rewritten in terms of the background metric $g_{0}$, decides the stability of the explicit solutions $v_{0}, v_{1}$ and $v_{\infty}$. Stability issues for semilinear fractional Laplacian equations have received a lot of attention recently. Some references are: [28] for the halfLaplacian, [154] for extremal solutions with exponential nonlinearity, [83] for semilinear equations with Hardy potential. In the particular case of the fractional Lane-Emden equation, stability was considered in [59, 86], for $\gamma \in(0,1)$ and [85] for $\gamma \in(1,2)$. We believe that our methods, although still at their initial stage, would provide tools for a unified approach for all $\gamma \in\left(0, \frac{n}{2}\right)$.

Finally, we consider the linearization of equation (3.1.9) around the equilibrium $v_{1} \equiv 1$ :

$$
P_{\gamma}^{g_{0}} v=\frac{n+2 \gamma}{n-2 \gamma} v \quad \text { on } \quad \mathbb{R} \times \mathbb{S}^{n-1}
$$

and look at the projection over each eigenspace $\left\langle E_{k}\right\rangle, k=0,1, \ldots$,

$$
\begin{equation*}
P_{\gamma}^{k} v_{k}=\frac{n+2 \gamma}{n-2 \gamma} v_{k} . \tag{3.1.18}
\end{equation*}
$$

Although we will not provide a complete calculation of the spectrum, we can say the following:

Theorem 3.1.4. For the projection $k=0$, equation (3.1.18) has periodic solutions $v(t)$ with period $L_{0}^{\gamma}=\frac{2 \pi}{\sqrt{\lambda_{\gamma}}}$, where $\lambda_{\gamma}$ is the unique positive solution of (3.6.3). In addition,

$$
\lim _{\gamma \rightarrow 1} L_{0}^{\gamma}=L_{0}^{1}
$$

so we recover the classical case (2.4.6).
Remark 3.1.5. We also give some motivation to show that the projection on the $k$-eigenspace of (3.1.18) does not have periodic solutions if $k=1,2, \ldots$.

Theorem 3.1.4 gives the existence of periodic radial solutions for the linear problem. In addition, the existence of a conserved Hamiltonian hints that the original non-linear problem has periodic solutions too. Based on the results presented here, we will show in Chapter 4 that for every period $L>L_{0}^{\gamma}$, there exists a non trivial periodic solution $v_{L}$ (called Delaunay solution) for the non-nonlinear problem (3.1.9).

The construction of Delaunay solutions allows for many further studies. For instance, as a consequence of their construction one obtains the non-uniqueness of the solutions for the fractional Yamabe problem in the positive curvature case, since it gives different conformal metrics on $\mathbb{S}^{1}(L) \times \mathbb{S}^{n-1}$ that have constant fractional curvature. This is well known in the scalar curvature case as we explained in the previous Chapter 2 in Section 2.3. In addition, this gives some motivation to define a total fractional scalar curvature functional, which maximizes the standard fractional Yamabe quotient ([97]) across conformal classes. We hope to return to this problem elsewhere.

From another point of view, Delaunay solutions can be used in gluing problems. Classical references are, for instance, [140, 143] for the scalar curvature, and [141, 142] for the construction of constant mean curvature surfaces with Delaunay ends. In Chapter 5 we use Delaunay solutions to construct metrics of constant fractional curvature with isolated singularities at a prescribed number of points.

Recently it has been introduced a related notion of nonlocal mean curvature $H_{\gamma}$ for the boundary of a set in $\mathbb{R}^{n}$ (see [35, 170]). Finding Delaunay-type surfaces with constant nonlocal mean curvature has just been accomplished in [29]. For related nonlocal equations with periodic solutions see also [57, 30].

Other non-local problems that present periodic solutions can be found in [7, 8, 6, 164].
We finally comment that the negative fractional curvature case has not been explored yet, except for the works [46, 47]. They consider singular solutions for the problem $(-\Delta)^{\gamma} w+$ $|w|^{p-1} w=0$ in a domain $\Omega$ with zero Dirichlet condition on $\partial \Omega$. This setting is very different from the positive curvature case because the maximum principle is valid here. We also cite the work [152], where they consider singular solutions of $\Delta W=0$ in a domain $\Omega$ with
a nonlinear Neumann boundary condition $\partial_{\nu} W=f(x, W)-W$ on $\partial \Omega$.
This chapter will be structured as follows: in Section 3.2 we will give a geometric interpretation of the problem. Next, in Section 3.3 we will analyze the scattering equation to give a proof for theorem (3.1.2). That is, we will compute the Fourier symbol for the conformal fractional Laplacian. In Section 3.4 we face the problem from an ODE-type point of view. This kind of study over the extension problem (3.1.14) gives us two equilibria and the existence of a Hamiltonian quantity conserved along the trajectories. Moreover we will find in Section 3.5 an explicit homoclinic solution, which corresponds to the $n$-sphere. Finally, in Section 3.6 we will perform a linear analysis close to the constant solution which corresponds to the $n$-cylinder.

### 3.2 Geometric setting

We give now the natural geometric interpretation of problem (3.1.1) and the extension formulation (3.1.3). Thanks to Theorem 2.2.17 given in the previous Chapter 2, the initial extension problem (3.1.3) can be transformed into the scattering equation (2.2.15) in hyperbolic space, denoted by $X_{1}=\mathbb{H}^{n+1}$, with the metric $g^{+}=\frac{d y^{2}+|d x|^{2}}{y^{2}}$. Our point of view is to use the metric $g_{0}$ from (3.1.7) as the representative of the conformal infinity $\mathbb{R}^{n} \backslash\{0\}$, instead of the Euclidean one $|d x|^{2}$. Let us introduce some notation now. The conformal infinity (with an isolated singularity) is $M_{1}=\mathbb{R}^{n} \backslash\{0\}$, which in polar coordinates can be represented as $M_{1}=\mathbb{R}^{+} \times \mathbb{S}^{n-1}$ and $|d x|^{2}=d r^{2}+r^{2} g_{\mathbb{S}^{n-1}}$, or using the change of variable $r=e^{-t}$, the Euclidean metric may be written as

$$
\begin{equation*}
|d x|^{2}=e^{-2 t}\left[d t^{2}+g_{\mathbb{S}^{n-1}}\right]=: e^{-2 t} g_{0} . \tag{3.2.1}
\end{equation*}
$$

Thus we need to rewrite the hyperbolic metric in a different normal form

$$
\begin{equation*}
g^{+}=\frac{d \rho^{2}+g_{\rho}}{\rho^{2}} \quad \text { with }\left.\quad g_{\rho}\right|_{\rho=0}=g_{0} \tag{3.2.2}
\end{equation*}
$$

for a suitable defining function $\rho$. We consider now several models for hyperbolic space, identified with the Riemannian version of AdS space-time. Inspired by cosmology studies, as we explained in Chapter 2, when we provide the example of the Anti-de Sitter space in Section 2.2.2 and also in Section 2.3.1, we write the hyperbolic metric as

$$
\begin{equation*}
g^{+}=d \sigma^{2}+\cosh ^{2} \sigma d t^{2}+\sinh ^{2} \sigma g_{\mathbb{S}^{n}-1}, \tag{3.2.3}
\end{equation*}
$$

where $t \in \mathbb{R}, \sigma \in(0, \infty) \theta \in \mathbb{S}^{n-1}$. Using the change of variable $R=\sinh \sigma$,

$$
g^{+}=\frac{1}{1+R^{2}} d R^{2}+\left(1+R^{2}\right) d t^{2}+R^{2} g_{\mathbb{S}^{n-1}} .
$$

This metric can be written in the normal form (3.2.2) as

$$
\begin{equation*}
g^{+}=\rho^{-2}\left[d \rho^{2}+\left(1+\frac{\rho^{2}}{4}\right)^{2} d t^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S}^{n-1}}\right] \tag{3.2.4}
\end{equation*}
$$

for $\rho \in(0,2), t \in \mathbb{R}, \theta \in \mathbb{S}^{n-1}$. Here we have used the relations

$$
\begin{equation*}
\rho=2 e^{-\sigma} \quad \text { and } \quad 1+R^{2}=\left(\frac{4-\rho^{2}}{4 \rho}\right)^{2} \tag{3.2.5}
\end{equation*}
$$

Let $\bar{g}=\rho^{2} g^{+}$be a compactification of $g^{+}$. Note that the apparent singularity at $\rho=2$ in the metric (3.2.4) is just a consequence of the polar coordinate parametrization and thus the metric is smooth across this point.

We define now $X_{2}=(0,2) \times \mathbb{S}^{1}(L) \times \mathbb{S}^{n-1}$, with coordinates $\rho \in(0,2), t \in \mathbb{S}^{1}(L), \theta \in$ $\mathbb{S}^{n-1}$, and the same metric given by (3.2.4). The conformal infinity $\{\rho=0\}$ is $M_{2}=$ $\mathbb{S}^{1}(L) \times \mathbb{S}^{n-1}$, with the metric given by $g_{0}=d t^{2}+g_{\mathbb{S}^{n-1}}$.

Note that $\left(X_{1}, g_{\mathbb{H}^{n+1}}^{+}\right)$is a covering of $\left(X_{2}, g^{+}\right)$. Indeed, $X_{2}$ is the quotient $X_{2}=$ $\mathbb{H}^{n+1} / \mathbb{Z} \approx \mathbb{R}^{n} \times \mathbb{S}^{1}(L)$ with $\mathbb{Z}$ the group generated by the translations, if we make the $t$ variable periodic. As a consequence, also $\left(M_{1},|d x|^{2}\right)$ is a covering of $\left(M_{2}, g_{0}\right)$ after the conformal change (3.2.1).

Summarizing, we denote $X=(0,2) \times \mathbb{R} \times \mathbb{S}^{n-1}$ and $M=\mathbb{R} \times \mathbb{S}^{n-1}$ and recall that the metric $\bar{g}=\rho^{2} g^{+}$is given by

$$
\begin{equation*}
\bar{g}=d \rho^{2}+\left(1+\frac{\rho^{2}}{4}\right)^{2} d t^{2}+\left(1-\frac{\rho^{2}}{4}\right)^{2} g_{\mathbb{S}^{n-1}}, \quad \text { and } \quad g_{0}=\left.\bar{g}\right|_{M}=d t^{2}+g_{\mathbb{S}^{n-1}} \tag{3.2.6}
\end{equation*}
$$

Equality (3.2.1) shows that the metrics $|d x|^{2}$ and $g_{0}$ are conformally related and therefore using (3.1.6), we can write any conformal change of metric on $M$ as

$$
\begin{equation*}
g_{v}:=w^{\frac{4}{n-2 \gamma}}|d x|^{2}=v^{\frac{4}{n-2 \gamma}} g_{0} \tag{3.2.7}
\end{equation*}
$$

Our aim is to to find radial (in the variable $|x|$ ), positive solutions for (3.1.3) with an isolated singularity at the origin. Using $g_{0}$ as background metric on $M$, and writing the conformal change of metric in terms of $v$ as (3.2.7), this is equivalent to look for positive solutions $v=v(t)$ to (3.1.9) with $0<c_{1} \leq v \leq c_{2}$, and we hope to find those that are periodic in $t$.

Finally, we check that the background metric $g_{0}$ given in (3.2.6) has constant fractional curvature $Q_{\gamma}^{g_{0}} \equiv c_{n, \gamma}$. This is true because of the definition of $c_{n, \gamma}$ given in Proposition 3.1.1, and the conformal equivalence given in (3.2.1). Thus, by construction, the trivial change $v_{1} \equiv 1$ is a solution to (3.1.9).

### 3.3 The conformal fractional Laplacian on $\mathbb{R} \times \mathbb{S}^{n-1}$.

In this section we present the proof of Theorem 3.1.2, i.e, the calculation of the Fourier symbol for the conformal fractional Laplacian on $\mathbb{R} \times \mathbb{S}^{n-1}$. This computation is based on the analysis of the scattering equation given in (2.2.15)-(2.2.14) for the extension metric (3.2.4). We recall that the scattering operator is defined as

$$
\begin{equation*}
P_{\gamma}^{g} w=S(s) w=\left.W_{1}\right|_{\rho=0}, \tag{3.3.1}
\end{equation*}
$$

and $s=\frac{n}{2}+\gamma$.
We also remark that the proof of formula (3.1.12) is inspired in the calculation of the Fourier symbol for the conformal fractional Laplacian on the sphere $\mathbb{S}^{n}$ as we explained in Section 2.2.3. The method in both cases is, using spherical harmonics, to reduce the scattering equation (2.2.15) to an ODE that can be explicitly solved. Note that this idea of studying the scattering problem on certain Lorentzian models has been long used in Physics papers, but in general it is very hard to obtain explicit expressions for the solution and the majority of the existing results are numeric (see, for example, [55]).

For the calculations below it is better to use the hyperbolic metric given in the coordinates (3.2.3). Then the conformal infinity corresponds to the value $\{\sigma=+\infty\}$. The scattering equation (2.2.15) can be written in terms of the variables $\sigma \in(0, \infty), t \in \mathbb{R}$ and $\theta \in \mathbb{S}^{n-1}$ as

$$
\begin{equation*}
\partial_{\sigma \sigma} U+Q(\sigma) \partial_{\sigma} U+\cosh ^{-2}(\sigma) \partial_{t t} U+\sinh ^{-2}(\sigma) \Delta_{\mathbb{S}^{n-1}} U+\left(\frac{n^{2}}{4}-\gamma^{2}\right) U=0 \tag{3.3.2}
\end{equation*}
$$

where $U=U(\sigma, t, \theta)$, and

$$
Q(\sigma)=\frac{\partial_{\sigma}\left(\cosh \sigma \sinh ^{n-1} \sigma\right)}{\cosh \sigma \sinh ^{n-1} \sigma}
$$

After the change of variable

$$
\begin{equation*}
z=\tanh (\sigma) \tag{3.3.3}
\end{equation*}
$$

equation (3.3.2) reads:

$$
\begin{align*}
\left(1-z^{2}\right)^{2} \partial_{z z} U+\left(\frac{n-1}{z}-z\right)\left(1-z^{2}\right) \partial_{z} U & +\left(1-z^{2}\right) \partial_{t t} U \\
& \quad+\left(\frac{1}{z^{2}}-1\right) \Delta_{\mathbb{S}^{n-1}} U+\left(\frac{n^{2}}{4}-\gamma^{2}\right) U=0 . \tag{3.3.4}
\end{align*}
$$

We compute the projection of equation (3.3.4) over each eigenspace of $\Delta_{\mathbb{S} n-1}$. Given $k \in \mathbb{N}$, let $U_{k}(z, t)$ be the projection of $U$ over the eigenspace $\left\langle E_{k}\right\rangle$ associated to the eigenvalue $\mu_{k}=-k(k+n-2)$. Each $U_{k}$ satisfies the following equation:

$$
\begin{equation*}
\left(1-z^{2}\right) \partial_{z z} U_{k}+\left(\frac{n-1}{z}-z\right) \partial_{z} U_{k}+\partial_{t t} U_{k}+\mu_{k} \frac{1}{z^{2}} U_{k}+\frac{\frac{n^{2}}{4}-\gamma^{2}}{1-z^{2}} U_{k}=0 \tag{3.3.5}
\end{equation*}
$$

Taking the Fourier transform (3.1.11) in the variable $t$ we obtain

$$
\begin{equation*}
\left(1-z^{2}\right) \partial_{z z} \widehat{U_{k}}+\left(\frac{n-1}{z}-z\right) \partial_{z} \widehat{U_{k}}+\left[\mu_{k} \frac{1}{z^{2}}+\frac{\frac{n^{2}}{4}-\gamma^{2}}{1-z^{2}}-\xi^{2}\right] \widehat{U_{k}}=0 \tag{3.3.6}
\end{equation*}
$$

Fixed $k$ and $\xi$, we know that

$$
\begin{equation*}
\widehat{U_{k}}=\widehat{w_{k}}(\xi) \varphi_{k}^{\xi}(z) \tag{3.3.7}
\end{equation*}
$$

where $\varphi:=\varphi_{k}^{\xi}(z)$ is the solution of the following ODE problem:

$$
\left\{\begin{array}{l}
\left(1-z^{2}\right) \partial_{z z} \varphi+\left(\frac{n-1}{z}-z\right) \partial_{z} \varphi+\left(\frac{\mu_{k}}{z^{2}}+\frac{\frac{n^{2}}{4}-\gamma^{2}}{1-z^{2}}-\xi^{2}\right) \varphi=0  \tag{3.3.8}\\
\text { has the expansion (2.2.14) with } w \equiv 1 \text { near the conformal infinity } z=1, \\
\varphi \text { is regular at } z=0
\end{array}\right.
$$

This ODE has only regular singular points $z$. The first equation in (3.3.8) can be explicitly solved,

$$
\begin{align*}
\varphi(z) & =A\left(1-z^{2}\right)^{\frac{n}{4}-\frac{\gamma}{2}} z^{1-\frac{n}{2}+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{ }_{2} \mathrm{~F}_{1}\left(a, b ; c ; z^{2}\right) \\
& +B\left(1-z^{2}\right)^{\frac{n}{4}-\frac{\gamma}{2}} z^{1-\frac{n}{2}-\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{ }_{2} \mathrm{~F}_{1}\left(\tilde{a}, \tilde{b} ; \tilde{c} ;, z^{2}\right) \tag{3.3.9}
\end{align*}
$$

for any real constants $A, B$, where

- $a=\frac{-\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\xi}{2}$,
- $b=\frac{-\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}-i \frac{\xi}{2}$,
- $c=1+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}$,
- $\tilde{a}=\frac{-\gamma}{2}+\frac{1}{2}-\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\xi}{2}$,
- $\tilde{b}=\frac{-\gamma}{2}+\frac{1}{2}-\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}-i \frac{\xi}{2}$,
- $\tilde{c}=1-\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}$,
and ${ }_{2} \mathrm{~F}_{1}$ denotes the standard hypergeometric function introduced in Lemma 7.0.1 (Appendix 7). Note that we can write $\xi$ instead of $|\xi|$ in the arguments of the hypergeometric functions because $a=\bar{b}, \tilde{a}=\overline{\tilde{b}}$ and property (7.0.6) given in the same Lemma 7.0.1.

The regularity at the origin $z=0$ implies $B=0$ in (3.3.9). Moreover, property (7.0.5) from Lemma 7.0.1 in the Appendix 7 makes it possible to rewrite $\varphi$ as

$$
\begin{align*}
\varphi(z)= & A\left[\alpha(1+z)^{\frac{n}{4}-\frac{\gamma}{2}}(1-z)^{\frac{n}{4}-\frac{\gamma}{2}} z^{1-\frac{n}{2}+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}} \cdot{ }_{2} \mathrm{~F}_{1}\left(a, b ; a+b-c+1 ; 1-z^{2}\right)\right. \\
& \left.+\beta(1+z)^{\frac{n}{4}+\frac{\gamma}{2}}(1-z)^{\frac{n}{4}+\frac{\gamma}{2}} z^{1-\frac{n}{2}+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}} \cdot{ }_{2} \mathrm{~F}_{1}\left(c-a, c-b ; c-a-b+1 ; 1-z^{2}\right)\right] \tag{3.3.10}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha=\frac{\Gamma\left(1+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}\right) \Gamma(\gamma)}{\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}-i \frac{\xi}{2}\right) \Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\xi}{2}\right)}  \tag{3.3.11}\\
& \beta=\frac{\Gamma\left(1+\sqrt{\left.\left(\frac{n}{2}-1\right)^{2}-\mu_{k}\right)} \Gamma(-\gamma)\right.}{\Gamma\left(\frac{-\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\xi}{2}\right) \Gamma\left(\frac{-\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}-i \frac{\xi}{2}\right)} .
\end{align*}
$$

The constant coefficient $A$ will be fixed from the second statement in (3.3.8). From the definition of the scattering operator in (3.3.1), $\varphi$ must have the asymptotic expansion near $\rho=0$

$$
\begin{equation*}
\varphi(\rho)=\rho^{n-s}(1+\ldots)+\rho^{s}\left(\widehat{S^{k}}(s) 1+\ldots\right), \tag{3.3.12}
\end{equation*}
$$

where $S^{k}(s)$ is the projection of the scattering operator $S(s)$ over the eigenspace $\left\langle E_{k}\right\rangle$.
We now use the changes of variable (3.3.3) and (3.2.5), obtaining

$$
\begin{equation*}
z=\tanh (\sigma)=\frac{4-\rho^{2}}{4+\rho^{2}}=1-\frac{1}{2} \rho^{2}+\cdots \tag{3.3.13}
\end{equation*}
$$

Therefore, substituting (3.3.13) into (3.3.10) we can express $\varphi$ as a function on $\rho$ as follows

$$
\begin{aligned}
\varphi(\rho) \sim A & {\left[\alpha \rho^{\frac{n}{2}-\gamma}{ }_{2} \mathrm{~F}_{1}\left(a, b ; a+b-c+1 ; \rho^{2}\right)\right.} \\
& \left.+\beta \rho^{\frac{n}{2}+\gamma}{ }_{2} \mathrm{~F}_{1}\left(c-a, c-b ; c-a-b+1 ; \rho^{2}\right)\right], \quad \text { as } \rho \rightarrow 0 .
\end{aligned}
$$

Using property (7.0.1) from Lemma 7.0.1 in the Appendix 7, we have that near the conformal infinity,

$$
\begin{equation*}
\varphi(\rho) \simeq A\left[\alpha \rho^{\frac{n}{2}-\gamma}+\beta \rho^{\frac{n}{2}+\gamma}+\ldots\right] . \tag{3.3.14}
\end{equation*}
$$

Comparing (3.3.14) with the expansion of $\varphi$ given in (3.3.12), we have

$$
\begin{equation*}
A=\alpha^{-1} \tag{3.3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{S^{k}}(s)=\beta \alpha^{-1} . \tag{3.3.16}
\end{equation*}
$$

Recalling the definition of the conformal fractional Laplacian given in (2.2.17), and taking into account (3.3.7), we can assert that the Fourier symbol $\Theta_{\gamma}^{k}(\xi)$ for the projection $P_{\gamma}^{k}$ of the conformal fractional Laplacian $P_{\gamma}^{g_{0}}$ satisfies

$$
\Theta_{\gamma}^{k}(\xi)=\frac{\Gamma(\gamma)}{\Gamma(-\gamma)} 2^{2 \gamma} \widehat{S^{k}}(s)
$$

From here we can calculate the value of this symbol and obtain (3.1.12); just take (3.3.16) into account and property (7.0.8) from Lemma 7.0.2. This completes the proof of Theorem 3.1.2.

Remark 3.3.1. When $\gamma=m$, an integer, we recover the principal symbol for the GJMS operators $P_{m}^{g_{0}}$. Indeed, from Theorem 3.1.2 we have that for any dimension $n>2 m$, the

Fourier symbol of $P_{m}^{g_{0}}$ is given by

$$
\begin{aligned}
\Theta_{m}^{k}(\xi) & =2^{2 m} \frac{\left|\Gamma\left(\frac{1}{2}+\frac{m}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}-\frac{m}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\xi}{2} i\right)\right|^{2}} \\
& =2^{2 m} \prod_{j=1}^{m}\left(\frac{\left[4(m-j)-m+1+\sqrt{\left(\frac{n}{2}-1\right)^{2}+k(k+n-1)}\right]^{2}}{4}+\frac{\xi^{2}}{4}\right) \\
& =\Psi\left(m, n, k, \xi, \xi^{2}, \ldots, \xi^{2 m-1}\right)+\xi^{2 m},
\end{aligned}
$$

where we have used the property (7.0.9) of the Gamma function given in Lemma 7.0.2. Note that $\Psi$ is a polynomial function on $\xi$ of degree less than $2 m$.

For instance, for the classical case $m=1$,

$$
\Theta_{1}^{k}(\xi)=\xi^{2}+\frac{(n-2)^{2}}{4}-\mu_{k}, \quad k=0,1, \ldots,
$$

so we recover the usual conformal Laplacian $P_{1}^{g_{0}}$ given, in Fourier decomposition, by

$$
P_{1}^{k}(v)=-\ddot{v}+\left[\frac{(n-2)^{2}}{4}-\mu_{k}\right] v, \quad k=0,1, \ldots
$$

Note that $P_{1}^{0}$ is precisely the operator appearing in (2.4.4) for radial functions $v=v(t)$.
This proof also allows us to explicitly calculate the special defining function $\rho^{*}$ from Theorem 2.2.21:

Corolary 3.3.2 We have

$$
\left(\rho^{*}\right)^{n-s}=\alpha^{-1}\left(\frac{4 \rho}{4+\rho^{2}}\right)^{\frac{n}{2}-\gamma}{ }_{2} \mathrm{~F}_{1}\left(\frac{n}{4}-\frac{\gamma}{2}, \frac{n}{4}-\frac{\gamma}{2} ; \frac{n}{2},\left(\frac{4-\rho^{2}}{4+\rho^{2}}\right)^{2}\right),
$$

where $\alpha$ is the constant from (3.3.11). As a consequence, $\rho^{*} \in\left(0, \rho_{0}^{*}\right)$ where we have defined $\left(\rho_{0}^{*}\right)^{n-s}=\alpha^{-1}$.

Proof. From the proof of Theorem 2.2.21, which corresponds to Lemma 4.5 in [43], we know that

$$
\rho^{*}=\left(\varphi_{0}^{0}\right)^{\frac{1}{n-s}}(z),
$$

where $\varphi$ is the solution of (3.3.8). Thus from formula (3.3.9) for $B=0$ and the relation between $z$ and $\rho$ from (3.3.13) we arrive at the desired conclusion. The behavior when $\rho \rightarrow 2$ can be calculated directly from (3.3.9) and, as a consequence, $\left(\rho_{0}^{*}\right)^{n-s}=\varphi(0)=\alpha^{-1}$.

We end this section with a remark on the classical fractional Hardy inequality. On Euclidean space $\left(\mathbb{R}^{n},|d x|^{2}\right)$, it is well known that, for all $w \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $\gamma \in\left(0, \frac{n}{2}\right)$,

$$
\begin{align*}
c_{H} \int_{\mathbb{R}^{n}} \frac{|w|^{2}}{|x|^{2 \gamma}} d x & \leq \int_{\mathbb{R}^{n}}|\xi|^{2 \gamma}|\hat{w}(\xi)|^{2} d \xi  \tag{3.3.17}\\
& =\int_{\mathbb{R}^{n}}\left|(-\Delta)^{\frac{\gamma}{2}} w\right|^{2} d x=\int_{\mathbb{R}^{n}} w(-\Delta)^{\gamma} w d x .
\end{align*}
$$

Moreover, the constant $c_{H}$ is sharp (although it is not achieved) and its value is given by

$$
c_{H}=c_{n, \gamma},
$$

which is the constant in Proposition 3.1.1. This is not a coincidence, since the functions that are used in the proof of the sharpness statement are suitable approximations of (3.1.10). This constant was first calculated in [106], but there have been many references [173, 21, 92], for instance.

A natural geometric context for the fractional Hardy inequality is obtained by taking $g_{0}$ as a background metric, and using the changes (3.1.6) and (3.1.7). Indeed, using the conformal relation given by expression (3.1.8), we conclude that (3.3.17) is equivalent to the following:

$$
\begin{equation*}
c_{n, \gamma} \int_{\mathbb{R} \times \mathbb{S}^{n-1}} v^{2} \operatorname{dvol}_{g_{0}} \leq \int_{\mathbb{R} \times \mathbb{S}^{n-1}} v\left(P_{\gamma}^{g_{0}} v\right) \operatorname{dvol}_{g_{0}} \tag{3.3.18}
\end{equation*}
$$

for every $v \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R} \times \mathbb{S}^{n-1}\right)$.

### 3.4 ODE-type analysis

In this section we fix $\gamma \in(0,1)$. As we have explained, the fractional Yamabe problem with an isolated singularity at the origin is equivalent to the extension problem (3.1.3). We look for radial solutions of the form (3.1.6). Based on our previous study, it is equivalent to consider solutions $V=V(t, \rho)$ of the extension problem (3.1.14), for the metric (3.1.13). In this section we perform an ODE-type analysis for the PDE problem (3.1.14).

Firstly we calculate

$$
\begin{align*}
\operatorname{div}_{\bar{g}}\left(\rho^{a} \nabla_{\bar{g}} V\right) & =\sum_{i, j} \frac{1}{\sqrt{|\bar{g}|}} \partial_{i}\left(\bar{g}^{i j} \rho^{a} \sqrt{|\bar{g}|} \partial_{j} V\right)  \tag{3.4.1}\\
& =\frac{1}{e(\rho)} \partial_{\rho}\left(\rho^{a} e(\rho) \partial_{\rho} V\right)+\frac{\rho^{a}}{\left(1+\frac{\rho^{2}}{4}\right)^{2}} \partial_{t t} V+\frac{\rho^{a}}{\left(1-\frac{\rho^{2}}{4}\right)^{2}} \Delta_{\mathbb{S}^{n-1}} V,
\end{align*}
$$

where

$$
e(\rho)=\left(1+\frac{\rho^{2}}{4}\right)\left(1-\frac{\rho^{2}}{4}\right)^{n-1}
$$

Using the expression given in (2.2.35),

$$
\begin{equation*}
E(\rho)=\frac{n-1+a}{4} \rho^{a} \frac{n-2+n \frac{\rho^{2}}{4}}{\left(1+\frac{\rho^{2}}{4}\right)\left(1-\frac{\rho^{2}}{4}\right)} \tag{3.4.2}
\end{equation*}
$$

Remark 3.4.1. Let $V$ be the (unique) solution of (3.1.14). If $v$ does not depend on the spherical variable $\theta \in \mathbb{S}^{n-1}$, then $V$ does not either. Analogously, if $v$ is independent on $t$ and $\theta$, then $V$ is just a function of $\rho$. The proof is a straightforward computation using that the variables in (3.4.1) are separated.

As a consequence of the previous remark, it is natural to look for solutions $V$ of (3.1.14) that only depend on $\rho$ and $t$, i.e. solutions of

$$
\left\{\begin{align*}
-\frac{1}{e(\rho)} \partial_{\rho}\left(\rho^{a}\left(e(\rho) \partial_{\rho} V\right)-\frac{\rho^{a}}{\left(1+\frac{\rho^{2}}{4}\right)^{2}} \partial_{t t} V+E(\rho) V\right. & =0 \text { for } \rho \in(0,2), t \in \mathbb{R},  \tag{3.4.3}\\
V & =v \text { on }\{\rho=0\} \\
-\tilde{d}_{\gamma} \lim _{\rho \rightarrow 0} \rho^{a} \partial_{\rho} V & =c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on }\{\rho=0\} .
\end{align*}\right.
$$

Now we take the special defining function $\rho^{*}$ given in Theorem 2.2.21, whose explicit expression is given in Corollary 3.3.2. Then we can rewrite the original problem (3.1.14) in $g^{*}$, defined on the extension $X^{*}=\left\{\rho \in\left(0, \rho_{0}^{*}\right), t \in \mathbb{R}, \theta \in \mathbb{S}^{n-1}\right\}$, as

$$
\left\{\begin{align*}
-\operatorname{div}_{g^{*}}\left(\left(\rho^{*}\right)^{a} \nabla_{g^{*}} V\right) & =0 \text { in }\left(X^{*}, g^{*}\right),  \tag{3.4.4}\\
V & =v \text { on }\left\{\rho^{*}=0\right\}, \\
-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} V+c_{n, \gamma} v & =c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on }\left\{\rho^{*}=0\right\},
\end{align*}\right.
$$

where $g^{*}=\frac{\left(\rho^{*}\right)^{2}}{\rho^{2}} \bar{g}$, for $\rho^{*}=\rho^{*}(\rho)$.
Note that Proposition 3.1.1 calculates the value $Q_{\gamma}^{g_{0}} \equiv c_{n, \gamma}$. The advantage of (3.4.4) over the original (3.1.14) is that it is a pure divergence elliptic problem and has nicer analytical properties.

Next, if we look for radial solutions (that depend only on $t$ and $\rho^{*}$ ), then the extension problem (3.4.4) reduces to:

$$
\left\{\begin{align*}
\frac{1}{e^{*}(\rho)} \partial_{\rho^{*}}\left(\left(\rho^{*}\right)^{a} e^{*}(\rho) \partial_{\rho^{*}} V\right)+\frac{\left(\rho^{*}\right)^{a}}{\left(1+\frac{\rho^{2}}{4}\right)^{2}} \partial_{t t} V & =0 \text { for } t \in \mathbb{R}, \rho^{*} \in\left(0, \rho_{0}^{*}\right),  \tag{3.4.5}\\
v & =V \text { on }\left\{\rho^{*}=0\right\} \\
-\tilde{d}_{\gamma}\left(\rho^{*}\right)^{a} \partial_{\rho^{*}} V+c_{n, \gamma} v & =c_{n, \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \text { on }\left\{\rho^{*}=0\right\}
\end{align*}\right.
$$

where

$$
e^{*}(\rho)=\left(\frac{\rho^{*}}{\rho}\right)^{2} e(\rho) .
$$

Summarizing, we will concentrate in problems (3.4.3) and (3.4.5). In some sense (3.4.5) is closer to the local equation (2.4.4) and shares many of its properties. For instance, it has two critical points: $v_{0} \equiv 0$ and $v_{1} \equiv 1$, since these are the only constant solutions of the boundary condition $v=v^{\frac{n+2 \gamma}{n-2 \gamma}}$ on $\rho^{*}=0$. Moreover, by uniqueness of the solution and Remark 3.4.1, the only critical points in the extension are simply $V_{0} \equiv 0$ and $V_{1} \equiv 1$.
Remark 3.4.2. The calculation of the critical points $v_{0} \equiv 0$ and $v_{1} \equiv 1$ also holds for any $\gamma \in\left(0, \frac{n}{2}\right)$, since the corresponding extension problem shares many similarities with (3.4.5) (c.f. [43, 40, 174]).

The linearization at $V_{1} \equiv 1$ will be considered in Section 3.6.

### 3.4.1 A conserved Hamiltonian

Here we give the proof of Theorem 3.1.3. The idea comes from [31], where they consider layer solutions for semilinear equations with fractional Laplacian and a double-well potential. Multiply the first equation in (3.4.3) by $e(\rho) \partial_{t} V$, and integrate with respect to $\rho \in(0,2)$, obtaining

$$
-\int_{0}^{2} \partial_{\rho}\left(\rho^{a} e(\rho) \partial_{\rho} V\right) \partial_{t} V d \rho-\int_{0}^{2} \rho^{a} e_{1}(\rho) \partial_{t t} V \partial_{t} V d \rho+\int_{0}^{2} \rho^{a} e_{2}(\rho) V \partial_{t} V d \rho=0
$$

where we have defined $e, e_{1}, e_{2}$ as in (3.1.16). We realize that $\partial_{t t} V \partial_{t} V=\frac{1}{2} \partial_{t}\left(\left(\partial_{t} V\right)^{2}\right)$ and $V \partial_{t} V=\frac{1}{2} \partial_{t}\left(V^{2}\right)$, thus integrating by parts in the first term above we get

$$
\begin{aligned}
& \int_{0}^{2} \rho^{a} e(\rho) \partial_{\rho} V \partial_{t \rho} V d \rho+\left.\left(\rho^{a} e(\rho) \partial_{\rho} V \partial_{t} V\right)\right|_{\rho=0} \\
& -\partial_{t}\left(\frac{1}{2} \int_{0}^{2} \rho^{a} e_{1}(\rho)\left(\partial_{t} V\right)^{2} d \rho\right)+\partial_{t}\left(\frac{1}{2} \int_{0}^{2} \rho^{a} e_{2}(\rho) V^{2} d \rho\right)=0
\end{aligned}
$$

Here we have used the regularity of $V$ at $\rho=2$. Again we note that $\partial_{\rho} V \partial_{t \rho} V=\frac{1}{2} \partial_{t}\left(\left(\partial_{\rho} V\right)^{2}\right)$ and using the boundary condition, i.e., the third equation in (3.4.3), we have

$$
\begin{align*}
\frac{1}{2} \partial_{t}\left(\int_{0}^{2} \rho^{a} e(\rho)\left(\partial_{\rho} V\right)^{2} d \rho\right) & -\frac{1}{2} \partial_{t}\left(\int_{0}^{2} \rho^{a} e_{1}(\rho)\left(\partial_{t} V\right)^{2} d \rho\right) \\
& +\frac{1}{2} \partial_{t}\left(\int_{0}^{2} \rho^{a} e_{2}(\rho) V^{2} d \rho\right)=\frac{c_{n, \gamma}}{\tilde{d} \gamma} v^{\frac{n+2 \gamma}{n-2 \gamma}} \partial_{t} v \tag{3.4.6}
\end{align*}
$$

Define

$$
G(v)=C_{n, \gamma} v^{\frac{2 n}{n-2 \gamma}}
$$

where the constant is defined in (3.1.17). In this way, we have from (3.4.6) that

$$
\frac{1}{2} \partial_{t} \int_{0}^{2}\left\{\rho^{a} e(\rho)\left(\partial_{\rho} V\right)^{2}-\rho^{a} e_{1}(\rho)\left(\partial_{t} V\right)^{2}+\rho^{a} e_{2}(\rho) V^{2}\right\} d \rho-\partial_{t}(G(v))=0
$$

So we can conclude that the Hamiltonian

$$
-H_{\gamma}(t):=\frac{1}{2} \int_{0}^{2} \rho^{a}\left\{e(\rho)\left(\partial_{\rho} V\right)^{2}-e_{1}(\rho)\left(\partial_{t} V\right)^{2}+e_{2}(\rho) V^{2}\right\} d \rho-G(v)
$$

is constant respect to $t$. This concludes the proof of Theorem 3.1.3.
Remark 3.4.3. One can rewrite the Hamiltonian in terms of the defining function $\rho^{*}$. For this, we may follow similar computations as above but starting with equation (3.4.5). Indeed, let $V$ be a solution of (3.4.4), then the new Hamiltonian quantity

$$
\begin{equation*}
H_{\gamma}^{*}(t):=\frac{c_{n, \gamma}}{\tilde{d}_{\gamma}}\left(\frac{n-2 \gamma}{2 n} v^{\frac{2 n}{n-2 \gamma}}-\frac{1}{2} v^{2}\right)+\frac{1}{2} \int_{0}^{\rho_{0}^{*}}\left(\rho^{*}\right)^{a}\left\{e_{1}^{*}(\rho)\left(\partial_{t} V\right)^{2}-e^{*}(\rho)\left(\partial_{\rho^{*}} V\right)^{2}\right\} d \rho^{*} \tag{3.4.7}
\end{equation*}
$$

is constant respect to $t$. Here

$$
e^{*}(\rho)=\left(\frac{\rho^{*}}{\rho}\right)^{2}, \quad e_{1}^{*}(\rho)=\left(\frac{\rho^{*}}{\rho}\right)^{2} e_{1}(\rho) .
$$

This quantity $H_{\gamma}^{*}$ is the natural generalization of (2.4.5).
Now we observe that in the local case, the Hamiltonian (2.4.5) is a convex function in the domain we are interested, thus its level sets are well defined closed trajectories around the equilibrium $v_{1} \equiv 1$. We would like to have the analogous result for the Hamiltonian quantity $H_{\gamma}^{*}$ from (3.4.7). This is a very interesting open question that we conjecture to be true. In any case, the second variation for $H_{\gamma}^{*}$ near this equilibrium is:

$$
\left.\frac{d^{2}}{d \epsilon^{2}}\right|_{\epsilon=0} H_{\gamma}^{*}\left(V_{1}+\epsilon V\right)=\frac{c_{n, \gamma}}{d_{\gamma}} \frac{4 \gamma}{n-2 \gamma} v^{2}+\frac{1}{2} \int_{0}^{\rho_{0}^{*}}\left(\rho^{*}\right)^{a} \frac{\left(\rho^{*}\right)^{2}}{\rho^{2}}\left\{e_{1}(\rho)\left(\partial_{t} V\right)^{2}-e(\rho)\left(\partial_{\rho^{*}} V\right)^{2}\right\} d \rho^{*} .
$$

### 3.5 The homoclinic solution

For this section we will take $\gamma \in\left(0, \frac{n}{2}\right)$, since it does not depend on the extension problem (3.1.3). It is clear that the standard bubble (3.1.5) is a solution of equation (3.1.1) that has a removable singularity at the origin. Note that, because of our choice of the constant $c_{n, \gamma}$, we need to normalize it by a positive multiplicative constant. We prove here that, on the boundary phase portrait, the equilibrium $v_{1} \equiv 1$ stays always bounded by this homoclinic solution at the boundary. More precisely:

Proposition 3.5.1. The positive function

$$
\begin{equation*}
v_{\infty}(t)=C(\cosh t)^{-\frac{n-2 \gamma}{2}}, \quad \text { with } \quad C=\left(c_{n, \gamma} \frac{\Gamma\left(\frac{n}{2}-\gamma\right)}{\Gamma\left(\frac{n}{2}+\gamma\right)}\right)^{-\frac{n-2 \gamma}{4 \gamma}}>1 \equiv v_{1} \tag{3.5.1}
\end{equation*}
$$

is a smooth solution of the fractional Yamabe problem (3.1.9). The value of $c_{n, \gamma}$ is given in Proposition 3.1.1.

Proof. The canonical metric on the sphere, rescaled by a constant, maybe written as

$$
g_{C}=C^{\frac{4}{n-2 \gamma}} g_{\mathbb{S}^{n}}=\left[C(\cosh t)^{-\frac{n-2 \gamma}{2}}\right]^{\frac{4}{n-2 \gamma}} g_{0} .
$$

We choose $C$ such that the fractional curvature of the standard sphere is normalized to

$$
\begin{equation*}
Q_{\gamma}^{g_{C}} \equiv c_{n, \gamma} . \tag{3.5.2}
\end{equation*}
$$

Now we use the conformal property (2.2.20) for the operator $P_{\gamma}^{g_{S} n}$ :

$$
\begin{equation*}
P_{\gamma}^{g_{S}^{n}}(C)=C^{\frac{n+2 \gamma}{n-2 \gamma}} Q_{\gamma}^{g_{C}} . \tag{3.5.3}
\end{equation*}
$$

One checks that the fractional curvature is homogeneous of order $\gamma$ under rescaling of the metric. Indeed, because of (3.5.3) and the linearity of the operator $P_{\gamma}$

$$
\begin{equation*}
Q_{\gamma}^{g_{C}}=C^{-\frac{n+2 \gamma}{n-2 \gamma}} P_{\gamma}^{g_{S} n}(C)=C^{-\frac{(n+2 \gamma)}{n-2 \gamma}+1} P_{\gamma}^{g_{S} n}(1)=C^{-\frac{4 \gamma}{n-2 \gamma}} Q_{\gamma}^{g_{S} n} . \tag{3.5.4}
\end{equation*}
$$

Comparing equalities (3.5.2) and (3.5.4), together with the value of the curvature on the standard sphere (2.2.28) given in the previous Chapter 2, we find the precise value of $C$ as claimed in (3.5.1).

Next, let us check that the value of the constant $C$ is larger than one. Because of Proposition 3.1.1 we have to test that

$$
2^{2 \gamma}\left(\frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)}\right)^{2} \frac{\Gamma\left(\frac{n}{2}-\gamma\right)}{\Gamma\left(\frac{n}{2}+\gamma\right)}<1
$$

Using the property (7.0.10) of the Gamma function, given in Lemma 7.0.2, we only need to verify that

$$
X(n, \gamma):=\frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)} \frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)+\frac{1}{2}\right)}<1 .
$$

Thanks to Lemma 3.5.2 below, it is enough to see that

$$
X(n, 1)=1-\frac{2}{n} \leq 1 \quad \forall n
$$

which holds trivially.
Lemma 3.5.2. The function $X(n, \gamma)$ defined as follows

$$
X(n, \gamma):=\frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)} \frac{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)+\frac{1}{2}\right)},
$$

is (strictly) increasing in $n$, and decreasing in $\gamma$.
Proof. If we denote $\psi(z)$ the Digamma function from Lemma 7.0.2, we can use the expansion (7.0.11) to study the growth of the function $X(n, \gamma)$ with respect to $n$ and $\gamma$. First,

$$
\begin{aligned}
\frac{\partial}{\partial n}(\log X(n, \gamma)) & =\frac{1}{4}\left(\psi\left(\frac{n}{4}+\frac{\gamma}{2}\right)+\psi\left(\frac{n}{4}-\frac{\gamma}{2}+\frac{1}{2}\right)-\psi\left(\frac{n}{4}-\frac{\gamma}{2}\right)-\psi\left(\frac{n}{4}+\frac{\gamma}{2}+\frac{1}{2}\right)\right) \\
& =\frac{\gamma}{4} \sum_{m=0}^{\infty} \frac{m+\frac{n}{4}+\frac{1}{4}}{\left[\left(m+\frac{n}{4}\right)^{2}-\frac{\gamma^{2}}{4}\right]\left[\left(m+\frac{n}{4}+\frac{1}{2}\right)^{2}-\frac{\gamma^{2}}{4}\right]}>0
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial}{\partial \gamma}(\log X(n, \gamma)) & =\frac{1}{2}\left(\psi\left(\frac{n}{4}+\frac{\gamma}{2}\right)-\psi\left(\frac{n}{4}-\frac{\gamma}{2}+\frac{1}{2}\right)+\psi\left(\frac{n}{4}-\frac{\gamma}{2}\right)-\psi\left(\frac{n}{4}+\frac{\gamma}{2}+\frac{1}{2}\right)\right) \\
& =-\frac{1}{2} \sum_{m=0}^{\infty}\left[\frac{\left(m+\frac{n}{4}+\frac{1}{2}\right)\left(m+\frac{n}{4}\right)+\frac{\gamma^{2}}{4}}{\left(\left(m+\frac{n}{4}+\frac{1}{2}\right)^{2}-\frac{\gamma^{2}}{4}\right)\left(\left(m+\frac{n}{4}\right)^{2}-\frac{\gamma^{2}}{4}\right)}\right]<0
\end{aligned}
$$

### 3.6 Linear analysis

Let us say a few words about stability. Let $v_{*}$ be a solution of (3.1.9). The corresponding linearized equation is

$$
P_{\gamma}^{g_{0}} v=c_{n, \gamma} \frac{n+2 \gamma}{n-2 \gamma} v_{*}^{\frac{4 \gamma}{n-2 \gamma}} v .
$$

We say that $v_{*}$ is a stable solution of (3.1.9) if

$$
\begin{equation*}
\int_{M} v\left(P_{\gamma}^{g_{0}} v\right) d v o l_{g_{0}}-c_{n, \gamma} \frac{n+2 \gamma}{n-2 \gamma} \int_{M} v_{*}^{\frac{4 \gamma}{n-2 \gamma}} v^{2} d^{2} v_{g_{0}} \geq 0, \quad \text { for all } \quad v \in \mathcal{C}_{0}^{\infty}(M) . \tag{3.6.1}
\end{equation*}
$$

We observe here that the equilibrium $v_{1} \equiv 1$ is not a stable solution for (3.1.9) just by comparing the constant appearing in (3.6.1) and in the Hardy inequality (3.3.18). In addition, one easily checks that the equilibrium solution $v_{0} \equiv 0$ is stable.

But it is more interesting to look at the explicit solution $v_{\infty}$ given in (3.5.1). It follows from the Hardy inequality (3.3.18) that this explicit solution is not stable. The kernel of the linearization at $v_{\infty}$ is calculated in [58], where they show that, although non-trivial, is non-degenerate, i.e., is generated by translations and dilations of the standard bubble.

Let us look more closely at the spectrum of the operator $P_{\gamma}^{g_{0}}$. It is well known that $P_{\gamma}^{g_{0}}$ is self-adjoint ([102]), and then we can compute its first eigenvalue through the Rayleigh quotient. Thus we minimize

$$
\inf _{v \in \mathcal{C}_{0}^{\infty}(M)} \frac{\int_{M} v P_{\gamma}^{g_{0}} v d v o l_{g_{0}}}{\int_{M} v^{2} d v o l_{g_{0}}}
$$

where $M=\mathbb{R} \times \mathbb{S}^{n-1}$. We can apply Theorem 4.2 and Corollary 4.3 in [97] (or the Hardy inequality (3.3.18)) to conclude that $P_{\gamma}^{g_{0}}$ is positive-definite. Moreover, the first eigenspace is of dimension one.

Now we consider the linear analysis around the equilibrium solution $v_{1} \equiv 1$. In order to motivate our results, let us explain what happens in the local case $\gamma=1$, explained in the previous Chapter 2 in Section 2.4, for the linearization (see [140, 144, 112]). In these papers the authors actually characterize the spectrum for the linearization of the equation

$$
P_{1}^{g_{0}} v=\frac{(n-2)^{2}}{4} v^{\frac{n+2}{n-2}},
$$

given by (after projection over each eigenspace $\left\langle E_{k}\right\rangle, k=0,1, \ldots$ )

$$
-\ddot{v}-\left[n-2+\mu_{k}\right] v=0 .
$$

Note that this equation has periodic solutions only for $k=0$, of period $L_{0}^{1}=\frac{2 \pi}{\sqrt{\lambda^{0}}}$ for $\lambda^{0}=n-2$. Thus we recover (2.4.6). For the rest of $k=1, \ldots$, the corresponding $\lambda^{k}=n-2+\mu_{k}<0$, so we do not get periodic solutions.

The linearization of equation (3.1.9) around the equilibrium $v_{1} \equiv 1$ is given by

$$
\begin{equation*}
P_{\gamma}^{g_{0}} v=c_{n, \gamma} \frac{n+2 \gamma}{n-2 \gamma} v \tag{3.6.2}
\end{equation*}
$$

Here we will calculate the period of solutions for this linearized problem (for the projection $k=0$ ), as stated in Theorem 3.1.4, by the method of separation of variables. We also conjecture that there are not periodic solutions for the linearized problem (3.1.18) for the rest of $k=1, \ldots$, as it happens in the classical clase.

Therefore, we consider the projection of equation (3.3.2) over each eigenspace $\left\langle E_{k}\right\rangle$, $k=0,1, \ldots$. Let

$$
U_{k}(z, t)=T(t) Z(z)
$$

be a solution of (3.3.5). Then

$$
\left(1-z^{2}\right) \frac{Z^{\prime \prime}(z)}{Z(z)}+\left(\frac{n-1}{z}-z\right) \frac{Z^{\prime}(z)}{Z(z)}+\frac{\frac{n^{2}}{4}-\gamma^{2}}{1-z^{2}}+\frac{\mu_{k}}{z^{2}}=-\frac{T^{\prime \prime}(t)}{T(t)}=\lambda^{k}
$$

for a constant $\lambda^{k}:=\lambda^{k}(\gamma) \in \mathbb{R}$. We are only interested in the case $\lambda>0$, which is the one that leads to periodic solutions in the variable $t$. The period would be calculated from $L_{0}^{\gamma, k}:=\frac{2 \pi}{\sqrt{\lambda^{k}}}$.

Note that the equation for $Z(z)$ is simply (3.3.6) with $\xi^{2}$ replaced by $\lambda^{k}$. From the discussion in Section 3.3, in particular (3.3.10), (3.3.15) and (3.3.16) we have that

$$
\begin{aligned}
Z(z)= & (1+z)^{\frac{n}{4}-\frac{\gamma}{2}}(1-z)^{\frac{n}{4}-\frac{\gamma}{2}} z^{1-\frac{n}{2}+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{ }_{2} \mathrm{~F}_{1}\left(a, b ; a+b-c+1 ; 1-z^{2}\right) \\
& +\kappa(1+z)^{\frac{n}{4}+\frac{\gamma}{2}}(1-z)^{\frac{n}{4}+\frac{\gamma}{2}} z^{1-\frac{n}{2}-\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{ }_{2} \mathrm{~F}_{1}\left(c-a, c-b ; c-a-b+1 ; 1-z^{2}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& a=-\frac{\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\sqrt{\lambda^{k}}}{2} \\
& b=-\frac{\gamma}{2}+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}-i \frac{\sqrt{\lambda^{k}}}{2}, \\
& c=1+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}, \\
& \kappa=\frac{\Gamma(-\gamma)\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\sqrt{\lambda^{k}}}{2}\right)\right|^{2}}{\Gamma(\gamma)\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+i \frac{\sqrt{\lambda^{k}}}{2}\right)\right|^{2}} .
\end{aligned}
$$

We use the change of variable (3.3.13) to analyze the asymptotic behavior of $Z$ near the conformal infinity $\rho=0$

$$
Z \sim \rho^{\frac{n}{2}-\gamma}+\kappa \rho^{\frac{n}{2}+\gamma}
$$

From the definition of the scattering operator (2.2.14), (2.2.16), and the definition of the conformal fractional Laplacian we have that

$$
P_{\gamma}^{k} v_{k}=2^{2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\sqrt{\lambda^{k}}}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\sqrt{\lambda^{k}}}{2} i\right)\right|^{2}} v_{k} .
$$

Imposing the boundary condition (3.6.2) and the value of $c_{n, \gamma}$ given in (3.1.1), the unknown $\lambda^{k}$ must be a solution of

$$
\begin{equation*}
\frac{\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\sqrt{\lambda^{k}}}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}+\frac{\sqrt{\lambda^{k}}}{2} i\right)\right|^{2}}=\frac{n+2 \gamma}{n-2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)\right|^{2}} . \tag{3.6.3}
\end{equation*}
$$

Note that for the canonical projection $k=0$, equality (3.6.3) simplifies to

$$
\begin{equation*}
\frac{\left|\Gamma\left(\frac{n}{4}+\frac{\gamma}{2}+\frac{\sqrt{\lambda^{0}}}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{n}{4}-\frac{\gamma}{2}+\frac{\sqrt{\lambda^{0}}}{2} i\right)\right|^{2}}=\frac{n+2 \gamma}{n-2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)\right|^{2}} . \tag{3.6.4}
\end{equation*}
$$

This equation (3.6.4) lets us recover the value of $\lambda^{0}$ for the classical case $\gamma=1$. Indeed, using property (7.0.9) we get $\lambda^{0}=n-2$ and we recover (2.4.6).

Going back to equation (3.6.3) we can assert that the value of $\lambda^{k}$ can not be zero and it is unique for each $k$. Indeed if $\lambda=0$ we get a contradiction, and if $\lambda>0$ we may proceed as follows. Define

$$
F(\beta)=\frac{\frac{\left|\Gamma\left(\alpha_{k}+\beta i\right)\right|^{2}}{\left.\mid \Gamma\left(\tilde{\alpha}_{k}+\beta i\right)\right)^{2}}}{\frac{n+2 \gamma}{n-2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)\right|^{2}},}
$$

where

$$
\alpha_{k}=\frac{1}{2}+\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}, \quad \tilde{\alpha}_{k}=\frac{1}{2}-\frac{\gamma}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2} \quad \text { and } \quad \beta=\frac{\sqrt{\lambda^{k}}}{2} .
$$

Note that equation (3.6.3) is written as $F(\beta)=1$, for some $\beta>0$. We derive this expression with respect to $\beta$,

$$
(\log F(\beta))^{\prime}=2 \Im\left[\psi\left(\tilde{\alpha}_{k}+\beta i\right)-\psi\left(\alpha_{k}+\beta i\right)\right]
$$

Here $\Im$ represents the imaginary part of a complex number and $\psi(z)$ the Digamma function from Lemma 7.0.2. We can use the expansion (7.0.11) to arrive at

$$
(\log F(\beta))^{\prime}=c \sum_{m=0}^{\infty} \frac{\gamma \beta\left(2 m+1+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}\right)}{\left[\left(m+\frac{1}{2}+\frac{\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}}{2}\right)^{2}-\beta^{2}-\frac{\gamma^{2}}{4}\right]^{2}+\left[\left(2 m+1+\sqrt{\left(\frac{n}{2}-1\right)^{2}-\mu_{k}}\right) \beta\right]^{2}},
$$

for some positive constant $c$. Therefore $F(\beta)$ is an strictly increasing function of $\beta$.
Next, note that

$$
\lim _{\beta \rightarrow+\infty} F(\beta)=+\infty,
$$

for all $k=0,1, \ldots$. This follows easily writing

$$
\frac{n+2 \gamma}{n-2 \gamma} F(\beta)=\frac{B\left(\alpha_{k}+\beta i, \frac{n}{4}-\frac{\gamma}{2}\right)}{B\left(\tilde{\alpha}_{k}+\beta i, \frac{n}{4}+\frac{\gamma}{2}\right)},
$$

and the asymptotic behavior for the Beta function (7.0.12) from Lemma 7.0.2.
Now we look at the projection $k=0$. One immediately calculates

$$
F(0)=\frac{n-2 \gamma}{n+2 \gamma}<1
$$

so there exists (and it is unique) a solution $\lambda^{0}=\lambda^{0}(\gamma)>0$ for the equation $F(\beta)=1$. From the proof one also gets that

$$
\lim _{\gamma \rightarrow 1} \lambda^{0}(\gamma)=n-2
$$

This concludes the proof of Theorem 3.1.4.
We believe that, as in the classical case $F(\beta)=1$ does not have any positive solution for $k=1,2, \ldots$. This is a well supported conjecture that only depends on making more rigorous some numerical analysis. In order to motivate this conjecture, let us try to show that $f_{k}>1$ for $k=1,2, \ldots$, where we have defined

$$
F(0)=\frac{(n-2 \gamma)\left|\Gamma\left(\alpha_{k}\right)\right|^{2}\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)\right|^{2}}{(n+2 \gamma)\left|\Gamma\left(\tilde{\alpha}_{k}\right)\right|^{2}\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)\right|^{2}}=: f_{k}
$$

Using the same ideas as above, one checks that $f_{k}$ is an increasing function of $k$, and it is enough to show that

$$
f_{1}=\frac{(n-2 \gamma)\left|\Gamma\left(\frac{1}{2}+\frac{\gamma}{2}+\frac{n}{4}\right) \Gamma\left(\frac{n}{4}-\frac{\gamma}{2}\right)\right|^{2}}{(n+2 \gamma)\left|\Gamma\left(\frac{1}{2}-\frac{\gamma}{2}+\frac{n}{4}\right) \Gamma\left(\frac{n}{4}+\frac{\gamma}{2}\right)\right|^{2}}=\frac{n-2 \gamma}{n+2 \gamma} X(n, \gamma)^{-2}>1,
$$

where $X(n, \gamma)$ is defined in Lemma 3.5.2. We have numerically observed that $f_{1}=f_{1}(\gamma)$ is an increasing function in $\gamma$. Since for $\gamma=0$ we already have that $f_{1}(0)=1$, we would conclude that $f_{k}>f_{1} \geq 1$, as desired.

## Chapter 4

## Delaunay-type singular solutions for the fractional Yamabe problem

Here we construct Delaunay-type solutions for the fractional Yamabe problem with an isolated singularity

$$
(-\Delta)^{\gamma} w=c_{n, \gamma} w^{\frac{n+2 \gamma}{n-2 \gamma}}, w>0 \text { in } \mathbb{R}^{n} \backslash\{0\} .
$$

We follow a variational approach, in which the key is the computation of the fractional Laplacian in polar coordinates.

### 4.1 Introduction and statement of the main result

As in the previous Chapter 3, we also consider here the problem of finding radial solutions for the fractional Yamabe problem in $\mathbb{R}^{n}$ with an isolated singularity at the origin (3.1.1). Fix $\gamma \in(0,1)$ and $n>2 \gamma$. We reformulate the problem into a variational one for the the periodic function $v$. The main difficulty is to compute the fractional Laplacian in polar coordinates.

Our approach does not use the extension problem (3.1.3). Instead we work directly with the nonlocal operator, after suitable Emden-Fowler transformation. For $\gamma \in(0,1)$ we know that the fractional Laplacian can be defined as a singular kernel as

$$
(-\Delta)^{\gamma} w(x)=\kappa_{n, \gamma} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{w(x)-w(x+y)}{|y|^{n+2 \gamma}} d y
$$

where P.V. denotes the principal value, and the constant $\kappa_{n, \gamma}$ (see [120]) is given by

$$
\kappa_{n, \gamma}=\pi^{-\frac{n}{2}} 2^{2 \gamma} \frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma(1-\gamma)} \gamma .
$$

After some more changes of variable, equation (3.1.1) will be written as

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=c_{n, \gamma} v^{\beta}, v>0, \tag{4.1.1}
\end{equation*}
$$

where

$$
\beta=\frac{n+2 \gamma}{n-2 \gamma}
$$

is the critical exponent in dimension $n$ and $\mathscr{L}_{\gamma}$ is the linear operator defined by

$$
\mathscr{L}_{\gamma} v(t)=\kappa_{n, \gamma} P . V . \int_{-\infty}^{\infty}(v(t)-v(\tau)) K(t-\tau) d \tau+c_{n, \gamma} v(t)
$$

for $K$ a singular kernel which is precisely written in (4.2.6). The behaviour of $K$ near the origin is the same as the kernel of the fractional Laplacian $(-\triangle)^{\gamma}$ in $\mathbb{R}$ and near infinity it presents an exponential decay. This kind of kernels corresponds to tempered stable process and they have been studied in [113] and [165], for instance.

If we take into account just periodic functions $v(t+L)=v(t)$, the operator $\mathscr{L}_{\gamma}$ can be rewritten as

$$
\begin{equation*}
\mathscr{L}_{\gamma}^{L} v(t)=\kappa_{n, \gamma} P . V . \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau+c_{n, \gamma} v(t) \tag{4.1.2}
\end{equation*}
$$

where $K_{L}$ is a periodic singular kernel that will be defined in (4.2.12). For periodic solutions, problem (4.1.1) is equivalent to finding a minimizer for the functional

$$
\mathscr{F}_{L}(v)=\frac{\kappa_{n, \gamma} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d t d \tau+c_{n, \gamma} \int_{0}^{L} v(t)^{2} d t}{\left(\int_{0}^{L} v(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}}
$$

Note that a minimizer always exists as we can check in Lemma 4.4.1. The minimum value for the functional will be denoted by $c(L)$.

Our main result is the following:
Theorem 4.1.1. Let $n>2+2 \gamma$. There is a unique $L_{0}^{\gamma}>0$ such that $c(L)$ is attained by a nonconstant minimizer when $L>L_{0}^{\gamma}$ and when $L \leq L_{0}^{\gamma}, c(L)$ is attained by the constant only.

In the previous Chapter 3 we studied this fractional problem (3.1.1) from two different points of view. We carried out an ODE-type study and explain the geometrical interpretation of the problem. In addition, we gave some results towards the description of some kind of generalized phase portrait. For instance, we proved the existence of periodic radial solutions for the linearized equation around the equilibrium $v_{1} \equiv 1$, with period $L_{0}^{\gamma}$. For the original non-linear problem we showed the existence of a Hamiltonian quantity conserved along trajectories, which suggests that the non-linear problem has periodic solutions too, for every period larger than this minimal period $L_{0}^{\gamma}$. Theorem 4.1.1 proves this conjecture.

The construction of Delaunay solutions allows for many further studies. For instance, as a consequence of our construction one obtains the non-uniqueness of the solutions for the fractional Yamabe equation in the positive curvature case, since it gives different conformal metrics on $\mathbb{S}^{1}(L) \times \mathbb{S}^{n-1}$ that have constant fractional curvature; as we announced in Section 2.3.2 in Chapter 2. This is well known in the scalar curvature case $\gamma=1$, which is explained
in Section 2.4 in Chapter 2. In addition, this fact gives some examples for the calculation of the total fractional scalar curvature functional, which maximizes the standard fractional Yamabe quotient across conformal classes.

From another point of view, Delaunay solutions can be used in gluing problems. Classical references are, for instance, [ 140,143$]$ for the scalar curvature, and $[141,142]$ for the construction of constant mean curvature surfaces with Delaunay ends. In the non-local case, we use Delaunay-type singularities to deal with the problem of constructing metrics of constant fractional curvature with prescribed isolated singularities (see Chapter 5 for more details).

This chapter will be structured as follows: in Section 2 we will introduce the problem. In particular we will recall some known results for the classical case and we will present the formulation of the problem through some properties of the singular kernel. In Section 3 we will show some technical results that we will need in the last Section; where we will use the variational method to prove the main result in this chapter, this is, Theorem 4.1.1.

### 4.2 Set up of the problem

### 4.2.1 Formulation of the problem.

We now consider the singular Yamabe problem

$$
\begin{equation*}
(-\Delta)^{\gamma} w=c_{n, \gamma} w^{\beta} \quad \text { in } \mathbb{R}^{n} \backslash\{0\}, w>0 \tag{4.2.1}
\end{equation*}
$$

for $\gamma \in(0,1), n>2 \gamma, \beta$ the critical exponent given by

$$
\beta=\frac{n+2 \gamma}{n-2 \gamma}
$$

and

$$
(-\Delta)^{\gamma} w(x)=\kappa_{n, \gamma} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{w(x)-w(x+y)}{|y|^{n+2 \gamma}} d y
$$

where P.V. denotes the principal value, and the constant $\kappa_{n, \gamma}$ (see [120]) is given by

$$
\kappa_{n, \gamma}=\pi^{-\frac{n}{2}} 2^{2 \gamma} \frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma(1-\gamma)} \gamma .
$$

Because of (3.1.4) we only consider radially symmetric solutions of the form

$$
w(x)=|x|^{-\frac{n-2 \gamma}{2}} v(|x|),
$$

where $v$ is some function $0<c_{1} \leq v \leq c_{2}$. In radial coordinates $\left(r=|x|, \theta \in \mathbb{S}^{n-1}\right.$ and $s=|y|, \sigma \in \mathbb{S}^{n-1}$ ), we can express the fractional Laplacian as

$$
(-\Delta)^{\gamma} u=\kappa_{n, \gamma} P . V . \int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{r^{-\frac{n-2 \gamma}{2}} v(r)-s^{-\frac{n-2 \gamma}{2}} v(s)}{\left|r^{2}+s^{2}-2 r s\langle\theta, \sigma\rangle\right|^{\frac{n+2 \gamma}{2}}} s^{n-1} d \sigma d s
$$

Inspired by the computations by Ferrari and Verbitsky in [88], we write $s=r \bar{s}$, so the radial function $v$ can be expressed as

$$
v(r)=\left(1-\bar{s}^{-\frac{n-2 \gamma}{2}}\right) v(r)+\bar{s}^{-\frac{n-2 \gamma}{2}} v(r) .
$$

Thus the equation (4.2.1) for $v$ becomes

$$
\begin{equation*}
\kappa_{n, \gamma} P . V . \int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{\bar{s}^{n-1-\frac{n-2 \gamma}{2}}(v(r)-v(r \bar{s}))}{\left|1+\bar{s}^{2}-2 \bar{s}\langle\theta, \sigma\rangle\right|^{\frac{n+2 \gamma}{2}}} d \sigma d \bar{s}+A v=c_{n, \gamma} v^{\beta}(r), \tag{4.2.2}
\end{equation*}
$$

where

$$
A=\kappa_{n, \gamma} P . V . \int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{\left(1-\bar{s}^{-\frac{n-2 \gamma}{2}}\right) \bar{s}^{n-1}}{\left|1+\bar{s}^{2}-2 \bar{s}\langle\theta, \sigma\rangle\right|^{\frac{n+2 \gamma}{2}}} d \sigma d \bar{s}
$$

Remark 4.2.1. The constant $A$ is strictly positive. Indeed, from (4.2.2) we have

$$
A=c_{n, \gamma}>0,
$$

since $c_{n, \gamma}$ is normalized such that $v_{1} \equiv 1$ is a solution for the singular Yamabe problem (see Proposition 3.1.1 in the previous Chapter 3).

Finally we do the Emden-Fowler changes of variable $r=e^{t}$ and $s=e^{\tau}$ in (4.2.2) to obtain

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=c_{n, \gamma} v^{\beta}, \tag{4.2.3}
\end{equation*}
$$

where the operator $\mathscr{L}_{\gamma}$ is defined as

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=\kappa_{n, \gamma} P . V . \int_{-\infty}^{\infty}(v(t)-v(\tau)) K(t-\tau) d \tau+c_{n, \gamma} v \tag{4.2.4}
\end{equation*}
$$

for a function $v=v(t)$ and the kernel $K$ is given by

$$
\begin{equation*}
K(\xi)=2^{-\frac{n+2 \gamma}{2}} \int_{\mathbb{S}^{n-1}} \frac{1}{|\cosh (\xi)-\langle\theta, \sigma\rangle|^{\frac{n+2 \gamma}{2}}} d \sigma=\int_{\mathbb{S}^{n-1}} \frac{e^{-\frac{n+2 \gamma}{2} \xi}}{\left(1+e^{-2 \xi}-2 e^{-\xi}\langle\theta, \sigma\rangle\right)^{\frac{n+2 \gamma}{2}}} d \sigma \tag{4.2.5}
\end{equation*}
$$

Remark 4.2.2. $K$ is rotationally invariant in the variable $\theta$, thus we drop the dependence on $\theta$ in the argument of $K$. Indeed if we identify $e_{1}=(1,0, \ldots, 0)$ with a fixed point in $\mathbb{S}^{n-1}$ via the usual embedding $\mathbb{S}^{n-1} \hookrightarrow \mathbb{R}^{n}$ and we define

$$
J(\theta):=\int_{\mathbb{S}^{n-1}} \frac{e^{-\frac{n+2 \gamma}{2} \xi}}{\left|1+e^{-2 \xi}-2 e^{-\xi}\langle\theta, \sigma\rangle\right|^{\frac{n+2 \gamma}{2}}} d \sigma
$$

it is easy to check that $J(\theta)=J\left(e_{1}\right)$. The proof is trivial using equality (4.2.5) and the change of variable $\tilde{\sigma}=R^{\top} \sigma$, where $R$ is any rotation such that $R\left(e_{1}\right)=\theta$.

The kernel also can be written using spherical coordinates as

$$
\begin{align*}
K(\xi) & =\bar{c}_{n} e^{-\frac{n+2 \gamma}{2} \xi} \int_{0}^{\pi} \frac{\left(\sin \phi_{1}\right)^{n-2}}{\left(1+e^{-2 \xi}-2 e^{-\xi} \cos \phi_{1}\right)^{\frac{n+2 \gamma}{2}}} d \phi_{1}  \tag{4.2.6}\\
& =\bar{c}_{n} 2^{-\frac{n+2 \gamma}{2}} \int_{0}^{\pi} \frac{\left(\sin \phi_{1}\right)^{n-2}}{\left(\cosh (\xi)-\cos \left(\phi_{1}\right)\right)^{\frac{n+2 \gamma}{2}}} d \phi_{1},
\end{align*}
$$

where $\phi_{1}$ is the angle between $\theta$ and $\sigma$, and $\bar{c}_{n}$ is a positive dimensional constant that only depends on the integral in the rest of the spherical coordinates.
Remark 4.2.3. The expression (4.2.6) implies that $K(\xi)$ is an even function. Moreover, since $\phi_{1} \in(0, \pi)$ and $\cosh (x) \geq 1, \forall x \in \mathbb{R}, K$ is strictly positive.

In the next paragraphs we will find a more explicit formula for $K$ that will help us calculate its asymptotic behavior.
Lemma 4.2.4. The kernel $K$ can be expressed in terms of a hypergeometric function as

$$
\begin{equation*}
K(\xi)=c_{n}(\sinh \xi)^{-1-2 \gamma}(\cosh \xi)^{\frac{2-n+2 \gamma}{2}}{ }_{2} F_{1}\left(\frac{a+1}{2}-b, \frac{a}{2}-b+1 ; a-b+1 ;(\operatorname{sech} \xi)^{2}\right), \tag{4.2.7}
\end{equation*}
$$

where $c_{n}=\bar{c}_{n} 2^{-\frac{n+2 \gamma}{2}} \frac{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n}{2}\right)}$, and ${ }_{2} F_{1}$ is the hypergeometric function defined in Lemma 7.0.1 in the Appedix 7.

Proof. Because of the parity of the kernel $K$ it is enough to study its behavior for $\xi>0$. Using property (7.0.2) given in Lemma 7.0.1 in the Appendix 7, we can assert that, if $\xi>0$,

$$
K(\xi)=\bar{c}_{n} \frac{\sqrt{\pi} \Gamma\left(\frac{n-1}{2}\right)}{\Gamma\left(\frac{n}{2}\right)} e^{-\frac{n+2 \gamma}{2} \xi}{ }_{2} F_{1}\left(a, b ; c ; e^{-2 \xi}\right),
$$

where

$$
\begin{equation*}
a=\frac{n+2 \gamma}{2}, \quad b=1+\gamma, \quad c=\frac{n}{2} . \tag{4.2.8}
\end{equation*}
$$

An important observation is that

$$
a-b+1=c,
$$

which, from property (7.0.3) in Lemma 7.0.1 in the Appendix 7, yields (4.2.7).
Lemma 4.2.5. The asymptotic expansion of the kernel $K$ is given by

- $K(\xi) \sim|\xi|^{-1-2 \gamma}$ if $|\xi| \rightarrow 0$,
- $K(\xi) \sim e^{-|\xi| \frac{n+2 \gamma}{2}}$ if $|\xi| \rightarrow \infty$.

Proof. Note that $K$ is an even function. Using property (7.0.7) to estimate expression (4.2.7) for $K(\xi)$, we obtain that, for $|\xi|$ small enough,

$$
\begin{equation*}
K(\xi) \sim|\sinh \xi|^{-1-2 \gamma} \sim|\xi|^{-1-2 \gamma} . \tag{4.2.9}
\end{equation*}
$$

Moreover, this expression (4.2.7), the behaviour of the hyperbolic secant function at infinity and the hypergeometric function property (7.0.1) given in Lemma 7.0.1 in the Appendix 7 show the exponential decay of the kernel at infinity:

$$
\begin{equation*}
K(\xi) \sim c_{n}(\sinh \xi)^{-1-2 \gamma}(\cosh \xi)^{\frac{2-n+2 \gamma}{2}} \sim c e^{-|\xi| \frac{n+2 \gamma}{2}} . \tag{4.2.10}
\end{equation*}
$$

where $c$ is a positive constant.
Remark 4.2.6. The asymptotic behaviour of this kernel near the origin and near infinity given in Lemma 4.2.5 correspond to a tempered stable process.

We recall here that, as we have seen in the previous Chapter 3, the problem (3.1.14) can be rewritten on the extension $X^{*}=M \times\left(0, \rho_{0}^{*}\right)$, as

$$
\left\{\begin{align*}
-\operatorname{div}_{g^{*}}\left(\left(\rho^{*}\right)^{1-2 \gamma} \nabla_{g^{*}} V\right) & =0 \text { in }\left(X^{*}, g^{*}\right),  \tag{4.2.11}\\
V & =v \text { on }\left\{\rho^{*}=0\right\} \\
-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{1-2 \gamma} \partial_{\rho^{*}} V+c_{n, \gamma} v & =c_{n, \gamma} v^{\beta} \text { on }\left\{\rho^{*}=0\right\}
\end{align*}\right.
$$

where $g^{*}=\frac{\left(\rho^{*}\right)^{2}}{\rho^{2}} \bar{g}$. We look for radially symmetric solutions $v=v(t), V=V(t, \rho)$ of (4.2.11). For such solutions we have that $\mathscr{L}_{\gamma}$ is the Dirichlet-to-Neumann operator for this problem, i.e.,

$$
\mathscr{L}_{\gamma}(v)=-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{1-2 \gamma} \partial_{\rho^{*}} V+c_{n, \gamma} v .
$$

### 4.2.2 Periodic solutions

We are looking for periodic solutions of (4.2.3). Assume that $v(t+L)=v(t)$ : in this case equation (4.2.3) becomes

$$
\mathscr{L}_{\gamma}^{L} v=\kappa_{n, \gamma} P . V . \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau+c_{n, \gamma} v=c_{n, \gamma} v^{\beta}, \quad \text { where } \beta=\frac{n+2 \gamma}{n-2 \gamma},
$$

and

$$
\begin{equation*}
K_{L}(t-\tau)=\sum_{j \in \mathbb{Z}} K(t-\tau-j L), \tag{4.2.12}
\end{equation*}
$$

for $K$ the kernel given in (4.2.6). Note that the argument in the integral above has a finite number of poles, but $K_{L}$ is still well defined.
Lemma 4.2.7. The periodic kernel $K_{L}$ satisfies the following inequality:

$$
\begin{equation*}
\frac{L}{L_{1}} K_{L}\left(\frac{L}{L_{1}}(t-\tau)\right)<K_{L_{1}}(t-\tau), \quad \forall L>L_{1}>0 \tag{4.2.13}
\end{equation*}
$$

Proof. By evenness we just need to show that the function $\xi K(\xi)$ is decreasing for $\xi>0$. By (4.2.7), up to positive constant,

$$
\begin{align*}
\xi K(\xi)= & \xi(\sinh \xi)^{-1-2 \gamma}(\cosh \xi)^{\frac{2-n+2 \gamma}{2}}  \tag{4.2.14}\\
& \cdot{ }_{2} F_{1}\left(\frac{a+1}{2}-b, \frac{a}{2}-b+1 ; a-b+1 ;(\operatorname{sech} \xi)^{2}\right)
\end{align*}
$$

where $a, b, c$ are given in (4.2.8).
Observe that

$$
\begin{equation*}
{ }_{2} F_{1}\left(\frac{a+1}{2}-b, \frac{a}{2}-b+1 ; a-b+1 ;(\operatorname{sech} \xi)^{2}\right)>0 \tag{4.2.15}
\end{equation*}
$$

and

$$
\frac{a+1}{2}-b>0, \quad a-b+1=c>0
$$

since $n>2+2 \gamma$. Property (7.0.4) yields that (4.2.15) is decreasing. Indeed,

$$
\begin{aligned}
\frac{d}{d \xi}\left[{ } _ { 2 } F _ { 1 } \left(\frac{a+1}{2}-b,\right.\right. & \left.\left.\frac{a}{2}-b+1 ; a-b+1 ;(\operatorname{sech} \xi)^{2}\right)\right] \\
= & -2 \frac{\left(\frac{a+1}{2}-b\right)\left(\frac{a}{2}-b+1\right)}{c}(\operatorname{sech} \xi)^{2} \tanh \xi \\
& \cdot{ }_{2} F_{1}\left(\frac{a+1}{2}-b+1, \frac{a}{2}-b+2 ; a-b+2 ;(\operatorname{sech} \xi)^{2}\right)<0
\end{aligned}
$$

Thus we just need to show that the function $\xi(\sinh \xi)^{-1-2 \gamma}(\cosh \xi)^{\frac{2-n+2 \gamma}{2}}$ in (4.2.14) is decreasing in $\xi$. In fact by writing

$$
\xi(\sinh \xi)^{-1-2 \gamma}(\cosh \xi)^{\frac{2-n+2 \gamma}{2}}=\frac{\xi}{\sinh \xi}(\tanh \xi)^{-\gamma}(\sinh \xi)^{-\gamma}(\cosh \xi)^{\frac{2-n}{2}}
$$

we have that $\xi K(\xi)$ is a product of positive decreasing functions.
Finally, inequality (4.2.13) follows from the definition of $K_{L}(\xi)$ given in (4.2.12):

$$
\frac{L}{L_{1}} K_{L}\left(\frac{L}{L_{1}}(t-\tau)\right)=\sum_{j=-\infty}^{+\infty} \frac{L}{L_{1}} K\left(\frac{L}{L_{1}}\left(t-\tau-j L_{1}\right)\right)<\sum_{j=-\infty}^{+\infty} K\left(t-\tau-j L_{1}\right)=K_{L_{1}}(t-\tau)
$$

### 4.3 Technical results

### 4.3.1 Functional Spaces

Definition 4.3.1. We shall work with the following function space

$$
\begin{aligned}
H_{L}^{\gamma}=\{ & \{: \mathbb{R} \rightarrow \mathbb{R} ; v(t+L)=v(t) \text { and } \\
& \left.\int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t+\int_{0}^{L} v(t)^{2} d t<+\infty\right\}
\end{aligned}
$$

with the norm given by

$$
\|v\|_{H_{L}^{\gamma}}=\left(\int_{0}^{L} v(t)^{2} d t+\int_{0}^{L} \int_{0}^{L}|v(t)-v(\tau)|^{2} K_{L}(t-\tau) d t d \tau\right)^{1 / 2} .
$$

Note that we will denote

$$
\begin{aligned}
W_{L}^{\gamma, p}= & \{v: \mathbb{R} \rightarrow \mathbb{R} ; v(t+L)=v(t) \text { and } \\
& \left.\|v\|_{L^{p}(0, L)}^{p}+\int_{0}^{L} \int_{0}^{L} \frac{|v(t)-v(\tau)|^{p}}{|t-\tau|^{1+\gamma p}} d t d \tau<\infty\right\},
\end{aligned}
$$

with the norm given by

$$
\|v\|_{W_{L}^{\gamma, p}}=\left(\|v\|_{L^{p}(0, L)}^{p}+\int_{0}^{L} \int_{0}^{L} \frac{|v(t)-v(\tau)|^{p}}{|t-\tau|^{1+\gamma p}} d t d \tau\right)^{1 / p}
$$

which is equivalent to the norm

$$
\|v\|_{\tilde{W}_{L}^{\gamma, p}}=\left(\|v\|_{L^{p}(0, L)}^{p}+\int_{0}^{L} \int_{0}^{L}|v(t)-v(\tau)|^{p} K(t-\tau) d t d \tau\right)^{1 / p}
$$

for the kernel $K$ given in (4.2.6).
Now we are going to introduce some fractional inequalities, continuity and compactness results whose proofs for an extension domain can be found in [64]. Here we are working with periodic functions, which avoids the technicalities of extension domains but the same proofs as in [64] are valid.
Proposition 4.3.2. (Fractional Sobolev inequalities.) (Theorems 6.7 and 6.10, [64]) Let $\gamma \in(0,1), p \in[1,+\infty)$ such that $\gamma p \leq 1$ and $p^{*}=\frac{n p}{n-\gamma p}$. Then there exists a positive constant $C=C(p, \gamma)$ such that, for any $v \in W_{L}^{\gamma, p}$, we have

$$
\|v\|_{L^{q}(0, L)} \leq C\|v\|_{W_{L}^{\gamma, p}}^{\gamma}
$$

for any $q \in\left[1, p^{*}\right)$; i.e., the space $W_{L}^{\gamma, p}$ is continuously embedded in $L^{q}(0, L)$ for any $q \in$ $\left[1, p^{*}\right)$.
Proposition 4.3.3. (Compact embeddings) (Theorem 7.1 and Corollary 7.2 in [64].) Let $\gamma \in(0,1)$ and $p \in[1,+\infty), q \in[1, p]$, and $J$ be a bounded subset of $L^{p}(0, L)$. Suppose

$$
\sup _{f \in J} \int_{[0, L]} \int_{[0, L]} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\gamma p}} d x d y<+\infty .
$$

Then $J$ is pre-compact in $L^{q}(0, L)$. Moreover, if $\gamma p<1$, then $J$ is pre-compact in $L^{q}(0, L)$, for all $q \in\left[1, p^{*}\right)$.

Remark 4.3.4. If $\gamma=1 / 2$, we have the compact embedding

$$
W_{L}^{1 / 2,2} \subset \subset L^{q}(0, L), \text { for } q \in(1, \infty)
$$

Indeed, a consequence of Proposition 4.3.2 is $W_{L}^{1 / 2,2} \subset W_{L}^{\gamma, 2}, \forall \gamma<1 / 2$, thus Proposition 4.3.3 provides

$$
W_{L}^{1 / 2,2} \subset W_{L}^{\gamma, 2} \subset \subset L^{q}(0, L), \quad \forall q \in\left(1, \frac{2}{1-2 \gamma}\right), \gamma<1 / 2
$$

We conclude by letting $\gamma \rightarrow 1 / 2$.
Proposition 4.3.5. (Hölder fractional regularity.) (Theorem 8.2 in [64].) Let $p \in[1,+\infty)$, $\gamma \in(0,1)$ such that $\gamma p>1$. Then there exists $C>0$, depending on $\gamma$ and $p$, such that

$$
\|v\|_{\mathcal{C}^{0, \alpha}([0, L])} \leq C\left(\|v\|_{L^{p}(0, L)}^{p}+\int_{0}^{L} \int_{0}^{L} \frac{|v(t)-v(\tau)|^{p}}{|t-\tau|^{1+\gamma p}} d t d \tau\right)^{1 / p}
$$

for any $L$-periodic function $v \in L^{p}(0, L)$, with $\alpha=\gamma-1 / p$.
Note that with the equi-continuity given in Proposition 4.3 .5 we can apply Arzelà-Ascoli to show the compactness

$$
W_{L}^{\gamma, 2} \subset \subset L^{q}(0, L) \forall q \in(1, \infty) \text { with } \gamma>1 / 2
$$

Remark 4.3.6. We have the compact embedding

$$
H_{L}^{\gamma} \subset \subset L^{q}(0, L), \forall \gamma \in(0,1),
$$

where

$$
\begin{equation*}
q \in\left(1, \frac{2}{1-2 \gamma}\right) \text { if } \gamma \leq \frac{1}{2} \quad \text { and } \quad q \geq 1 \text { if } \gamma>\frac{1}{2} . \tag{4.3.1}
\end{equation*}
$$

Indeed, Proposition 4.3.3, Remark 4.3.4 and Proposition 4.3.5 with provide $W_{L}^{\gamma, 2} \subset \subset$ $L^{q}(0, L)$ for all $\gamma \in(0,1)$ and $q$ as in (4.3.1). But from the definition of $K_{L}$ given in (4.2.12) and the positivity of the function $K$, we have the following inequality between norms

$$
\|v\|_{W_{L}^{\gamma, 2}} \leq\|v\|_{H_{L}^{\gamma}}
$$

Proposition 4.3.7. (Poincare's fractional inequality.) Let $v \in H_{L}^{\gamma}$ with zero average (i.e. $\left.\int_{0}^{L} v(t) d t=0\right)$, then there exists $c>0$ such that

$$
\begin{equation*}
\|v\|_{L^{2}(0, L)}^{2} \leq c \int_{0}^{L} \int_{0}^{L} \frac{(v(t)-v(\tau))^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau \tag{4.3.2}
\end{equation*}
$$

Proof. Inspired on the proof of the classical Poincare's inequality given in Theorem 7.16 in [156], we prove (4.3.2). By contradiction assume that, $\forall j \geq 1$, there exists $v_{j} \in H_{L}^{\gamma}$ satisfying

$$
\begin{equation*}
\left\|v_{j}\right\|_{L^{2}(0, L)}^{2}>j \int_{0}^{L} \int_{0}^{L} \frac{\left(v_{j}(t)-v_{j}(\tau)\right)^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau \tag{4.3.3}
\end{equation*}
$$

On the one hand, we normalize $v_{j}$ in $L^{2}(0, L)$ by $w_{j}:=\frac{v_{j}}{\left\|v_{j}\right\|_{L^{2}(0, L)}}$, so $\left\|w_{j}\right\|_{L^{2}(0, L)}=1$. Because of (4.3.3) it follows that

$$
\begin{equation*}
\int_{0}^{L} \int_{0}^{L} \frac{\left(w_{j}(t)-w_{j}(\tau)\right)^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau<\frac{1}{j} \leq 1 \tag{4.3.4}
\end{equation*}
$$

that is, $\left\{w_{j}\right\}$ is bounded in the $H_{L}^{\gamma}$ norm. By the compactness from Remark 4.3.6, we obtain a subsequence $\left\{w_{i}\right\}$ that converges strongly in $L^{2}(0, L)$, i.e, there exists $w \in L^{2}(0, L)$ such that $w_{i} \rightarrow w$ in $L^{2}(0, L)$. Thus,

$$
\|w\|_{L^{2}(0, L)}=\lim _{j \rightarrow \infty}\left\|w_{j}\right\|_{L^{2}(0, L)}=1
$$

On the other hand, also by the compactness given in Remark 4.3.6, we have weak semiconvergence in $H_{L}^{\gamma}$. Thus the following inequality follows

$$
\int_{0}^{L} \int_{0}^{L} \frac{(w(t)-w(\tau))^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau \leq \liminf _{j \rightarrow \infty} \int_{0}^{L} \int_{0}^{L} \frac{\left(w_{j}(t)-w_{j}(\tau)\right)^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau
$$

Thanks to (4.3.4), this gives

$$
\int_{0}^{L} \int_{0}^{L} \frac{(w(t)-w(\tau))^{2}}{|t-\tau|^{1+2 \gamma}} d t d \tau=0
$$

that is, $w$ must be constant and, since it has zero average, it has to be the zero function.

### 4.3.2 Maximum principles

Proposition 4.3.8. (Strong maximum principle). Let $v \in H_{L}^{\gamma, 2} \cap \mathcal{C}^{0}(\mathbb{R})$ with $v \geq 0$ be a solution of

$$
\mathcal{L}_{\gamma} v=f(v), \quad \text { in } \mathbb{R}
$$

where $f$ satisfies $f(v) \geq 0$ if $v \geq 0$. Then $v>0$ or $v \equiv 0$.
Proof. Since $v \geq 0$, we have that

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=f(v) \geq 0 . \tag{4.3.5}
\end{equation*}
$$

Suppose that there exists a point $t_{0} \in \mathbb{R}$ with $v\left(t_{0}\right)=0$, then

$$
\begin{aligned}
\mathscr{L}_{\gamma} v\left(t_{0}\right) & =\kappa_{n, \gamma} \operatorname{P.V} \int_{-\infty}^{+\infty}\left(v\left(t_{0}\right)-v(\tau)\right) K\left(t_{0}-\tau\right) d \tau+c_{n, \gamma} v\left(t_{0}\right) \\
& =\kappa_{n, \gamma} \operatorname{P.V} \int_{-\infty}^{+\infty}(-v(\tau)) K\left(t_{0}-\tau\right) d \tau \leq 0
\end{aligned}
$$

satisfies (4.3.5) only in the case $v \equiv 0$.

### 4.3.3 Regularity

In the following Proposition 4.3 .9 we concentrate on the local regularity, using the equivalent characterization for $\mathscr{L}_{\gamma}$ as a Dirichlet-to-Neumann operator for problem (4.2.11). First, we fix some notation that we will use here. Let $0<R<\rho_{0}^{*}$, we denote

$$
\begin{aligned}
B_{R}^{+} & =\left\{\left(t, \rho^{*}\right) \in \mathbb{R}^{2}: \rho^{*}>0,\left|\left(t, \rho^{*}\right)\right|<R\right\}, \\
\Gamma_{R}^{0} & =\left\{(t, 0) \in \partial \mathbb{R}_{+}^{2}:|t|<R\right\} .
\end{aligned}
$$

Proposition 4.3.9. Fix $\gamma<1 / 2$ and let $V=V\left(t, \rho^{*}\right)$ be a solution of the extension problem

$$
\left\{\begin{align*}
-\operatorname{div}_{g^{*}}\left(\left(\rho^{*}\right)^{1-2 \gamma} \nabla_{g^{*}} V\right) & =0 \text { in }\left(B_{2 R}^{+}, g^{*}\right),  \tag{4.3.6}\\
-\tilde{d}_{\gamma} \lim _{\rho^{*} \rightarrow 0}\left(\rho^{*}\right)^{1-2 \gamma} \partial_{\rho^{*}} V+c_{n, \gamma} v & =c_{n, \gamma} v^{\beta} \quad \text { on } \Gamma_{2 R}^{0} .
\end{align*}\right.
$$

If

$$
\int_{\Gamma_{2 R}^{0}}|v|^{\frac{2}{1-2 \gamma}} d t=: \zeta<\infty
$$

then for each $p>1$, there exists a constant $C_{p}=C(p, \zeta)>0$ such that

$$
\sup _{B_{R}^{+}}|V|+\sup _{\Gamma_{R}^{0}}|v| \leq C_{p}\left[\left(\frac{1}{R^{n+1+a}}\right)^{1 / p}\|V\|_{L^{p}\left(B_{2 R}^{+}\right)}+\left(\frac{1}{R^{n}}\right)^{1 / p}\|v\|_{L^{p}\left(\Gamma_{2 R}^{0}\right)}\right] .
$$

Proof. This $L^{\infty}$ bound is proven for linear right hand side in Theorem 2.3.1 in [81]. A generalization for the nonlinear subcritical case is given in Theorem 3.4 in [97]. Here we can follow the same proof as in [97] because we have reduced our problem to one-dimensional problem for $t \in \mathbb{R}$ and thus, $\beta=\frac{n+2 \gamma}{n-2 \gamma}$ is a subcritical exponent.

The following two propositions could be also proved using the extension problem (4.3.6). However, they can be phrased in terms of a general convolution kernel, as we explain here. Thus we fix $K: \mathbb{R} \rightarrow[0, \infty)$ a measurable kernel satisfying:
a) $\nu \leq K(t)|t|^{1+\frac{\gamma}{2}} \leq \nu^{-1}$ a.e $t \in \mathbb{R}$ with $|t| \leq 1$,
b) $K(t) \leq M|t|^{-n-\eta}$ a.e. $t \in \mathbb{R}$ with $|t|>1$,
for some $\gamma \in(0,1), \nu \in(0,1), \eta>0, M \geq 1$. Consider the functional defined in (4.2.4) by

$$
\left(\mathscr{L}_{\gamma} v\right)(t)=\kappa_{n, \gamma} \operatorname{P.V} \int_{-\infty}^{+\infty}(v(t)-v(\tau)) K(t-\tau) d \tau+c_{n, \gamma} v,
$$

for $v \in L^{p}(\mathbb{R})$. We study the regularity of solutions to

$$
\begin{equation*}
\mathscr{L}_{\gamma} v=f . \tag{4.3.7}
\end{equation*}
$$

Proposition 4.3.10. Let $f \in L^{q}$ for some $q>n$ and $v$ solution of (4.3.7) in $B_{R}\left(x_{0}\right)$, then there exist constants $c>0$ and $\alpha \in(0,1)$ which depend on $n, \nu, M, \eta, \gamma, q$ and $A$, and remain positive as $\gamma \rightarrow 1$, such that for any $R \in(0,1)$,

$$
|v(t)-v(\tau)| \leq c|t-\tau|^{\alpha}\left(R^{-\alpha}\|v\|_{L^{\infty}}+\|f\|_{L^{q}}\right) .
$$

Proof. Since our kernel corresponds to a tempered stable process, this regularity was given by Kassmann in his article [113] (see Theorem 1.1 and Extension 5). We could also follow the same steps as for Theorem 5.1 in [165] since Lemma 4.1 and Remark 4.3 in this paper [165] hold for our $K$ (note the expansion in Lemma 4.2.5).

Proposition 4.3.11. Let $\alpha \in(0,1)$. Assume $f \in \mathcal{C}^{\alpha}(\mathbb{R})$, and let $v \in L^{\infty}(\mathbb{R})$ be a solution of (4.3.7) in $\mathbb{R}^{n}$. Then there exists $c>0$ depending on $n, \alpha, \gamma$ such that

$$
\|v\|_{\mathcal{C}^{\alpha+2 \gamma}} \leq c\left(\|v\|_{\mathcal{C}^{\alpha}}+\|f\|_{\mathcal{C}^{\alpha}}\right) .
$$

Proof. Under our assumptions, on the one hand, Dong and Kim proved in Theorem 1.2 from [76] that $(-\Delta)^{\gamma} v \in \mathcal{C}^{\alpha}$ and moreover the following estimate holds:

$$
\begin{equation*}
\left\|(-\Delta)^{\gamma} v\right\|_{\mathcal{C}^{\alpha}} \leq c\left(\|v\|_{\mathcal{C}^{\alpha}}+\|f\|_{\mathcal{C}^{\alpha}}\right) \tag{4.3.8}
\end{equation*}
$$

On the other hand, Silvestre in Proposition 2.8 in [166], showed that

- If $\alpha+2 \gamma \leq 1$, then $v \in \mathcal{C}^{\alpha+2 \gamma}$ and

$$
\begin{equation*}
\|v\|_{\mathcal{C}^{\alpha+2 \gamma}(\mathbb{R})} \leq c\left(\|v\|_{L^{\infty}}+\left\|(-\Delta)^{\gamma} v\right\|_{\mathcal{C}^{\alpha}}\right) . \tag{4.3.9}
\end{equation*}
$$

- If $\alpha+2 \gamma>1$, then $v \in \mathcal{C}^{1, \alpha+2 \gamma-1}$ and

$$
\begin{equation*}
\|v\|_{\mathcal{C}^{1, \alpha+2 \gamma-1}(\mathbb{R})} \leq c\left(\|v\|_{L^{\infty}}+\left\|(-\Delta)^{\gamma} v\right\|_{\mathcal{C}^{\alpha}}\right) . \tag{4.3.10}
\end{equation*}
$$

Thus, combining (4.3.8) with (4.3.9) and (4.3.10) we have the claimed regularity.
Remark 4.3.12. The previous Propositions 4.3.9, 4.3.10, 4.3.11 imply that for $\gamma<1 / 2$ any $v \in L^{\beta+1}$ solution of equation (4.2.3) satisfies $v \in \mathcal{C}^{\infty}$. A standard argument yields the same conclusion for $\gamma=1 / 2$ too. Finally, if $\gamma>1 / 2$ Proposition 4.3.5 automatically implies that any function $v \in H_{L}^{\gamma}$ also satisfies $v \in \mathcal{C}^{\infty}$.

### 4.3.4 Subcritical case.

Note that the following Lemma 4.3.13 has been studied by different authors if $N>2 \gamma$, even for $1<p<\frac{N+2 \gamma}{N-2 \gamma}$ (see [49, 48, 123]), but here we need this result also for $2 \gamma \geq N$ since we have reduced our problem to dimension $N=1$ for any $\gamma \in(0,1)$. We will use it for $p=\frac{n+2 \gamma}{n-2 \gamma}$.

Lemma 4.3.13. Let $w$ be solution for

$$
\begin{equation*}
(-\Delta)^{\gamma} w=w^{p}, \quad 0 \leq w \leq 1, \quad p>1, \quad(N-2 \gamma) p<N \tag{4.3.11}
\end{equation*}
$$

Then $w \equiv 0$.
Proof. Let $\eta$ be a smooth function. In fact we may choose

$$
\begin{equation*}
\eta=(1+|x|)^{-m}, \quad \text { where } m=N+2 \gamma \tag{4.3.12}
\end{equation*}
$$

Then multiplying (4.3.11) by the test function $\eta$, integrating over $\mathbb{R}^{N}$ and using integration by parts in the right hand side of (4.3.11) we obtain the following inequality

$$
\begin{align*}
\left|\int_{\mathbb{R}^{N}} w^{p} \eta d x\right| & =\left|\int_{\mathbb{R}^{N}}\left(w(x) \int_{\mathbb{R}^{N}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right) d x\right| \\
& \leq\left|\int_{\mathbb{R}^{N}}\left(\left(w(x) \eta^{1 / p}(x)\right) \eta(x)^{-1 / p} \int_{\mathbb{R}^{N}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right) d x\right| \\
& \leq\left|\int_{\mathbb{R}^{N}} w^{p}(x) \eta(x) d x\right|^{1 / p}\left(\int_{\mathbb{R}^{N}}\left|\left(\eta(x)^{-1 / p}(-\Delta)^{\gamma} \eta(x)\right)^{p /(p-1)}\right| d x\right)^{(p-1) / p} . \tag{4.3.13}
\end{align*}
$$

We just need to compute the second term in the right hand side. Firstly we can check that it is bounded. Since

$$
\begin{equation*}
\eta(x)^{-\frac{1}{p-1}}\left|(-\Delta)^{\gamma} \eta(x)\right|^{\frac{p}{p-1}} \leq c(1+|x|)^{(N+2 \gamma) \frac{1}{p-1}}(1+|x|)^{-\frac{p}{p-1}(N+2 \gamma)} \leq(1+|x|)^{-(N+2 \gamma)}, \tag{4.3.14}
\end{equation*}
$$

we have

$$
\int_{\mathbb{R}^{N}} \eta(x)^{-\frac{1}{p-1}}\left|(-\Delta)^{\gamma} \eta(x)\right|^{\frac{p}{p-1}} d x<\infty .
$$

Note that for inequality (4.3.14) we have used the definition of the test function given in (4.3.12) and the following bound

$$
\begin{equation*}
\left|(-\Delta)^{\gamma} \eta\right| \leq c(1+|x|)^{-(N+2 \gamma)}, \quad \text { for } x \text { large enough; } \tag{4.3.15}
\end{equation*}
$$

which is proven at the end of the proof of this Lemma. Now we chose

$$
\eta_{R}(x)=\eta(x / R) .
$$

Performing a similar analysis to that of (4.3.13), we obtain

$$
\int_{\mathbb{R}^{N}} w^{p}(x) \eta_{R}(x) \leq \int_{\mathbb{R}^{N}} \eta_{R}(x)^{-1 /(p-1)}\left|\int_{\mathbb{R}^{N}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right|^{p /(p-1)} d x
$$

Then, by scaling,

$$
\int_{|x| \leq R} w^{p}(x) \leq c R^{N-\frac{2 p \gamma}{p-1}} \int_{\mathbb{R}^{N}} \eta(x)^{-1 /(p-1)}\left|\int_{\mathbb{R}^{N}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right|^{p /(p-1)} d x .
$$

Note that $N-\frac{2 p \gamma}{p-1}<0$ by hypothesis. Then, letting $R$ tend to infinity, we obtain

$$
\int_{|x| \leq R} w^{p}(x) d x \rightarrow 0 \text { as } R \rightarrow+\infty .
$$

Therefore, we have $w \equiv 0$.
In order to conclude we just need to check inequality (4.3.15) before. It follows from standard potential analysis. In fact, for $|x| \geq 1$ we have that

$$
\left|(-\Delta)^{\gamma} \eta(x)\right|=\mid \text { P.V. } \int_{\mathbb{R}^{N}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\left|\leq\left|I_{1}\right|+\left|I_{2}\right|+\left|I_{3}\right|+\left|I_{4}\right|\right.
$$

where these integrals can be bounded as follows: for the first integral we use that $|x-y|$ is small enough to check that

$$
\begin{aligned}
\left|I_{1}\right| & =\mid \text { P.V. } \int_{|x-y|<1} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\left|=\left|\int_{|x-y|<1} \frac{\eta(x)-\eta(y)-\eta^{\prime}(x)|x-y|}{|x-y|^{N+2 \gamma}} d y\right|\right. \\
& \leq C \int_{|x-y|<1} \frac{\left|\eta^{\prime \prime}(x)\right||x-y|^{2}}{|x-y|^{N+2 \gamma}} d y \leq \frac{C}{(1+|x|)^{N+2 \gamma}} .
\end{aligned}
$$

For the second one, we have that $|x-y|<\frac{|x|}{2}$, then, we can use that

$$
|\eta(x)-\eta(y)| \leq\left|\eta^{\prime}(\xi)\right||x-y| \leq C(1+|x|)^{-(N / 2+2 \gamma-1)}|x-y|,
$$

and bound the integral as follows

$$
\begin{aligned}
\left|I_{2}\right| & =\left|\int_{1<|x-y|<\frac{|x|}{2}} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right| \\
& \leq C|x|^{1-2 \gamma}(1+|x|)^{-(N / 2+2 \gamma-1)} \leq \frac{C}{(1+|x|)^{N+2 \gamma}}
\end{aligned}
$$

since $x$ is large enough and $|x| \sim|y|$, indeed $|y| \geq|x|-|x-y| \geq \frac{|x|}{2}$ and $|y| \leq \frac{3}{2}|x|$.
The third one is directly bounded,

$$
\begin{aligned}
\left|I_{3}\right| & =\left|\int_{\frac{|x|}{2}<|x-y|<2|x|} \frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}} d y\right| \leq \frac{2^{N+2 \gamma}}{|x|^{N+2 \gamma}}\left|\int_{\frac{|x|}{2}<|x-y|<2|x|}(\eta(x)-\eta(y)) d y\right| \\
& \left.\leq\left.\frac{2^{N+2 \gamma}}{|x|^{N+2 \gamma}}|\eta(x)| x\right|^{-N}-\int_{\frac{|x|}{2}<|x-y|<2|x|} \eta(y) d y \right\rvert\, \leq \frac{C}{|x|^{N+2 \gamma}} \sim \frac{C}{(1+|x|)^{N+2 \gamma}}
\end{aligned}
$$

using that $|x|$ is large enough.

For the fourth and last one, we use that $|y| \geq|x-y|-|x| \geq|x|$, then

$$
\begin{aligned}
\left|I_{4}\right| & =\left|\int_{|x-y|>2|x|}\left(\frac{\eta(x)-\eta(y)}{|x-y|^{N+2 \gamma}}\right) d y\right| \leq C\left(\int_{|x-y|>2|x|} \frac{1}{|x-y|^{N+2 \gamma}} d y\right)(1+|x|)^{-(N+2 \gamma)} \\
& \leq \frac{C}{(1+|x|)^{(N+2 \gamma)}} .
\end{aligned}
$$

### 4.4 Proof of Theorem 4.1.1

### 4.4.1 Variational Formulation

We consider the following minimization problem

$$
\begin{equation*}
c(L)=\inf _{v \in H_{L}^{\gamma}, v \neq 0} \mathscr{F}_{L}(v) \tag{4.4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{L}(v)=\frac{\kappa_{n, \gamma} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d t d \tau+c_{n, \gamma} \int_{0}^{L} v(t)^{2} d t}{\left(\int_{0}^{L} v(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}} . \tag{4.4.2}
\end{equation*}
$$

Our first lemma shows that
Lemma 4.4.1. For any $L>0, c(L)$ is achieved by a positive function $v_{L} \in \mathcal{C}^{\infty}$ which solves

$$
\begin{equation*}
\mathscr{L}_{\gamma}^{L} v=\kappa_{n, \gamma} P . V . \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau+c_{n, \gamma} v=c_{n, \gamma} v^{\beta}, \quad \text { where } \beta=\frac{n+2 \gamma}{n-2 \gamma} . \tag{4.4.3}
\end{equation*}
$$

Proof. Considering that the value of multiplicative constants does not affect this proof, we may assume that $c_{n, \gamma}=1$ and $\kappa_{n, \gamma}=1$. Since $c(L)$ is invariant by rescaling we can assume that

$$
\begin{equation*}
\int_{0}^{L} v^{\beta+1} d t=1 \tag{4.4.4}
\end{equation*}
$$

thus $\mathscr{F}_{L}[v]=\|v\|_{H_{L}^{\gamma}}^{2}$. First note that if $c(L)$ is achieved by a function $v_{L}$, then this function solves (4.4.3) because this is the Euler-Lagrange equation for the functional (4.4.2).

By construction, the functional $\mathscr{F}_{L}(v)$ is non-negative and therefore it is bounded from below, so the infimum is finite. Next we show that a minimizer exists. Let $\left\{v_{i}\right\}$ be a minimizing sequence normalized to satisfy (4.4.4), such that $\mathscr{F}_{L}\left(v_{i}\right) \leq c(L)+1$. Because of Remark 4.3.6, for all $\gamma \in(0,1)$ we have the compact embedding of $H_{L}^{\gamma}$ in $L^{q}$, with $q \in\left(1, \frac{2}{1-2 \gamma}\right)$ if $\gamma \leq \frac{1}{2}$ and $q \geq 1$ if $\gamma>\frac{1}{2}$ so, in particular, for $q=\beta+1$. Moreover, there exists $v_{L} \in H_{L}^{\gamma}$ such that $v_{i} \rightharpoonup v_{L}$. This implies

$$
\begin{equation*}
\left\|v_{L}\right\|_{H_{L}^{\gamma}} \leq \liminf _{j}\left\|v_{j}\right\|_{H_{L}^{\gamma}} . \tag{4.4.5}
\end{equation*}
$$

 a minimizer $v_{L} \in H_{L}^{\gamma}$. The compact embedding assures that convergence is strong in $L^{\beta+1}$, i.e.,

$$
1=\lim _{j}\left\|v_{j}\right\|_{L^{\beta+1}}=\left\|v_{L}\right\|_{L^{\beta+1}}
$$

Now we apply Remark 4.3 .12 to obtain $v_{L} \in \mathcal{C}^{\infty}$.
Finally we observe that the minimizer $v_{L} \in H_{L}^{\gamma}$ must be positive. If $v_{L}$ is not nonnegative we take $w=\left|v_{L}\right| \in H_{L}^{\gamma}$ and the following inequality holds

$$
\begin{equation*}
\mathscr{F}_{L}(w) \leq \mathscr{F}_{L}\left(v_{L}\right) \tag{4.4.6}
\end{equation*}
$$

obtaining a contradiction. Indeed if $\operatorname{sign}(v(t))=\operatorname{sign}(v(\tau))$, equality holds in (4.4.6) and if $\operatorname{sign}(v(t)) \neq \operatorname{sign}(v(\tau))$, (4.4.6) is also true because

$$
\begin{aligned}
(w(t)-w(\tau))^{2} & =\left(v_{L}(t)+v_{L}(\tau)\right)^{2} \leq \max \left\{\left(v_{L}(t)\right)^{2},\left(v_{L}(\tau)\right)^{2}\right\} \\
& \leq\left(\left|v_{L}(t)\right|+\left|v_{L}(\tau)\right|\right)^{2}=\left(v_{L}(t)-v_{L}(\tau)\right)^{2}
\end{aligned}
$$

Once we have the non-negativity of the minimizer, since $\left\|v_{L}\right\|_{L^{\beta}}=1$, the maximum principle given in Proposition 4.3 .8 applied to equation (4.4.3) assures that $v_{L}>0$. Therefore we conclude the proof of the Lemma 4.4.1.

We now introduce the weak formulation of the problem. We will say that $v \in H_{L}^{\gamma}$ is weak solution of (4.4.3) if it satisfies

$$
\begin{equation*}
\left\langle\mathscr{L}_{\gamma}^{L} v, \phi\right\rangle=c_{n, \gamma} \int_{0}^{L} v^{\beta}(t) \phi(t) d t, \quad \forall \phi \in H_{L}^{\gamma} \tag{4.4.7}
\end{equation*}
$$

where $\langle$,$\rangle is defined by$

$$
\left\langle\mathscr{L}_{\gamma}^{L} v, \phi\right\rangle=\frac{\kappa_{n, \gamma}}{2} P . V . \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))(\phi(t)-\phi(\tau)) K_{L}(t-\tau) d t d \tau+c_{n, \gamma} \int_{0}^{L} v(t) \phi(t) d t
$$

### 4.4.2 Proof of Theorem 4.1.1:

At this moment it is unclear if the minimizer $v_{L}$ for (4.4.2) is the constant solution. Let

$$
c^{*}(L)=c_{n, \gamma} L^{\frac{\beta-1}{\beta+1}}
$$

be the energy of the constant solution. The next key lemma provides a criteria:
Lemma 4.4.2. Assume that $c\left(L_{1}\right)$ is attained by a nonconstant function $v_{L_{1}}$. Then $c(L)<$ $c^{*}(L)$ for all $L>L_{1}$.

Proof. Let $v_{L_{1}}$ be the minimizer for $L_{1}$, then $v_{L_{1}}$ is the solution to

$$
\mathscr{L}_{\gamma}^{L_{1}}\left(v_{L_{1}}\right):=\kappa_{n, \gamma} \int_{0}^{L_{1}}\left(v_{L_{1}}(t)-v_{L_{1}}(\tau)\right) K_{L_{1}}(t-\tau) d \tau+c_{n, \gamma} v_{L_{1}}=c_{n, \gamma} v_{L_{1}}^{\beta}
$$

By assumption $v_{L_{1}} \not \equiv 1$. Now let

$$
t=\frac{L_{1}}{L} \bar{t} \quad \text { and } \quad v(\bar{t})=v_{L_{1}}\left(\frac{L_{1}}{L} \bar{t}\right)
$$

which is an $L$-periodic function. By definition it is clear that

$$
\begin{aligned}
c(L) & \leq \frac{\kappa_{n, \gamma} \int_{0}^{L} \int_{0}^{L}(v(\bar{t})-v(\bar{\tau}))^{2} K_{L}(\bar{t}-\bar{\tau}) d \bar{t} d \bar{\tau}+c_{n, \gamma} \int_{0}^{L} v^{2}(\bar{t}) d \bar{t}}{\left(\int_{0}^{L} v^{\beta+1}(\bar{t}) d \bar{t}\right)^{\frac{2}{\beta+1}}} \\
& =\left(\frac{L}{L_{1}}\right)^{1-\frac{2}{\beta+1}} \frac{\kappa_{n, \gamma} \int_{0}^{L_{1}} \int_{0}^{L_{1}}\left(v_{L_{1}}(t)-v_{L_{1}}(\tau)\right)^{2} \frac{L}{L_{1}} K_{L}\left(\frac{L}{L_{1}}(t-\tau)\right) d t d \tau+c_{n, \gamma} \int_{0}^{L_{1}} v_{L_{1}}^{2}(t) d t}{\left(\int_{0}^{L_{1}} v_{L_{1}}^{\beta+1}(t) d t\right)^{\frac{2}{\beta+1}}} \\
& <\left(\frac{L}{L_{1}}\right)^{1-\frac{2}{\beta+1}} \frac{\kappa_{n, \gamma} \int_{0}^{L_{1}} \int_{0}^{L_{1}}\left(v_{L_{1}}(t)-v_{L_{1}}(\tau)\right)^{2}\left(K_{L_{1}}(t-\tau)\right) d t d \tau+c_{n, \gamma} \int_{0}^{L_{1}} v_{L_{1}}^{2}(t) d t}{\left(\int_{0}^{L_{1}} v_{L_{1}}^{\beta+1}(t) d t\right)^{\frac{2}{\beta+1}}} \\
& \leq\left(\frac{L}{L_{1}}\right)^{1-\frac{2}{\beta+1}} c\left(L_{1}\right) \leq\left(\frac{L}{L_{1}}\right)^{1-\frac{2}{\beta+1}} c^{*}\left(L_{1}\right)=c^{*}(L) .
\end{aligned}
$$

The second inequality above follows from Lemma 4.2.7.
Thus we conclude that $c(L)<c^{*}(L)$ for all $L>L_{1}$ and hence $c(L)$ is attained by a nonconstant minimizer.

Lemma 4.4.3. If the period $L$ is small enough, then $c(L)$ is attained by the constant only.
Proof. First, we claim that, for $L \leq 1$, the minimizer $v_{L}$ is uniformly bounded. This follows from a standard Gidas-Spruck type blow-up argument. In fact, suppose not, we may assume that there exist sequences $\left\{L_{i}\right\},\left\{v_{L_{i}}\right\}$ and $\left\{t_{i}\right\}$ with $t_{i} \in\left[0, L_{i}\right]$ such that

$$
\max _{0 \leq t \leq L_{i}} v_{L_{i}}(t)=\max _{t \in \mathbb{R}} v_{L_{i}}(t)=v_{L_{i}}\left(t_{i}\right)=M_{i} \rightarrow+\infty
$$

Note that $v_{L_{i}}$ satisfies (4.4.3). Now rescale

$$
\tilde{t}=\epsilon_{i}^{-1}\left(t-t_{i}\right), \quad \tilde{v}_{L_{i}}(\tilde{t})=\epsilon_{i}^{\frac{2 \gamma}{\beta-1}} v_{L_{i}}\left(\epsilon_{i} \tilde{t}\right)
$$

where

$$
M_{i}=\epsilon_{i}^{\frac{-2 \gamma}{\beta-1}}
$$

With this change of variable, (4.4.3) reads

$$
\kappa_{n, \gamma} \int_{\mathbb{R}} \epsilon_{i}\left(\tilde{v}_{L_{i}}(\tilde{t})-\tilde{v}_{L_{i}}(\tilde{\tau})\right) K\left(\epsilon_{i}(\tilde{t}-\tilde{\tau})\right) d \tilde{\tau}+c_{n, \gamma} \tilde{v}_{L_{i}}(\tilde{t})=\epsilon_{i}^{-2 \gamma} c_{n, \gamma} v_{L_{i}}^{\beta}(\tilde{t})
$$

Because of (4.2.9)

$$
\int_{\mathbb{R}} \epsilon_{i}\left(\tilde{v}_{L_{i}}(\tilde{t})-\tilde{v}_{L_{i}}(\tilde{\tau})\right) K\left(\epsilon_{i}(\tilde{t}-\tilde{\tau})\right) d \tilde{\tau} \sim \frac{1}{\epsilon_{i}^{2 \gamma}} \int_{\mathbb{R}} \frac{\tilde{v}_{L_{i}}(\tilde{t})-\tilde{v}_{L_{i}}(\tilde{\tau})}{|\tilde{t}-\tilde{\tau}|^{1+2 \gamma}} d \tilde{\tau} \sim \frac{1}{\epsilon_{i}^{2 \gamma} \kappa_{n, \gamma}}(-\Delta)^{\gamma} \tilde{v}_{L_{i}}
$$

Therefore $\tilde{v}_{L_{i}}$ satisfies

$$
(-\Delta)^{\gamma} \tilde{v}_{L_{i}}+c_{n, \gamma} \epsilon^{2 \gamma} \tilde{v}_{L_{i}}(\tilde{t})=c_{n, \gamma} \tilde{v}_{L_{i}}^{\beta}(\tilde{t})+o(1) \text { as } i \rightarrow \infty .
$$

Remark 4.3.12 assures that all the derivatives of $v_{L_{i}}$ are equi-continuous functions, thus we can apply Ascoli-Arzelá theorem to find $v_{\infty} \in \mathcal{C}^{\infty}$ such that $\tilde{v}_{L_{i}} \rightarrow v_{\infty}$ as $i \rightarrow+\infty$ and which satisfies

$$
(-\Delta)^{\gamma} v_{\infty}=c_{n, \gamma} v_{\infty}^{\beta} \text { in } \mathbb{R}
$$

Note that $v_{\infty}$ is positive. By the result given in Lemma 4.3.13 we derive that $v_{\infty} \equiv 0$, which contradicts with the assumption that $v_{\infty}(0)=1$.

Secondly, we use Poincare's inequality given in (4.3.2) to show that $v_{L} \equiv$ Constant. In fact we observe that $\phi=\frac{\partial v_{L}}{\partial t}$ satisfies

$$
\begin{equation*}
\mathscr{L}_{\gamma}^{L} \phi-c_{n, \gamma} \beta v_{L}^{\beta-1} \phi=0, \tag{4.4.8}
\end{equation*}
$$

where $\mathscr{L}_{\gamma}^{L}$ is defined as in (4.1.2). The weak formulation for the problem from (4.4.7), the fact that $v_{L}$ is bounded and equation (4.4.8) give

$$
\int_{0}^{L} \int_{0}^{L}(\phi(t)-\phi(\tau))^{2} K_{L}(t-\tau) d t d \tau \leq C \int_{0}^{L} \phi^{2}
$$

Rescaling $t=L \tilde{t}, \tilde{\phi}=\phi(L \tilde{t})$ and using (4.2.9), since $L$ is small enough, we obtain that

$$
\int_{0}^{1} \int_{0}^{1} \frac{(\tilde{\phi}(\tilde{t})-\tilde{\phi}(\tilde{\tau}))^{2}}{|\tilde{t}-\tilde{\tau}|^{1+2 \gamma}} d \tilde{t} d \tilde{\tau} \leq C L^{2 \gamma} \int_{0}^{1} \tilde{\phi}^{2}
$$

By Poincare's inequality (4.3.2) (since $\phi$ has average zero) there exists $C_{0}>0$ for which

$$
C_{0} \int_{0}^{1} \tilde{\phi}^{2} \leq \int_{0}^{1} \int_{0}^{1} \frac{(\tilde{\phi}(\tilde{t})-\tilde{\phi}(\tilde{\tau}))^{2}}{|\tilde{t}-\tilde{\tau}|^{1+2 \gamma}} d \tilde{t} d \tilde{\tau} \leq C L^{2 \gamma} \int_{0}^{1} \tilde{\phi}^{2}
$$

which yields that

$$
\int_{0}^{1} \tilde{\phi}^{2}=0
$$

for $L$ small.
Lemma 4.4.4. If the period $L$ is large enough, then

$$
\begin{equation*}
c(L)<c^{*}(L) \tag{4.4.9}
\end{equation*}
$$

and therefore, we have a non constant positive solution for (4.1.1).
Proof. Let

$$
\begin{equation*}
b(t):=\left(\frac{e^{t}}{e^{2 t}+1}\right)^{\frac{n-2 \gamma}{2}}, \tag{4.4.10}
\end{equation*}
$$

which is a ground state solution for (4.1.1). This follows because the "bubble"

$$
\begin{equation*}
w(x)=\left(\frac{1}{|x|^{2}+1}\right)^{\frac{n-2 \gamma}{2}}, \tag{4.4.11}
\end{equation*}
$$

is a solution of (3.1.1) that is regular at the origin. Note that $b(t)>0$ and $b( \pm \infty)=0$.
Now we take a cut-off function $\eta_{L}$ which is identically 1 in the ball of radius $L / 4$ and null outside the ball of radius $L / 2$. We define a new function

$$
v_{L}(t)=b(t) \eta_{L}(t) .
$$

We will denote $\tilde{v}_{L}(t) \in H_{L}^{\gamma}$ the $L$-periodic extension of $v_{L}$. The definitions of $c(L)$ and $K_{L}$, given in (4.4.1) and (4.2.12) respectively, give us the following equality:

$$
\begin{align*}
c(L) & =\inf _{v \in H_{L}^{\gamma}, v \neq 0} \frac{\kappa_{n, \gamma} \int_{0}^{L} \int_{\mathbb{R}}(v(s+\tau)-v(\tau))^{2} K(s) d s d \tau+c_{n, \gamma} \int_{0}^{L} v(t)^{2} d t}{\left(\int_{0}^{L} v(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}} \\
& =\inf _{v \in H_{L}^{\gamma}, v \neq 0} \frac{\kappa_{n, \gamma} \int_{-L / 2}^{L / 2} \int_{\mathbb{R}}(v(s+\tau)-v(\tau))^{2} K(s) d s d \tau+c_{n, \gamma} \int_{-L / 2}^{L / 2} v(t)^{2} d t}{\left(\int_{-L / 2}^{L / 2} v(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}}, \tag{4.4.12}
\end{align*}
$$

where $s:=t-\tau$ and we have used the $L-$ periodicity of any $v \in H_{L}^{\gamma}$. We use $\tilde{v}_{L}$ as a test function in the functional (4.4.12). Taking the limit $L \rightarrow \infty$,

$$
\begin{aligned}
\lim _{L \rightarrow \infty} c(L) & \leq \lim _{L \rightarrow \infty} \frac{\kappa_{n, \gamma} \int_{-L / 2}^{L / 2} \int_{\mathbb{R}}\left(\tilde{v}_{L}(s+\tau)-\tilde{v}_{L}(\tau)\right)^{2} K(s) d s d \tau+c_{n, \gamma} \int_{-L / 2}^{L / 2} \tilde{v}_{L}(t)^{2} d t}{\left(\int_{-L / 2}^{L / 2} \tilde{v}_{L}(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}} \\
& =\frac{\kappa_{n, \gamma} \int_{\mathbb{R}} \int_{\mathbb{R}}(b(t)-b(\tau))^{2} K(t-\tau) d t d \tau+c_{n, \gamma} \int_{\mathbb{R}} b(t)^{2} d t}{\left(\int_{\mathbb{R}} b(t)^{\beta+1} d t\right)^{\frac{2}{\beta+1}}}<\infty,
\end{aligned}
$$

since the "bubble" (4.4.11) has finite energy. Let us check that all the integrals above are uniformly bounded in order to use the Dominated Convergence Theorem. First, both integrals $\int_{-L / 2}^{L / 2} \tilde{v}_{L}^{2}(t) d t$ and $\int_{-L / 2}^{L / 2} \tilde{v}_{L}^{\beta+1}(t) d t$ are uniformly bounded since $b(t) \sim e^{-\frac{n-2 \gamma}{2}|t|}$. Finally, recalling that $b(t), \eta_{L} \in L^{\infty}$ and the behaviour of the kernel (4.2.10),

$$
\int_{-L / 2}^{L / 2} \int_{\mathbb{R}}\left(\tilde{v}_{L}(s+\tau)-\tilde{v}_{L}(\tau)\right)^{2} K(s) d s d \tau=I_{1}+I_{2}
$$

where

$$
\begin{aligned}
I_{1} & \sim \int_{-L / 2}^{L / 2} \int_{\mathbb{R} \backslash[-\epsilon, \epsilon]}\left(\tilde{v}_{L}(s+\tau)-\tilde{v}_{L}(\tau)\right)^{2} e^{-|s| \frac{n+2 \gamma}{2}} d s d \tau \\
& \sim \int_{\mathbb{R} \backslash[-\epsilon, \epsilon]} e^{-|s| \frac{n+2 \gamma}{2}} \int_{-L / 2}^{L / 2} \tilde{v}_{L}(s+\tau)^{2} d \tau d s+\int_{-L / 2}^{L / 2} \tilde{v}_{L}(\tau)^{2} d \tau \int_{\mathbb{R} \backslash[-\epsilon, \epsilon]} e^{-|s| \frac{n+2 \gamma}{2}} d s<\infty . \\
I_{2} & \sim \int_{-L / 2}^{L / 2} \int_{-\epsilon}^{\epsilon} \frac{\left(\tilde{v}_{L}(s+\tau)-\tilde{v}_{L}(\tau)\right)^{2}}{|s|^{1+2 \gamma}} d s d \tau \sim \int_{-L / 2}^{L / 2} \int_{-\epsilon}^{\epsilon} \tilde{v}_{L}^{\prime}(\tau)^{2}|s|^{1-2 \gamma} d s d \tau<\infty .
\end{aligned}
$$

In this second integral, we have used the Taylor expansion of $\tilde{v}_{L}$.
On the other hand, $c^{*}(L)=c_{n, \gamma} L^{\frac{\beta-1}{\beta+1}} \rightarrow+\infty$ as $L \rightarrow+\infty$. This proves (4.4.9).

Remark 4.4.5. When $L \rightarrow \infty$, the minimizer $v_{L}$ for the functional given in (4.4.2) satisfies that

$$
v_{L} \rightarrow v_{\infty} \equiv b,
$$

where $b(t)$ is defined as in (4.4.10) up to multiplicative constant. The proof of this fact will be postponed to the next Chapter 5 .

Let $v$ be a $L$-periodic solution of equation (4.1.1), i.e.,

$$
\begin{equation*}
\kappa_{n, \gamma} P . V . \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau+c_{n, \gamma} v(t)=c_{n, \gamma} v(t)^{\beta} . \tag{4.4.13}
\end{equation*}
$$

The linearization of this equation around the constant solution $v_{1} \equiv 1$ is:

$$
\begin{equation*}
\kappa_{n, \gamma} \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau-c_{n, \gamma}(\beta-1) v(t)=0 \tag{4.4.14}
\end{equation*}
$$

We consider the eigenvalue problem for this linearized operator:

$$
\begin{equation*}
\kappa_{n, \gamma} \int_{0}^{L}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau-c_{n, \gamma}(\beta-1) v(t)=\delta_{L} v(t) \tag{4.4.15}
\end{equation*}
$$

Lemma 4.4.6. There exists $\tilde{L}_{0}^{\gamma}>0$ such that

$$
\delta_{L}<0 \text { if } L>\tilde{L}_{0}^{\gamma}, \quad \delta_{L}>0 \text { if } L<\tilde{L}_{0}^{\gamma}, \text { and } \delta_{\tilde{L}_{0}^{\gamma}}=0 .
$$

Proof. Following the computations in the previous Chapter 3 we get that the first eigenvalue $\delta_{L}$ is given by the implicit expression

$$
\frac{\left|\Gamma\left(\frac{n}{4}+\frac{\gamma}{2}+\frac{\sqrt{\lambda}}{2} i\right)\right|^{2}}{\left|\Gamma\left(\frac{n}{4}-\frac{\gamma}{2}+\frac{\sqrt{\lambda}}{2} i\right)\right|^{2}}=\frac{n+2 \gamma}{n-2 \gamma} \frac{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}+\gamma\right)\right)\right|^{2}}{\left|\Gamma\left(\frac{1}{2}\left(\frac{n}{2}-\gamma\right)\right)\right|^{2}}+\delta_{L}
$$

Here $\lambda$ is univocally related with the period by $L=\frac{2 \pi}{\sqrt{\lambda}}$. $\delta_{L}$ is a strictly decreasing function of $L$. We now define $\tilde{L}_{0}^{\gamma}$ as the period corresponding to the zero eigenvalue.

We are now ready to conclude the proof of Theorem 4.1.1. Let

$$
\begin{equation*}
L_{0}^{\gamma}=\sup \left\{L \mid c(l)=c^{*}(l) \text { for } l \in(0, L)\right\} . \tag{4.4.16}
\end{equation*}
$$

By Lemma 4.4.3 we see that $L_{0}^{\gamma}>0$. By Lemma 4.4.4, also $L_{0}^{\gamma}<+\infty$. Then we are left to check that if $L=L_{0}^{\gamma}$ we just have the constant solution.
Proposition 4.4.7. If $L=\tilde{L}_{0}^{\gamma}$ the unique solution for (4.4.13) is the constant solution $v_{1} \equiv 1$.

Proof. Let $v>0$ and $v_{1} \equiv 1$ be $\tilde{L}_{0}^{\gamma}$-periodic solutions of (4.4.13). We define

$$
\begin{equation*}
w=v-1 . \tag{4.4.17}
\end{equation*}
$$

On the one hand, using the weak formulation for the problem (4.4.13) given in (4.4.7), we have

$$
\begin{equation*}
\left\langle\mathscr{L}_{\gamma}^{L} v, \phi\right\rangle=\left\langle\tilde{\mathscr{L}}_{\gamma}^{L} v, \phi\right\rangle+c_{n, \gamma} \int_{0}^{L} v(t) \phi(t) d t=c_{n, \gamma} \int_{0}^{L} v^{\beta}(t) \phi(t) d t, \quad \forall \phi \in H_{L}^{\gamma}, \tag{4.4.18}
\end{equation*}
$$

where we have defined

$$
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L} v, \phi\right\rangle=\kappa_{n, \gamma} P . V \cdot \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))(\phi(t)-\phi(\tau)) K_{L}(t-\tau) d t d \tau .
$$

Thus, in particular for $v=w+1$, equation (4.4.18) reads

$$
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L}(w), \phi\right\rangle+c_{n, \gamma} \int_{0}^{L}(w(t)+1) \phi(t) d t=c_{n, \gamma} \int_{0}^{L}(w(t)+1)^{\beta} \phi(t) d t, \quad \forall \phi \in H_{L}^{\gamma},
$$

which, interchanging $\phi$ and $w$ in the first term, is equivalent to

$$
\begin{equation*}
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L}(\phi), w\right\rangle+c_{n, \gamma} \int_{0}^{L}\left((w(t)+1)-(w(t)+1)^{\beta}\right) \phi(t) d t=0, \quad \forall \phi \in H_{L}^{\gamma} \tag{4.4.19}
\end{equation*}
$$

On the other hand, if $\varphi_{1}$ denotes the first eigenfunction for the linearized problem around $v \equiv 1$, given in (4.4.15), for the period $\tilde{L}_{0}^{\gamma}$ (i.e. the corresponding to the zero eigenvalue $\delta_{\tilde{L}_{0}^{\gamma}}=0$ ), the following holds

$$
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L} \varphi_{1}, \phi\right\rangle+c_{n, \gamma} \int_{0}^{L} \varphi_{1}(t) \phi(t) d t=\beta c_{n, \gamma} \int_{0}^{L} \varphi_{1}(t) \phi(t) d t, \quad \forall \phi \in H_{L}^{\gamma} .
$$

Now we choose the test function here to be $\phi=w$, the function defined in (4.4.17), and the equality above becomes

$$
\begin{equation*}
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L} \varphi_{1}, w\right\rangle=(\beta-1) c_{n, \gamma} \int_{0}^{L} \varphi_{1}(t) w(t) d t \tag{4.4.20}
\end{equation*}
$$

Coming back to equation (4.4.19) for the test function $\phi=\varphi_{1}$, then we have

$$
\left\langle\tilde{\mathscr{L}}_{\gamma}^{L}\left(\varphi_{1}\right), w\right\rangle+c_{n, \gamma} \int_{0}^{L}\left((w(t)+1)-(w(t)+1)^{\beta}\right) \varphi_{1}(t) d t=0
$$

which using equality (4.4.20) reads

$$
\begin{equation*}
\int_{0}^{L}\left(\beta w(t)+1-(w(t)+1)^{\beta}\right) \varphi_{1}(t) d t=0 \tag{4.4.21}
\end{equation*}
$$

The positivity of the first eigenfunction $\varphi_{1}$ and the convexity of the function $f(w)=\beta w(t)+$ $1-(w(t)+1)^{\beta}$ assure that the only possible solution for (4.4.21) is $w \equiv 0$.

Let $v \in H_{L}^{\gamma}$ and $E_{L}, \tilde{E}_{L}$ be the energy functionals for the non-linear and the linear problems (4.4.13) and (4.4.14) defined by

$$
\begin{equation*}
E_{L}(v):=\frac{\kappa_{n, \gamma}}{2} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t+\frac{c_{n, \gamma}}{2} \int_{0}^{L} v^{2}(t)-\frac{c_{n, \gamma}}{\beta+1} \int_{0}^{L} v^{\beta+1}(t) d t \tag{4.4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{E}_{L}(v):=\frac{\kappa_{n, \gamma}}{2} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t-\frac{c_{n, \gamma}}{2}(\beta-1) \int_{0}^{L} v^{2}(t) d t \tag{4.4.23}
\end{equation*}
$$

respectively. The variational formulation of the first eigenvalue $\delta_{L}$ (Rayleygh quotient) for (4.4.23) implies the following Poincaré inequality
$\kappa_{n, \gamma} \int_{0}^{L} \int_{0}^{L}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t-c_{n, \gamma}(\beta-1) \int_{0}^{L} v^{2}(t) d t \geq \delta_{L} \int_{0}^{L} v^{2}(t) d t, \quad \forall v \in H_{L}^{\gamma}$.
In particular, if $\varphi_{1}$ denotes, as before, the first eigenfunction for the linearized problem around $v \equiv 1$ at the period $\tilde{L}_{0}^{\gamma}$, we have the equality

$$
\begin{equation*}
\kappa_{n, \gamma} \int_{0}^{\tilde{L}_{0}^{\gamma}} \int_{0}^{\tilde{L}_{0}^{\gamma}}\left(\varphi_{1}(t)-\varphi_{1}(\tau)\right)^{2} K_{\tilde{L}_{0}^{\gamma}}(t-\tau) d \tau d t-c_{n, \gamma}(\beta-1) \int_{0}^{\tilde{L}_{0}^{\gamma}} \varphi_{1}^{2}(t) d t=0 \tag{4.4.24}
\end{equation*}
$$

Proposition 4.4.8. The period $L_{0}^{\gamma}$ defined in (4.4.16) coincides with the period $\tilde{L}_{0}^{\gamma}$ given by the zero eigenvalue in equation (4.4.15).

Proof. First, because of the definition of $L_{0}^{\gamma}$ given in (4.4.16) we can easily check that $L_{0}^{\gamma} \geq \tilde{L}_{0}^{\gamma}$. Indeed, Proposition 4.4.7 asserts that $c\left(\tilde{L}_{0}^{\gamma}\right)=c^{*}\left(\tilde{L}_{0}^{\gamma}\right)$ and Lemma 4.4.2 assures that this is not possible if $\tilde{L}_{0}^{\gamma}>L_{0}^{\gamma}$.

We now are going to check the opposite inequality. We have defined $\tilde{L}_{0}^{\gamma}$ as the period where the constant solution $v_{1} \equiv 1$ loses stability. This is, if we define

$$
\begin{equation*}
L_{\epsilon}^{\gamma}=\tilde{L}_{0}^{\gamma}+\epsilon \tag{4.4.25}
\end{equation*}
$$

with $\epsilon>0$, we have instability for the constant solution and thus $c\left(L_{\epsilon}^{\gamma}\right)<c^{*}\left(L_{\epsilon}^{\gamma}\right)$. To prove this, we compute the energy (4.4.22) for the function $1+\sigma \phi_{L_{\epsilon}^{\gamma}}$, where $\sigma>0$ small enough and $\phi_{L_{\epsilon}^{\gamma}} \in H_{L_{\epsilon}^{\gamma}}^{\gamma}$. We have

$$
\begin{aligned}
E_{L_{\epsilon}^{\gamma}}\left(1+\sigma \phi_{L_{\epsilon}^{\gamma}}\right)= & E_{L_{\epsilon}^{\gamma}}(1) \\
& +\sigma^{2}\left[\kappa_{n, \gamma} \int_{0}^{L_{\epsilon}^{\gamma}} \int_{0}^{L_{\epsilon}^{\gamma}}\left(\phi_{L_{\epsilon}^{\gamma}}(t)-\phi_{L_{\epsilon}^{\gamma}}(\tau)\right)^{2} K_{L_{\epsilon}^{\gamma}}(t-\tau) d \tau d t\right. \\
& \left.\quad-c_{n, \gamma}(\beta-1) \int_{0}^{L_{\epsilon}^{\gamma}} \phi_{L_{\epsilon}^{\gamma}}^{2}(t) d t\right] \\
& + \text { h.o.t. }
\end{aligned}
$$

Therefore, if we find $\phi_{L_{\epsilon}^{\gamma}}$ such that

$$
\begin{equation*}
\kappa_{n, \gamma} \int_{0}^{L_{\epsilon}^{\gamma}} \int_{0}^{L_{\epsilon}^{\gamma}}\left(\phi_{L_{\epsilon}^{\gamma}}(t)-\phi_{L_{\epsilon}^{\gamma}}(\tau)\right)^{2} K_{L_{\epsilon}^{\gamma}}(t-\tau) d \tau d t-c_{n, \gamma}(\beta-1) \int_{0}^{L_{\epsilon}^{\gamma}} \phi_{L_{\epsilon}^{\gamma}}^{2}(t) d t<0 \tag{4.4.26}
\end{equation*}
$$

the instability of $v_{1} \in H_{L_{\epsilon}^{\gamma}}^{\gamma}$ is proved. Let $\phi_{L_{\epsilon}^{\gamma}}(t)=\varphi_{1}\left(\frac{\tilde{L}_{0}^{\gamma}}{L_{\epsilon}^{\gamma}} t\right)$, where $\varphi_{1}$ is the first eigenfunction defined in (4.4.24). Under the changes of variable $\bar{t}=\frac{L_{\epsilon}^{\gamma}}{\tilde{L}_{0}^{\gamma}} t$ and $\bar{\tau}=\frac{L_{\epsilon}^{\gamma}}{\tilde{L}_{0}^{\gamma}} \tau$, equality (4.4.24) and Lemma 4.2 .7 imply (4.4.26). Here we have also used that $\beta=\frac{n+2 \gamma}{n-2 \gamma}>1$, and $L_{\epsilon}^{\gamma}>\tilde{L}_{0}^{\gamma}$ (4.4.25).

The definition of $L_{0}^{\gamma}$ (4.4.16) and Lemma 4.4.2 imply $L_{0}^{\gamma} \leq \tilde{L}_{0}^{\gamma}+\epsilon$. Taking limit as $\epsilon$ goes to zero we have the claimed equality $L_{0}^{\gamma}=\tilde{L}_{0}^{\gamma}$.

This completes the proof of Theorem 4.1.1.

## Chapter 5

## A gluing approach for the fractional Yamabe problem with isolated singularities

In this chapter, we construct solutions for the fractional Yamabe problem that are singular at a prescribed number of isolated points. This seems to be the first time that a gluing method is successfully applied to a non-local problem. The main step is an infinite-dimensional Lyapunov-Schmidt reduction method, that reduces the problem to an (infinite dimensional) Toda type system.

### 5.1 Introduction

We consider the problem of finding solutions for the fractional Yamabe problem in $\mathbb{R}^{n}$, $n>2 \gamma$ for $\gamma \in(0,1)$ with isolated singularities at a prescribed finite number of points. This is, to find positive solutions for the equation

$$
\left\{\begin{array}{l}
\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma} u=c_{n, \gamma} u^{\beta} \text { in } \mathbb{R}^{n} \backslash \Sigma,  \tag{5.1.1}\\
u \rightarrow+\infty \text { as } x \rightarrow \Sigma,
\end{array}\right.
$$

where $\Sigma=\left\{p_{1}, \cdots, p_{k}\right\}$ and

$$
\beta=\frac{n+2 \gamma}{n-2 \gamma}
$$

is the critical exponent in dimension $n$. Remark that we are using the notation $t^{\beta}$ to denote the power nonlinearity $|t|^{\beta-1} t$, but this does not constitute any abuse of notation since any solution must be positive thanks to the maximum principle. $c_{n, \gamma}>0$ is a normalization constant and can be chosen arbitrarily.

Instead, one could look at the singular version. Here the sign of $Q_{\gamma}$ is related to the size of the singular set $\Sigma$. For instance, when $\Sigma$ is a smooth submanifold, [96] shows that the positivity of fractional curvature imposes some geometric and topological restrictions,
while [175] considers very general singular sets in the case $\gamma \in(1,2)$, with the additional assumption of positive fractional curvature. See also [109] for some capacitary arguments on the local behavior of singularities.

But all these results give necessary conditions for the existence of such metrics. On the contrary, the question of sufficiency is expected to have only partial answers, requiring that $\Sigma$ has a very particular structure. Here we initiate the study of this issue, looking at the singular Yamabe problem with prescribed isolated singularities at the points $\left\{p_{1}, \ldots, p_{k}\right\}$.

Thus our main theorem is:
Theorem 5.1.1. Fixed any configuration $\Sigma=\left\{p_{1}, \cdots, p_{k}\right\}$ of $k$ different points in $\mathbb{R}^{n}$, there exists a smooth, positive solution to (5.1.1).

As a corollary, we also obtain existence of conformal metrics on the unit sphere $\mathbb{S}^{n}$ of constant fractional curvature with a finite number of isolated singularities. Note that our results will imply that this metric is complete.

We know from the previous chapters that a non-removable isolated singularities for the problem

$$
\left\{\begin{array}{l}
\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma} u=u^{\beta} \text { in } \mathbb{R}^{n} \backslash\{0\},  \tag{5.1.2}\\
u \rightarrow+\infty \text { as } x \rightarrow 0, \quad u>0,
\end{array}\right.
$$

must satisfy the asymptotic behavior

$$
c_{1} r^{-\frac{n-2 \gamma}{2}} \leq u(x) \leq c_{2} r^{-\frac{n-2 \gamma}{2}}, \quad r \rightarrow 0,
$$

where $c_{1}, c_{2}$ are positive constants and $r=|x|$ (see [33] for more details).
In Chapter 3, we considered the geometric interpretation of (5.1.2) which provides the equivalence of this problem with the fractional Yamabe problem in a cylinder and motivates the change (5.1.3) below. In Chapter 4, using a variational approach, we showed the existence of "Delaunay"-type solutions for (5.1.2), i.e, solutions of the form

$$
\begin{equation*}
u_{L}(r)=r^{-\frac{n-2 \gamma}{2}} v_{L}(-\log r) \text { on } \mathbb{R}^{n} \backslash\{0\}, \tag{5.1.3}
\end{equation*}
$$

for some smooth function $v_{L}$ that is periodic in the variable $t=-\log r$, for any period $L \geq L_{0} . L_{0}$ is known as the minimal period and has been completely characterized.

Delaunay-type of solutions are useful in gluing problems, since they model isolated singularities: we cite, for instance, $[141,142,158]$ for the construction of constant mean curvature surfaces with Delaunay ends, or $[140,143]$ for solutions to (5.1.1) in the local case $\gamma=1$. However, these classical constructions exploit the local nature of the problem and, above all, the fact that (5.1.2) reduces to a standard second ODE in the radial case. There the space of solutions of this ODE can be explicitly written in terms of two given parameters, which is not the case for a non-local equation.

Here we are able to use the gluing method for the non-local problem (5.1.1). This seems to be the first time where this construction is successfully applied in a non-local setting. The first difficulty is obvious: one needs to make sure that the errors created by the cut-and-glue
procedure are not propagated by the non-locality of the problem but, instead, they can be handled through careful estimates.

Nevertheless, the main obstacle we find is the lack of a standard ODE for the calculation of model radial solutions with an isolated singularity, as one does in the classical cases. As we have mentioned this is the starting point of [140] or [141]. Thus, even though a Delaunay solution is our basic model for an isolated singularity, we construct bubble towers at each singular point that consist of perturbed half-Delaunay solutions (also known as half-Dancer solutions).

Our source of inspiration for this approach is [132], where the author constructs new entire solutions for a semilinear equation with subcritical exponent, different from the spike solutions that were known for a long time. Malchiodi's new solutions do not tend to zero at infinity, but decay to zero away from three half lines; the method is to construct a half Dancer solution along each half-line.

The idea of gluing bubble towers allows to construct a suitable approximate solution for (5.1.1) with an infinite number of parameters to be chosen. Note that the linearization at this approximate solution is not injective due to the presence of an infinite dimensional kernel, so we use a Lyapunov-Schimdt reduction procedure. It is well known that one single bubble is non-degenerate [58], and the kernel can be explicitly characterized. However, for our problem we perturb each bubble in the bubble tower separately; we find an infinite dimensional system of compatibility conditions, of Toda type, that allows to solve the original problem from the perturbed one.

These compatibility conditions do not impose any restrictions on the location of the singularity points $p_{1}, \ldots, p_{k}$, but only on the Delaunay parameter (the neck size) at each point. We also remark that the first compatibility condition is analogous to that of the local case $\gamma=1$ of [140], this is due to the strong influence of the underlying geometry, while the rest of the configuration depends on the Toda type system. On the other hand, in the local setting a similar procedure to remove the resonances of the linearized problem was considered in [12] and the references therein. However, in their case the Toda type system is finite dimensional.

We remark here that in all our results we do not use the well known extension problem for the fractional Laplacian [36]. Instead we are inspired to the previous Chapter 4 to rewrite the fractional Laplacian in radial coordinates in terms of a new integro-differential operator in the variable $t$. In any case, if we write our problem in the extension, at least for the linear theory, it provides an example of an edge boundary value problem of the type considered in [136, 145].

There are still many open problems. For instance, to find radially symmetric solutions for the fourth order $Q$-curvature equation. Here the difficulty is the lack of maximum principle, which one may be able to handle using [104]. We hope to return to this problem elsewhere.

The next natural question is to look at problem (5.5.7) when the singular set $\Sigma$ has larger Hausdorff dimension $N$. In this case, in order to have a solution one needs to impose some necessary conditions (see $[96,175]$ ). The existence of singular solutions with larger Hausdorff dimension singular set will be studied separately.

The chapter will be structured as follows: in Section 5.2 we recall some results about Delaunay solutions for (5.1.2) from the previous Chapter 4, while in Section 5.3 we use those as models to construct a suitable approximate solution for our problem. Sections 5.4 and 5.5 are of technical nature. Finally, the proof of Theorem 5.1.1 is contained in Section 5.6.

### 5.2 Delaunay-type solutions

In this section we recall some results explained in the previous Chapters 3 and 4 on the Delaunay solutions of

$$
\begin{equation*}
\left(-\Delta_{\mathbb{R}^{n}}\right)^{\gamma} u=c_{n, \gamma} u^{\beta} \text { in } \mathbb{R}^{n} \backslash\{0\} \tag{5.2.1}
\end{equation*}
$$

We may reduce (5.2.1) by writing

$$
u(x)=r^{-\frac{n-2 \gamma}{2}} v(-\log |x|)
$$

and using $t=-\log |x|$.
There are two distinguished solutions to (5.2.1):
$i$. The cylinder, which is $v(t) \equiv C$, that corresponds to the singular solution $u(x)=$ $C r^{-\frac{n-2 \gamma}{2}}$.
ii. The standard sphere (also known as "bubble")

$$
v(t)=\left(\cosh \left(t-t_{0}\right)\right)^{-\frac{n-2 \gamma}{2}}
$$

for any $t_{0} \in \mathbb{R}$, which is regular at the origin.
Moreover, it is well-known that all the smooth solutions to problem (5.1.1) are of the form

$$
w(x)=\left(\frac{\lambda}{\lambda^{2}+\left|x-x_{0}\right|^{2}}\right)^{\frac{n-2 \gamma}{2}}
$$

For the standard bubble solution we have the following non-degeneracy result (Theorem 1 in [58]):

Lemma 5.2.1. The solution $w(x)=\left(\frac{1}{1+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}}$ of (5.1.1) is non-degenerate in the sense that all bounded solutions of equation

$$
(-\Delta)^{\gamma} \psi-c_{n, \gamma} \beta w^{\beta-1} \psi=0 \text { in } \mathbb{R}^{n}
$$

are linear combinations of the functions

$$
\frac{n-2 \gamma}{2} w+x \cdot \nabla w, \quad \text { and } \quad \partial_{x_{i}} w, \quad 1 \leq i \leq n
$$

Note that we normalize the constant $c_{n, \gamma}$ in (5.2.1) such that the standard bubble is a solution. The exact value of the constants may be found in Chapter 3 but in this chapter this is not important.

In the previous Chapter 4, we considered the existence of solutions $v(t)$ which are periodic in $t$. Using the change of variable $t=-\log |x|$, the equation (5.2.1) can be written as

$$
\begin{equation*}
\mathcal{L}_{\gamma} v=c_{n, \gamma} v^{\beta}, \quad t \in \mathbb{R}, v>0 \tag{5.2.2}
\end{equation*}
$$

where $\mathcal{L}_{\gamma}$ is the linear operator defined by

$$
\mathcal{L}_{\gamma} v=\kappa_{n, \gamma} P . V . \int_{-\infty}^{+\infty}(v(t)-v(\tau)) K(t-\tau) d \tau+c_{n, \gamma} v(t)
$$

for $K$ a singular kernel given in (4.2.7) and

$$
\kappa_{n, \gamma}=\pi^{-\frac{n}{2}} 2^{2 \gamma} \frac{\Gamma\left(\frac{n}{2}+\gamma\right)}{\Gamma(1-\gamma)} \gamma
$$

The asymptotic behaviour for $K$ is given the previous Chapter 4 in Lemma 4.2.5. Since we are looking for periodic solutions of (5.2.2), we assume that $v(t+L)=v(t)$; in this case, equation (5.2.2) becomes

$$
\mathcal{L}_{\gamma}^{L}(v)=c_{n, \gamma} v^{\beta}, \quad v>0
$$

where

$$
\mathcal{L}_{\gamma}^{L}(v)=\kappa_{n, \gamma} P . V \cdot \int_{-\frac{L}{2}}^{\frac{L}{2}}(v(t)-v(\tau)) K_{L}(t-\tau) d \tau+c_{n, \gamma} v
$$

for the singular kernel

$$
K_{L}(t-\tau)=\sum_{j \in Z} K(t-\tau-j L)
$$

We are going to consider the problem

$$
\left\{\begin{array}{l}
\mathcal{L}_{\gamma}^{L}(v)=c_{n, \gamma} v^{\beta} \text { in }\left(-\frac{L}{2}, \frac{L}{2}\right),  \tag{5.2.3}\\
v^{\prime}\left(-\frac{L}{2}\right)=v^{\prime}\left(\frac{L}{2}\right)=0
\end{array}\right.
$$

For this we shall work with the norm given by

$$
\|v\|_{H_{L}^{\gamma}}=\left(\int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t+\int_{-L / 2}^{L / 2} v^{2} d t\right)^{1 / 2}
$$

and the following functional space

$$
H_{L}^{\gamma}=\left\{v:\left(-\frac{L}{2}, \frac{L}{2}\right) \rightarrow \mathbb{R} ; v^{\prime}\left(-\frac{L}{2}\right)=v^{\prime}\left(\frac{L}{2}\right)=0 \text { and }\|v\|_{\left.H_{L}^{\gamma}<\infty\right\}}\right.
$$

Proposition 5.2.2. Consider problem (5.2.3). Then for $L$ large there exists a unique positive solution $v_{L}$ in $H_{L}^{\gamma}$ with the following properties
(a) $v_{L}$ is even in $t$;
(b) $v_{L}=\sum_{j \in Z} v(t-j L)+\psi_{L}$, where $\left\|\psi_{L}\right\|_{H_{\gamma}^{L}} \rightarrow 0$ as $L \rightarrow \infty$,
where

$$
v(t):=(\cosh t)^{-\frac{n-2 \gamma}{2}}
$$

corresponds to the standard bubble solution.
More precisely, for $\gamma \in(0,1)$, and for L large we have the following Holder estimates on $\psi_{L}$ :

$$
\left\|\psi_{L}\right\|_{\mathcal{C}^{2 \gamma+\alpha}(-L / 2, L / 2)} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
$$

for some $\alpha \in(0,1)$, and $\xi>0$ independent of $L$ large.
As an immediate consequence of Proposition 5.2.2 we obtain periodic solutions for the original equation (5.2.2):

Corolary 5.2.3. For $L$ large there exists a unique positive solution $v_{L}$ of (5.2.2) with the following properties
(a) $v_{L}$ is periodic and even in $t$;
(b) $v_{L}=\sum_{j \in \mathbb{Z}} v(t-j L)+\psi_{L}$, where $\left\|\psi_{L}\right\|_{H_{L}^{\gamma}} \rightarrow 0$ as $L \rightarrow \infty$ in $(-L / 2, L / 2)$.

More precisely, for $\gamma \in(0,1)$, and for $L$ large we have the following Holder estimates on $\psi_{L}$ :

$$
\left\|\psi_{L}\right\|_{\mathcal{C}^{2 \gamma+\alpha}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
$$

for some $\alpha \in(0,1)$, and $\xi>0$ independent of $L$.
Proof of Proposition 5.2.2. We denote the function

$$
\begin{equation*}
v_{0, L}(t)=\sum_{j=-\infty}^{\infty} v_{j}(t) \tag{5.2.4}
\end{equation*}
$$

where $v_{j}(t)=v(t-j L)=(\cosh (t-j L))^{-\frac{n-2 \gamma}{2}}$. By symmetry, this function satisfies the boundary condition at $t= \pm \frac{L}{2}$. We consider next the functional

$$
\begin{aligned}
F_{L}(v)= & \frac{\kappa_{n, \gamma}}{4} \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2}(v(t)-v(\tau))^{2} K_{L}(t-\tau) d \tau d t \\
& +\frac{c_{n, \gamma}}{2} \int_{-L / 2}^{L / 2} v^{2} d t-\frac{c_{n, \gamma}}{\beta+1} \int_{-L / 2}^{L / 2} v^{\beta+1} d t
\end{aligned}
$$

in the space

$$
v \in H_{*}^{\gamma}, \quad H_{*}^{\gamma}=\left\{v \in H_{L}^{\gamma}, v(t)=v(-t)\right\} .
$$

Solutions of equation (5.2.3) are critical points of $F_{L}$. Moreover, we have

$$
F_{L}^{\prime}\left(v_{0, L}\right)[\varphi]=\left\langle\mathcal{L}_{\gamma}^{L}\left(v_{0, L}\right), \varphi\right\rangle-c_{n, \gamma} \int_{-L / 2}^{L / 2} v_{0, L}^{\beta} \varphi d t=\left\langle S\left(v_{0, L}\right), \varphi\right\rangle
$$

for every test function $\varphi$, where $\langle$,$\rangle is defined by$

$$
\begin{aligned}
\left\langle\mathcal{L}_{\gamma}^{L}\left(v_{0, L}\right), \varphi\right\rangle= & \frac{\kappa_{n, \gamma}}{2} P . V \cdot \int_{-L / 2}^{L / 2} \int_{-L / 2}^{L / 2}(v(t)-v(\tau))(\varphi(t)-\varphi(\tau)) K_{L}(t-\tau) d t d \tau \\
& +c_{n, \gamma} \int_{-L / 2}^{L / 2} v_{0, L} \varphi(t) d t
\end{aligned}
$$

and

$$
S\left(v_{0, L}\right):=\mathcal{L}_{\gamma}^{L}\left(v_{0, L}\right)-c_{n, \gamma} v_{0, L}^{\beta} .
$$

Therefore, using Hölder's inequality, we easily get

$$
\left\|F_{L}^{\prime}\right\|_{H^{\gamma}} \leq C\left\|S\left(v_{0, L}\right)\right\|_{L^{2}},
$$

where $C$ is independent of $L$ large. Hence, we need to estimate the $L^{2}$ norm of $S\left(v_{0, L}\right)$ in $(-L / 2, L / 2)$. Recalling (5.2.4) and the definition of $v_{j}$, we have

$$
S\left(v_{0, L}\right)=c_{n, \gamma}\left[\sum_{j=-\infty}^{\infty} v_{j}^{\beta}-\left(\sum_{j=-\infty}^{\infty} v_{j}\right)^{\beta}\right] \quad \text { in }(-L / 2, L / 2) .
$$

For $t \geq 0$, since $v_{-j} \leq v_{j}$, by symmetry, for $L$ large,

$$
\left|S\left(v_{0, L}\right)\right| \leq C v_{0}^{\beta-1} \sum_{j \neq 0} v_{j}+\sum_{j \neq 0} v_{j}^{\beta} .
$$

As a consequence, we have

$$
\int_{-L / 2}^{L / 2} S\left(v_{0, L}\right)^{2} d t \leq C \int_{-L / 2}^{L / 2} v_{0}^{2(\beta-1)}\left(\sum_{j \neq 0} v_{j}\right)^{2}+\int_{-L / 2}^{L / 2}\left(\sum_{j \neq 0} v_{j}^{\beta}\right)^{2} .
$$

In order to estimate the first term, we divide the domain into two subsets, $\left\{|t| \leq \frac{\alpha L}{2}\right\}$ and $\left\{|t| \geq \frac{\alpha L}{2}\right\}$ for $\alpha \in(0,1)$. In these two sets we have the estimates $\sum_{j \neq 0} v_{j} \leq C e^{-\frac{(n-2 \gamma) L}{4}(2-\alpha)}$ and $\sum_{j \neq 0} v_{j} \leq C e^{-\frac{(n-2 \gamma) L}{4}}$, respectively, by the exponential decay of $v_{0}$. Hence one easily finds

$$
\begin{aligned}
\int_{-L / 2}^{L / 2} v_{0}^{2(\beta-1)}\left(\sum_{j \neq 0} v_{j}\right)^{2} d t & \leq C e^{-\frac{(n-2 \gamma) L}{2}(2-\alpha)}+C e^{-\frac{(n-2 \gamma) L}{2}} e^{-2(\beta-1) \frac{(n-2 \gamma)}{2} \frac{\alpha L}{2}} \\
& =C e^{-\frac{(n-2 \gamma) L}{2}(2-\alpha)}+C e^{-\frac{(n-2 \gamma) L}{2}\left(1+\frac{4 \alpha \gamma}{n-2 \gamma}\right)}
\end{aligned}
$$

and

$$
\int_{-L / 2}^{L / 2}\left(\sum_{j \neq 0} v_{j}^{\beta}\right)^{2} d t \leq C e^{-\frac{(n-2 \gamma) L \beta}{2}} .
$$

In conclusion, we have

$$
\left\|S\left(v_{0, L}\right)\right\|_{L^{2}(-L / 2, L / 2)} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
$$

for some $\xi>0$ independent of $L$ large.
Next we claim that the operator $F_{L}^{\prime \prime}\left(v_{0, L}\right)$ is invertible in the space $H_{*}^{\gamma}(-L / 2, L / 2)$. This follows from the non-degeneracy of the standard bubble and the fact that we are working in the subspace of even functions in $t$. This allows us to solve the problem via local inversion. In fact, we write $v_{L}=v_{0, L}+\psi$ and we have $F_{L}^{\prime}\left(v_{0, L}+\psi\right)=0$ if and only if $\psi \in H_{*}^{\gamma}(-L / 2, L / 2)$ satisfies

$$
\psi=-\left(F_{L}\left(v_{0, L}\right)\right)^{\prime \prime}\left[F_{L}^{\prime}\left(v_{0, L}\right)+N(\psi)\right],
$$

where $N(\psi)=c_{n, \gamma}\left[\left(v_{0, L}+\psi\right)^{\beta}-v_{0, L}^{\beta}-\beta v_{0, L}^{\beta-1} \psi\right]$ is superlinear in $\psi$. We can apply the contraction mapping theorem, obtaining a solution $\psi$ which satisfies

$$
\|\psi\|_{H_{L}^{\gamma}} \leq C\left\|F_{L}^{\prime}\left(v_{0, L}\right)\right\|_{H_{L}^{\gamma}} \leq C\left\|S\left(v_{0, L}\right)\right\|_{L^{2}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

For $\gamma \in(0,1)$, by the regularity estimates given in Chapter 4 and summarized in Remark 4.3.12 in the same chapter (see also [64]), it follows that $\psi$ is smooth and we have the following estimate:

$$
\|\psi\|_{\mathcal{C}^{2 \gamma+\alpha}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

The maximum principle (Proposition 4.3.8) of Chapter 4 concludes the proof of the proposition.

Remark 5.2.4. Since the equation for $v$ is translational invariant, if $v(t)$ is a solution of (5.2.2), then $v\left(t-t_{0}\right)$ is also a solution. In the following, we will use the periodic solution $v_{L}$ with period $L$ which attains its minimum at the points $t=j L, j \in \mathbb{Z}$. By Corollary 5.2 .3 , this periodic solution can be expressed as a perturbation of a bubble tower (or Dancer solution)

$$
v_{L}(t)=\sum_{j=-\infty}^{\infty} v\left(t-\frac{L}{2}-j L\right)+\psi_{L}(t)
$$

where $\left\|\psi_{L}\right\|_{\mathcal{C}^{2 \gamma+\alpha}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}$ for some $\xi>0$ independent of $L$. For the rest of the chapter we write

$$
t_{j}=\frac{L}{2}+j L, \quad j \in \mathbb{Z},
$$

and

$$
v_{j}(t):=v\left(t-t_{j}\right)=\cosh \left(t-t_{j}\right)^{-\frac{n-2 \gamma}{2}}, t \in \mathbb{R} .
$$

Now we consider only half a bubble tower; this is needed in order to have fast decay far from the singularity $(t \rightarrow-\infty)$. We define

$$
\tilde{v}_{L}(t)=\sum_{j=0}^{\infty} v\left(t-\frac{L}{2}-j L\right)+\psi_{L}(t),
$$

then one has the following asymptotic behaviour of $\tilde{v}_{L}$ :

$$
\tilde{v}_{L}(0)=e^{-\frac{(n-2 \gamma) L}{4}}(1+o(1)),
$$

(this is the neck size). And for $t \leq 0$, i.e. $|x| \geq 1$, using the fact that $v$ is exponential decaying,

$$
\tilde{v}_{L}(t)=v_{0}(t)(1+o(1))=\left(\cosh \left(t-\frac{L}{2}\right)\right)^{-\frac{n-2 \gamma}{2}}(1+o(1))=|x|^{-\frac{n-2 \gamma}{2}} e^{-\frac{(n-2 \gamma) L}{4}}(1+o(1)),
$$

and the corresponding solution $\tilde{u}_{L}=|x|^{-\frac{n-2 \gamma}{2}} \tilde{v}_{L}$ satisfies

$$
\begin{equation*}
\tilde{u}_{L}(x)=|x|^{-\frac{n-2 \gamma}{2}} \tilde{v}_{L}=|x|^{-(n-2 \gamma)} e^{-\frac{(n-2 \gamma \gamma) L}{4}}(1+o(1)) . \tag{5.2.5}
\end{equation*}
$$

### 5.3 Construction of the approximate solutions

We now proceed to define a family of approximate solutions to the problem using the Delaunay solutions from the previous section. We know that the Delaunay solution with period $L$ has the form of a bubble tower, i.e,

$$
\begin{align*}
u_{L}(x) & =|x|^{-\frac{n-2 \gamma}{2}}\left(\sum_{j=-\infty}^{\infty} v\left(-\log |x|-\frac{L}{2}-j L\right)+\psi_{L}(-\log |x|)\right)  \tag{5.3.1}\\
& =: \sum_{j=-\infty}^{\infty}\left(\frac{\lambda_{j}}{\lambda_{j}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}}+\phi_{L}(x),
\end{align*}
$$

where

$$
\begin{equation*}
\lambda_{j}=e^{-\frac{1+2 j}{2} L} \quad \text { and } \quad \phi_{L}(x)=|x|^{-\frac{n-2 \gamma}{2}} \psi_{L}(-\log |x|), \tag{5.3.2}
\end{equation*}
$$

for $\psi_{L}$ the perturbation function constructed in Corollary 5.2.3.
As we have mentioned, one of the main ideas is that, although we would like the approximate solution to have Delaunay-type singularities around each point of $\Sigma$, it should have a fast decay once we are away from $\Sigma$ in order to glue to the background manifold $\mathbb{R}^{n}$. To this end, we will only take half a Delaunay solution (this is, only values $j=0,1, \ldots$ ).

In addition, we would like to introduce some perturbation parameters $R \in \mathbb{R}, a \in \mathbb{R}^{n}$, since each standard bubble has $n+1$ free parameters which correspond to scaling and translations. This is done for each bubble in the bubble tower independently, thus we will have an infinite dimensional set of perturbations.

Keeping both aspects in mind, let us give the precise construction of our approximate solution $\bar{u}$. First, one can always assume that all the balls $B\left(p_{i}, 2\right)$ are disjoint, since we may dilate the problem by some factor $\kappa>0$ that will change the set $\Sigma$ into $\kappa \Sigma$ and a function $u$ defined in $\mathbb{R}^{n} \backslash \Sigma$ into $\kappa^{-\frac{n-2 \gamma}{2}} u(x / \kappa)$ defined in $\mathbb{R}^{n} \backslash \kappa \Sigma$.

Let $\chi$ be a cut-off function such that

$$
\chi(x)=\left\{\begin{array}{l}
1, \quad \text { if }|x| \leq \frac{1}{2} \\
0, \quad \text { if }|x| \geq 1, \\
\chi \in[0,1], \quad \text { if } \frac{1}{2} \leq|x| \leq 1
\end{array}\right.
$$

and set $\chi_{i}(x)=\chi\left(x-p_{i}\right)$.
Given $L>0$ large enough, we will fix

$$
\bar{L}=\left(L_{1}, \cdots, L_{k}\right)
$$

to be the Delaunay parameters, which also are related to the neck sizes of each Delaunay solution. They will be chosen (large enough) in the proof. They will satisfy the following conditions:

$$
\left|L_{i}-L\right| \leq C
$$

More precisely, they will be related by the following:

$$
\begin{equation*}
q_{i} e^{-\frac{(n-2 \gamma) L}{4}}=e^{-\frac{(n-2 \gamma) L_{i}}{4}}, \quad i=1, \ldots, k \tag{5.3.3}
\end{equation*}
$$

Also, for $i=1, \ldots, k, j=0,1, \ldots$, set $a_{j}^{i} \in \mathbb{R}^{n}$ and $R_{j}^{i}=R^{i}\left(1+r_{j}^{i}\right) \in \mathbb{R}$ to be the perturbation parameters. Define the approximate solution $\bar{u}$ as

$$
\begin{align*}
\bar{u}(x)= & \sum_{i=1}^{k}\left[\sum_{j=0}^{\infty}\left[\left|x-p_{i}-a_{j}^{i}\right|^{-\frac{n-2 \gamma}{2}} v\left(-\log \left|x-p_{i}-a_{j}^{i}\right|-\frac{L_{i}}{2}-j L_{i}+\log R_{j}^{i}\right)\right]\right. \\
& \left.+\chi_{i}(x)\left|x-p_{j}\right|^{-\frac{n-2 \gamma}{2}} \psi_{i}\left(-\log \left|x-p_{i}\right|+\log R^{i}\right)\right] \\
= & \sum_{i=1}^{k}\left[\sum_{j=0}^{\infty}\left(\frac{\lambda_{j}^{i}}{\left|\lambda_{j}^{i}\right|^{2}+\left|x-p_{i}-a_{j}^{i}\right|^{2}}\right)^{\frac{n-2 \gamma}{2}}+\chi_{i}(x) \phi_{i}\left(x-p_{i}\right)\right]  \tag{5.3.4}\\
= & \sum_{i=1}^{k}\left[\sum_{j=0}^{\infty} w_{j}^{i}+\chi_{i}(x) \phi_{i}\left(x-p_{i}\right)\right],
\end{align*}
$$

where we have set

$$
\lambda_{j}^{i}=R_{j}^{i} e^{-\frac{(1+2 j) L_{i}}{2}}
$$

Next we will explain in detail the perturbation parameters $q_{i}, a_{j}^{i}, R_{j}^{i}$. First fix a set of positive numbers $q_{1}^{b}, \cdots, q_{k}^{b}$, and let $a_{0}^{i, b}, R^{i, b}$ be determined by the following balancing conditions:

$$
\begin{equation*}
q_{i}^{b}=A_{2} \sum_{l \neq i} q_{i^{\prime}}^{b}\left(R^{i, b} R^{i^{\prime}, b}\right)^{\frac{n-2 \gamma}{2}}\left|p_{i}-p_{i^{\prime}}\right|^{-(n-2 \gamma)}, \quad i=1, \ldots, k, \tag{5.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{a_{0}^{i, b}}{\left(\lambda_{0}^{i, b}\right)^{2}}=-\frac{A_{3}}{A_{0}} \sum_{i^{\prime} \neq i} \frac{p_{i^{\prime}}-p_{i}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}} \frac{q_{i^{\prime}}^{b}}{q_{i}^{b}}\left(R^{i, b} R^{i^{\prime}, b}\right)^{\frac{n-2 \gamma}{2}}, \quad i=1, \ldots, k, \tag{5.3.6}
\end{equation*}
$$

where $\lambda_{0}^{i, b}=R^{i, b} e^{-\frac{(1+2 j) L_{i}^{b}}{2}}$, and the $L_{i}^{b}$ are defined from the $q_{i}^{b}, i=1, \ldots, k$ and the constants $A_{0}, A_{2}>0, A_{3}<0$ are defined in Appendix 8.
Remark 5.3.1. It has been shown in Remark 3 of [140] that for $\bar{q}:=\left(q_{1}^{b}, \ldots, q_{k}^{b}\right)$ in the positive octant, there exists a solution $R^{i, b}$ to equation (5.3.5). Once $R^{i, b}$ is chosen, then we can use equation (5.3.6) to determine $a_{0}^{i, b}$.

Although the meaning of these compatibility conditions will become clear in the next sections, we have just seen that they are the analogous to those of [140] for the local case. The idea is that, at the base level, perturbations should be very close to those for a single bubble. This also shows, in particular, that although our problem is non-local, very near the singularity it presents a local behavior due to the strong influence of the underlying geometry.

However, for the rest of the parameters $a_{j}^{i}, R_{j}^{i}, i=1, \ldots k, j=0,1, \ldots$, we will have to solve an infinite dimensional system of equations. First let $R^{i}, q_{i}$ be $2 k$ parameters which satisfy

$$
\begin{equation*}
\left|R^{i}-R^{i, b}\right| \leq C, \quad\left|q_{i}-q_{i}^{b}\right| \leq C . \tag{5.3.7}
\end{equation*}
$$

and let $\lambda_{0}^{i, 0}=R^{i} e^{-\frac{(1+2 j) L_{i}}{2}}$.
Set also $\hat{a}_{0}^{i}$ given by $\frac{a_{0}^{i, 0}}{\left(\lambda_{0}^{i, 0}\right)^{2}}=\hat{a}_{0}^{i}$ be $k$ parameters satisfying

$$
\begin{equation*}
\left|\hat{a}_{0}^{i}-\hat{a}_{0}^{i, b}\right| \leq C \tag{5.3.8}
\end{equation*}
$$

where $\hat{a}_{0}^{i, b}=\frac{a_{0}^{i, b}}{\left(\lambda_{0}^{i, b}\right)^{2}}$.
Last we define the parameters $R_{j}^{i}, a_{j}^{i}$ by

$$
\begin{equation*}
R_{j}^{i}=R^{i}\left(1+r_{j}^{i}\right), \quad \frac{a_{j}^{i}}{\left(\lambda_{j}^{i}\right)^{2}}=\bar{a}_{j}^{i}=\hat{a}_{0}^{i}+\tilde{a}_{j}^{i}, \quad i=1, \ldots, k, \quad j=0, \ldots, \infty, \tag{5.3.9}
\end{equation*}
$$

where $r_{j}^{i}, \tilde{a}_{j}^{i}$ satisfy

$$
\begin{equation*}
\left|r_{j}^{i}\right| \leq C e^{-\tau t_{j}^{i}},\left|\tilde{a}_{j}^{i}\right| \leq C e^{-\tau t_{j}^{i}}, \tag{5.3.10}
\end{equation*}
$$

for some $\tau>0$, where $t_{j}^{i}=\left(\frac{1}{2}+j\right) L_{i}$. The exact value of the parameters will be determined in Section 5.6.

Let us give some explanation about the choice of parameters. Given the $k(n+2)$ balancing parameters $q_{i}^{b}, R^{i, b}, \hat{a}_{0}^{i, b}$ satisfying the balancing conditions (5.3.5)-(5.3.6), we first choose $k(n+2)$ initial perturbation parameters $q_{i}, R^{i}, \hat{a}_{0}^{i}$ which are close to the balancing parameters, i.e (5.3.7)-(5.3.8). After that, we introduce infinitely many other perturbation parameters $\tilde{a}_{j}^{i}, r_{j}^{i}$ which are exponential decaying in $t_{j}^{i}$, i.e. (5.3.9)-(5.3.10).

We will prove next some quantitative estimates on the function $\bar{u}$, and in particular on its behaviour near the singular points. Before that, we need to introduce the function spaces we will work with.

Definition 5.3.2. We set the weighted norm

$$
\|u\|_{\mathcal{C}_{\gamma_{1}, \gamma_{2}}^{\alpha}}=\left\|\operatorname{dist}(x, \Sigma)^{-\gamma_{1}} u\right\|_{\mathcal{C}^{\alpha}\left(B_{1}(\Sigma)\right)}+\left\||x|^{-\gamma_{2}} u\right\|_{\mathcal{C}^{\alpha}\left(\mathbb{R}^{n} \backslash B_{1}(\Sigma)\right)} .
$$

In other words, to check if $u$ is an element of some $\mathcal{C}_{\gamma_{1}, \gamma_{2}}^{\alpha}$, it is sufficient to check that $u$ is bounded by a constant times $\left|x-p_{i}\right|^{\gamma_{1}}$ and has its $\ell$-th order partial derivatives bounded by a constant times $\left|x-p_{i}\right|^{\gamma_{1}-\ell}$ for $\ell \leq \alpha$ near each singular point $p_{i}$. Away from the singular set $\Sigma, u$ is bounded by $|x|^{\gamma_{2}}$ and has its $\ell$-th order partial derivatives bounded by a constant times $|x|^{\gamma_{2}-\ell}$ for $\ell \leq \alpha$ (note that here we are implicitly assuming that $0 \in \Sigma$, in order to simplify the notation).

First, we define $Z_{j, l}^{i}$ to be the (normalized) approximate kernels

$$
Z_{j, 0}^{i}=\frac{\partial}{\partial r_{j}^{i}} w_{j}^{i}, \quad Z_{j, l}^{i}=\lambda_{j}^{i} \frac{\partial}{\partial a_{j, l}^{i}} w_{j}^{i}=-\lambda_{j}^{i} \frac{\partial}{\partial x_{l}} w_{j}^{i}, \quad l=1, \cdots, n
$$

Without loss of generality, assume in the following that $p_{i}=0$. For $l=0$ we will repeatedly use the following estimates

$$
\left|Z_{j, 0}^{i}\right| \leq C\left\{\begin{array}{l}
|x|^{-\frac{n-2 \gamma}{2}}\left|v_{j}^{i}\right|, \quad|x| \leq 1  \tag{5.3.11}\\
|x|^{-(n-2 \gamma)}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}, \quad|x| \geq 1
\end{array}\right.
$$

In addition, for $l=1, \ldots, n$, we have

$$
\begin{equation*}
Z_{j, l}^{i}=(n-2 \gamma)\left(v_{j}^{i}\right)^{1+\frac{2}{n-2 \gamma}}\left|x-a_{j}^{i}-p_{i}\right|^{-\frac{n-2 \gamma}{2}-1}\left(x-a_{j}^{i}-p_{i}\right)_{l}, \tag{5.3.12}
\end{equation*}
$$

where we have used the obvious notation $w_{j}^{i}=\left|x-p_{i}-a_{j}^{i}\right|^{-\frac{n-2 \gamma}{2}} v_{j}^{i}$. Then one has the following orthogonality conditions (recentering at $p_{i}=0$ ):

$$
\begin{align*}
& \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} Z_{j^{\prime}, l^{\prime}}^{i} d x \\
&=\frac{4(n-2 \gamma)^{2}}{n} \delta_{l, l^{\prime}} \int_{\mathbb{R}^{n}}|x|^{-2 \gamma}\left(v_{j}\right)^{\beta-1}|x|^{-\frac{n-2 \gamma}{2}}\left(v_{j}\right)^{\frac{n-2 \gamma+2}{n-2 \gamma}}|x|^{-\frac{n-2 \gamma}{2}} v_{j^{\prime}}^{\frac{n-2 \gamma+2}{n-2 \gamma}} d x+o(1) \\
&=\frac{4(n-2 \gamma)^{2}}{n} \delta_{l, l^{\prime}} \int_{\mathbb{R}^{n}}|x|^{-n}\left(v_{j}\right)^{\beta+\frac{2}{n-2 \gamma}}\left(v_{j^{\prime}}\right)^{1+\frac{2}{n-2 \gamma}} d x+o(1) \\
&=\frac{4(n-2 \gamma)^{2}}{n}\left(\delta_{l, l^{\prime}}+o(1)\right) e^{-\frac{n-2 \gamma+2}{2}\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} . \tag{5.3.13}
\end{align*}
$$

Similar estimates also hold true for $l=0$. Indeed,

$$
\begin{align*}
\int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, 0}^{i} Z_{j^{\prime}, 0}^{i} d x & =(1+o(1)) \int_{\mathbb{R}^{n}}\left|x-p_{i}\right|^{-n} v_{j}^{\beta-1} v_{j}^{\prime} v_{j^{\prime}}^{\prime} d x  \tag{5.3.14}\\
& =C_{0}(1+o(1)) e^{-\frac{n-2 \gamma}{2}\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|}
\end{align*}
$$

for some $C_{0}>0$.

From now on, we choose $-\frac{n-2 \gamma}{2}<\gamma_{1}<\min \left\{-\frac{n-2 \gamma}{2}+2 \gamma, 0\right\}$. Define also

$$
\|u\|_{*}=\|u\|_{\mathcal{C}_{\min \left\{\gamma_{1},-\frac{n-2 \gamma}{2 \gamma+\alpha}+\tau\right\},-(n-2 \gamma)}^{2 \gamma+\alpha}}, \quad\|h\|_{* *}=\|h\|_{\mathcal{C}_{\min \left\{\gamma_{1},-\frac{n-2 \gamma}{\alpha}+\tau\right\}-2 \gamma,-(n+2 \gamma)}}
$$

and denote by $\mathcal{C}_{*}$ and $\mathcal{C}_{* *}$ the corresponding weighted Hölder spaces. Here $\tau$ (small enough) is given in the definition of the perturbation parameters (5.3.9)-(5.3.10). Remark that, to simplify the notation, many times we will ignore the small $\tau$ perturbation and just the weight near the singular set as dist $(x, \Sigma)^{-\gamma_{1}}$, dist $(x, \Sigma)^{-\left(\gamma_{1}-2 \gamma\right)}$, respectively.

Our main result in this section is the following proposition:
Proposition 5.3.3. Suppose the parameters satisfy (5.3.7)-(5.3.10), and let $\bar{u}$ be as in (5.3.4). Then for $L$ large enough, there exists a function $\phi$ and a sequence $\left\{c_{j, l}^{i}\right\}$ which satisfies the following properties:

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma}(\bar{u}+\phi)-c_{n, \gamma}(\bar{u}+\phi)^{\beta}=\sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=0}^{n} c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}  \tag{5.3.15}\\
\int_{\mathbb{R}^{n}} \phi\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0 \quad \text { for } i=1, \cdots, k, j=0, \cdots, \infty, l=0, \cdots, n
\end{array}\right.
$$

Moreover, one has

$$
\begin{equation*}
\|\phi\|_{*} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \tag{5.3.16}
\end{equation*}
$$

for some $-\frac{n-2 \gamma}{2}<\gamma_{1}<\min \left\{-\frac{n-2 \gamma}{2}+2 \gamma, 0\right\}$ and $\xi>0$ independent of $L$ large.
The proof is technically involved, so we prove some preliminary lemmas. We first show a result involving the auxiliary linear equation

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi=h+\sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=0}^{n} c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}  \tag{5.3.17}\\
\int_{\mathbb{R}^{n}} \phi\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0 \quad \text { for } i=1, \cdots, k, j=0, \cdots, \infty, l=0, \cdots, n
\end{array}\right.
$$

Lemma 5.3.4. Suppose the parameters satisfy (5.3.7)-(5.3.10). Then there exists a weight $\gamma_{1}$ satisfying $-\frac{n-2 \gamma}{2}<\gamma_{1}<\min \left\{-\frac{n-2 \gamma}{2}+2 \gamma, 0\right\}$ such that, given $h$ with $\|h\|_{* *}<\infty$, equation (5.3.17) has a unique solution $\phi$ in the space $\mathcal{C}_{*}$. Moreover, there exists a constant $C$ independent of $L$ such that

$$
\begin{equation*}
\|\phi\|_{*} \leq C\|h\|_{* *} . \tag{5.3.18}
\end{equation*}
$$

Note that Fredholm properties for the problem (5.3.17) in weighted spaces have been shown in $[136,145]$, since it is an example of an edge boundary value problem when we look at the usual extension formulation for the fractional Laplacian from [36]. However, in Lemma 5.3.4 we show, in addition, that the estimates are independent of the choice of Delaunay parameters $\left(L_{1}, \ldots, L_{k}\right)$.

We will postpone the proof of this lemma, instead we will show first some quantitative estimates on the function $\bar{u}$ and in particular its behaviour near the singular set $\Sigma$ and at infinity.

Lemma 5.3.5. Let $S(\bar{u})=(-\Delta)^{\gamma} \bar{u}-c_{n, \gamma} \bar{u}^{\beta}$. Then if the parameters satisfy (5.3.7)-(5.3.10), we have the following estimate on $S(\bar{u})$ :

$$
\begin{equation*}
\|S(\bar{u})\|_{* *} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \tag{5.3.19}
\end{equation*}
$$

for some $\xi>0$ independent of Llarge.
Proof. As usual, for simplicity, we prove the estimates in (5.3.19) for the $L^{\infty}$ norm, namely, we prove the following estimates:

$$
\begin{equation*}
|S(\bar{u})(x)| \leq C\left|x-p_{i}\right|^{\min \left\{\gamma_{1},-\frac{n-2 \gamma}{2}+\tau\right\}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}, \tag{5.3.20}
\end{equation*}
$$

near each singular point $p_{i}$ and

$$
\begin{equation*}
|S(\bar{u})(x)| \leq C|x|^{-(n+2 \gamma)} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} . \tag{5.3.21}
\end{equation*}
$$

for $\operatorname{dist}(x, \Sigma) \geq 1$.
First we show the estimates for the particular case that all the parameters $a_{j}^{i}, r_{j}^{i}$ are zero. Let $\bar{u}_{0}$ be the approximate solution from (5.3.4) in this case. Without loss of generality, assume $p_{1}=0$ and we consider in the region $\operatorname{dist}(x, \Sigma) \geq 1$. In this region, $\chi_{i}=0$ for all $i$, one has

$$
\begin{aligned}
S\left(\bar{u}_{0}\right) & =(-\Delta)^{\gamma} \bar{u}_{0}-c_{n, \gamma} \bar{u}_{0}^{\beta}=(-\Delta)^{\gamma}\left(\sum_{i=1}^{k} \sum_{j=0}^{\infty} w_{j}^{i}+\chi_{i} \phi_{i}\right)-c_{n, \gamma}\left(\sum_{i=1}^{k} \sum_{j=0}^{\infty} w_{j}^{i}\right)^{\beta} \\
& =-c_{n, \gamma}\left[\left(\sum_{i, j} w_{j}^{i}\right)^{\beta}-\sum_{i, j}\left(w_{j}^{i}\right)^{\beta}\right]+(-\Delta)^{\gamma}\left(\sum_{i=1}^{k} \chi_{i} \phi_{i}\right)=: I_{1}+I_{2} .
\end{aligned}
$$

First, using the fact that

$$
\left|w_{j}^{i}\right| \sim\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}|x|^{-(n-2 \gamma)}
$$

and recalling the relation between $L$ and $L_{i}$ from (5.3.3) we have

$$
I_{1} \leq C\left(e^{-\frac{(n-2 \gamma) L}{4}}|x|^{-(n-2 \gamma)}\right)^{\beta} \leq C e^{-\frac{(n+2 \gamma) L}{4}}|x|^{-(n+2 \gamma)} .
$$

For $I_{2}$, recall that by Corollary 5.2.3

$$
\phi_{i}=\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}} \psi_{i}=\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}} O\left(e^{-\frac{(n-2 \gamma) L_{i}}{4}(1+\xi)}\right),
$$

we have for $|x|$ large,

$$
\begin{aligned}
(-\Delta)^{\gamma}\left(\chi_{i} \phi_{i}\right)(x) & =P . V . \int_{\mathbb{R}^{n}} \frac{\chi_{i}(x) \phi_{i}(x)-\chi_{i}(y) \phi_{i}(y)}{|x-y|^{n+2 \gamma}} d y=P . V . \int_{B_{1}} \frac{-\chi_{i}(y) \phi_{i}(y)}{|x-y|^{n+2 \gamma}} d y \\
& =|x|^{-(n+2 \gamma)} O\left(e^{-\frac{(n-2 \gamma) L_{i}}{4}(1+\xi)}\right) .
\end{aligned}
$$

Thus one has for $\operatorname{dist}(x, \Sigma) \geq 1$,

$$
\left|S\left(\bar{u}_{0}\right)\right| \leq C|x|^{-(n+2 \gamma)} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Next, we consider the region $\frac{1}{2} \leq\left|x-p_{i}\right| \leq 1$. In this case, it is easy to check that

$$
\left|S\left(\bar{u}_{0}\right)\right| \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Last we consider the region $|x| \leq \frac{1}{2}$. In this region we have $\chi_{1}=1$ and $\chi_{i}=0$ for $i \neq 1$, so

$$
\bar{u}_{0}=u_{L_{1}}-\left(1-\chi_{1}\right) \phi_{1}+\sum_{i \neq 1}\left(\sum_{j=0}^{\infty} w_{j}^{i}+\chi_{i} \phi_{i}\right)-\sum_{j=-\infty}^{-1} w_{j}^{1} .
$$

Hence

$$
\begin{aligned}
S\left(\bar{u}_{0}\right) & =(-\Delta)^{\gamma} u_{L_{1}}-c_{n, \gamma}\left(\sum_{j=0}^{\infty} w_{j}^{1}+\phi_{1}+O\left(e^{-\frac{(n-2 \gamma) L}{4}}\right)\right)^{\beta}+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\right) \\
& =-c_{n, \gamma}\left[\left(u_{L_{1}}+O\left(e^{-\frac{(n-2 \gamma) L}{4}}\right)\right)^{\beta}-u_{L_{1}}^{\beta}\right]+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\right) \\
& \leq C u_{L_{1}}^{\beta-1} e^{-\frac{(n-2 \gamma) L}{4}}+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\right) \\
& \leq C|x|^{-2 \gamma}\left(\sum_{j=-\infty}^{\infty} v_{j}(-\log |x|)\right)^{\beta-1} e^{-\frac{(n-2 \gamma) L}{4}}+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\right) \\
& \leq C|x|^{\gamma_{1}-2 \gamma}|x|^{-\gamma_{1}}\left(\sum_{j=-\infty}^{\infty} v_{j}(-\log |x|)\right)^{\beta-1} e^{-\frac{(n-2 \gamma) L}{4}}+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\right) \\
& \leq C|x|^{\gamma_{1}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)},
\end{aligned}
$$

where for the last inequality we have used (5.3.24) below in the region $|x| \leq \frac{1}{2}$. We have also denoted

$$
v_{j}(t):=v\left(t-\frac{L_{1}}{2}-j L_{1}\right), \quad \text { for } \quad t=-\log |x| .
$$

In any case, for $t=-\log |x|<\frac{L_{1}}{4}$, we have

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty} v_{j}(-\log |x|) \leq C e^{-\frac{(n-2 \gamma) L_{1}}{8}}, \quad|x| \leq C \tag{5.3.22}
\end{equation*}
$$

and for $t \geq \frac{L_{1}}{4}$, we have

$$
\begin{equation*}
|x| \leq C e^{-\frac{L_{1}}{4}}, \quad \sum_{j=-\infty}^{\infty} v_{j}(-\log |x|) \leq C . \tag{5.3.23}
\end{equation*}
$$

Combining the above two estimates, we have for $\gamma_{1}<0$,

$$
\begin{equation*}
|x|^{-\gamma_{1}}\left(\sum_{j=-\infty}^{\infty} v_{j}(-\log |x|)\right)^{\beta-1} \leq C e^{-\xi L_{1}} . \tag{5.3.24}
\end{equation*}
$$

So for $|x| \leq \frac{1}{2}$, one has

$$
\left|S\left(\bar{u}_{0}\right)\right| \leq C|x|^{\gamma_{1}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Thus we get estimates (5.3.20) and (5.3.21) in this particular case.
Now we consider the case of a general configuration $r_{j}^{i}, a_{j}^{i}$. First we differentiate $S\left(\bar{u}_{0}\right)$ with respect to these parameters. Since the variation is linear in the displacements of the parameters, we vary the parameter of one point at one time. Varying $r_{j}^{i}$, we obtain

$$
\frac{\partial}{\partial r_{j}^{i}} S\left(\bar{u}_{0}\right)=(-\Delta)^{\gamma} \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}-c_{n, \gamma} \beta \bar{u}_{0}^{\beta-1} \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}=\beta c_{n, \gamma}\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}} .
$$

From the estimate on $\phi_{i}$ and the condition on $r_{j}^{i}$, we have the following estimates:
For $\operatorname{dist}(x, \Sigma) \geq 1$,

$$
\begin{aligned}
{\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}} } & \leq C\left(e^{-\frac{(n-2 \gamma) L}{4}}|x|^{-(n-2 \gamma)}\right)^{\beta-1} e^{-\frac{(n-2 \gamma)}{4} L(2 j+1)}|x|^{-(n-2 \gamma)} \\
& \leq C|x|^{-(n+2 \gamma)} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}},
\end{aligned}
$$

for a suitable choice of $\sigma>0$. Next, when $\left|x-p_{i}\right| \leq 1$ for $i \neq 1$, for instance, similar to the estimates (5.3.22) and (5.3.23), one has

$$
\begin{aligned}
{\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}} } & \leq C\left|x-p_{i}\right|^{-2 \gamma}\left(\sum_{j=0}^{\infty} v_{j}\left(-\log \left|x-p_{i}\right|\right)\right)^{\beta-1} e^{-\frac{(n-2 \gamma) L}{4}(2 j+1)} \\
& \leq C\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}},
\end{aligned}
$$

while for $\left|x-p_{1}\right| \leq 1$, if $\left|t-t_{j}^{i}\right| \leq \frac{L_{1}}{2}$ it is true that

$$
\begin{aligned}
{\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i} \leq} \leq } & C\left(w_{j}^{i}\right)^{\beta-1}\left[\sum_{l \neq j} w_{l}^{i}+e^{-\frac{(n-2 \gamma) L}{4}}\right] \\
\leq & C\left[|x|^{-\frac{n+2 \gamma}{2}} \sum_{l \neq j} v_{j}^{\beta-1} v_{l}+|x|^{-2 \gamma} v_{j}^{\beta-1} e^{-\frac{(n-2 \gamma) L}{4}}\right] \\
\leq & C\left[|x|^{-\frac{n+2 \gamma}{2}} e^{-\eta\left|t-t_{j}\right|} \sum_{l \neq j} e^{-(2 \gamma-\eta)\left|t-t_{j}^{i}\right|} e^{-\frac{n-2 \gamma}{2}\left|t-t_{l}^{i}\right|}\right. \\
& \left.\quad+|x|^{\gamma_{1}-2 \gamma}|x|^{\gamma_{1}} e^{-2 \gamma\left|t-t_{j}^{i}\right|} e^{-\frac{(n-2 \gamma) L}{4}}\right] \\
\leq & C\left[|x|^{-\frac{n+2 \gamma}{2}} e^{-\eta\left|t-t_{j}^{i}\right|}+|x|^{\gamma_{1}-2 \gamma} e^{-\sigma t_{j}^{i}}\right] e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
\end{aligned}
$$

if we choose $0<\eta<2 \gamma$. On the other hand, if $\left|t-t_{l}^{i}\right| \leq \frac{L_{1}}{2}$ for some $l \neq j$, one has

$$
\begin{aligned}
{\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}} } & \leq C\left(w_{l}^{i}\right)^{\beta-1} \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}} \\
& \leq C|x|^{-\frac{n+2 \gamma}{2}} v_{l}^{\beta-1} v_{j} \\
& \leq C|x|^{-\frac{n+2 \gamma}{2}} e^{-\eta\left|t-t_{j}^{i}\right|} e^{\eta\left|t-t_{j}^{i}\right|} e^{-\frac{n-2 \gamma}{2}\left|t-t_{j}\right|} e^{-2 \gamma\left|t-t_{l}^{i}\right|} \\
& \left.\leq C|x|^{-\frac{n+2 \gamma}{2}} e^{-\eta \mid t-t_{j}^{i}} \right\rvert\, e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)},
\end{aligned}
$$

if $\eta<\frac{n-2 \gamma}{2}$ which is chosen small enough. Combining the above two estimates yields, for $|x| \leq 1$,

$$
\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}\left|r_{j}^{i}\right| \leq C|x|^{-\frac{n+2 \gamma}{2}} e^{-\tau t} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}+|x|^{\gamma_{1}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Moreover, recalling (5.3.9), one can get that for $\operatorname{dist}(x, \Sigma) \geq 1$,

$$
\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}\left|r_{j}^{i}\right| \leq C|x|^{-(n+2 \gamma)} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}},
$$

and for $\operatorname{dist}(x, \Sigma) \leq 1$,

$$
\begin{aligned}
& {\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}\left|r_{j}^{i}\right|} \\
& \quad \leq C\left[\operatorname{dist}(x, \Sigma)^{-\frac{n+2 \gamma}{2}} \operatorname{dist}(x, \Sigma)^{\tau}+\operatorname{dist}(x, \Sigma)^{\gamma_{1}-2 \gamma}\right] e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \\
& \quad \leq C \operatorname{dist}(x, \Sigma)^{\min \left\{-\frac{n-2 \gamma}{2}+\tau, \gamma_{1}\right\}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
\end{aligned}
$$

for some $-\frac{n-2 \gamma}{2}<\gamma_{1}<\min \left\{0,-\frac{n-2 \gamma}{2}+2 \gamma\right\}$ and $\tau$ small enough.

Similar estimates hold for $\frac{\partial}{\partial a_{j, l}^{i}} S(\bar{u})$. We conclude from the above that

$$
\begin{aligned}
\left|S(\bar{u})-S\left(\bar{u}_{0}\right)\right| & \leq \sum_{i=1}^{k} \sum_{j=0}^{\infty} \sum_{l=1}^{n}\left|\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial r_{j}^{i}}\right| r_{j}^{i}\left|+\left[\left(w_{j}^{i}\right)^{\beta-1}-\bar{u}_{0}^{\beta-1}\right] \frac{\partial w_{j}^{i}}{\partial a_{j, l}^{i}}\right| a_{j, l}^{i}| | \\
& \leq\left\{\begin{array}{l}
C|x|^{-(n+2 \gamma)} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}, \quad \text { if dist }(x, \Sigma) \geq 1, \\
C \operatorname{dist}(x, \Sigma)^{\min \left\{\gamma_{1},-\frac{n-2 \gamma}{2}+\tau\right\}-2 \gamma} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}, \quad \text { if dist }(x, \Sigma)<1 .
\end{array}\right.
\end{aligned}
$$

Thus we have

$$
\|S(\bar{u})\|_{* *} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}
$$

as desired.

Proof of Lemma 5.3.4. The proof relies on a standard finite-dimensional LyapunovSchmidt reduction.
Step 1: Preliminary calculations. Multiply equation (5.3.17) by $Z_{j^{\prime}, l^{\prime}}^{i^{\prime}}$ and integrate over $\mathbb{R}^{n}$; we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi\right] Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x=\int_{\mathbb{R}^{n}} h Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x+\sum_{i, j, l} c_{j, l}^{i} \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} l_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x . \tag{5.3.25}
\end{equation*}
$$

By the orthogonality condition satisfied by $\phi$, we have that the left hand side of (5.3.25) is

$$
\begin{gather*}
\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi\right] Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x=c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right] \phi Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \\
=\left[\int_{B\left(p_{i^{\prime}}, 1\right)}+\sum_{i \neq i^{\prime}} \int_{B\left(p_{i}, 1\right)}+\int_{\mathbb{R}^{n} \backslash \cup_{i=1}^{k} B\left(p_{i}, 1\right)}\right]=: I_{1}+I_{2}+I_{3} . \tag{5.3.26}
\end{gather*}
$$

Without loss of generality, assume that $i^{\prime}=1$ and $p_{1}=0$. First we consider the case $l^{\prime}=0$. Recalling the estimates for $Z_{j^{\prime}, 0}^{i^{\prime}}$ from (5.3.11),

$$
\begin{align*}
I_{1} & =\int_{B_{1}}\left[\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right] \phi Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \leq\|\phi\|_{*} \int_{B_{1}}\left|\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right||x|^{\gamma_{1}} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \\
& \leq\|\phi\|_{*} \int_{B_{1}}|x|^{\gamma_{1}-\frac{n+2 \gamma}{2}} v_{j^{\prime}}^{\beta-1} \sum_{j \neq j^{\prime}} v_{j} d x \leq C\|\phi\|_{*} \int_{0}^{\infty} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t} v_{j^{\prime}}^{\beta-1} \sum_{j \neq j^{\prime}} v_{j} d t  \tag{5.3.27}\\
& \leq C\|\phi\|_{*} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}}
\end{align*}
$$

and notice that $\gamma_{1}>-\frac{n-2 \gamma}{2}$. Next,

$$
\begin{aligned}
I_{2} & =\sum_{i \neq 1} \int_{B\left(p_{i}, 1\right)}\left[\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right] \phi Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \\
& \leq C\|\phi\|_{*} \sum_{i \neq 1} \int_{B\left(p_{i}, 1\right)}\left|\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right| Z_{j^{\prime}, l^{\prime}}^{i^{\prime}}\left|x-p_{i}\right|^{\gamma_{1}} d x \\
& \leq C\|\phi\|_{*} \sum_{i \neq 1} \int_{B\left(p_{i}, 1\right)}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}\left(\lambda_{j^{\prime}}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}\left(\sum_{j} v_{j}^{i}\right) d x \\
& \leq C\|\phi\|_{*}\left(\lambda_{j^{\prime}}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} e^{-\left(n+\gamma_{1}-2 \gamma\right) \frac{L}{2}} \\
& \leq C\|\phi\|_{*} e^{\gamma_{1} t_{j^{\prime}}-\frac{n-2 \gamma}{2} L-\frac{\gamma_{1}}{2} L} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}} \\
& \leq C\|\phi\|_{*} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{3} & =\int_{\mathbb{R}^{n} / \cup_{i} B\left(p_{i}, 1\right)}\left[\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1}-\bar{u}^{\beta-1}\right] \phi Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \\
& \leq C\|\phi\|_{*} \int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)}|x|^{-(n-2 \gamma)}|x|^{-(n+2 \gamma)}\left(\lambda_{j^{\prime}}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} e^{-\gamma L} d x \\
& \leq C\|\phi\|_{*} e^{\gamma_{1} t_{j^{\prime}}-\gamma L} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}} \\
& \leq C\|\phi\|_{*} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}},
\end{aligned}
$$

where we have used $-\frac{n-2 \gamma}{2}<\gamma_{1}<-\frac{n-2 \gamma}{2}+2 \gamma$.
On the other hand, for $l^{\prime}=1, \cdots, n$, recalling from (5.3.12) that $Z_{j^{\prime}, l^{\prime}}^{i^{\prime}}=O(\mid x-$ $\left.\left.p_{i}\right|^{-\frac{n-2 \gamma}{2}}\left(v_{j^{\prime}}^{i^{\prime}}\right)^{1+\frac{2}{n-2 \gamma}}\right)$, then one can get similar estimates as above. In conclusion, one has

$$
\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi\right] Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x \leq C\|\phi\|_{*} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}}
$$

for every $l^{\prime}=0, \ldots, n$, which gives a good control of the left hand side of (5.3.25).
Now, for the first term in the right hand side of (5.3.25),

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} h Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x & \leq C \int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}\right)}\|h\|_{* *}|x|^{-(n+2 \gamma)}|x|^{-(n-2 \gamma)} e^{-\frac{(n-2 \gamma)}{2} t_{j^{\prime}}^{i}} d x \\
& +\int_{B\left(p_{i^{\prime}}\right)}\|h\|_{* *}\left|x-p_{i^{\prime}}\right|^{\gamma_{1}-2 \gamma}\left|x-p_{i^{\prime}}\right|^{-\frac{n-2 \gamma}{2}}\left[e^{-\frac{(n-2 \gamma)}{2} t_{j^{\prime}}^{i}}+e^{-\left(\frac{n-2 \gamma}{2}+1\right) t_{j^{\prime}}^{i}}\right] d x \\
& +\sum_{i \neq i^{\prime}} \int_{B\left(p_{i}\right)}\|h\|_{* *}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma} e^{-\frac{n-2 \gamma}{2} t_{j^{\prime}}^{i}} d x \\
& \leq C\|h\|_{* *} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}} .
\end{aligned}
$$

The next step is to isolate the term $c_{j, l}^{i}$ in (5.3.25), by inverting the matrix $\int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x$. For this, recall the orthogonality estimates from (5.3.13)-(5.3.14), which yield, for all $l=0, \ldots, n$,

$$
\int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} Z_{j, l^{\prime}}^{i} d x=C_{0} \delta_{l, l^{\prime}} \quad \text { and } \quad \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} Z_{j^{\prime}, l^{\prime}}^{i} d x=O\left(e^{-\frac{n-2 \gamma}{2}\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|}\right) \text { if } j \neq j^{\prime}
$$

plus a tiny error. Then using Lemma A. 6 in [132] for the inversion of a Toepliz-type operator, one has from (5.3.25) that

$$
\begin{aligned}
\left|c_{j, l}^{i}\right| & \leq C\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} \\
& +C \sum_{j^{\prime} \neq j}\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] e^{-\frac{n-2 \gamma}{2}(1+o(1))\left|t_{j}-t_{j^{\prime}}\right|} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j^{\prime}}^{i}} \\
& \leq C\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}}
\end{aligned}
$$

From the estimates for $Z_{j, l}^{i}$ from (5.3.11)-(5.3.12) and the previous bound for $c_{j, l}^{i}$ one can check that in $B_{1}\left(p_{i}\right)$,

$$
\begin{aligned}
\left|c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}\right| \leq & C\left|c_{j, l}^{i}\right| \cdot\left|x-p_{i}\right|^{-\frac{n+2 \gamma}{2}} e^{-\frac{n+2 \gamma}{2}\left|t^{i}-t_{j}^{i}\right|} \\
\leq & C\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] \\
& \cdot e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} e^{\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t^{i}} e^{-\frac{n+2 \gamma}{2}\left|t^{i}-t_{j}^{i}\right|} \\
\leq & C\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] e^{-\sigma\left|t^{i}-t_{j}^{i}\right|}
\end{aligned}
$$

for some $\sigma>0$.
For $x \in \mathbb{R}^{n} \backslash \cup_{i} B_{1}\left(p_{i}\right)$, one has

$$
\begin{aligned}
\left|c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}\right| & \leq C\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}|x|^{-(n+2 \gamma)}\left|c_{j, l}^{i}\right| \\
& \leq C|x|^{-(n+2 \gamma)}\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] e^{-\sigma t_{j}^{i}}
\end{aligned}
$$

Combining the above two estimates yields

$$
\begin{equation*}
\left\|\sum c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}\right\|_{* *} \leq C\left[e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\|\phi\|_{*}+\|h\|_{* *}\right] \tag{5.3.28}
\end{equation*}
$$

Step 2: A priori estimates. We are going to prove the a priori estimate (5.3.18) by a contradiction argument. First let us recall the problem we are going to consider:

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi=\bar{h},  \tag{5.3.29}\\
\int_{\mathbb{R}^{n}} \phi\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0, \quad i=1, \ldots, k, j=0,1, \ldots, l=0, \ldots, n,
\end{array}\right.
$$

where have we denoted $\bar{h}:=h+\sum c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}$, and which satisfies, by (5.3.28), that

$$
\|\bar{h}\|_{* *} \leq C\left(\|h\|_{* *}+o(1)\|\phi\|_{*}\right)
$$

We are going to prove that

$$
\begin{equation*}
\|\phi\|_{*} \leq C\|\bar{h}\|_{* *} \tag{5.3.30}
\end{equation*}
$$

for where (5.3.18) follows immediately.
Assume that there exist sequences $\left\{L_{i}^{(n)}\right\}$ with $L_{i}^{(n)} \rightarrow \infty,\left\{r_{j}^{i,(n)}, a_{j}^{i,(n)}\right\},\left\{h^{(n)}\right\},\left\{c_{j, l}^{i,(n)}\right\}$ and the corresponding solution $\left\{\phi^{(n)}\right\}$ such that

$$
\begin{equation*}
\left\|h^{(n)}\right\|_{* *} \rightarrow 0, \quad\left\|\phi^{(n)}\right\|_{*}=1 \tag{5.3.31}
\end{equation*}
$$

In the following we will drop the index $n$ if needed. First by the Green's representation formula for the first equation in (5.3.29) we have

$$
\begin{equation*}
\phi(x)=\int_{\mathbb{R}^{n}}\left(c_{n, \gamma} \bar{u}^{\beta-1} \phi+\bar{h}\right)(y) G(x, y) d y=: I_{1}+I_{2} \tag{5.3.32}
\end{equation*}
$$

where $G$ is the Green's function for the fractional Laplacian $(-\Delta)^{\gamma}$, given by ([36])

$$
G(x, y)=C|x-y|^{-(n-2 \gamma)}
$$

First we consider the region $\{\operatorname{dist}(x, \Sigma) \geq 1\}$. Here, for $I_{2}$,

$$
\begin{aligned}
I_{2}= & \int_{\mathbb{R}^{n}} \bar{h}(y) G(x, y) d y \\
\leq & {\left[\int_{\{\operatorname{dist}(y, \Sigma) \leq 1\}}+\int_{\left\{1<\operatorname{dist}(y, \Sigma)<\frac{|x|}{2}\right\}}\right.} \\
& \left.+\int_{\left\{\frac{|x|}{2}<\operatorname{dist}(y, \Sigma)<2|x|\right\}}+\int_{\{\operatorname{dist}(y, \Sigma) \geq 2|x|\}}\right] \bar{h}(y) G(x, y) d y \\
= & I_{21}+I_{22}+I_{23}+I_{24},
\end{aligned}
$$

one has

$$
\begin{aligned}
I_{21} & \leq \int_{\{\operatorname{dist}(y, \Sigma)<1\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{\gamma_{1}-2 \gamma} d y \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)} \\
I_{22} & \leq \int_{\left\{1<\operatorname{dist}(y, \Sigma)<\frac{|x|}{2}\right\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{-(n+2 \gamma)} d y \\
& \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)} \int_{\left\{1<\operatorname{dist}(y, \Sigma)<\frac{|x|}{2}\right\}}|y|^{-(n+2 \gamma)} d y \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)} \\
I_{23} & \leq \int_{\frac{|x|}{2}<\operatorname{dist}(y, \Sigma)<2|x|} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{-(n+2 \gamma)} d y \\
& \leq\|\bar{h}\|_{* *}|x|^{-(n+2 \gamma)} \int_{\left\{x-y \left\lvert\,<\frac{5|x|}{2}\right.\right\}} \frac{1}{|x-y|^{n-2 \gamma}} d y \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)} \\
I_{24} & \leq \int_{\{\operatorname{dist}(y, \Sigma) \geq 2|x|\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{-(n+2 \gamma)} d y \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)}
\end{aligned}
$$

Putting all together,

$$
\begin{equation*}
I_{2} \leq C\|\bar{h}\|_{* *}|x|^{-(n-2 \gamma)} \tag{5.3.33}
\end{equation*}
$$

Next for $I_{1}$,

$$
I_{1}=\left[\int_{\{\operatorname{dist}(y, \Sigma) \leq 1\}}+\int_{\{\operatorname{dist}(y, \Sigma) \geq 1\}}\right] c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi G(x, y) d y=: I_{11}+I_{12}
$$

Since for $\operatorname{dist}(y, \Sigma) \geq 1$ it holds that $\bar{u}=O\left(e^{-\frac{n-2 \gamma}{4} L}\right)|y|^{-(n-2 \gamma)}$ (recall (5.2.5)), then

$$
I_{12} \leq C e^{-\gamma L}\|\phi\|_{*} \int_{\{\text {dist }(y, \Sigma) \geq 1\}}|y|^{-(n+2 \gamma)} G(x, y) d y
$$

and similar to the estimate above we get that

$$
I_{12} \leq o(1)\|\phi\|_{*}|x|^{-(n-2 \gamma)}
$$

Moreover,

$$
\begin{aligned}
I_{11} & \leq \sum_{i=1}^{k} \int_{\left\{\left|y-p_{i}\right| \leq 1\right\}}\left|y-p_{i}\right|^{-2 \gamma}\left(\sum_{j=0}^{\infty} v_{j}^{i}\right)^{\beta-1}\|\phi\|_{*}\left|y-p_{i}\right|^{\gamma_{1}}|x-y|^{-(n-2 \gamma)} d y \\
& \leq C\|\phi\|_{*}|x|^{-(n-2 \gamma)} \int_{\left\{\left|y-p_{i}\right|<1\right\}}\left|y-p_{i}\right|^{\gamma_{1}-2 \gamma}\left(\sum_{j=0}^{\infty} v_{j}^{i}\right)^{\beta-1} d y \\
& \leq C\|\phi\|_{*}|x|^{-(n-2 \gamma)} \int_{0}^{\infty} e^{-\left(n+\gamma_{1}-2 \gamma\right) t}\left(\sum_{j=0}^{\infty} v_{j}^{i}\right)^{\beta-1} d t \\
& \leq C e^{-\left(n+\gamma_{1}-2 \gamma\right) \frac{L}{2}}\|\phi\|_{*}|x|^{-(n-2 \gamma)} .
\end{aligned}
$$

Since $\gamma_{1}>-\frac{n-2 \gamma}{2}$, by the above estimates one has

$$
\begin{equation*}
I_{1} \leq o(1)\|\phi\|_{*}|x|^{-(n-2 \gamma)} \tag{5.3.34}
\end{equation*}
$$

Summarizing, from (5.3.33) and (5.3.34) we obtain that, for $\operatorname{dist}(x, \Sigma) \geq 1$,

$$
\sup _{\operatorname{dist}(x, \Sigma) \geq 1}\left\{|x|^{n-2 \gamma}|\phi(x)|\right\} \leq C\left(\|\bar{h}\|_{* *}+o(1)\|\phi\|_{*}\right) \rightarrow 0 \quad \text { as } \quad L \rightarrow \infty,
$$

by our initial hypothesis (5.3.31). Moreover, because of the same reason, we know that there exists $p_{i}$ such that

$$
\begin{equation*}
\sup _{\left|x-p_{i}\right| \leq 1}\left\{\left|x-p_{i}\right|^{-\gamma_{1}} \phi(x) \mid\right\} \geq \frac{1}{2} \tag{5.3.35}
\end{equation*}
$$

The next step is to consider the region $\left\{\left|x-p_{i}\right| \leq 1\right\}$. In order to simplify the notation, we assume that $p_{i}=0,|x|<1$. Again, we use Green's representation formula (5.3.32), and we estimate both integrals $I_{1}, I_{2}$. On the one hand,

$$
\begin{aligned}
I_{2} & =\left[\int_{\{|y| \geq 1\}}+\int_{\left\{|y|<\frac{|x|}{2}\right\}}+\int_{\left\{\frac{|x|}{2}<|y|<2|x|\right\}}+\int_{\{2|x|<|y|<1\}}\right] G(x, y) \bar{h} d y \\
& =: I_{21}+I_{22}+I_{23}+I_{24}
\end{aligned}
$$

where

$$
\begin{aligned}
I_{21} & \leq C \int_{\{|y| \geq 1\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{-(n+2 \gamma)} d y \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}}, \\
I_{22} & \leq \int_{\left\{|y|<\frac{|x|}{2}\right\}} \frac{1}{|x-y|^{n-2 \gamma}\|\bar{h}\|_{* *}|y|^{\gamma_{1}-2 \gamma} d y} \\
& \leq C\|\bar{h}\|_{* *} \int_{\left\{|y|<\frac{|x|}{2}\right\}} \frac{1}{|x|^{n-2 \gamma}}|y|^{\gamma_{1}-2 \gamma} d y \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}}, \\
I_{23} & \leq \int_{\left\{\frac{|x|}{2}<|y|<2|x|\right\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{\gamma_{1}-2 \gamma} d y \\
& \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}-2 \gamma} \int_{\left\{|x-y|<\frac{5|x|}{2}\right\}} \frac{1}{|x-y|^{n-2 \gamma}} d y \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}}, \\
I_{24} & \leq \int_{\{2|x|<|y|<2\}} \frac{1}{|x-y|^{n-2 \gamma}}\|\bar{h}\|_{* *}|y|^{\gamma_{1}-2 \gamma} d y \\
& \leq C\|\bar{h}\|_{* *} \int_{\{2|x|<|y|<2\}}|y|^{\gamma_{1}-2 \gamma-n+2 \gamma} d y \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}} .
\end{aligned}
$$

Thus one has

$$
I_{2} \leq C\|\bar{h}\|_{* *}|x|^{\gamma_{1}}
$$

On the other hand, for $I_{1}$,

$$
I_{1}=\left[\int_{\{|y|>1\}}+\int_{\{|y|<1\}}\right] c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi G(x, y) d y=: I_{11}+I_{12}
$$

Similar to the estimates for $\bar{h}$,

$$
I_{11} \leq C \int_{\{\operatorname{dist}(y, \Sigma) \geq 1\}} e^{-\gamma L}|y|^{-4 \gamma} \frac{1}{|x-y|^{n-2 \gamma}}\|\phi\|_{*}|y|^{-(n-2 \gamma)} d y \leq o(1)\|\phi\|_{*}|x|^{\gamma_{1}}
$$

The final step is to estimate $I_{12}$. For this we consider $\phi$ in the region $A_{j}:=\sqrt{\lambda_{j+1}^{i} \lambda_{j}^{i}}<$ $|x|<\sqrt{\lambda_{j}^{i} \lambda_{j-1}^{i}}$, and define a scaled function $\tilde{\phi}_{j}(\tilde{x})=\left(\lambda_{j}^{i}\right)^{-\gamma_{1}} \phi\left(\lambda_{j}^{i} \tilde{x}\right)$ defined in the region $\tilde{A}_{j}=\frac{A_{j}}{\lambda_{j}^{i}} \rightarrow(0, \infty)$ as $n \rightarrow \infty$. Then $\tilde{\phi}_{j}$ will satisfy the following equation

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} \tilde{\phi}_{j}-c_{n, \gamma} \beta\left(\frac{1}{1+|\tilde{x}|^{2}}\right)^{2 \gamma}(1+o(1)) \tilde{\phi}_{j}=\left(\lambda_{j}^{i}\right)^{2 \gamma-\gamma_{1}} \bar{h}\left(\lambda_{j}^{i} \tilde{x}\right) \text { in } \tilde{A}_{j}, \\
\int_{\mathbb{R}^{n}} \tilde{\phi}_{j}\left(w_{j}^{i}\right)^{\beta-1}\left(\lambda_{j}^{i} \tilde{x}\right) Z_{j, l}^{i}\left(\lambda_{j}^{i} \tilde{x}\right) d \tilde{x}=0 .
\end{array}\right.
$$

Since $|\bar{h}| \leq C\|\bar{h}\|_{* *}\left|\lambda_{j}^{i} \tilde{x}\right|^{\gamma_{1}-2 \gamma}$ as $n \rightarrow \infty, \tilde{\phi}_{j} \rightarrow \bar{\phi}$ in any compact set $\frac{1}{R} \leq|\tilde{x}| \leq R$ for $R$ large enough (to be determined later), where $\bar{\phi}$ is a solution of the following equation

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} \bar{\phi}-c_{n, \gamma} \beta w^{\beta-1} \bar{\phi}_{j}=0 \\
\int_{\mathbb{R}^{n}} \bar{\phi} w^{\beta-1} Z_{l} d x=0
\end{array}\right.
$$

where $w$ is the standard bubble solution and $Z_{l}, l=0, \cdots, n$, are the corresponding kernels mentioned in Lemma 5.2.1. By the non-degeneracy of the bubble, one has $\bar{\phi}=0$, i.e. $\tilde{\phi}_{j} \rightarrow 0$ in $\frac{1}{R}<|\tilde{x}|<R$. If we consider the original $\phi$, this is equivalent to that $|x|^{-\gamma_{1}} \phi(x) \rightarrow 0$ in $\cup_{j}\left\{\frac{\lambda_{j}^{i}}{R}<|x|<R \lambda_{j}^{i}\right\}$ as $n \rightarrow \infty$. Using this result, we now consider $I_{12}$ :

$$
\begin{aligned}
I_{12} & =\int_{\{|y|<1\}} c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi G(x, y) d y \\
& \leq \sum_{j}\left[\int_{\left\{\frac{\lambda_{j}^{i}}{R}<|x|<R \lambda_{j}^{i}\right\}}+\int_{\{|y|<1\} \backslash \cup_{j}\left\{\frac{\lambda_{j}^{i}}{R}<|x|<\lambda_{j}^{i} R\right\}}\right] \bar{u}^{\beta-1} \phi G(x, y) d y=: I_{121}+I_{122} .
\end{aligned}
$$

Recalling (5.3.4), we have that in $\{|y|<1\}, \bar{u}=|y|^{-\frac{n-2 \gamma}{2}}\left(\sum_{j=0}^{\infty} v_{j}^{i}\right)(1+o(1))$. Then in the region $\{|y|<1\} \backslash \cup_{j}\left\{\frac{\lambda_{j}^{i}}{R}<|x|<\lambda_{j}^{i} R\right\}$, one has $\sum_{j} v_{j}^{i} \leq C e^{-\frac{(n-2 \gamma)}{2} R}$ which can be small enough choosing $R$ large enough but independent of $n$. Using this estimate we can assert that

$$
I_{122} \leq C e^{-2 R} \int_{|y|<1}|y|^{-2 \gamma}\|\phi\|_{*}|y|^{\gamma_{1}} \frac{1}{|x-y|^{n-2 \gamma}} d y \leq C e^{-2 R}|x|^{\gamma_{1}} .
$$

In addition, by the previous argument we know that $|x|^{-\gamma_{1}} \phi(x) \rightarrow 0$ in $\cup_{j}\left\{\frac{\lambda_{j}^{i}}{R}<|x|<R \lambda_{j}^{i}\right\}$, and one has

$$
\begin{aligned}
I_{121} & \leq C \sum_{j} \int_{\left\{\frac{\lambda_{j}^{i}}{R}<|y|<R \lambda_{j}^{i}\right\}}|\phi||y|^{-\gamma_{1}} \frac{|y|^{\gamma_{1}-2 \gamma}\left(\sum_{j} v_{j}^{i}\right)^{\beta-1}}{|x-y|^{n-2 \gamma}} d y \\
& \leq o(1) \int_{\{|y| \leq 1\}} \frac{|y|^{\gamma_{1}-2 \gamma}}{|x-y|^{n-2 \gamma}} d y \leq o(1)|x|^{\gamma_{1}} .
\end{aligned}
$$

Combining all the above estimates yields that in the set $\{|x|<1\}$ we must have $|x|^{-\gamma_{1}} \phi(x)=$ $o(1)$ as $n \rightarrow \infty$, which is a contradiction to (5.3.35). This completes the proof of the a priori estimate (5.3.30), as desired.

Step 3: Existence and uniqueness. Consider the space

$$
\mathcal{H}=\left\{u \in H^{\gamma}\left(\mathbb{R}^{n}\right), \int_{\mathbb{R}^{n}} u\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0 \quad \text { for all } i, j, l\right\} .
$$

Notice that the problem (5.3.17) in $\phi$ gets rewritten as

$$
\begin{equation*}
\phi+K(\phi)=\bar{h} \text { in } \mathcal{H}, \tag{5.3.36}
\end{equation*}
$$

where $\bar{h}$ is defined by duality and $K: \mathcal{H} \rightarrow \mathcal{H}$ is a linear compact operator. Using Fredholm's alternative, showing that equation (5.3.36) has a unique solution for each $\bar{h}$ is equivalent to showing that the equation has a unique solution for $\bar{h}=0$, which in turn follows from the previous a priori estimate. This concludes the proof of Lemma 5.3.4.

Proof of Proposition 5.3.3. The proof relies on the contraction mapping in the above weighted norms. We set

$$
S(\bar{u})=(-\Delta)^{\gamma} \bar{u}-c_{n, \gamma} \bar{u}^{\beta}
$$

and also define the linear operator

$$
\mathbb{L}(\phi)=(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta \bar{u}^{\beta-1} \phi .
$$

We have that $\bar{u}+\phi, \phi \in \mathcal{C}_{*}$ solves equation (5.3.15) if and only if $\phi$ satisfies

$$
\begin{equation*}
\phi=G(\phi) \tag{5.3.37}
\end{equation*}
$$

where

$$
G(\phi):=\mathbb{L}^{-1}(S(\bar{u}))+c_{n, \gamma} \mathbb{L}^{-1}(N(\phi)) .
$$

Here we have defined

$$
N(\phi):=(\bar{u}+\phi)^{\beta}-\bar{u}^{\beta}-\beta \bar{u}^{\beta-1} \phi .
$$

Also, by $\mathbb{L}^{-1}$, we are denoting the linear operator which, according to Lemma 5.3.4, associates with $h \in \mathcal{C}_{* *}$ the function $\phi \in \mathcal{C}_{*}$ solving (5.3.17).

We find a solution for (5.3.37) by a standard contraction mapping argument. First by the definition of $G$, one has

$$
\|G(\phi)\|_{*} \leq C\left(\|S(\bar{u})\|_{* *}+\|N(\phi)\|_{* *}\right) .
$$

Fixing a large $C_{1}>0$, we define the set

$$
B_{C_{1}}=\left\{\phi \in \mathcal{C}_{*}:\|\phi\|_{*} \leq C_{1} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}, \int_{\mathbb{R}^{n}} \phi\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0, \forall i, j, l\right\} .
$$

Note that

$$
\left|(\bar{u}+\phi)^{\beta}-\bar{u}^{\beta}-\beta \bar{u}^{\beta-1} \phi\right| \leq C\left\{\begin{array}{l}
\bar{u}^{\beta-2} \phi^{2}, \quad \text { if }|\bar{u}| \geq \frac{1}{4} \phi, \\
\phi^{\beta}, \quad \text { if }|\bar{u}| \leq \frac{1}{4} \phi .
\end{array}\right.
$$

Now, let $\phi \in B_{C_{1}}$. By our construction, we have that if $\operatorname{dist}(x, \Sigma)<1$,

$$
\begin{aligned}
|N(\phi)| & \leq C\left(\bar{u}^{\beta-2} \phi^{2}+\phi^{\beta}\right) \\
& \leq C \sum_{i=1}^{k}\left[\|\phi\|_{*}^{2} \bar{u}^{\beta-2}\left|x-p_{i}\right|^{2 \gamma_{1}}+\|\phi\|_{*}^{\beta}\left|x-p_{i}\right|^{\beta \gamma_{1}}\right] \\
& \leq C \sum_{i=1}^{k}\left[\|\phi\|_{*}^{2}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}\left|x-p_{i}\right|^{\gamma_{1}+\frac{n-2 \gamma}{2}}+\|\phi\|_{*}^{\beta}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}\left|x-p_{i}\right|^{\beta \gamma_{1}-\gamma_{1}+2 \gamma}\right] \\
& \leq C \sum_{i=1}^{k}\left[\|\phi\|_{*}^{2}+\|\phi\|_{*}^{\beta}\right]\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma},
\end{aligned}
$$

and for $\operatorname{dist}(x, \Sigma) \geq 1$,

$$
\begin{aligned}
|N(\phi)| & \leq C\left[\|\phi\|_{*}^{2} \bar{u}^{\beta-2}|x|^{-2(n-2 \gamma)}+\|\phi\|_{*}^{\beta}|x|^{-\beta(n-2 \gamma)}\right] \\
& \leq C|x|^{-(n+2 \gamma)}\left[e^{-(\beta-2) \frac{(n-2 \gamma) L}{4}}\|\phi\|_{*}^{2}+\|\phi\|_{*}^{\beta}\right] .
\end{aligned}
$$

Combining the above two estimates, one has

$$
\|N(\phi)\|_{* *} \leq C\left[e^{-(\beta-2) \frac{(n-2 \gamma) L}{4}}\|\phi\|_{*}^{2}+\|\phi\|_{*}^{\beta}\right] \leq o(1)\|\phi\|_{*} .
$$

Now we consider two functions $\phi_{1}, \phi_{2} \in B_{C_{1}}$, it is easy to see that for $L$ large,

$$
\left\|N\left(\phi_{1}\right)-N\left(\phi_{2}\right)\right\|_{* *} \leq o(1)\left\|\phi_{1}-\phi_{2}\right\|_{*} .
$$

Therefore, by the above estimates for $N(\phi)$ and (5.3.19), $G$ is a contraction mapping in $B_{C_{1}}$, thus it has a fixed point in this set. This completes the proof of the Proposition.

### 5.4 Estimates on the coefficients $c_{j, l}^{i}$

In this section we prove some estimates related to the coefficients $c_{j, l}^{i}$ obtained in the last section, first in the special case of the configuration $\left(r_{j}^{i}, a_{j}^{i}\right)=(0,0)$ and then for a general configuration of parameters satisfying (5.3.7)-(5.3.10). These are studied in subsections 5.4.1 and 5.4.2 respectively. Later on, in the next section, we study also the derivative with respect to a variation of the parameters.

### 5.4.1 Estimates on the $c_{j, l}^{i}$ for $\left(a_{j}^{i}, r_{j}^{i}\right)=(0,0)$

In this subsection, we prove the decay of $c_{j, l}^{i}$ when the parameters $\left(a_{j}^{i}, r_{j}^{i}\right)=(0,0)$. We denote $\bar{u}_{0}$ to be the approximate solution and $\phi$ the perturbation function found in Proposition 5.3.3 for this particular case. Define the numbers $\bar{\beta}_{j, l}^{i}$ as

$$
\bar{\beta}_{j, l}^{i}=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma}\left(\bar{u}_{0}+\phi\right)-c_{n, \gamma}\left(\bar{u}_{0}+\phi\right)^{\beta}\right] Z_{j, l}^{i} d x .
$$

Then we have the following estimates on $\bar{\beta}_{j, l}^{i}$ :
Lemma 5.4.1. Given $\left\{R^{i}\right\}$ satisfying (5.3.7) and let $\bar{u}_{0}$ be the function defined in (5.3.4) for the parameters $\left(r_{j}^{i}, a_{j}^{i}\right)=(0,0)$. Let $\phi$ and $\left(c_{j, l}^{i}\right)$ be given in Proposition 5.3.3. Then the coefficients $\bar{\beta}_{j, l}^{i}$ satisfy

$$
\begin{aligned}
\bar{\beta}_{0,0}^{i}= & -c_{n, \gamma} q_{i}\left[A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-q_{i}\right] e^{-\frac{(n-2 \gamma) L}{2}}(1+o(1)) \\
& +O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \\
\bar{\beta}_{0, l}^{i}= & c_{n, \gamma} \lambda_{0}^{i}\left[A_{3} \sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}} q_{i} e^{-\frac{n-2 \gamma}{2} L}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right)\right] \\
& \text { for } l=1, \cdots, n .
\end{aligned}
$$

For $j \geq 1$, we have

$$
\begin{aligned}
& \bar{\beta}_{j, 0}^{i}=O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}\right), \\
& \bar{\beta}_{j, l}^{i}=O\left(e^{-\frac{(n-2 \gamma \gamma L}{2}(1+\xi)} e^{-(1+\sigma) t_{j}^{i}}\right),
\end{aligned}
$$

where $A_{2}>0, A_{3}<0$ are two constants independent of $L$ and $\sigma=\min \left\{\gamma_{1}+\frac{n-2 \gamma}{2}, \frac{n-2 \gamma}{4}\right\}$ independent of $L$ large.

Proof. With some manipulation and the orthogonality condition satisfied by $\phi$, we find that

$$
\bar{\beta}_{j, l}^{i}=\bar{\beta}_{j, l, 1}^{i}+\bar{\beta}_{j, l, 2}^{i}+\bar{\beta}_{j, l, 3}^{i},
$$

for

$$
\begin{aligned}
& \bar{\beta}_{j, l, 1}^{i}=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma} \bar{u}_{0}-c_{n, \gamma}\left(\bar{u}_{0}\right)^{\beta}\right] Z_{j, l}^{i} d x, \\
& \bar{\beta}_{j, l, 2}=\int_{\mathbb{R}^{n}} \mathbb{L}_{0}(\phi) Z_{j, l}^{i} d x=-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(\bar{u}_{0}\right)^{\beta-1}-\left(w_{j}^{i}\right)^{\beta-1}\right] Z_{j, l}^{i} \phi d x, \\
& \bar{\beta}_{j, l, 3}^{i}=-c_{n, \gamma} \int_{\mathbb{R}^{n}}\left[\left(\bar{u}_{0}+\phi\right)^{\beta}-\left(\bar{u}_{0}\right)^{\beta}-\beta\left(\bar{u}_{0}\right)^{\beta-1} \phi\right] Z_{j, l}^{i} d x,
\end{aligned}
$$

where we have defined $\mathbb{L}_{0}(\phi)=(-\Delta)^{\gamma} \phi-c_{n, \gamma} \beta\left(\bar{u}_{0}\right)^{\beta-1} \phi$.
Step 1: Estimate for $\bar{\beta}_{j, l, 2}^{i}$ and $\bar{\beta}_{j, l, 3}^{i}$. By the estimates in the proof of Lemma 5.3.4 and the bounds satisfied by $\phi$, one has

$$
\left|\bar{\beta}_{j, l, 2}^{i}\right| \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}}
$$

In addition,

$$
\begin{aligned}
-\bar{\beta}_{j, l, 3}^{i} & =\int_{\mathbb{R}^{n}} N(\phi) Z_{j, l}^{i} d x \\
& =\int_{B\left(p_{i}, 1\right)}+\sum_{i^{\prime} \neq i} \int_{B\left(p_{i^{\prime}}, 1\right)}+\int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)}=: J_{1}+J_{2}+J_{3} .
\end{aligned}
$$

We estimate this expression term by term. For $l=0$, one has

$$
\begin{aligned}
J_{1} & =\int_{B\left(p_{i}, 1\right)} N(\phi) Z_{j, l}^{i} d x \leq C \int_{B\left(p_{i}, 1\right)}\|\phi\|_{*}^{2}\left|x-p_{i}\right|^{2 \gamma_{1}} \bar{u}^{\beta-2} Z_{j, l}^{i} d x \\
& \leq C\|\phi\|_{*}^{2} \int_{B\left(p_{i}, 1\right)}\left|x-p_{i}\right|^{2 \gamma_{1}-\frac{6 \gamma-n}{2}}\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}}\left|v_{j}^{\prime}\right| d x \\
& \leq C e^{-\frac{(n-2 \gamma \gamma) L}{2}(1+\xi)} e^{-\min \left\{2\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right), \frac{n-2 \gamma}{2}\right\} t_{j}^{i}}
\end{aligned}
$$

recalling (5.3.16). Similarly,

$$
\begin{aligned}
J_{2} & =\sum_{i^{\prime} \neq i} \int_{B\left(p_{i^{\prime}}, 1\right)} N(\phi) Z_{j, l}^{i} d x \leq C\|\phi\|_{*}^{2} \sum_{i^{\prime} \neq i} \int_{B\left(p_{i^{\prime}}, 1\right)}\left|x-p_{i^{\prime}}\right|^{2 \gamma_{1}}\left|x-p_{i^{\prime}}\right|^{\frac{6 \gamma-n}{2}} Z_{j, l}^{i} d x \\
& \leq C\|\phi\|_{*}^{2}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}} \leq C e^{-\frac{(n-2 \gamma \gamma L}{2}(1+\xi)} e^{-\frac{n-2 \gamma}{2} t_{j}^{i}}
\end{aligned}
$$

and

$$
\begin{aligned}
J_{3} & =\int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)} N(\phi) Z_{j, l}^{i} d x \\
& \leq C\|\phi\|_{*}^{2} \int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)}|x|^{-2(n-2 \gamma)} \bar{u}^{\beta-2} Z_{j, l}^{i} d x \\
& \leq C\|\phi\|_{*}^{2} \int_{\mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)}|x|^{-2(n-2 \gamma)} e^{-(\beta-2) \frac{(n-2 \gamma) L}{4}}|x|^{-(n-2 \gamma)(\beta-2)}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}|x|^{-(n-2 \gamma)} d x \\
& \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\frac{n-2 \gamma}{2} t_{j}^{i}} .
\end{aligned}
$$

Combining the above estimates, we have for $l=0$,

$$
\left|\bar{\beta}_{j, 0,2}^{i}\right|+\left|\bar{\beta}_{j, 0,3}^{i}\right| \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} .
$$

For $l=1, \cdots, n$, by the estimate for $\phi$ given in (5.3.16) and the bounds for the term $I_{1}$ from (5.3.26) in Section 5.3 one obtains a similar estimate as above. But this is not enough for our analysis; one needs to be more precise. In order to do this, first recall the definition of $\bar{u}_{0}$ from (5.3.4),

$$
\bar{u}_{0}=\sum_{i=1}^{k} U_{i}\left(\left|x-p_{i}\right|\right),
$$

where $U_{i}$ are radial functions in $\left|x-p_{i}\right|$.
Near each singular point $p_{i}$, we can decompose

$$
\bar{u}_{0}=U_{i}\left(\left|x-p_{i}\right|\right)+D_{i}+O\left(\lambda_{0}^{i}\left|x-p_{i}\right|\right),
$$

where $D_{i}$ depends on $p_{i}-p_{i^{\prime}}$ for $i^{\prime} \neq i$. And similarly, we can decompose $S\left(\bar{u}_{0}\right)$ into two parts,

$$
S\left(\bar{u}_{0}\right)=\mathcal{E}\left(\left|x-p_{i}\right|\right)+\mathcal{E}_{1}(x),
$$

where $\mathcal{E}$ is radial function in $\left|x-p_{i}\right|$ and can be controlled by $C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma}$; the second term can be controlled by $C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left|x-p_{i}\right|^{\gamma_{1}-2 \gamma+1}$. We now proceed as follows. Let $\varphi_{i}=\varphi_{i}\left(\left|x-p_{i}\right|\right)$ be the solution to

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma} \varphi_{i}-c_{n, \gamma} \beta\left[U_{i}+D_{i}\right]^{\beta-1} \varphi_{i} \chi_{i}=\mathcal{E}\left(\left|x-p_{i}\right|\right) \chi_{i}+\sum_{j=0}^{\infty} c_{j, 0}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, 0}^{i} \\
\int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, 0}^{i} \varphi_{i} d x=0 \quad \text { for } j=0, \cdots, \infty
\end{array}\right.
$$

Note that the existence of such a $\varphi_{i}$ can be proved similarly to the arguments in Section 5.3. Moreover, as in (5.3.16) one has

$$
\left\|\varphi_{i}\right\|_{*} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Then we decompose $\phi=\sum_{i=1}^{k} \varphi_{i} \chi_{i}+\tilde{\varphi}$. In this case, since we have cancelled the radial part in the error near each singular point $p_{i}$ by $\varphi_{i}$, then the extra error will have an extra factor $\left|x-p_{i}\right|$ and $\tilde{\varphi}$ will satisfy

$$
|\tilde{\varphi}| \leq C\left\{\begin{array}{l}
e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left|x-p_{i}\right|^{\gamma_{1}+1} \text { in } B\left(p_{i}, 1\right) \\
e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}|x|^{-(n-2 \gamma)} \text { in } \mathbb{R}^{n} \backslash \cup_{i} B\left(p_{i}, 1\right)
\end{array}\right.
$$

Therefore, by the above decomposition of $\phi$ into radial and nonradial parts one deduces

$$
\begin{aligned}
-\bar{\beta}_{j, l, 2}^{i} & =-\int_{\mathbb{R}^{n}} \mathbb{L}_{0}(\phi) Z_{j, l}^{i} d x \\
& =\int_{\mathbb{R}^{n}}\left[\left(\bar{u}_{0}\right)^{\beta-1}-\left(w_{j}^{i}\right)^{\beta-1}\right] Z_{j, l}^{i} \phi d x \\
& =\int_{\mathbb{R}^{n}}\left[\left(U_{i}+D_{i}\right)^{\beta-1}-\left(w_{j}^{i}\right)^{\beta-1}\right] Z_{j, l}^{i} \tilde{\varphi} d x+\int_{\mathbb{R}^{n}}\left[\left(\bar{u}_{0}\right)^{\beta-1}-\left(U_{i}+D_{i}\right)^{\beta-1}\right] Z_{j, l}^{i} \phi d x .
\end{aligned}
$$

Similar to the estimate of $I_{1}$ in the proof of Lemma 5.3.4, recalling the asymptotic behaviour of $\tilde{\varphi}$ near $p_{i}$, we can get that the first term can be controlled by

$$
\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}}
$$

in a ball $B\left(p_{i}, 1\right)$ (see (5.3.27) and notice the extra factor $\lambda_{j}^{i}$ ). For the second term,

$$
\begin{aligned}
\int_{B\left(p_{i}, 1\right)} & {\left[\left(\bar{u}_{0}\right)^{\beta-1}-\left(U_{i}+D_{i}\right)^{\beta-1}\right] Z_{j, l}^{i} \phi d x } \\
& \leq C e^{-\frac{(n-2 \gamma) L}{4}}\|\phi\|_{*} \int_{B\left(p_{i}, 1\right)}|x|^{\gamma_{1}-2 \gamma+1}\left(\sum_{j^{\prime}} v_{j^{\prime}}\right)^{\beta-2} v_{j}^{1+\frac{2}{n-2 \gamma}} d x \\
& \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} \int_{B\left(p_{i}, 1\right)}|x|^{\gamma_{1}-2 \gamma+1} v_{j}^{\beta-1+\frac{2}{n-2 \gamma}} d x \\
& \leq C \lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} .
\end{aligned}
$$

Combining the above two estimates,

$$
\int_{B\left(p_{i}, 1\right)} \mathbb{L}_{0}(\phi) Z_{j, l}^{i} d x=O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}}\right)
$$

Next, the asymptotic behaviour of $Z_{j, l}^{i}$ at infinity, given by

$$
\left|Z_{j, l}^{i}\right|=\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}+1}|x|^{-(n-2 \gamma+1)} \quad \text { if }\left|x-p_{i}\right| \geq 1,
$$

yields that

$$
\sum_{i^{\prime} \neq i} \int_{B\left(p_{i^{\prime}}, 1\right)} \mathbb{L}_{0}(\phi) Z_{j, l}^{i} d x+\int_{\mathbb{R}^{n} \backslash \cup_{i^{\prime}} B\left(p_{i^{\prime}}, 1\right)} \mathbb{L}_{0}(\phi) Z_{j, l}^{i} d x \leq C \lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} .
$$

Using similar argument, we obtain an analogous estimate for $\bar{\beta}_{j, l, 3}^{i}$. Thus for $l=1, \cdots, n$,

$$
\left|\bar{\beta}_{j, l, 2}^{i}\right|+\left|\bar{\beta}_{j, l, 3}^{i}\right| \leq C \lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(\gamma_{1}+\frac{n-2 \gamma}{2}\right) t_{j}^{i}}
$$

which completes the proof of Step 1.
Step 2: Estimate for $\bar{\beta}_{j, l, 1}^{i}$. Denote by $E:=S\left(\bar{u}_{0}\right)=(-\Delta)^{\gamma} \bar{u}_{0}-c_{n, \gamma} \bar{u}_{0}^{\beta}$. We compute

$$
\begin{aligned}
\bar{\beta}_{j, l, 1}^{i} & =\int_{\mathbb{R}^{n}} E Z_{j, l}^{i} d x=\left[\int_{B\left(p_{i}, 1\right)}+\sum_{i^{\prime} \neq i} \int_{B\left(p_{\left.i^{\prime}, 1\right)}\right.}+\int_{\mathbb{R}^{n} \backslash \cup_{i^{\prime}} B\left(p_{\left.i^{\prime}, 1\right)}\right.}\right] d x \\
& =I_{1, j, l}+I_{2, j, l}+I_{3, j, l} .
\end{aligned}
$$

Recalling the estimate for $E$ from (5.3.19) one has

$$
I_{2, j, 0} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \sum_{i^{\prime} \neq i} \int_{B\left(p_{i^{\prime}}, 1\right)}\left|x-p_{i^{\prime}}\right|^{\gamma_{1}-2 \gamma}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}} d x \leq C e^{\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\frac{n-2 \gamma}{4} t_{j}^{i}}
$$

and

$$
\begin{aligned}
I_{3, j, 0} & \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \int_{\mathbb{R}^{n} / \cup_{i^{\prime}} B\left(p_{\left.i^{\prime}, 1\right)}\right.}|x|^{-(n+2 \gamma)}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}|x|^{-(n-2 \gamma)} d x \\
& \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\frac{n-2 \gamma}{4} t_{j}^{i}} .
\end{aligned}
$$

For $l=1, \cdots, n$, we know that $\left|Z_{j, l}^{i}\right|=O\left(\lambda_{j}^{i}\right) Z_{j, 0}^{i}$, which yields easily that

$$
\left|I_{2, j, l}\right|+\left|I_{3, j, l}\right| \leq C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\left(1+\frac{n-2 \gamma}{4}\right) t_{j}^{i}}
$$

Next, for $l=0, \ldots, n$, we consider $I_{1, j, l}$ : fixed $i, j$, substitute the expression for $\bar{u}_{0}$ from

$$
\begin{aligned}
E= & (-\Delta)^{\gamma} \bar{u}_{0}-c_{n, \gamma} \bar{u}_{0}^{\beta} \\
= & (-\Delta)^{\gamma}\left(\sum_{j^{\prime}=0}^{\infty} w_{j^{\prime}}^{i}\right)+(-\Delta)^{\gamma} \phi_{i}-\beta c_{n, \gamma}\left(w_{j}^{i}\right)^{\beta-1} \phi_{i}+(-\Delta)^{\gamma}\left(1-\chi_{i}\right) \phi_{i} \\
& -c_{n, \gamma}\left[\left(\sum_{j^{\prime}=0}^{\infty} w_{j^{\prime}}^{i}+\phi_{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}\right)^{\beta}-\sum_{i^{\prime} \neq i}\left(w_{j}^{i^{\prime}}\right)^{\beta}-\beta\left(w_{j}^{i}\right)^{\beta-1} \phi_{i}\right] \\
=- & c_{n, \gamma}\left[\left(\sum_{j^{\prime}=0}^{\infty} w_{j^{\prime}}^{i}+\phi_{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}\right)^{\beta}-\sum_{j=0}^{\infty}\left(w_{j}^{i}\right)^{\beta}-\sum_{i^{\prime} \neq i}\left(w_{j}^{i^{\prime}}\right)^{\beta}-\beta\left(w_{j}^{i}\right)^{\beta-1} \phi_{i}\right] \\
& +\mathbb{L}_{j}^{i} \phi_{i}+(-\Delta)^{\gamma}\left(1-\chi_{i}\right) \phi_{i} \\
=- & c_{n, \gamma}\left[\bar{u}^{\beta}-\sum_{j^{\prime}=0}^{\infty}\left(w_{j^{\prime}}^{i}\right)^{\beta}-\sum_{i^{\prime} \neq i}\left(w_{j}^{i^{\prime}}\right)^{\beta}-\beta\left(w_{j}^{i}\right)^{\beta-1}\left(\phi_{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}+\sum_{j^{\prime} \neq j} w_{j^{\prime}}^{i}\right)\right. \\
& \left.+\beta\left(w_{j}^{i}\right)^{\beta-1}\left(\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}+\sum_{j^{\prime} \neq j} w_{j^{\prime}}^{i}\right)\right]+\mathbb{L}_{j}^{i} \phi_{i}+(-\Delta)^{\gamma}\left(1-\chi_{i}\right) \phi_{i} .
\end{aligned}
$$

Here $\mathbb{L}_{j}^{i}$ denotes the linearized operator around $w_{j}^{i}$. Looking at the equation that $\phi_{i}$ satisfies and its bounds (see formula (5.3.2) and Corollary 5.2.3), we have in general the following estimates:

On the one hand, for $l=0$, since $Z_{j, 0}^{i}$ is odd in the variable $t^{i}-t_{j}^{i}$, where we have defined $t^{i}=-\log \left|x-p_{i}\right|$, by the above expansion for $E$,

$$
\begin{aligned}
I_{1, j, 0} \leq & C \int_{B\left(p_{i}, 1\right)}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, 0}^{i}\left(\sum_{i^{\prime} \neq i} w_{0}^{i^{\prime}}+\sum_{j^{\prime} \neq j} w_{j^{\prime}}^{i}\right) d x+O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}\right) \\
\leq & C \sum_{i^{\prime} \neq i}\left(\lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} \int_{B_{1}}|x|^{-2 \gamma}\left(v_{j}^{i}\right)^{\beta-1}|x|^{-\frac{n-2 \gamma}{2}}\left|\left(v_{j}^{i}\right)^{\prime}\right| d x+\int_{B_{1}} \sum_{j^{\prime} \neq j}|x|^{-n}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} v_{j^{\prime}}^{i} d x \\
\leq & C e^{-\frac{n-2 \gamma}{4} L} \int_{0}^{\infty} e^{-\frac{n-2 \gamma}{2} t}\left(v_{j}^{i}\right)^{\beta} d t+\int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \neq j} v_{j^{\prime}}^{i} d t \\
& +O\left(e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left(\lambda_{j}^{i}\right)^{\frac{n-2 \gamma}{2}}\right) \\
\leq & C e^{-\frac{n-2 \gamma}{4} L} e^{-\frac{n-2 \gamma}{2} t_{j}^{i}}+\sum_{j^{\prime} \leq 2 j} \int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} v_{j^{\prime}}^{i} d t+\sum_{j^{\prime} \geq 2 j+1} \int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} v_{j^{\prime}}^{i} d t .
\end{aligned}
$$

Let us bound the two terms in this expression:

$$
\begin{aligned}
& \int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t \\
& =\int_{0}^{t_{2 j}^{i}+\frac{L_{i}}{2}}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t+\int_{t_{2 j}^{i}+\frac{L_{i}}{2}}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t \\
& \left(t^{\prime}=t-t_{j}^{i}\right) \\
& =\int_{-t_{j}^{i}}^{t_{j}^{i}} v^{\beta-1} v^{\prime}\left(t^{\prime}\right) \sum_{0 \leq j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t^{\prime}+\int_{t \geq t_{2 j}^{i}+\frac{L_{i}^{2}}{}}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t
\end{aligned}
$$

For the first integral, since $v^{\prime}\left(t^{\prime}\right)$ is odd in $t^{\prime}$ and $\sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i}$ is an even function of $t^{\prime}$, this integral is 0 . In the meantime, thanks to the exponential decaying of $v$, the second integral is bounded by $e^{-\frac{n+2 \gamma}{2} t_{j}^{i}}$, and we may conclude that

$$
\int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} \sum_{j^{\prime} \leq 2 j} v_{j^{\prime}}^{i} d t \leq C e^{-\frac{n+2 \gamma}{2} t_{j}^{i}} .
$$

In addition,

$$
\begin{aligned}
& \sum_{j^{\prime} \geq 2 j+1} \int_{0}^{\infty}\left(v_{j}^{i}\right)^{\beta-1}\left(v_{j}^{i}\right)^{\prime} v_{j^{\prime}}^{i} d t \\
& \leq C e^{-\frac{(n-2 \gamma)}{2}\left|t_{2 j+1}^{i}-t_{j}^{i}\right|} \leq C e^{-\frac{n-2 \gamma}{4} L} e^{-\frac{n-2 \gamma}{2} t_{j}^{i} .}
\end{aligned}
$$

In conclusion, one has

$$
I_{1, j, 0} \leq C e^{-\frac{n-2 \gamma}{4} L} e^{-\frac{n-2 \gamma}{2} t_{j}^{i}}+e^{-\frac{n+2 \gamma}{2} t_{j}^{i}} .
$$

On the other hand, for $l=1, \cdots, n$, since $Z_{j, l}^{i}$ is odd in $x-p_{i}$, and both $w_{j}^{i}, \phi_{i}$ are even in $x-p_{i}$, one has

$$
\begin{aligned}
I_{1, j, l} & \leq C \int_{B\left(p_{i}, 1\right)} \sum_{i^{\prime} \neq i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} w_{0}^{i^{\prime}} d x \\
& \leq C \int_{B\left(p_{i}, 1\right)} \sum_{i^{\prime} \neq i}\left(w_{j}^{i}\right)^{\beta-1}\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}+1} v_{j}^{1+\frac{2}{n-2 \gamma}}\left(\lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& \leq C e^{-\frac{n-2 \gamma}{4} L} \int_{B_{1}}|x|^{-2 \gamma} v_{j}^{\beta-1}|x|^{-\frac{n-2 \gamma}{2}+1} v_{j}^{1+\frac{2}{n-2 \gamma}} d x \\
& \leq C e^{-\frac{n-2 \gamma}{4} L} e^{-\left(1+\frac{n-2 \gamma}{2}\right) t_{j}^{i}} .
\end{aligned}
$$

From the above two estimates, when $j \geq 1$,

$$
I_{1, j, l} \leq\left\{\begin{array}{l}
e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} \quad \text { if } l=0 \\
e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-(1+\sigma) t_{j}^{i}} \quad \text { if } l=1, \cdots, n
\end{array}\right.
$$

for some $\xi, \sigma>0$.
On the contrary, for $j=0$ one has

$$
I_{1,0,0}=O\left(e^{-\frac{n-2 \gamma}{2} L}\right), \quad I_{1,0, l}=O\left(\lambda_{0}^{i}\right) e^{-\frac{n-2 \gamma}{2} L}
$$

but can obtain more accurate estimates in this case. This is going to be the crucial step in the proof of the Lemma since it gives the formula for the compatibility conditions.

First, if $l=0$,

$$
\begin{aligned}
I_{1,0,0} & =-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(w_{0}^{i}\right)^{\beta-1}\left(w_{1}^{i}+\sum_{i^{\prime} \neq i} w_{0}^{i^{\prime}}\right) Z_{0,0}^{i} d x+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \\
& =: T_{1,0}+T_{2,0}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right)
\end{aligned}
$$

In this case, by expression (8.0.1),

$$
T_{1,0}=-c_{n, \gamma} F\left(\left|\log \frac{\lambda_{1}^{i}}{\lambda_{0}^{i} \mid}\right|\right) \frac{\log \frac{\lambda_{1}^{i}}{\lambda_{0}^{i}}}{\left|\log \frac{\lambda_{1}^{i}}{\lambda_{0}^{i}}\right|},
$$

and by formula (8.0.2) and the relation that $Z_{0,0}^{i}=\frac{\partial w_{0}^{i}}{\partial \lambda_{0}^{i}} \lambda_{0}^{i} R^{i}$,

$$
T_{2,0}=-c_{n, \gamma} \sum_{i^{\prime} \neq i} A_{2}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}\left[1+O\left(\lambda_{0}^{i}\right)^{2}\right] .
$$

Combining the above two estimates yields

$$
\begin{aligned}
I_{1,0,0} & =c_{n, \gamma}\left[F\left(L_{1}\right)-\sum_{i^{\prime} \neq i} A_{2}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}\right]+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \\
& =c_{n, \gamma} q_{i}\left[q_{i}-A_{2} \sum_{i^{\prime} \neq i} q_{i^{\prime}}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}\left|p_{i}-p_{i^{\prime}}\right|^{-(n-2 \gamma)}\right] e^{-\frac{(n-2 \gamma) L}{2}}(1+o(1)) \\
& +O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right)
\end{aligned}
$$

On the other hand, for $l=1, \cdots, n$

$$
I_{1,0, l}=-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(w_{0}^{i}\right)^{\beta-1}\left(\sum_{i^{\prime} \neq i} w_{0}^{i^{\prime}}\right) Z_{0,0}^{i} d x+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} \lambda_{0}^{i}\right),
$$

and recall that $Z_{j, l}^{i}=-\frac{\partial w_{j}^{i}}{\partial x_{l}} \lambda_{j}^{i}$, by the estimate (8.0.3), one has

$$
I_{1,0, l}=c_{n, \gamma} A_{3} \lambda_{0}^{i}\left[\sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}\right]+O\left(e^{-\frac{(n-2 \gamma) L}{2}}(1+\xi) \lambda_{0}^{i}\right)
$$

Then combining the estimates for $\bar{\beta}_{j, l, 1}^{i}, \bar{\beta}_{j, l, 2}^{i}, \bar{\beta}_{j, l, 3}^{i}$, we achieve the proof of the Lemma.

Remark 5.4.2. Fixed $i$, if we consider the approximate solution $\bar{u}_{i}^{0}$ with $a_{j}^{i}=0, r_{j}^{i}=0$ for $j=0, \cdots, \infty$, then the same estimates for $\bar{\beta}_{j, l}^{i}$ in the above lemma hold.

### 5.4.2 Estimates for general parameters

Next we study the coefficients $c_{j, l}^{i}$ for a general configuration space satisfying (5.3.9) and (5.3.10). Most of the estimates of the previous subsection will continue to hold, but we need to be especially careful when considering $\beta_{j, l, 1}^{i}$. First, from Remark 5.4.2, one can see that only the perturbations of $a_{j}^{i}, r_{j}^{i}$ will affect the numbers $\beta_{j, l}^{i}$, i.e, we can get the same estimates for $\beta_{j, l}^{i}$ for general parameters ( $a_{j}^{i^{\prime}}, r_{j}^{i^{\prime}}$ ) satisfying (5.3.9) and (5.3.10) if $\left(a_{j}^{i}, r_{j}^{i}\right)=(0,0)$. So fixing $i=I$, we would like to study the estimates for $\beta_{j, l}^{i}$ when we vary the parameters $a_{j}^{i}, r_{j}^{i}$. First we have the following estimates:

Lemma 5.4.3. Suppose that the parameters $R^{i}$ satisfy (5.3.7). Let $e_{J}^{I}$ be a vector in $\mathbb{R}^{n}$ and $r_{J}^{I}$ be a real number in $\mathbb{R}$. We let $X(t)$ be the configuration for which all the parameters $\left(a_{j}^{i}, r_{j}^{i}\right)$ are fixed to be $(0,0)$ if $j \neq J$ and where $\left(a_{J}^{I}, R_{J}^{I}\right)=\left(t e_{J}^{I}, R^{I}\left(1+\operatorname{tr}_{J}^{I}\right)\right)$. Assume that $\left|e_{J}^{I}\right| \leq C\left(\lambda_{J}^{I}\right)^{2}$ and $\left|r_{J}^{I}\right| \leq C e^{-\tau t_{J}^{I}}$. We also let $w_{J, t}^{I}=w_{R^{I}\left(1+t r_{J}^{I}\right)}\left(x-t e_{J}^{I}\right)$. Then we have the following:

- If $i=I, J \neq j$,

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, l}^{i} d x
\end{aligned}
$$

for some $\sigma>0$ independent of $\tau$ and $L$.

- If $i=I, J=j=0$,

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, l}^{i} d x \\
& =\left\{\begin{array}{l}
-c_{n, \gamma} \frac{\partial}{\partial t}\left[A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}+F\left(\left|\log \frac{\lambda_{0}^{i}}{\lambda_{1}^{i}}\right|\right) \frac{\log \frac{\lambda_{1}^{i}}{\lambda_{0}^{i}}}{\left|\log \frac{\lambda_{i}^{i}}{\lambda_{0}^{i}}\right|}\right] \\
c_{n, \gamma} \lambda_{0}^{i} \frac{\partial}{\partial t}\left[A_{3} \sum_{\frac{i^{\prime} \neq i}{} \frac{p_{i^{\prime}}-p_{i}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}}^{+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \text { if } l=0,}\right. \\
\left.+A_{0} \min \left\{\frac{\lambda_{0}^{i}}{\lambda_{1}^{i}} \frac{\lambda_{1}^{i}}{\lambda_{0}^{i}}\right\}^{\frac{n-2 \gamma}{2}} \frac{t e_{l}}{\left|\max \left\{\lambda_{j^{\prime}}^{i}, \lambda_{J}^{i}\right\}\right|^{2}}\right]+O\left(\lambda_{0}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \quad \text { if } l=1, \cdots, n .
\end{array}\right.
\end{aligned}
$$

- If $i=I, J=j \geq 1$,

$$
\begin{aligned}
& \left.\frac{\partial}{\partial t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, l}^{i} d x \\
& \quad=\left\{\begin{array}{l}
-c_{n, \gamma} \sum_{j^{\prime} \neq j} \frac{\partial}{\partial t}\left[F\left(\left\lvert\, \log \frac{\lambda_{j}^{i}}{\lambda_{j^{\prime}}^{i}}\right.\right) \frac{\log \frac{\lambda_{j^{\prime}}^{i}}{\lambda_{j}^{i}}}{\left|\log \frac{\lambda_{j^{\prime}}^{i}}{\lambda_{j}^{i}}\right|}\right]+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}}\right) \quad \text { if } l=0, \\
c_{n, \gamma} \lambda_{j}^{i} \frac{\partial}{\partial t}\left[A_{0} \sum_{j^{\prime} \neq J} \min \left\{\frac{\lambda_{j^{\prime}}^{i}}{\lambda_{J}^{i}}, \frac{\lambda_{J}^{i}}{\lambda_{j}^{i}}\right\}_{j^{\prime}}^{\frac{n-2 \gamma}{2}} \frac{t e_{l}}{\left|\max \left\{\lambda_{j^{\prime}}^{i}, \lambda_{J}^{i}\right\}\right|^{2}}\right] \\
+O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{J}}\right) \text { if } l=1, \cdots, n .
\end{array}\right.
\end{aligned}
$$

Proof. Fix $i=I$. We first consider the case in which $J \neq j$. We have

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, l}^{i} d x= & c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(w_{J, t}^{i}\right)^{\beta-1}-\bar{u}_{t}^{\beta-1}\right] \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, l}^{i} d x \\
= & -c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, l}^{i} d x \\
& +c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(w_{j}^{i}\right)^{\beta-1}+\left(w_{J, t}^{i}\right)^{\beta-1}-\bar{u}_{t}^{\beta-1}\right] \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, l}^{i} d x \\
= & : M_{1}+M_{2} .
\end{aligned}
$$

From the proof of Appendix 8, more precisely, (8.0.1) for $l=0$ and (8.0.5) for $l=1, \ldots, n$, one can find that

$$
\begin{aligned}
& M_{1}=-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, l}^{i} d x=-c_{n, \gamma} \beta \frac{\partial}{\partial t} \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} w_{J, t}^{i} d x \\
&=\left\{\begin{array}{l}
-\frac{\partial}{\partial t}\left[c_{n, \gamma} F\left(\left|\log \frac{\lambda_{J}^{i}}{\lambda_{j}^{i}}\right|\right) \frac{\log \frac{\lambda_{J}^{i}}{\lambda_{j}^{i}}}{\mid \log } \frac{\lambda_{j}^{j}}{\lambda_{j}^{i}}\right]
\end{array} \text { if } l=0,\right. \\
&-\frac{\partial}{\partial t}\left[c_{n, \gamma} A_{0} \lambda_{j}^{i} \min \left\{\frac{\lambda_{J}^{i}}{\lambda_{j}^{i}}, \frac{\lambda_{j}^{i}}{\lambda_{J}^{i}}\right\}^{\frac{n-2 \gamma}{2}} \frac{t e_{l}}{\left|\max \left\{\lambda_{j}^{\lambda}, \lambda_{J}^{i}\right\}\right|^{2}}\right]
\end{aligned} ~ ل
$$

for a constant $A_{0}>0$. Moreover,

$$
\begin{aligned}
M_{2} & =c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(w_{j}^{i}\right)^{\beta-1}+\left(w_{J, t}^{i}\right)^{\beta-1}-\bar{u}_{t}^{\beta-1}\right] \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, l}^{i} d x \\
& =\left\{\begin{array}{l}
O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) e^{-\tau t_{J}^{I}} e^{-\sigma\left|t_{j}^{I}-t_{J}^{I}\right|} \text { for } l=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) e^{-\tau t_{J}^{I}} e^{-\sigma\left|t_{j}^{I}-t_{J}^{I}\right|} \text { for } l=1, \cdots, n,
\end{array}\right.
\end{aligned}
$$

which proves the assertion when $J \neq j$.

Now we consider the case $J=j$, for which we have

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, t, l}^{i} d x= & \int_{\mathbb{R}^{n}} \frac{\partial}{\partial t} S\left(\bar{u}_{t}\right) Z_{j, t, l}^{i} d x+\int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) \frac{\partial}{\partial t} Z_{j, t, l}^{i} d x \\
= & \int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma}-c_{n, \gamma} \beta\left(w_{J, t}^{i}\right)^{\beta-1}\right]\left[\sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}+\phi_{L_{i}}\right] \frac{\partial}{\partial t} Z_{j, t, l}^{i} d x \\
& -\beta(\beta-1) c_{n, \gamma} \int_{\mathbb{R}^{n}}\left(w_{J, t}^{i}\right)^{\beta-2}\left[\sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}+\phi_{L_{i}}\right] \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, t, l}^{i} d x \\
& +\left\{\begin{array}{l}
O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) \text { if } l=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) \text { if } l \geq 1 .
\end{array}\right.
\end{aligned}
$$

From the equation satisfied by $Z_{t, l, i}$, and taking derivative with respect to $t$, one can cancel the terms containing $\phi_{L_{i}}$, which yields

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{t}\right) Z_{j, t, l}^{i} d x= & \int_{\mathbb{R}^{n}}-c_{n, \gamma} \beta\left(w_{J, t}^{i}\right)^{\beta-1}\left[\sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}\right] \frac{\partial}{\partial t} Z_{j, t, l}^{i} d x \\
& -\beta(\beta-1) c_{n, \gamma} \int_{\mathbb{R}^{n}}\left(w_{J, t}^{i}\right)^{\beta-2}\left[\sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i}+\sum_{i^{\prime} \neq i} w_{j}^{i i^{\prime}}\right] \frac{\partial w_{J, t}^{i}}{\partial t} Z_{j, t, l}^{i} d x \\
& + \begin{cases}O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) & \text { if } l=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) & \text { if } l \geq 1,\end{cases} \\
= & -c_{n, \gamma} \frac{\partial}{\partial t} \int_{\mathbb{R}^{n}} \beta\left(w_{J, t}^{i}\right)^{\beta-1} Z_{j, t, l}^{i}\left[\sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i}+\sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}}\right] d x \\
& + \begin{cases}O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) & \text { if } l=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{I}}\right) & \text { if } l \geq 1,\end{cases} \\
= & N_{1}+N_{2}+O(\cdots) .
\end{aligned}
$$

Similar to the estimates before, one can get that for $l=1, \cdots, n$, by estimate (8.0.5) in the Appendix 8,

$$
\begin{aligned}
N_{1} & =\int_{\mathbb{R}^{n}} \beta\left(w_{J, t}^{i}\right)^{\beta-1} Z_{j, t, l}^{i} \sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i} d x \\
& =-A_{0} \lambda_{j}^{i} \sum_{j^{\prime} \neq J} \min \left\{\frac{\lambda_{j^{\prime}}^{i}}{\lambda_{J}^{i}}, \frac{\lambda_{J}^{i}}{\lambda_{j^{\prime}}^{i}}\right\}^{\frac{n-2 \gamma}{2}} \frac{t e_{l}}{\left|\max \left\{\lambda_{j^{\prime}}^{i}, \lambda_{J}^{i}\right\}\right|^{2}}+O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}}(1+\xi) e^{-\tau t_{J}^{I}}\right),
\end{aligned}
$$

and from (8.0.3),

$$
\begin{aligned}
N_{2} & =\int_{\mathbb{R}^{n}} \beta\left(w_{J, t}^{i}\right)^{\beta-1} Z_{j, t, l}^{i} \sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}} d x \\
& =\left\{\begin{array}{l}
-\lambda_{0}^{i}\left[A_{3} \sum_{\substack{i^{\prime} \neq i}} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right)\right] \text { if } J=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{J}^{I}}\right) \text { if } J \geq 1 .
\end{array}\right.
\end{aligned}
$$

On the other hand, for $l=0$, by (8.0.1),

$$
N_{1}=\int_{\mathbb{R}^{n}} \beta\left(w_{J, t}^{i}\right)^{\beta-1} Z_{j, t, l}^{i} \sum_{j^{\prime} \neq J} w_{j^{\prime}}^{i} d x=\sum_{j^{\prime} \neq j} F\left(\left|\log \frac{\lambda_{j}^{i}}{\lambda_{j^{\prime}}^{i}}\right|\right) \frac{\log \frac{\lambda_{j^{\prime}}^{i}}{\lambda_{j}^{i}}}{\left|\log \frac{\lambda_{j^{\prime}}^{i}}{\lambda_{j}^{i}}\right|},
$$

and using (8.0.2),

$$
\begin{aligned}
N_{2} & =\int_{\mathbb{R}^{n}} \beta\left(w_{J, t}^{i}\right)^{\beta-1} Z_{j, t, l}^{i} \sum_{i^{\prime} \neq i} w_{j}^{i^{\prime}} d x \\
& =\left\{\begin{array}{l}
A_{2} \sum_{\substack{i^{\prime} \neq i}}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(\lambda_{0}^{i} \lambda_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \text { if } J=0, \\
e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{J}^{I}} \quad \text { if } J \geq 1 .
\end{array}\right.
\end{aligned}
$$

Combining all the above estimates, the proof of the Lemma is completed.

From Lemma 5.4.1 and Lemma 5.4.3, we find the decay estimate for the $\beta_{j, l}^{i}$ for general parameters $a_{j}^{i}, r_{j}^{i}$ satisfying conditions (5.3.9) and (5.3.10):
Lemma 5.4.4. For the parameters $\left(a_{j}^{i}, R_{j}^{i}\right)$ satisfying (5.3.9) and (5.3.10), we have the following estimates:

$$
\begin{aligned}
\beta_{0,0}^{i}= & -c_{n, \gamma} q_{i}\left[A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} q_{i}\right] e^{-\frac{(n-2 \gamma) L}{2}}(1+o(1)) \\
& +O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \\
\beta_{0, l}^{i}= & c_{n, \gamma} \lambda_{0}^{i}\left[A_{3} \sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{p_{i^{\prime}}-\left.p_{i}\right|^{n-2 \gamma+2}}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}+A_{0}\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} \frac{a_{0}^{i}-a_{1}^{i}}{\left(\lambda_{0}^{i}\right)^{2}} q_{i}\right] q_{i} e^{-\frac{n-2 \gamma}{2} L} \\
& +O\left(\lambda_{0}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \text { for } l \geq 1, \\
\beta_{j, l}^{i}= & \begin{cases}O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}+e^{-\frac{(n-2 \gamma) L}{2}} e^{-\tau t_{j-1}^{i}}\right), l=0, & \text { for } j \geq 1 . \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma \gamma L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}+\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}} e^{-\tau t_{j-1}^{i}}\right), l \geq 1,\end{cases}
\end{aligned}
$$

where $\sigma$ is obtained in Lemma 5.4.1.

Proof. Using the notation in the previous subsection, we first estimate $\beta_{j, l, 1}^{i}$. Using Lemma 5.4.1 and Lemma 5.4.3, and integrating in $t$ from 0 to 1 , varying the parameters $(a, R)=$ $\left(0, R^{i}\right)$ to $\left(a_{j}^{i}, R_{j}^{i}\right)$, and using the estimates satisfied by the parameters. The integration yields

$$
\begin{aligned}
\beta_{0,0,1}^{i} & \left.=-c_{n, \gamma} q_{i}\left[A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} q_{i}\right] \\
& \cdot e^{-\frac{(n-2 \gamma) L}{2}}(1+o(1))+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \\
\beta_{0, l, 1}^{i} & =c_{n, \gamma} \lambda_{0}^{i}\left[A_{3} \sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}+A_{0}\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} \frac{a_{0}^{i}-a_{1}^{i}}{\left(\lambda_{0}^{i}\right)^{2}} q_{i}\right] q_{i} e^{-\frac{n-2 \gamma}{2} L} \\
& +O\left(\lambda_{0}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \text { for } l \geq 1, \\
\beta_{j, l, 1}^{i} & =\left\{\begin{array}{l}
O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}+e^{-\frac{(n-2 \gamma) L}{2}} e^{-\tau \tau j_{j-1}^{i}}\right) \text { if } l=0, \\
O\left(\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}+\lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}} e^{-\tau t_{j-1}^{i}}\right) \text { if } l \geq 1,
\end{array} \quad \text { for } j \geq 1 .\right.
\end{aligned}
$$

Similarly to the estimates in subsection 5.4.1, $\beta_{j, l, 2}^{i}$ and $\beta_{j, l, 3}^{i}$ can be bounded by

$$
\left|\beta_{j, l, 2}^{i}\right|+\left|\beta_{j, l, 3}^{i}\right| \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} \\
C \lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}
\end{array}\right.
$$

Hence we get the desired bounds on $\beta_{j, l}^{i}$.

### 5.5 Derivatives of the coefficients $\beta_{j, l}^{i}$ with respect to the variation of $\left\{a_{j, l}^{i}\right\}$ and $\left\{r_{j, l}^{i}\right\}$

Here study the derivatives of the coefficients $\beta_{j, l}^{i}$ with respect to the parameters $\left\{a_{j, l}^{i}\right\}$ and $\left\{r_{j, l}^{i}\right\}$. As in the previous remark, we only need to care about the perturbation of $a_{j}^{i}, r_{j}^{i}$. Thus we first consider the derivatives of $\beta_{j, l}^{i}$ with respect to $a_{j}^{i}, r_{j}^{i}$ for the special configuration space that $a_{j}^{i}, r_{j}^{i}=0$ for fixed $i$. For this, we need to consider the variation of $\phi$ with respect to these parameters.

### 5.5.1 Derivatives of $\beta_{j, l}^{i}$ for $a_{j}^{i}, r_{j}^{i}$ all equal to zero

In this section, we fix $i$ and let $\bar{u}_{i}^{0}$ to be the approximate solution with $a_{j}^{i}, r_{j}^{i}=0$. Given $\phi$ as in Proposition 5.3.3 for the approximate solution $\bar{u}=\bar{u}_{0}^{i}$, we introduce the operator

$$
\begin{equation*}
\tilde{\mathbb{L}}=(-\Delta)^{\gamma}-c_{n, \gamma} \beta\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1} \tag{5.5.1}
\end{equation*}
$$

Denote by $\xi_{j, 0}^{i}=r_{j}^{i}$, and $\xi_{j, l}^{i}=a_{j, l}^{i}$ for $l=1, \cdots, n$.

Lemma 5.5.1. For L large, let $\bar{u}_{i}^{0}$ and $\phi$ be as above. Then we have the following estimates on $\frac{\partial \phi}{\partial \xi_{j, l}^{2}}$ near $p_{i}$ :

$$
\left|\frac{\partial \phi}{\partial \xi_{j, l}^{i}}\right| \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}} e^{-\sigma\left|t^{i}-t_{t}^{i}\right|} \quad \text { for } l=0,  \tag{5.5.2}\\
\frac{C}{\lambda_{j}^{e}} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}} e^{-\sigma\left|t^{i}-t_{j}^{i}\right|} \quad \text { for } l \geq 1, \quad \text { in } B\left(p_{i}, 1\right) .
\end{array}\right.
$$

Proof. We first consider the case $l=0$. If we differentiate the first equation in Proposition 5.3.3 with respect to $r_{j}^{i}$, after some manipulation, we obtain that

$$
\tilde{\mathbb{L}}\left(\frac{\partial \phi}{\partial r_{j}^{i}}\right)=\tilde{h}+\sum_{j^{\prime}, l, i^{\prime}} \frac{\partial c_{j^{\prime}, l}^{i^{\prime}}}{\partial r_{j}^{i}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l}^{i^{\prime}},
$$

where

$$
\begin{equation*}
\tilde{h}=-\frac{\partial S\left(\bar{u}_{i}^{0}\right)}{\partial r_{j}^{i}}+c_{n, \gamma} \beta\left[\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-\left(\bar{u}_{i}^{0}\right)^{\beta-1}\right] \frac{\partial \bar{u}_{i}^{0}}{\partial r_{j}^{i}}+\sum_{l} c_{j, l}^{i} \frac{\partial}{\partial r_{j}^{i}}\left[\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}\right] . \tag{5.5.3}
\end{equation*}
$$

We now introduce two new norms:

$$
\begin{aligned}
\|\phi\|_{*_{\sigma}} & =\left\|\left|x-p_{i}\right|^{\frac{n-2 \gamma}{2}} e^{\sigma \mid t^{i}-t_{j}^{i}}\left|\phi\left\|_{\mathcal{C}^{2 \gamma+\alpha}\left(B\left(p_{i}, 1\right)\right)}+\sum_{i^{\prime} \neq i}\right\|\right| x-\left.p_{i^{\prime}}\right|^{\frac{n-2 \gamma}{2}} \phi\right\|_{\mathcal{C}^{2 \gamma+\alpha}\left(B\left(p_{i^{\prime}}, 1\right)\right)} \\
& +\left\||x|^{n-2 \gamma} \phi\right\|_{\mathcal{C}^{2 \gamma+\alpha}\left(\mathbb{R}^{n} \backslash \cup_{i^{\prime}} B\left(p_{i^{\prime}}, 1\right)\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\|\phi\|_{* * \sigma} & =\left\|\left|x-p_{i}\right|^{\frac{n+2 \gamma}{2}} e^{\sigma\left|t^{i}-t_{j}^{i}\right|} \phi\right\|_{\mathcal{C}^{2 \gamma+\alpha}\left(B\left(p_{i}, 1\right)\right)}+\sum_{i^{\prime} \neq i}\left\|\left|x-p_{i^{\prime}}\right|^{\frac{n+2 \gamma}{2}} \phi\right\|_{\mathcal{C}^{2 \gamma+\alpha}\left(B\left(p_{i^{\prime}}, 1\right)\right)} \\
& +\left\||x|^{n+2 \gamma} \phi\right\|_{\mathcal{C}^{2 \gamma+\alpha\left(\mathbb{R}^{n} \backslash \cup_{i^{\prime}} B\left(p_{i^{\prime}}, 1\right)\right)}},
\end{aligned}
$$

where $t^{i}=-\log \left|x-p_{i}\right|$ and $\sigma>0$ is a small positive constant to be determined later.
Similarly to the proof of Lemma 5.3.4, if we work in the above weighted norm spaces, one can check that given $\|\tilde{h}\|_{* *_{\sigma}}<+\infty$, the following problem is solvable:

$$
\left\{\begin{array}{l}
\tilde{\mathbb{L}} v=\tilde{h}+\sum_{j, l, i} c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}, \\
\int_{\mathbb{R}^{n}} v\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} d x=0, \quad j=0,1, \ldots, l=0, \ldots, n,
\end{array}\right.
$$

and the solution $v$ satisfies $\|v\|_{*_{\sigma}} \leq C\|\tilde{h}\|_{*_{*}}$ where $C$ only depends on $\sigma$. We would like to apply this estimate to (5.5.1), but we do not have the orthogonality condition on $\frac{\partial \phi}{\partial r_{j}^{i}}$. This can be recovered by adding some corrections.

For this, the $L^{2}$-product of $\frac{\partial \phi}{\partial r_{j}^{i}}$ and $\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}$ can be estimated as follows: differentiating the second equation in Proposition 5.3.3 with respect to $r_{j}^{i}$, we obtain by the estimate
satisfied by $\phi$ given in (5.3.16) that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{n}} \frac{\partial \phi}{\partial r_{j}^{i}}\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j^{\prime}, l}^{i} d x\right|=\left|-\int_{\mathbb{R}^{n}} \phi \frac{\partial}{\partial r_{j}^{i}}\left[\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j^{\prime}, l}^{i}\right] d x\right| \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \delta_{j j^{\prime}} e^{-\sigma t_{j}^{i}}, \tag{5.5.4}
\end{equation*}
$$

for some $\sigma>0$ independent of $L$ large.
Since for $i^{\prime} \neq i$, the orthogonality is satisfied, we set

$$
\begin{equation*}
\hat{\phi}=\frac{\partial \phi}{\partial r_{j}^{i}}+\sum_{j, l} \alpha_{j, l}^{i} l_{j, l}^{i}, \tag{5.5.5}
\end{equation*}
$$

for some $\alpha_{j, l}^{i} \in \mathbb{R}$. We would like to choose the numbers $\alpha_{j, l}^{i}$ so that the new function $\hat{\phi}$ will satisfy the orthogonality condition. In order to have this, we need

$$
\int_{\mathbb{R}^{n}} \frac{\partial \phi}{\partial r_{j}^{i}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x+\sum_{j, l} \int_{\mathbb{R}^{n}} \alpha_{j, l}^{i} Z_{j, l}^{i}\left(w_{j^{\prime}}^{i i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x=0 .
$$

From estimate (5.5.4), one has

$$
\begin{equation*}
\left|\alpha_{j, l}^{i}\right| \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} . \tag{5.5.6}
\end{equation*}
$$

Then $\hat{\phi}$ will satisfy the following equation

$$
\left\{\begin{array}{l}
\tilde{\mathbb{L}}(\hat{\phi})=\hat{h}+\sum_{j^{\prime}, l^{\prime}, i^{\prime}} \frac{\partial c_{j^{\prime}, l^{\prime}}^{i^{\prime}}}{\partial r_{j}^{i}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}}, \\
\int_{\mathbb{R}^{n}} \hat{\phi}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} d x=0,
\end{array}\right.
$$

where

$$
\hat{h}=\tilde{h}+c_{n, \gamma} \beta \sum_{j, l, i} \alpha_{j, l}^{i} Z_{j, l}^{i}\left[\left(\bar{u}_{i}^{0}\right)^{\beta-1}-\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}\right] .
$$

In conclusion, to estimate $\hat{\phi}$ and hence $\frac{\partial \phi}{\partial r_{j}^{i}}$, it suffices to estimate $\hat{h}$. So we now bound $\hat{h}$ term by term.

Concerning $\frac{\partial S\left(\bar{u}_{i}^{0}\right)}{\partial r_{j}^{i}}$, we have from the arguments in Section 5.3 that

$$
\begin{equation*}
\left\|\frac{\partial S\left(\bar{u}_{i}^{0}\right)}{\partial r_{j}^{i}}\right\|_{* * \sigma} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} \tag{5.5.7}
\end{equation*}
$$

From the estimates satisfied by $\phi$, the same estimate holds for the second term in (5.5.3) if $\sigma<\gamma_{1}+\frac{n-2 \gamma}{2}$. For the third term, it contains the symbol $\delta_{j j^{\prime}}$, so the estimate follows by the bounds for $c_{j, l}^{i}$ in the proof of Lemma 5.3.4. Moreover, from (5.5.6), one can get the same estimate for the fourth term. In conclusion, one has

$$
\|\hat{h}\|_{*_{*}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Hence by the above reasoning, $\|\hat{\phi}\|_{*_{\sigma}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)}$. Formulas (5.5.5) and (5.5.6) yield

$$
\left\|\frac{\partial \phi}{\partial r_{j}^{i}}\right\|_{*_{\sigma}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} .
$$

Finally, by the definition of $\|\cdot\|_{*_{\sigma}}$ norm, we obtain the first assertion in (5.5.2).
Similarly, differentiating the first equation in Proposition 5.3.3 with respect to $a_{j}^{i}$ and arguing as above, always keeping in mind that $\frac{\partial w_{j}^{i}}{\partial a_{j}^{i}} \sim \frac{1}{\lambda_{j}^{i}}\left|x-p_{i}\right|^{-\frac{n-2 \gamma}{2}}\left(v_{j}^{i}\right)^{\frac{2}{n-2 \gamma}+1}$, one can get that

$$
\left\|\frac{\partial \phi}{\partial a_{j}^{i}}\right\|_{*_{\sigma}} \leq \frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)},
$$

which yields the second estimate in (5.5.2).
We now describe the asymptotic profile of the function $\frac{\partial \phi}{\partial \xi_{j, l}^{2}}$. First of all, we consider the ideal case when there is only one point singularity at $p=0$ and $u=u_{L}$, i.e., the exact Delaunay solution from (5.3.1). By definition, $u_{L}$ is a solution of (5.3.15) with $\phi=0$ and vanishing right hand side. For $j \geq 1$, we assume that we are varying $w_{j}$ by $a_{j}, r_{j}$, and denote the corresponding approximate solution by $\bar{u}_{L}$. We are still able to perform the reduction in Proposition 5.3.3 to find a solution of the form $\bar{u}_{L}+\bar{\phi}$ of the following equation

$$
\left\{\begin{array}{l}
(-\Delta)^{\gamma}\left(\bar{u}_{L}+\bar{\phi}\right)-c_{n, \gamma}\left(\bar{u}_{L}+\bar{\phi}\right)^{\beta}=\sum_{j, l} c_{j, l} w_{j}^{\beta-1} Z_{j, l},  \tag{5.5.8}\\
\int_{\mathbb{R}^{n}} \bar{\phi} w_{j}^{\beta-1} Z_{j, l} d x=0
\end{array}\right.
$$

Note that an estimate similar to that of Lemma 5.5 .1 will hold true for the corresponding $\bar{\phi}$. But we also need to control the derivative of $c_{j, l}$ with respect to the perturbations. In order to do so, we first introduce some notation. Define

$$
\beta_{j, l}:=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma}\left(\bar{u}_{L}+\bar{\phi}\right)-c_{n, \gamma}\left(\bar{u}_{L}+\bar{\phi}\right)^{\beta}\right] Z_{j, l} d x
$$

We are interested in the derivatives of $\beta_{j^{\prime}, l^{\prime}}$ with respect to $\left\{\xi_{j, l}\right\}=\left\{r_{j}, a_{j, 1}, \cdots, a_{j, n}\right\}$ for $l=0, \cdots, n$.

Lemma 5.5.2. For L large, the following estimates hold:

$$
\begin{aligned}
& \frac{\partial \beta_{j, 0}}{\partial r_{j}}=-2 c_{n, \gamma} F^{\prime}(L)+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \\
& \frac{\partial \beta_{j-1,0}}{\partial r_{j}}=c_{n, \gamma} F^{\prime}(L)+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right) \\
& \frac{\partial \beta_{j+1,0}}{\partial r_{j}}=c_{n, \gamma} F^{\prime}(L)+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \\
& \frac{\partial \beta_{J, 0}}{\partial r_{j}}=O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right), \text { for }|J-j| \geq 2 .
\end{aligned}
$$

And for $l=1, \ldots, n$,

$$
\begin{aligned}
& \frac{\partial \beta_{j, l}}{\partial a_{j, l}}=c_{n, \gamma} \lambda_{j} \sum_{j^{\prime} \neq j} \min \left\{\frac{\lambda_{j^{\prime}}}{\lambda_{j}}, \frac{\lambda_{j}}{\lambda_{j^{\prime}}}\right\}^{\frac{n-2 \gamma}{2}} \frac{1}{\max \left\{\lambda_{j^{\prime}}^{2}, \lambda_{j}^{2}\right\}}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right), \\
& \frac{\partial \beta_{J, l}}{\partial a_{j, l}}=-c_{n, \gamma} \lambda_{J}\left[\min \left\{\frac{\lambda_{J}}{\lambda_{j}}, \frac{\lambda_{j}}{\lambda_{J}}\right\}^{\frac{n-2 \gamma}{2}} \frac{1}{\max \left\{\lambda_{J}^{2}, \lambda_{j}^{2}\right\}}+O\left(\frac{1}{\lambda_{i}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right)\right], \text { if } j \neq J,
\end{aligned}
$$

In addition,

$$
\frac{\partial \beta_{J, l}}{\partial \xi_{j, l^{\prime}}}=0, \quad \text { if } l \neq l^{\prime}
$$

Here the derivatives are evaluated at $a_{j}, r_{j}=0$.
Proof. Differentiating the expression for $\beta_{J, l}$ with respect to $r_{j}$, and recalling equation (5.5.8) one has

$$
\begin{equation*}
\frac{\partial \beta_{J, l}}{\partial r_{j}}=\int_{\mathbb{R}^{n}}\left[\overline{\mathbb{L}}\left(\frac{\partial \bar{\phi}}{\partial r_{j}}\right)+\frac{\partial S\left(\bar{u}_{L}\right)}{\partial r_{j}}\right] Z_{J, l} d x+\sum_{j^{\prime \prime}, l^{\prime}} c_{j^{\prime \prime}, l^{\prime}} \int_{\mathbb{R}^{n}} w_{j^{\prime \prime}}^{\beta-1} Z_{j^{\prime \prime}, l^{\prime}} \frac{\partial Z_{J, l}}{\partial r_{j}} d x \tag{5.5.9}
\end{equation*}
$$

where we have defined

$$
\overline{\mathbb{L}}=(-\Delta)^{\gamma}-c_{n, \gamma} \beta u_{L}^{\beta-1},
$$

since $\bar{\phi}=0$ when $\bar{u}_{L}=u_{L}$. We write

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \overline{\mathbb{L}}\left(\frac{\partial \bar{\phi}}{\partial r_{j}}\right) Z_{J, l} d x= & \int_{\mathbb{R}^{n}} \mathbb{L}_{J}\left(Z_{J, l}\right) \frac{\partial \bar{\phi}}{\partial r_{j}} d x+\int_{\mathbb{R}^{n}}\left(\overline{\mathbb{L}}-\mathbb{L}_{J}\right)\left(Z_{J, l}\right) \frac{\partial \bar{\phi}}{\partial r_{j}} d x \\
& +O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right) \\
= & c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[w_{J}^{\beta-1}-u_{L}^{\beta-1}\right] \frac{\partial \bar{\phi}}{\partial r_{j}} Z_{J, l} d x+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right) \\
= & O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right),
\end{aligned}
$$

where $\mathbb{L}_{J}=(-\Delta)^{\gamma}-c_{n, \gamma} \beta w_{J}^{\beta-1}$.
Since $u_{L}$ is the exact solution, the corresponding $c_{j^{\prime \prime}, l}=0$. Thus for the last term in (5.5.9) we have

$$
\sum_{j^{\prime \prime}, l} c_{j^{\prime \prime}, l} \int_{\mathbb{R}^{n}} w_{j^{\prime \prime}}^{\beta-1} Z_{j^{\prime \prime}, l^{\prime}} \frac{\partial Z_{J, l}}{\partial r_{j}} d x=0
$$

In conclusion, one has

$$
\frac{\partial \beta_{J, l}}{\partial r_{j}}=\frac{\partial}{\partial r_{j}} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{L}\right) Z_{J, l} d x+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right),
$$

where we have used the fact that $S\left(\bar{u}_{L}\right)=0$ for $\bar{u}_{L}=u_{L}$.

Similarly, recalling the definition of $Z_{J, l}=\lambda_{j} \frac{\partial w_{J}}{\partial a_{J, l}}$, and the estimates for $\frac{\partial \bar{\phi}}{\partial a_{j}}$ from the previous paragraphs,

$$
\frac{\partial \beta_{J, l}}{\partial a_{j}}=\frac{\partial}{\partial a_{j}} \int_{\mathbb{R}^{n}} S\left(\bar{u}_{L}\right) Z_{J, l} d x+O\left(\frac{\lambda_{J}}{\lambda_{j}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right)
$$

Both variations above can be calculated from Lemma 5.4.3, with the obvious modifications as we just have one singular point so there is no summation in $i$. Thus one has

$$
\frac{\partial \beta_{J, 0}}{\partial r_{j}}=c_{n, \gamma} \sum_{j^{\prime} \neq j^{\prime}} \frac{\partial}{\partial r_{j}}\left[F\left(\left|\log \frac{\lambda_{j^{\prime}}}{\lambda_{J}}\right|\right) \frac{\log \frac{\lambda_{j^{\prime}}}{\lambda_{J}}}{\left|\log \frac{\lambda_{j^{\prime}} \mid}{\lambda_{J}}\right|}\right]+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right)
$$

The first four conclusions in Lemma 5.5.2 follow by taking different values of $J$ and from the definition of $\lambda_{j}$.

Very similarly, for $l=1, \ldots, n$, applying Lemma 5.4 .3 we obtain

$$
\begin{aligned}
\frac{\partial \beta_{J, l}}{\partial a_{j, l}}= & O\left(\frac{\lambda_{J}}{\lambda_{j}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma\left|t_{J}-t_{j}\right|}\right) \\
& +\left\{\begin{array}{l}
c_{n, \gamma} \lambda_{j} \frac{\partial}{\partial a_{j, l}} \sum_{j^{\prime} \neq j}\left[\min \left\{\frac{\lambda_{j^{\prime}}}{\lambda_{j}}, \frac{\lambda_{j}}{\lambda_{j^{\prime}}}\right\}^{\frac{n-2 \gamma}{2}} \frac{a_{j, l}}{\max \left\{\lambda_{j^{\prime}}^{2}, \lambda_{j}^{2}\right\}}\right] \text { if } J=j \\
-c_{n, \gamma} \lambda_{J} \frac{\partial}{\partial a_{j, l}}\left[\min \left\{\frac{\lambda_{J}}{\lambda_{j}}, \frac{\lambda_{j}}{\lambda_{J}}\right\}^{\frac{n-2 \gamma}{2}} \frac{a_{j, l}}{\max \left\{\lambda_{J}^{2}, \lambda_{j}^{2}\right\}}\right] \text { if } J \neq j
\end{array}\right.
\end{aligned}
$$

In addition, by the symmetry of the problem, we have $\frac{\partial \beta_{J, l^{\prime}}}{\partial \xi_{j, l}}=0$ if $l \neq l^{\prime}$. This completes the proof of the Lemma.

The reason we have studied the special configuration $u_{L}$ is that we will identify the quantities $\frac{\partial \beta_{j, l}^{i}}{\partial \xi_{j, l}^{i}}$ as the limits of the derivatives of $\beta_{j, l}$ with respect to $\xi_{j, l}$ as $j \rightarrow \infty$. We fix a point $p=p_{i}$ and a Delaunay parameter $L=L_{i}$. We denote $\bar{u}_{L_{i}}, \bar{\phi}_{i}$ the pair that gives the solution to (5.5.8). Before we state the result, we first need to compare the functions $\frac{\partial \phi}{\partial \xi_{j, l}^{i}}$ and $\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}$ for $i$ fixed, as in the lemma below:

Lemma 5.5.3. Take $\bar{u}_{i}^{0}$ and $\phi$ as in Lemma 5.5.1. For $i$ fixed and $j \geq 1$ we have the following estimate:

$$
\left\|\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}^{i}}\right\|_{*_{\sigma}} \leq \begin{cases}C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} & \text { for } l=0 \\ \frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} & \text { for } l \geq 1\end{cases}
$$

Proof. As before, we write down the equations satisfied by $\phi$ and $\bar{\phi}_{i}$,

$$
(-\Delta)^{\gamma}\left(\bar{u}_{i}^{0}+\phi\right)-c_{n, \gamma}\left(\bar{u}_{i}^{0}+\phi\right)^{\beta}=\sum_{i^{\prime}, j, l} c_{j, l}^{i^{\prime}}\left(w_{j}^{i^{\prime}}\right)^{\beta-1} Z_{j, l}^{i^{\prime}}
$$

and

$$
(-\Delta)^{\gamma}\left(\bar{u}_{L_{i}}+\bar{\phi}_{i}\right)-c_{n, \gamma}\left(\bar{u}_{L_{i}}+\bar{\phi}_{i}\right)^{\beta}=\sum_{j, l} c_{j, l}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} .
$$

We will differentiate both expressions with respect to $\xi_{j, l}^{i}$; one has from the first equation that

$$
\begin{aligned}
& (-\Delta)^{\gamma}\left(\frac{\partial \bar{u}_{i}^{0}}{\partial \xi_{j, l}^{i}}+\frac{\partial \phi}{\partial \xi_{j, l}^{i}}\right)-c_{n, \gamma} \beta\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}\left(\frac{\partial \bar{u}_{i}^{0}}{\partial \xi_{j, l}^{i}}+\frac{\partial \phi}{\partial \xi_{j, l}^{i}}\right) \\
& \quad=\sum_{i^{\prime}} \sum_{j=0}^{\infty} c_{j, l}^{i_{j}^{\prime}} \frac{\partial}{\partial \xi_{j, l}^{i}}\left[\left(w_{j}^{i^{\prime}}\right)^{\beta-1} Z_{j, l}^{i^{\prime}}\right]+\sum_{i^{\prime}} \sum_{j^{\prime}=0}^{\infty} \frac{\partial \frac{c_{j^{\prime}, l}^{i^{\prime}}}{\partial \xi_{j, l}^{i}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l}^{i^{\prime}}}{}
\end{aligned}
$$

Here, by the definition of the approximate solution $\bar{u}_{i}^{0}$, one knows that $\frac{\partial \bar{u}_{i}^{0}}{\partial \xi_{j, l}^{i}}=\frac{\partial w_{j}^{i}}{\partial \xi_{j, l}^{i}}$.
Next, differentiating the second equation,

$$
\begin{aligned}
& (-\Delta)^{\gamma}\left(\frac{\partial \bar{u}_{L_{i}}}{\partial \xi_{j, l}}+\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right)-c_{n, \gamma} \beta\left(\bar{u}_{L_{i}}+\bar{\phi}_{i}\right)^{\beta-1}\left(\frac{\partial \bar{u}_{L_{i}}}{\partial \xi_{j, l}}+\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right) \\
& \quad=\sum_{j^{\prime}=-\infty}^{\infty} \frac{\partial c_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j, l}+\sum_{j=-\infty}^{\infty} c_{j, l} \frac{\partial}{\partial \xi_{j, l}}\left[w_{j}^{\beta-1} Z_{j, l}\right] .
\end{aligned}
$$

To simplify this expression, recall that when $\bar{u}_{L_{i}}=u_{L_{i}}$ is a exact solution, one has $c_{j, l}=$ $0, \bar{\phi}_{i}=0$. So when evaluating at $\xi_{j, l}=0$, this equation becomes

$$
(-\Delta)^{\gamma} \frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}-c_{n, \gamma} u_{L_{i}}^{\beta-1} \frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}+(-\Delta)^{\gamma} \frac{\partial w_{j}}{\partial \xi_{j, l}}-c_{n, \gamma} \beta u_{L_{i}}^{\beta-1} \frac{\partial w_{j}}{\partial \xi_{j, l}}=\sum_{j^{\prime}=-\infty}^{\infty} \frac{\partial c_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j, l}
$$

Denote $\mathbb{L}_{\bar{u}_{i}^{0}}=(-\Delta)^{\gamma}-c_{n, \gamma} \beta\left(\bar{u}_{i}^{0}\right)^{\beta-1}$. Taking the difference of the above two expressions we obtain an equation for $\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}}{\partial \xi_{j, l}}$ :

$$
\begin{aligned}
& \mathbb{L}_{\bar{u}_{i}^{0}}\left(\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right) \\
&= c_{n, \gamma} \beta\left[\left(\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-u_{L_{i}}^{\beta-1}\right) \frac{\partial w_{j}^{i}}{\partial \xi_{j, l}^{i}}+\left(\left(\bar{u}_{i}^{0}\right)^{\beta-1}-u_{L_{i}}^{\beta-1}\right) \frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right] \\
&+c_{n, \gamma} \beta\left[\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-\left(\bar{u}_{i}^{0}\right)^{\beta-1}\right] \frac{\partial \phi}{\partial \xi_{j, l}^{i}} \\
&+\sum_{i^{\prime}} \sum_{j=0}^{\infty} c_{j, l}^{i^{\prime}} \frac{\partial}{\partial \xi_{j, l}^{i}}\left[\left(w_{j}^{i^{\prime}}\right)^{\beta-1} Z_{j, l}^{i^{\prime}}\right]+\sum_{i^{\prime}} \sum_{j^{\prime}=0}^{\infty} \frac{\partial c_{j^{\prime}, l}^{i^{\prime}}}{\partial \xi_{j, l}^{l}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l}^{i^{\prime}}-\sum_{j^{\prime}=-\infty}^{\infty} \frac{\partial c_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j, l} \\
&= c_{n, \gamma} \beta\left[\left(\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-u_{L_{i}}^{\beta-1}\right) \frac{\partial w_{j}^{i}}{\partial \xi_{j, l}^{i}}+\left(\left(\bar{u}_{i}^{0}\right)^{\beta-1}-u_{L_{i}}^{\beta-1}\right) \frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right] \\
&+c_{n, \gamma} \beta\left[\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-\left(\bar{u}_{i}^{0}\right)^{\beta-1}\right] \frac{\partial \phi}{\partial \xi_{j, l}^{i}} \\
&+\sum_{j=0}^{\infty} c_{j, l}^{i} \frac{\partial}{\partial \xi_{j, l}^{i}}\left[\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i}\right]+\sum_{j^{\prime}<0} \frac{\partial c_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}} \\
&+\sum_{j^{\prime}=0}^{\infty}\left(\frac{\partial c_{j^{\prime}, l^{\prime}}^{i}}{\partial \xi_{j, l}^{i}}-\frac{\partial c_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\right)\left(w_{j^{\prime}}^{i}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i}+\sum_{i^{\prime} \neq i} \frac{\partial c_{j^{\prime}, l^{\prime}}^{i^{\prime}}}{\partial \xi_{j, l}^{i}}\left(w_{j^{\prime}}^{i^{\prime}}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} .
\end{aligned}
$$

Neglecting the terms in the last line, taking into account the estimates in Section 5.3, the estimates for $\frac{\partial \phi}{\partial r_{j}^{i}}$ in Lemma 5.5.1 and the estimates in Lemma 5.5.2, one can find that the right hand side of the above equation can be bounded by $e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}$ in $\|\cdot\|_{* *_{\sigma}}$ norm.

We first consider the case $l=0$, i.e. $\xi_{j, l}^{i}=r_{j}^{i}$. In this case, to have control on $\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}$, we can reason similarly as in Lemma 5.5.1. More precisely, we first set

$$
\hat{\phi}=\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}+\sum_{i^{\prime}, j^{\prime}, l^{\prime}} \alpha_{j^{\prime}, l^{\prime}}^{i^{\prime}} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}}
$$

In order to get the orthogonality condition $\int_{\mathbb{R}^{n}} \hat{\phi}\left(w_{J}^{I}\right)^{\beta-1} Z_{J, L}^{I} d x=0$ for every $I, J$, $L$. we need

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left[\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}\right]\left(w_{J}^{I}\right)^{\beta-1} Z_{J, L}^{I} d x=\sum_{i^{\prime}, j^{\prime}, l^{\prime}} \alpha_{j^{\prime}, l^{\prime}}^{i^{\prime}} \int_{\mathbb{R}^{n}}\left(w_{J}^{I}\right)^{\beta-1} Z_{j^{\prime}, l^{\prime}}^{i^{\prime}} Z_{J, L}^{I} d x \tag{5.5.10}
\end{equation*}
$$

Differentiating the orthogonality condition of $\phi$ and $\bar{\phi}_{i}$ w.r.t $r_{j}^{i}$, in analogy with (5.5.4), we
get

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{n}}\left[\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}\right]\left(w_{J}^{I}\right)^{\beta-1} Z_{J, L}^{I} d x\right| & =\sum_{I, J, L}\left|\int_{\mathbb{R}^{n}}\left(\phi-\bar{\phi}_{i}\right) \frac{\partial}{\partial r_{j}^{i}}\left[\left(w_{J}^{I}\right)^{\beta-1} Z_{J, L}^{I}\right] d x\right| \\
& \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} \quad \text { if } j=J, \\
0 \text { if } j \neq J,
\end{array}\right.
\end{aligned}
$$

where we have used the fact that $\bar{\phi}_{i}=0$ for $u_{L_{i}}$. Therefore, from (5.5.10) we have the following estimates:

$$
\left|\alpha_{j^{\prime}, l^{\prime}}^{i^{\prime}}\right| \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} \text { if } i^{\prime}=i, j^{\prime}=j,  \tag{5.5.11}\\
C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma\left|t_{j}^{i} t_{j^{\prime}}^{i}\right|} \text { if } i=i^{\prime}, j^{\prime} \neq j, \\
0 \text { if } i \neq i^{\prime} .
\end{array}\right.
$$

Moreover, $\hat{\phi}$ solves

$$
\begin{aligned}
\mathbb{L}_{\bar{u}_{i}^{0}}(\hat{\phi}) & =\mathbb{L}_{\bar{u}_{i}^{0}}\left(\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}\right)+\mathbb{L}_{\bar{u}_{i}^{0}}\left(\sum_{j^{\prime}, l^{\prime}} \alpha_{j^{\prime}, l^{\prime}}^{i} Z_{j^{\prime}, l^{\prime}}^{i}\right) \\
& =\mathbb{L}_{\bar{u}_{i}^{0}}\left(\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}\right)-c_{n, \gamma} \beta \sum_{j^{\prime}, l^{\prime}} \alpha_{j^{\prime}, l^{\prime}}^{i}\left(\left(\bar{u}_{i}^{0}\right)^{\beta-1}-\left(w_{j^{\prime}}^{i}\right)^{\beta-1}\right) Z_{j^{\prime}, l^{\prime}}^{i} .
\end{aligned}
$$

By estimate (5.5.11), we know that the second term is bounded by $e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}}$ in $\|\cdot\|_{*_{*}{ }_{\sigma}}$ norm. So the right hand side of the above equation can be controlled by $e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}}$ in $\|\cdot\|_{* * \sigma}$ norm, and thus, applying Proposition 5.3.3 to $\hat{\phi}$,

$$
\|\hat{\phi}\|_{*_{\sigma}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} .
$$

Looking back at (5.5.5), from the estimates for $\alpha_{j, l}^{i}$ we have

$$
\left\|\frac{\partial \phi}{\partial r_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial r_{j}^{i}}\right\|_{*_{\sigma}} \leq C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} .
$$

A similar argument yields

$$
\left\|\frac{\partial \phi}{\partial a_{j}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial a_{j}^{i}}\right\|_{*_{\sigma}} \leq \frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\sigma t_{j}^{i}} .
$$

The proof of the Lemma is completed.
From the previous lemma we can obtain estimates on derivatives of $\beta_{j, l}^{i}$ with respect to $\xi_{j, l}^{i}$.

Lemma 5.5.4. In the previous setting, we have the following estimates

$$
\left|\frac{\partial \beta_{j^{\prime}, l^{\prime}}^{i}}{\partial \xi_{j, l}^{i}}-\frac{\partial \beta_{j^{\prime}, l^{\prime}}}{\partial \xi_{j, l}}\right| \leq\left\{\begin{array}{ll}
C e^{-\frac{(n-2 \gamma) L}{2}}(1+\xi) & -\sigma t_{j}^{i} \\
\frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) t_{j}^{i}-t_{j^{i}} \mid}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} & \text { if } l=0,
\end{array} \quad \text { for } j \geq 1 .\right.
$$

Proof. Recall that by the definition of $\beta_{j, l}^{i}$ and $\beta_{j, l}$,

$$
\begin{aligned}
& \beta_{j, l}^{i}=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma}\left(\bar{u}_{i}^{0}+\phi\right)-c_{n, \gamma}\left(\bar{u}_{i}^{0}+\phi\right)^{\beta}\right] Z_{j, l}^{i} d x, \\
& \beta_{j, l}=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma}\left(\bar{u}_{L_{i}}+\bar{\phi}_{i}\right)-c_{n, \gamma}\left(\bar{u}_{L_{i}}+\bar{\phi}_{i}\right)^{\beta}\right] Z_{j, l}^{i} d x .
\end{aligned}
$$

Differentiating the above equations w.r.t $\xi_{j, l}^{i}$ and taking the difference, one has

$$
\begin{aligned}
& \frac{\partial}{\partial \xi_{j, l}^{i}}\left(\beta_{j^{\prime}, l^{\prime}}^{i}-\beta_{j^{\prime}, l^{\prime}}\right) \\
&= \int_{\mathbb{R}^{n}} \mathbb{L}_{\bar{u}_{i}^{0}}\left(\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}^{i}}\right) Z_{j^{\prime}, l^{\prime}}^{i} d x-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(\left(\bar{u}_{i}^{0}\right)^{\beta-1}-u_{L_{i}}^{\beta-1}\right) \frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}^{i}} Z_{j^{\prime}, l^{\prime}}^{i} d x \\
&-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left(u_{L_{i}}^{\beta-1}-\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}\right) \frac{\partial w_{j}^{i}}{\partial \xi_{j, l}^{i}} Z_{j^{\prime}, l^{\prime}}^{i} d x \\
&-c_{n, \gamma} \beta \int_{\mathbb{R}^{n}}\left[\left(\bar{u}_{i}^{0}+\phi\right)^{\beta-1}-\left(\bar{u}_{i}^{0}\right)^{\beta-1}\right] \frac{\partial \phi}{\partial \xi_{j, l}^{i}} Z_{j^{\prime}, l^{\prime}}^{i} d x \\
&+c_{j, l}^{i} \int_{\mathbb{R}^{n}}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} \frac{\partial}{\partial \xi_{j, l}^{i}} Z_{j^{\prime}, l^{\prime}}^{i} d x .
\end{aligned}
$$

By oddness, one can first get that the term in the last line vanishes. Moreover, by the estimates in Lemma 5.5.1 and 5.5.3, one can get that the first two lines can be controlled by $e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|}$ when $l=0$ and $\frac{1}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|}$ when $l \geq 1$. Thus one has

$$
\left|\frac{\partial}{\partial \xi_{j, l}^{i}}\left(\beta_{j^{\prime}, l^{\prime}}^{i}-\beta_{j^{\prime}, l^{\prime}}\right)\right| \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} \text { if } l=0, \\
\frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} \text { if } l \geq 1,
\end{array} \quad \text { for } j \geq 1 .\right.
$$

The proof is completed.

### 5.5.2 Derivatives of the numbers $\beta_{j, l}^{i}$ for the general parameters $a_{j}^{i}, r_{j}^{i}$

In this subsection, we consider the derivatives of the $\beta_{j, l}^{i}$ 's for the general parameters $a_{j}^{i}, r_{j}^{i}$ satisfying (5.3.7)-(5.3.10). We write the counterpart of Lemmas 5.5.3 and 5.5.4, but we do not prove them since the methods are quite similar. In the following, we assume that $\tau<\sigma$.

Lemma 5.5.5. Suppose $a_{j}^{i}, r_{j}^{i}$ satisfy (5.3.7)-(5.3.10). For $L$ large, let $\bar{u}$ and $\phi$ be as in Proposition 5.3.3, then we have the following estimates for $\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}$ :

$$
\left\|\frac{\partial \phi}{\partial \xi_{j, l}^{i}}-\frac{\partial \bar{\phi}_{i}}{\partial \xi_{j, l}}\right\|_{*_{\sigma}} \leq C \begin{cases}C e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\tau t_{j}^{i}} & \text { if } l=0 \\ \frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{4}(1+\xi)} e^{-\tau t_{j}^{i}} & \text { if } l \geq 1\end{cases}
$$

for $j \geq 1$ if we choose $\tau<\sigma$.
Lemma 5.5.6. Suppose $a_{j}^{i}, r_{j}^{i}$ satisfy (5.3.7) - (5.3.10). For $L$ large, let $\bar{u}$ and $\phi$ be as in Proposition 5.3.3, then we have the following estimates

$$
\left|\frac{\partial}{\partial \xi_{j, l}^{i}}\left(\beta_{j^{\prime}, l^{\prime}}^{i}-\beta_{j^{\prime}, l^{\prime}}\right)\right| \leq \begin{cases}C e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} & \text { if } l=0 \\ \frac{C}{\lambda_{j}^{i}} e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)} e^{-\tau t_{j}^{i}} e^{-\sigma\left|t_{j}^{i}-t_{j^{\prime}}^{i}\right|} & \text { if } l \geq 1\end{cases}
$$

for $j \geq 1$ where $\xi>0$ is a positive constant independent of $L$ large.

### 5.6 Proof of the main theorem

In this section we prove our main results. We keep the notation and assumptions in the previous sections. Before we start, we define some notation:

$$
\begin{gathered}
\tilde{\mathbf{a}}^{i}=\left(\tilde{a}_{0}^{i}, \cdots, \tilde{a}_{j}^{i}, \cdots\right)^{t}, \quad \mathbf{r}^{i}=\left(r_{0}^{i}, r_{1}^{i}, \cdots, r_{j}^{i}, \cdots\right)^{t} \\
T_{\tilde{a}}^{i}\left(\tilde{\mathbf{a}}^{i}\right)=T_{\tilde{a}}^{i} \tilde{\mathbf{a}}^{i}, \quad T_{r}^{i}\left(\mathbf{r}^{i}\right)=T_{r}^{i} \mathbf{r}^{i}
\end{gathered}
$$

where

$$
T_{\tilde{a}}^{i}=\left(\begin{array}{ccccccc}
-1 & 1+e^{-2 L_{i}} & -e^{-2 L_{i}} & 0 & \cdots & \cdots & \vdots \\
0 & -1 & 1+e^{-2 L_{i}} & -e^{-2 L_{i}} & 0 & \cdots & \vdots \\
0 & 0 & -1 & 1+e^{-2 L_{i}} & -e^{-2 L_{i}} & 0 & \vdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

and

$$
T_{r}^{i}=\left(\begin{array}{ccccccc}
-1 & 2 & -1 & 0 & \cdots & \cdots & \vdots \\
0 & -1 & 2 & -1 & 0 & \cdots & \vdots \\
0 & 0 & -1 & 2 & -1 & 0 & \vdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right)
$$

For $\tau>0$, let us also introduce the weighted norm and space

$$
\left|\left(x_{j}\right)\right|_{\tau}=\sup _{j} e^{(2 j+1) \tau}\left|x_{j}\right|
$$

and

$$
\ell_{\tau}=\left\{\left(\tilde{a}_{j}^{i}, r_{j}^{i}\right):\left|\left(\tilde{a}_{j}^{i}\right)\right|_{\tau}+\left|\left(r_{j}^{i}\right)\right|_{\tau}<+\infty\right\} .
$$

At first glance, these infinite dimensional matrices are not invertible, since they have the trivial kernel $(1,1, \cdots)^{t}$, but they are indeed invertible in some suitable weighted norm, which is given in the following:

Lemma 5.6.1. The operators $T_{\tilde{a}}^{i}$, $T_{r}^{i}$ have inverse, whose norm can be bounded by $C e^{-2 \tau}$.
Proof. Given $\left(f_{i}\right)_{i \geq 1}$ with $\left|\left(f_{j}\right)_{j}\right|_{\tau}<\infty$, our goal is to solve $T_{\tilde{a}}^{i}\left(\tilde{\mathbf{a}}^{i}\right)=\left(f_{i}\right)_{i}$. Defining

$$
\tilde{a}_{j}^{i}=\sum_{l=j+1}^{\infty}\left(\sum_{s=0}^{l-j-1} e^{-2 L_{i} s}\right) f_{l}
$$

one can easily check that the solution $\tilde{a}_{j}^{i}$ satisfies the required conditions and that the operator is an inverse of $T_{\tilde{a}}^{i}$ both from the left and from the right (here the index for $f$ starts from 1, while the index for $a$ starts from 0 ). Moreover, one has

$$
\left|\tilde{a}_{j}^{i}\right| \leq C\left|f_{j}\right|_{\tau} \sum_{l=j+1}^{\infty}\left(\sum_{s=0}^{l-j-1} e^{-2 L_{i} s}\right) e^{-(2 l+1) \tau} \leq C e^{-(2 j+3) \tau}\left|f_{j}\right|_{\tau},
$$

which proves the result for $T_{\tilde{a}}^{i}$. The proof for the inverse for $T_{r}^{i}$ has been given in Lemma 7.3 of [132].

The lemma is proved.

Recall that in Proposition 5.3.3 one has found a solution $u=\bar{u}+\phi$ for

$$
(-\Delta)^{\gamma} u-c_{n, \gamma} u^{\beta}=\sum_{i, j, l} c_{j, l}^{i}\left(w_{j}^{i}\right)^{\beta-1} Z_{j, l}^{i} .
$$

The solvability of the original problem (5.1.1) is reduced to the following system of equations:

$$
\beta_{j, l}^{i}=\int_{\mathbb{R}^{n}}\left[(-\Delta)^{\gamma} u-c_{n, \gamma} u^{\beta}\right] Z_{j, l}^{i} d x=0,
$$

for all $i=1, \cdots, k, j=0, \cdots,+\infty$, and $l=0, \cdots, n$.
Using the above lemma and a perturbation argument, we can prove the following result:
Proposition 5.6.2. Given $\left\{R^{i}, \hat{a}_{0}^{i}, q_{i}\right\}$ satisfying (5.3.7) and (5.3.8) with $L$ sufficiently large, if we choose $\tau<\min \{\xi, \sigma\}$, there exist $\left(\tilde{a}_{j}^{i}\right)_{i, j}$ and $\left(r_{j}^{i}\right)_{i, j}$ such that (5.3.10) holds true with $\beta_{j, l}^{i}=0$ for $j \geq 1$ and all $l=0, \cdots, n, i=1, \cdots, k$.

Proof. For $l=0$, consider

$$
G_{0}^{i}=\left(\begin{array}{c}
\vdots \\
\frac{1}{F\left(L_{i}\right)}\left[\beta_{j, 0}^{i}-\bar{\beta}_{j, 0}^{i}\right] \\
\vdots
\end{array}\right)-T_{r}^{i}\left(\mathbf{r}^{i}\right)
$$

and for $l=1, \cdots, n$,

$$
G_{l}^{i}=\left(\begin{array}{c}
\vdots \\
\frac{e^{\frac{n-2 \gamma}{2} L_{i}}}{\lambda_{j}^{i}}\left[\beta_{j, l}^{i}-\bar{\beta}_{j, l}^{i}\right] \\
\vdots
\end{array}\right)-T_{\tilde{a}}^{i}\left(\tilde{\mathbf{a}}^{i}\right)
$$

where $\bar{\beta}_{j, l}^{i}$ correspond to the numbers $\beta_{j, l}^{i}$ for the approximate solution $\bar{u}_{i}^{0}$, i.e., the solution when $\bar{a}_{j}^{i}, r_{j}^{i}$ are all zero.

One can easily see that $\beta_{j, l}^{i}=0$ for $j \geq 1$ if

$$
\tilde{\mathbf{a}}^{i}=-T_{\tilde{a}}^{-1}\left\{\left(\begin{array}{c}
\vdots  \tag{5.6.1}\\
\frac{e^{\frac{n-2 \gamma}{2} L_{i}}}{\lambda_{j}^{i}} \bar{\beta}_{j, l}^{i} \\
\vdots
\end{array}\right)+G_{l}^{i}\right\}
$$

and

$$
\mathbf{r}^{i}=-T_{r}^{-1}\left\{\left(\begin{array}{c}
\vdots  \tag{5.6.2}\\
\frac{1}{F\left(L_{i}\right)} \bar{\beta}_{j, 0}^{i} \\
\vdots
\end{array}\right)+G_{0}^{i}\right\} .
$$

Next we show that the terms on the right hand sides of (5.6.1)-(5.6.2) are contractions in an appropriate sense. First, by Lemma 5.4.1, one has

$$
\left|\bar{\beta}_{j, l}^{i}\right| \leq\left\{\begin{array}{l}
C e^{-\frac{(n-2 \gamma) L_{i}}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} \text { if } l=0, \\
C \lambda_{j}^{i} e^{-\frac{(n-2 \gamma) L_{i}}{2}(1+\xi)} e^{-\sigma t_{j}^{i}} \text { if } l \geq 1,
\end{array} \quad \text { for } j \geq 1\right.
$$

We write the $j$-th component of $\left[\frac{e^{\frac{n-2 \gamma}{2}} L_{i}^{i}}{\lambda_{j}^{i}}\left(\beta_{j, l}^{i}-\bar{\beta}_{j, l}^{i}\right)\right]-T_{\tilde{a}}^{i}\left(\tilde{\mathbf{a}}^{i}\right)$ as $G_{1, l, j}+G_{2, l, j}$, where

$$
G_{1, l, j}=\int_{0}^{1}\left[\frac{e^{\frac{n-2 \gamma}{2} L_{i}}}{\lambda_{j}^{i}} \frac{\partial \beta_{j, l}^{i}\left(t\left(\overline{\mathbf{a}}^{i}, \mathbf{r}^{i}\right)\right)}{\partial t}-\bar{A}^{i}\right]\left(\overline{\mathbf{a}}^{i}, \mathbf{r}^{i}\right) d t
$$

and

$$
G_{2, l, j}=\bar{A}^{i}-T_{a}^{i}\left(\tilde{\mathbf{a}}^{i}\right)
$$

for

$$
\bar{A}_{j}^{i}\left(\overline{\mathbf{a}}^{i}, \mathbf{r}^{i}\right)=\sum_{j^{\prime}=0}^{\infty} \frac{e^{\frac{n-2 \gamma}{2} L}}{\lambda_{j}^{i}} \frac{\partial \beta_{j, l}}{\partial \bar{a}_{j^{\prime}}^{i}} \cdot\left[\bar{a}_{j^{\prime}}^{i}\right]
$$

where $\beta_{j, l}$ is given before Lemma 5.5.2 and $\bar{a}_{j}^{i}$ corresponds to the translation perturbation of the $j$-th bubble in the Delaunay solution, see Lemma 5.5.2. Also observe that

$$
T_{\tilde{a}}\left(\overline{\mathbf{a}}^{i}\right)=T_{\tilde{a}}\left(\tilde{\mathbf{a}}^{i}\right) .
$$

Let us begin by estimating $G_{1, l, j}$ : using Lemma 5.5 .4 for $l=1, \ldots, n$, one finds

$$
\begin{aligned}
\left|G_{1, l, j}\right| & \leq \sum_{j^{\prime}=0}^{\infty} \frac{e^{\frac{n-2 \gamma}{2} L}}{\lambda_{j}^{i}}\left|\frac{\partial \beta_{j, l}^{i}}{\partial \bar{a}_{j^{\prime}}^{i}}-\frac{\partial \beta_{j, l}}{\partial \bar{a}_{j^{\prime}}^{i}}\right|\left|\bar{a}_{j^{\prime}}^{i}\right|+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2}} e^{-\min \{\sigma, \tau\} t_{j}^{i}}\right) \\
& \leq C e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi} \sum_{j^{\prime}} e^{-\sigma t_{j^{\prime}}} e^{-\sigma\left|t_{j}-t_{j^{\prime}}\right|}\left|\bar{a}_{j^{\prime}}^{i}\right|+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi} e^{-\min \{\sigma, \tau\} t_{j}^{i}}\right) \\
& \leq C\left(e^{-\frac{(n-2 \gamma \gamma L}{2} \xi} e^{-\min \{\sigma, \tau\} t_{j}^{i}}\right) .
\end{aligned}
$$

To estimate $G_{2, l, j}$, we apply Lemma 5.5.2 which gives

$$
\left|G_{2,,, j}\right| \leq C e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\left[e^{-\sigma L_{i}}\left(\left|\tilde{a}_{j-1}^{i}\right|+\left|\tilde{a}_{j+1}^{i}\right|\right)+\sum_{j^{\prime} \neq j \pm 1} e^{-\sigma\left|t_{j^{\prime}}^{i}-t_{j}^{i}\right|}\left|\tilde{a}_{j^{\prime}}^{i}\right|\right]
$$

Combining the above two estimates, one has for $\tau<\sigma$,

$$
\left\|G_{l}^{i}\right\|_{\frac{\tau L_{i}}{2}} \leq C e^{\tau L} e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\left\|\tilde{\mathbf{a}}^{i}\right\|_{\frac{\tau L_{i}}{2}}+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\right), \quad \text { for } l=1, \ldots, n .
$$

Similarly, for $l=0$, one can get that

$$
\left\|G_{0}^{i}\right\|_{\frac{\tau L_{i}}{2}} \leq C e^{\tau L} e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\left\|\mathbf{r}^{i}\right\|_{\frac{\tau L_{i}}{2}}+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\right)
$$

Next, with some abuse of notation, equations (5.6.1) and (5.6.2) are equivalent to

$$
\tilde{\mathbf{a}}^{i}=T_{a}^{-1}\left[e^{\tau L} e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\left\|\tilde{\mathbf{a}}^{i}\right\|_{\tau L_{i}}+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\right)\right]=: G_{\mathbf{a}}\left(\tilde{\mathbf{a}}^{i}\right)
$$

and

$$
\mathbf{r}^{i}=T_{r}^{-1}\left[e^{\tau L} e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\left\|\mathbf{r}^{i}\right\|_{\tau L_{i}}+O\left(e^{-\frac{(n-2 \gamma) L_{i}}{2} \xi}\right)\right]=: G_{\mathbf{r}}\left(\mathbf{r}^{i}\right),
$$

where the terms on the right hand sides of the above two equations are estimated in $\|\cdot\|_{\frac{\tau L_{i}}{2}}$ norm. We now consider the set

$$
\begin{equation*}
\mathcal{B}=\left\{\left(\tilde{\mathbf{a}}_{j}^{i}, \mathbf{r}_{j}^{i}\right):\left\|\tilde{\mathbf{a}}^{i}\right\|_{\frac{\tau L_{i}}{2}}+\left\|\mathbf{r}^{i}\right\|_{\frac{\tau L_{i}}{2}} \leq C e^{-\tau L}\right\} . \tag{5.6.3}
\end{equation*}
$$

For $\tau<\xi$ small enough, it follows that $\left(G_{\mathbf{a}}, G_{\mathbf{r}}\right)$ maps $\mathcal{B}$ into itself for $L$ large. Furthermore, it is a contraction mapping. So by fixed point theory, there exists a fixed point in set $\mathcal{B}$. Thus we have found $\tilde{a}_{j}^{i}, r_{j}^{i}$ such that $\beta_{j, l}^{i}=0$ for all $j \geq 1$, as desired.

We are now in the position to prove our existence result.
Proof of Theorem 5.1.1. By Proposition 5.6.2, we are reduced to find $R^{i}, \hat{a}_{0}^{i}$ and $q_{i}$ for which $\beta_{0, l}^{i}=0$.

For $j=0$, from Lemma 5.4.4, one has that equation $\beta_{0,0}^{i}=0$ is reduced to

$$
\begin{aligned}
\beta_{0,0}^{i} & =-c_{n, \gamma} q_{i}\left[A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} q_{i}\right] e^{-\frac{(n-2 \gamma) L}{2}}(1+o(1)) \\
& +O\left(e^{-\frac{(n-2 \gamma \gamma L}{2}(1+\xi)}\right)=0
\end{aligned}
$$

Recall that by the definition of $R_{j}^{i}$, i,e., $R_{0}^{i}=R^{i}\left(1+r_{0}^{i}\right)$, and the estimate for $r_{j}^{i}$ (5.6.3), then the above equation can be rewritten as

$$
\begin{equation*}
A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-q_{i}=o(1) . \tag{5.6.4}
\end{equation*}
$$

On the other hand, the equations $\beta_{0, l}^{i}=0$ for $l=1, \cdots, n$ are reduced to

$$
\begin{aligned}
\beta_{0, l}^{i} & =c_{n, \gamma}\left[A_{3} \sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(R_{0}^{i} R_{0}^{i^{\prime}}\right)\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}} \\
& \left.+A_{0}\left(\frac{R_{1}^{i}}{R_{0}^{i}}\right)^{\frac{n-2 \gamma}{2}} \frac{a_{0}^{i}-a_{1}^{i}}{\left(\lambda_{0}^{i}\right)^{2}} q_{i}\right] q_{i} e^{-\frac{n-2 \gamma}{2} L}+O\left(e^{-\frac{(n-2 \gamma) L}{2}(1+\xi)}\right)=0 .
\end{aligned}
$$

By the definition of $a_{j}^{i}$, i.e. $a_{j}^{i}=\left(\lambda_{j}^{i}\right)^{2} \bar{a}_{j}^{i}$ and $\bar{a}_{j}^{i}=\hat{a}_{0}^{i}+\tilde{a}_{j}^{i}$, and the estimates satisfied by $\tilde{a}_{j}^{i}$ (5.6.3), the above equation can be rewritten as

$$
\begin{equation*}
A_{3} \sum_{i^{\prime} \neq i} \frac{\left(p_{i^{\prime}}-p_{i}\right)_{l}}{\left|p_{i^{\prime}}-p_{i}\right|^{n-2 \gamma+2}}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}+A_{0} \hat{a}_{0}^{i} q_{i}=o(1) \tag{5.6.5}
\end{equation*}
$$

Our last step is to choose suitable $\hat{a}_{0}^{i}, R^{i}, q_{i}$ such that equations (5.6.4) and (5.6.5) are solvable. Recalling the balancing conditions (5.3.5)-(5.3.6) satisfied by $\hat{a}_{0}^{i, b}, R^{i, b}, q_{i}^{b}$, the solvability of (5.6.4)-(5.6.5) depends on the following invertibility property of the linearized operator of the above equations around $\hat{a}_{0}^{i, b}, R^{i, b}, q_{i}^{b}$ :

Lemma 5.6.3. If we denote by

$$
\mathcal{F}\left(R^{i}, q_{i}\right)=A_{2} \sum_{i^{\prime} \neq i}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R^{i} R^{i^{\prime}}\right)^{\frac{n-2 \gamma}{2}} q_{i^{\prime}}-q_{i},
$$

then the linearized operator of $\mathcal{F}$ around $\left(R^{i, b}, q_{i}^{b}\right)$ is invertible.
Proof. From the definition of $\mathcal{F}$, one has the following expression for the linearized operator

$$
\left.\mathcal{F}_{R^{i}, q_{i}}\right|_{\left(R^{i}, b, q_{i}^{b}\right)}: \mathbb{R}^{2 k} \rightarrow \mathbb{R}^{k}
$$

where

$$
\mathcal{F}_{q_{i}}=\left(\mathbf{q}_{i j}\right)
$$

for

$$
\mathbf{q}_{i i}=-1, \quad \mathbf{q}_{i j}=A_{2}\left|p_{i}-p_{j}\right|^{-(n-2 \gamma)}\left(R^{i, b} R^{j, b}\right)^{\frac{n-2 \gamma}{2}}, i \neq j,
$$

and

$$
\mathcal{F}_{R^{i}}=\left(\mathbf{R}_{i j}\right)
$$

for

$$
\begin{aligned}
& \mathbf{R}_{i i}=\frac{n-2 \gamma}{2} \frac{1}{R^{i, b}} \sum_{i^{\prime} \neq i} A_{2}\left|p_{i^{\prime}}-p_{i}\right|^{-(n-2 \gamma)}\left(R^{i, b} R^{i^{\prime}, b}\right)^{\frac{n-2 \gamma}{2}} q_{i}^{b}, \\
& \mathbf{R}_{i j}=\frac{n-2 \gamma}{2} \frac{1}{R^{j, b}} A_{2}\left|p_{j}-p_{i}\right|^{-(n-2 \gamma)}\left(R^{i, b} R^{j, b}\right)^{\frac{n-2 \gamma}{2}} q_{j}^{b}, i \neq j .
\end{aligned}
$$

From the balancing condition (5.3.5) we know that

$$
\mathcal{F}\left(R^{i, b}, q_{i}^{b}\right)=0 .
$$

One can easily see that the matrix $\mathcal{F}_{q_{i}}$ is symmetric and has only one-dimensional kernel, which is given by

$$
\operatorname{Ker}\left(\mathcal{F}_{q_{i}}\right)=\operatorname{Span}\left\{\left(q_{1}^{b}, \cdots, q_{k}^{b}\right)\right\} .
$$

The balancing condition (5.3.5) also implies that

$$
\mathcal{F}_{R^{i}}\left(\begin{array}{c}
R^{1, b} \\
\vdots \\
R^{k, b}
\end{array}\right)=\frac{(n-2 \gamma)}{2}\left(\begin{array}{c}
q_{1}^{b} \\
\vdots \\
q_{k}^{b}
\end{array}\right)
$$

Thus we conclude that the operator $\mathcal{F}_{R^{i, b}, q_{i}^{b}}$ is surjective.

From Lemma 5.6 .3 and the balancing condition (5.3.5), one can easily find ( $R^{i}, q_{i}$ ) which solves (5.6.4) by perturbing near $\left(R^{i, b}, q_{i}^{b}\right)$. Looking at the second balancing condition (5.3.6), once $\left(R^{i}, q_{i}\right)$ are known, one can find $\hat{a}_{0}^{i}$ around $\hat{a}_{0}^{i, b}$ which solves (5.6.5).

In conclusion, we have chosen $R^{i}, q_{i}, \hat{a}_{0}^{i}$ such that (5.6.4)-(5.6.5) are solved, i.e. $\beta_{0, l}^{i}=0$. The last step in our argument is to use the maximum principle (Proposition 4.3.8) in the previous Chapter 4 to show that $u>0$. This concludes the proof of the main Theorem.

## Chapter 6

## Fractional <br> Caffarelli-Kohn-Nirenberg inequality

### 6.1 Background

The Caffarelli-Kohn-Nirenberg inequality was introduced by Caffarelli, Kohn and Nirenberg in 1984 (see [34]). The existence or non existence of extremal solutions and the properties of these solutions have extensively studied since them. The classical inequality was stated as follows: let $p, q, r ; \alpha, \beta, \sigma ; a \in \mathbb{R}$ be fixed numbers satisfying

$$
p, q \geq 1, \quad r>0, \quad 0 \leq a \leq 1, \quad \frac{1}{p}+\frac{\alpha}{n}, \frac{1}{q}+\frac{\beta}{n}, \frac{1}{r}+\frac{\gamma}{n}>0 ; \quad \gamma:=a \sigma+(1-a) \beta,
$$

then, for all $u \in \mathcal{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, there exists a constant $C$ such that

$$
\begin{equation*}
\left\||x|^{\gamma} u\right\|_{L^{r}} \leq C\left\||x|^{\alpha}|\nabla u|\right\|_{L^{p}}^{a}\left\||x|^{\beta} u\right\|_{L^{q}}^{1-a}, \tag{6.1.1}
\end{equation*}
$$

if and only if

$$
\frac{1}{r}+\frac{\gamma}{n}=a\left(\frac{1}{p}+\frac{\alpha-1}{n}\right)+(1-a)\left(\frac{1}{q}+\frac{\beta}{n}\right)
$$

and

$$
0 \leq \alpha-\sigma \text { if } a>0, \quad \text { or } \quad \alpha-\sigma \leq 1 \text { if } a>0 \text { and } \frac{1}{p}+\frac{\alpha-1}{n}=\frac{1}{r}+\frac{\gamma}{n} .
$$

In 1986, Lin clarified under which necessary and sufficient conditions the previous inequality holds (see: [126]).

If we restrict the study to the case $p=2, a=1$, the Caffarelli-Kohn-Nirenberg inequality (6.1.1) establishes that for all $\alpha \leq \beta \leq \alpha+1$ and $\alpha \neq \frac{n-2}{2}$, in space dimension $n>2$, it holds that

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{n}} \frac{|u|^{2^{*}}}{|x|^{\beta 2^{*}}} d x\right)^{2 / 2^{*}} \leq\left(\Lambda_{\alpha, \beta}^{n}\right)^{-1} \int_{\mathbb{R}^{n}} \frac{|\nabla u|^{2}}{|x|^{2 \alpha}} d x, \forall u \in D_{\alpha, \beta} \tag{6.1.2}
\end{equation*}
$$

where

$$
\begin{gathered}
2^{*}=\frac{2 n}{n-2+2(\beta-\alpha)}, \\
D_{\alpha, \beta}=\left\{|x|^{-\beta} u \in L^{2^{*}}\left(\mathbb{R}^{n}\right),|x|^{-\alpha}|\nabla u| \in L^{2}\left(\mathbb{R}^{n}\right)\right\}
\end{gathered}
$$

and $\left(\Lambda_{\alpha, \beta}^{n}\right)^{-1}$ denotes the optimal constant. This inequality represents an interpolation between the usual Sobolev inequality $(\alpha=0, \beta=0)$ and the Hardy inequality ( $\alpha=0, \beta=1$ ) or weighted Hardy inequality $(\beta=\alpha+1)$. A strategy to find extremal solutions (or minimizers) for inequality (6.1.2) is to look for solutions to the following Euler-Lagrange equation:

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 \alpha} \nabla u\right)=\frac{u^{2^{*}-1}}{|x|^{2^{*} \beta}} . \tag{6.1.3}
\end{equation*}
$$

One could also consider the more general equation

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 \alpha} \nabla u\right)=\frac{\lambda}{|x|^{2(1+\alpha)}} u+\frac{u^{2^{*}-1}}{|x|^{2^{*} \beta}}, \tag{6.1.4}
\end{equation*}
$$

where $-\infty<\lambda<\left(\frac{n-2 \alpha-2}{2}\right)^{2}$.
Some particular cases were studied before the general inequality (6.1.1) was published. For example, the best constant and the minimizers for the Sobolev inequality ( $\alpha=0, \beta=0$ ) were given by Talent in [168] and Aubin in [14]; or the particular case $\alpha=0,0<\beta<1$ was studied by Lieb in [124], where he found the best constant and explicit minimizers.

The inequality for the nonnegative range $0 \leq \alpha<\frac{n-2}{2}$ with $\alpha \leq \beta \leq \alpha+1$ has been studied in different works (see [52]-[128]-[129]-[171]) and the symmetry of the minimizers in this region has been studied in depth.

The negative region for $\alpha$, which is more delicate because the symmetrization methods were not applicable, was studied in [42], where Catrina and Wang provided results for the best constant, the existence (or nonexistence) of minimizers and their symmetry properties.

The symmetry of extremal functions for inequality (6.1.2) for whole range $-\infty \leq \alpha<$ $\frac{n-2}{2}$ was considered by Lin and Wang in [127], where they proved using moving plane method that all non-radial extremal functions are axially symmetric with respect to a line passing through the origin. Some years later, Costa gave in [53] a new and short proof for inequality (6.1.2) in some particular cases; this proof was based on some definitions of weighted Sobolev spaces and their embbeding into the weighted $L^{2}$-spaces. Bouchez and Willen also gave in [24] a simpler proof for the result of Lin and Wang; their proof relies on the use of polarizations.

The fact that symmetry for minimizers can be broken was discovered by Catrina and Wang in [41]-[42]. In [87] Felli and Schneider highlighted the symmetry-breaking phenomenon when they found non-radial minimizers for a small perturbation of equation (6.1.4) This work conjectures that the symmetry region and the non-symmetry region are separated by a curve that we will call Felli-Schneider curve. (See also: [67] for numerical results or [68] for a formal expansion). This fact was proven, in many cases, in a series of papers by Dolbeault, Esteban, Filippas, Loss, del Pino, Tarantello and Tertikas. A good summary for
all this work was done by Dolbeault and Esteban in [65]. Firstly, in collaboration with Esteban and Tarantello, they studied in [73] the symmetry breaking phenomena in two space dimensions in a suitable sets of parameters by a blow up argument and an analysis of the convergence to a solution of a Liouville equation; later, in collaboration also with Loss [72], they proved some new results for the extremals of inequality (6.1.2) in any dimension larger or equal than 2. In [60]-[74] they focused on the study of a logarithmic Hardy inequality. Later, following a similar analysis to the one in [60], Dolbeault and Esteban studied in [66] a more general inequality than (6.1.2): they kept the value of $p=2$ in (6.1.1) but they let $a \in(0,1)$. They showed the positivity of the minimizers, but they could prove that the infimum is attained only for a certain range of $\alpha$.

In the particular case $\alpha=\beta$, the problem was already studied by Musso and Wei in [147]; where they provided, under different assumptions, nonradial solution to the C-K-N equation (6.1.3) in dimension $n \geq 5$.

A similar problem to equation (6.1.3) (or (6.1.4)) has also been studied for a bounded domain, where it becomes a boundary problem, as we can check, for instance, in the work by Abdelaoui, Colorado and Peral in [3]-[2] for mixed Dirichlet-Neumann boundary conditions; or the case of a general smooth bounded domain $\Omega$, which was considered by Ghoussoub and Robert ([94]) when $0 \in \Omega$, and generalized by Chern and Lin ([50]) when $0 \in \partial \Omega$.

More general cases than $p=2$, i.e., for a general $p \in \mathbb{R}$, have been studied from 2002 to nowadays. For example, in [27], Byen and Wang with the symmetry property of the extremal functions for the $L^{p}$ version of (6.1.1) for $p>1$. The existence of extremals for inequality (6.1.1) for a general $p \in(1, n)$ was studied by Musina in [146]. The symmetry breaking of extremals for inequality (6.1.1) for $1<p<q<p^{*}$, where $p^{*}=\frac{n p}{n-p}$ if $p<n$, and $p^{*}=\infty$ if $p \geq n$, was introduced in [38], where Caldiroli and Musina provided an explicit necessary condition to have that no extremal for the best constant in inequality (6.1.1) is radially symmetric. The case $p=1$ has recently studied by Chiba and Horiuchi in [51], where they proved that the symmetry breaking of the best constant occurs under some assumptions.

Finally the conjecture that the Felli-Schneider curve (given in [87]) is the threshold between the symmetry and the symmetry breaking region for the minimizers of inequality (6.1.1) (for a general $p$ but $a=1$ ) has been resolved by Dolbeault, Esteban and Loss using non linear flows in the recent work [70]. Since rearrangement inequalities, reflection methods or moving plane can not be applied in some regions, it was not enough to study only the optimizers in the radial class. The key idea in their work was to rewrite the inequality in terms of a new variable $p=v^{-n}$ and assume that $v$ satisfies a fast diffusion equation. This idea of exhibiting a nonlinear fast diffusion flow under a monotone action (non linear carré du champ method) allows to use the fast diffusion flow to drive the functional towards its optimal value. In their notes [71], they gave a simpler explanation and reformulated the result in [70]. A more general case, was studied by Dolbeault in collaboration with Muratori and Nazaret who recently focused the problem from another point of view; in [75] they followed a concentration-compactness analysis and on a perturbation method which
uses a spectral gap and let them establish the existence of optimal functions, study their properties and prove that they are radial when the power in the weight is small enough.

Later on Dolbeault, Esteban and Loss also used non linear flows for studying the CKN inequality in the sphere ([69]) They built a counter-example which shows why heat flow methods definitely cannot cover the whole range of the exponents $p$ up to the critical exponent $2^{*}$, while nonlinear flows, with a proper choice of the nonlinearity, do it. Before this work, it was not known whether the limitation was of technical nature, or if there was a deep reason for it.

### 6.2 Introduction

The main aim in this work is to generalize the Caffarelli-Kohn-Nirenberg inequality (6.1.2) to the fractional setting with $\gamma \in(0,1)$.

Conjecture: Let $n>2 \gamma$, this generalization can be written as

$$
\begin{equation*}
\Lambda\left(\int_{\mathbb{R}^{n}} \frac{|u(x)|^{2_{\gamma}^{*}}}{|x|^{\beta 2 *}} d x\right)^{\frac{2}{2 *}} \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{2}}{|x-y|^{n+2 \gamma}|x|^{\alpha}|y|^{\alpha}} d y d x \tag{6.2.1}
\end{equation*}
$$

for all $\alpha \leq \beta \leq \alpha+\gamma, \alpha \neq \frac{n-2 \gamma}{2}$ and $u \in D_{\alpha, \beta}^{\gamma}$. The value of the positive constant $\Lambda$ (independent of $u$ ) is given in (6.3.2), the value of

$$
\begin{equation*}
2_{\gamma}^{*}=\frac{2 n}{n-2 \gamma+2(\beta-\alpha)} \tag{6.2.2}
\end{equation*}
$$

is computed by scaling argument and our functional space is

$$
D_{\alpha, \beta}^{\gamma}=\left\{|x|^{-\beta} u \in L^{2^{*}}\left(\mathbb{R}^{n}\right), \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{2}}{|x-y|^{n+2 \gamma|x| \alpha \mid}|y|^{\alpha}} d y d x,<\infty\right\}
$$

provided with the following norm:

$$
\|u\|_{\gamma, \alpha, \beta}=\left(\int_{\mathbb{R}^{n}} \frac{|u(x)|^{2_{\gamma}^{*}}}{|x|^{\beta 2 *}} d x\right)^{\frac{1}{2 \gamma}}+\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{2}}{|x-y|^{n+2 \gamma}|x|^{\alpha}|y|^{\alpha}} d y d x\right)^{\frac{1}{2}}
$$

We found no reference (in particular, no proof) of this inequality in the literature. We expect to have a full proof of it soon. As in the classical case (6.1.2), this inequality (6.2.1) is an interpolation between the fractional Sobolev inequality ( $\alpha=0, \beta=0$; see: [91]) and the weighted fractional Hardy inequality $(\beta=\alpha+\gamma)$ (see [1]).

The goal of this work is also to show some results for the symmetry and symmetry breaking region for the minimizers. Following the framework of [72] we expect, first, to give a range for the parameters $\alpha$ and $\beta$ where the extremal solutions for (6.2.1) are radially symmetric, and later, to provide a region were none of the extremal solutions are radially symmetric. In order to get this result we reformulate the fractional Caffarelli-Kohn-Nirenberg inequality in cylindrical variables and we provide a non-local ODE to find the radially symmetric extremals.

Assuming the inequality to hold, we start the study for all $\alpha \leq \beta \leq \alpha+1,0 \leq \alpha<\frac{n-2 \gamma}{2}$ and $u \in D_{\alpha, \beta}^{\gamma}$.

### 6.3 Preliminaries

The extremal functions for (6.2.1) are the minimizers for the functional

$$
F(u)=\frac{\left.\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{N}} \frac{(u(x)-u(y))^{2}}{|x-y|^{N+2 \gamma}|x| \alpha|y|} \right\rvert\, y d x}{\left(\int_{\mathbb{R}^{N}} \frac{|u(x)|^{2 *}}{|x|^{\beta 2_{\gamma}^{*}}} d x\right)^{\frac{2}{2{ }^{*}}}}
$$

The Euler-lagrange equation associated to this minimization problem is

$$
\begin{equation*}
\kappa_{\alpha, \gamma}^{n} \frac{|u(x)|^{2_{\gamma}^{*}-2} u(x)}{|x|^{\beta 2 *}}=\int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))}{|x-y|^{n+2 \gamma}|x|^{\alpha}|y|^{\alpha}} d y \tag{6.3.1}
\end{equation*}
$$

where the constant $\kappa_{\alpha, \gamma}^{n}$ is normalized as in (6.3.9). Indeed, let $\phi \in C_{c}^{\infty}$. The Euler-Lagrange equation for inequality (6.2.1) is

$$
C \int_{\mathbb{R}^{n}} \frac{|u(x)|^{2_{\gamma}^{*}-2} u(x) \phi(x)}{|x|^{\beta 2_{\gamma}^{*}}} d x=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))(\phi(x)-\phi(y))}{|x-y|^{n+2 \gamma}|x|^{\alpha}|y|^{\alpha}} d y
$$

which is the weak formulation of equation (6.3.1). Here $C=2 \kappa_{\alpha, \gamma}^{n}$.
The value of the constant $\Lambda$ in (6.2.1) is given by

$$
\begin{equation*}
\Lambda=2 \kappa_{\alpha, \gamma}^{n}\left(\int_{\mathbb{R}^{n}} \frac{|u(x)|^{2_{\gamma}^{*}}}{|x|^{\beta 2_{\gamma}^{*}}} d x\right)^{1-\frac{2}{2_{\gamma}^{*}}} \tag{6.3.2}
\end{equation*}
$$

Lemma 6.3.1. Let $\alpha, \bar{\alpha} \in \mathbb{R}$, the integral function given by

$$
I(x)=\int_{\mathbb{R}^{n}} \frac{\left(|x|^{-\bar{\alpha}}-|y|^{-\bar{\alpha}}\right)}{|x-y|^{n+2 \gamma}|y|^{\alpha}} d y
$$

is radially symmetric and can be expressed as

$$
I(x)=\frac{1}{|x|^{2 \gamma}} \kappa_{\alpha, \gamma}^{n, \bar{\alpha}},
$$

where $\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}$ is the constant defined as

$$
\begin{equation*}
\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}:=P . V . \int_{\mathbb{R}^{n}} \frac{(1-|\zeta|-\bar{\alpha})}{\left|e_{1}-\zeta\right| n+2 \gamma|\zeta|^{\alpha}} d \zeta . \tag{6.3.3}
\end{equation*}
$$

Note that the value of this constant (6.3.3) is finite for all $\gamma \in(0,1)$ when

$$
\left\{\begin{array}{l}
-\bar{\alpha}-\alpha<2 \gamma \text { and } n>\alpha \text { if } \bar{\alpha}<0, \\
\alpha>-2 \gamma \text { and } n>\alpha+\bar{\alpha} \text { if } \bar{\alpha}>0 .
\end{array}\right.
$$

Proof. First, we can check that $I$ is radially symmetric, i.e, if $R$ denotes any rotation, then $I(x)=I(R x)$. Since $R^{-1}=R^{T}$, where $R^{T}$ denotes the transpose matrix and $|R|=1$, then

$$
\begin{aligned}
I(R x) & \left.=\int_{\mathbb{R}^{n}} \frac{\left(|R x|^{-\bar{\alpha}}-|y|^{-\bar{\alpha}}\right)}{|R x-y|^{n+2 \gamma}|y|^{\alpha}} d y=\left.\int_{\mathbb{R}^{n}} \frac{\left(|x|^{-\bar{\alpha}}-|y|^{-\bar{\alpha}}\right)}{} d y\right|^{2}+|y|^{2}-2<R x, y>\right)^{\frac{N+2 \gamma}{2}|y|^{\alpha}} d y \\
& =\int_{\mathbb{R}^{n}} \frac{\left(|x|^{-\bar{\alpha}}-\left|R^{T} y\right|^{-\bar{\alpha}}\right)}{\left(|x|^{2}+\left|R^{T} y\right|^{2}-2<x R^{T} y>\right)^{\frac{n+2 \gamma}{2}}\left|R^{T} y\right|^{\alpha}} d y=\int_{\mathbb{R}^{n}} \frac{\left(|x|^{-\bar{\alpha}}-|\tilde{y}|^{-\bar{\alpha}}\right)}{\left(|x|^{2}+|\tilde{y}|^{2}-2<x, \tilde{y}>\right)^{\frac{n+2 \gamma}{2}}|\tilde{y}|^{\alpha}}\left|R^{T}\right|^{-n} d y \\
& =\int_{\mathbb{R}^{n}} \frac{\left(|x|^{-\bar{\alpha}}-|\tilde{y}|^{-\bar{\alpha}}\right)}{\left(|x|^{2}+|\tilde{y}|^{2}-2<x, \tilde{y}>\right)^{\frac{n+2 \gamma}{2}}|\tilde{y}|^{\alpha}} d \tilde{y}=I(x),
\end{aligned}
$$

where we have used the change of variable $\tilde{y}=R^{T} y$.
Secondly, after the change of variable $y=|x| \zeta$, since $I$ is rotationally invariant, if we denote $e_{1}=(1,0, \cdots, 0)$ we observe that $I(x)$ reads

$$
I(x)=\frac{1}{|x|^{2 \gamma}} \int_{\mathbb{R}^{n}} \frac{\left(1-|\zeta|^{-\bar{\alpha}}\right)}{\left|\frac{x}{|x|}-\zeta\right|^{n+2 \gamma}|\zeta|^{\alpha}} d \zeta=\frac{1}{|x|^{2 \gamma}} \int_{\mathbb{R}^{n}} \frac{\left(1-|\zeta|^{-\bar{\alpha}}\right)}{\left|e_{1}-\zeta\right|^{n+2 \gamma}|\zeta|^{\alpha}} d \zeta=\frac{1}{|x|^{2 \gamma}} \kappa_{\alpha, \gamma}^{n, \bar{\alpha}} .
$$

We will see in Section 6.4.1 that these integrals can be studied using hypergeometric functions.

Corolary 6.3.2. Let $\bar{\alpha}<0$, the constant $\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}$ is positive for all $\alpha>\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$, negative for all $\alpha<\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$ and zero if $\alpha=\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$. What's more, if $\bar{\alpha}>0$, the constant $\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}$ is positive for all $\alpha<\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$, negative for all $\alpha>\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$ and zero if $\alpha=\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}$.

Proof. We first use the polar coordinates for the variable $\zeta: \varrho=|\zeta|, \theta \in \mathbb{S}^{n-1}$, and represent $e_{1}$ by $\sigma \in \mathbb{S}^{n-1}$, then we have

$$
\begin{equation*}
\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}=\text { P.V. } \int_{\mathbb{R}^{n}} \frac{\left(1-|\zeta|^{-\bar{\alpha}}\right)}{\left|e_{1}-\zeta\right|^{n+2 \gamma} \mid \zeta \alpha^{\alpha}} d \zeta=\int_{\mathbb{S}^{n-1}} J(\theta) d \theta, \tag{6.3.4}
\end{equation*}
$$

where

$$
J(\theta)=\text { P.V. } \int_{0}^{\infty} \frac{\left(1-\varrho^{-\bar{\alpha}} \varrho^{n-1-\alpha}\right.}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho .
$$

We can write this function $J(\theta)$, using the change of variable $\tilde{\varrho}=1 / \varrho$ in the first integral of the two integrals in the second line as

$$
\begin{aligned}
J(\theta) & =\lim _{\epsilon \rightarrow 0} \int_{0}^{1-\epsilon} \frac{\left(1-\varrho^{-\bar{\alpha}}\right) \varrho^{n-1-\alpha}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho+\int_{1+\epsilon}^{\infty} \frac{\left(1-\varrho^{-\bar{\alpha}}\right) \varrho^{n-1-\alpha}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho \\
& =\lim _{\epsilon \rightarrow 0} \int_{1+\epsilon}^{\infty} \frac{-\left(1-\varrho^{-\bar{\alpha}}\right) \varrho^{2 \gamma-1+\alpha+\bar{\alpha}}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho+\int_{1+\epsilon}^{\infty} \frac{\left(1-\varrho^{-\bar{\alpha}}\right) \varrho^{n-1-\alpha}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho \\
& =\lim _{\epsilon \rightarrow 0} \int_{1+\epsilon}^{\infty} \frac{\left(1-\varrho^{-\bar{\alpha}}\right) \varrho^{-1}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}}\left(\varrho^{n-\alpha}-\varrho^{2 \gamma+\alpha+\bar{\alpha}}\right) d \varrho .
\end{aligned}
$$

Since $\varrho \in(1, \infty)$, we can assert that for all $\bar{\alpha}<0$,

$$
J(\theta)\left\{\begin{array}{l}
>0 \text { iff } \alpha>\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2},  \tag{6.3.5}\\
=0 \quad \text { iff } \quad \alpha=\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}, \\
<0 \quad \text { iff } \quad \alpha<\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}
\end{array}\right.
$$

the same as for all $\bar{\alpha}>0$,

$$
J(\theta)\left\{\begin{array}{l}
>0 \text { iff } \alpha<\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2},  \tag{6.3.6}\\
=0 \quad \text { iff } \alpha=\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}, \\
<0 \quad \text { iff } \quad \alpha>\frac{n-2 \gamma}{2}-\frac{\bar{\alpha}}{2}
\end{array}\right.
$$

Then, going back to the expression for $\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}$ given in (6.3.4), we complete the proof of the corollary.

Remark 6.3.3. As a direct consequence of Corollary 6.3 .2 we have that the constant $\kappa_{\alpha, \gamma}^{n,-\alpha}$ defined as in (6.3.3) with $\bar{\alpha}=-\alpha$ is negative for all $0<\alpha<\frac{n-2 \gamma}{2}$.

Lemma 6.3.4. The function $u(x)=|x|^{-\nu}$ attains the equality for (6.2.1), where

$$
\begin{equation*}
\nu:=\frac{n-2 \gamma}{2}-\alpha . \tag{6.3.7}
\end{equation*}
$$

Proof. Imposing that $u(x)=|x|^{-\nu}$ is a solution for (6.3.1), it yields

$$
\begin{align*}
\kappa_{\alpha, \gamma}^{n}|x|^{-\nu\left(2_{\gamma}^{*}-1\right)-\beta 2_{\gamma}^{*}+\alpha} & =\int_{\mathbb{R}^{n}} \frac{|x|^{-\nu}-|y|^{-\nu}}{|x-y|^{n+2 \gamma}|y|^{\alpha}} d y  \tag{6.3.8}\\
& =|x|^{-\nu-2 \gamma-\alpha} \int_{\mathbb{S}^{n}} \int_{0}^{\infty} \frac{\left(1-\varrho^{-\nu}\right) \varrho^{n-1-\alpha}}{\left(1+\varrho^{2}-2 \varrho<\sigma, \theta>\right)^{\frac{n+2 \gamma}{2}}} d \varrho d \theta,
\end{align*}
$$

where we have used polar coordinates with $\varrho=\frac{|y|}{|x|}$ and $\theta, \sigma \in \mathbb{S}^{n-1}$ for $x, y$, respectively. Equality (6.3.8) is possible if and only if the constant $\kappa_{\alpha, \gamma}^{n}$ is normalized to be

$$
\begin{equation*}
\kappa_{\alpha, \gamma}^{n}:=\kappa_{\alpha, \gamma}^{n, \nu} \quad \text { and } \quad \nu=\frac{n-2 \gamma}{2}-\alpha, \tag{6.3.9}
\end{equation*}
$$

using (6.2.2).
Remark 6.3.5. Recalling the definition of the constant $\kappa_{\alpha, \gamma}^{n, \bar{\alpha}}$ given in (6.3.3) we can assure, thanks to Lemma 6.3.1 and Corollary 6.3.2, that $0<\kappa_{\alpha, \gamma}^{n}<\infty$ for all $-2 \gamma<\alpha<\frac{n-2 \gamma}{2}$.

### 6.4 Results

Theorem 6.4.1. Let $n>2 \gamma$. Extremal functions for (6.2.1) are radially symmetric for all $0 \leq \alpha<\frac{n-2 \gamma}{2}$ and $\alpha \leq \beta<\alpha+1$.
Proof. Let $u \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and consider

$$
\begin{equation*}
v(x)=|x|^{-\alpha} u(x) \tag{6.4.1}
\end{equation*}
$$

for any $x \in \mathbb{R}^{n}$. Inequality (6.2.1) for a function $v$ as in (6.4.1) reads

$$
\begin{align*}
\Lambda\left(\int_{\mathbb{R}^{n}} \frac{|v(x)|^{2_{\gamma}^{*}}}{|x|^{(\beta-\alpha) 2_{\gamma}^{*}}} d x\right)^{\frac{2}{2 *}} \leq & \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left(|x|^{\alpha} v(x)-|y|^{\alpha} v(y)\right)^{2}}{|x-y|^{n+2 \gamma}|x|^{\alpha}|y|^{\alpha}} d y d x \\
= & 2 \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{\left(|x|^{\alpha}-|y|^{\alpha}\right) v^{2}(x)}{|x-y|^{n+2 \gamma}|y|^{\alpha}} d y d x  \tag{6.4.2}\\
& +\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(v(x)-v(y))^{2}}{|x-y|^{n+2 \gamma}} d y d x,
\end{align*}
$$

where we have used that
$v^{2}(x)=\left(1-\left|\frac{x}{y}\right|^{-\alpha}\right) v^{2}(x)+\left|\frac{x}{y}\right|^{-\alpha} v^{2}(x) \quad$ and $\quad v^{2}(y)=\left(1-\left|\frac{y}{x}\right|^{-\alpha}\right) v^{2}(y)+\left|\frac{y}{x}\right|^{-\alpha} v^{2}(y)$.
The first term in the right hand side of (6.4.2) can be written as $2 \int_{\mathbb{R}^{N}} v^{2}(x) I(x) d x$, where $I$ is the integral studied in Lemma 6.3 .1 when we take $\bar{\alpha}=-\alpha$. Thus inequality (6.4.2) is equivalent to

$$
\begin{equation*}
\Lambda\left(\int_{\mathbb{R}^{n}} \frac{|v(x)|_{\gamma}^{2_{\gamma}^{*}}}{|x|^{(\beta-\alpha) 2_{\gamma}^{*}}} d x\right)^{\frac{2}{2 \boldsymbol{\gamma}}}-2 \kappa_{\alpha, \gamma}^{n,-\alpha} \int_{\mathbb{R}^{n}} \frac{v^{2}(x)}{|x|^{2 \gamma}} d x \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(v(x)-v(y))^{2}}{|x-y|^{n+2 \gamma}} d y d x . \tag{6.4.3}
\end{equation*}
$$

Finally, we will rewrite this inequality for $\tilde{v}$, the decreasing rearrangement of $v$. For the left hand side, we can apply Theorem 3.4 in Chapter 3 of [125] to assure that

$$
\int_{\mathbb{R}^{n}} \frac{|\tilde{v}(x)|^{2_{\gamma}^{*}}}{|x|^{(\beta-\alpha) 2_{\gamma}^{*}}} d x \geq \int_{\mathbb{R}^{n}} \frac{|v(x)|^{2_{\gamma}^{*}}}{|x|^{(\beta-\alpha) 2_{\gamma}^{*}}} d x \quad \text { and } \quad \int_{\mathbb{R}^{n}} \frac{|\tilde{v}(x)|^{2}}{|x|^{2 \gamma}} d x \geq \int_{\mathbb{R}^{n}} \frac{|v(x)|^{2}}{|x|^{2 \gamma}} d x .
$$

Because of Remark 6.3 .3 we have that $\kappa_{\alpha, \gamma}^{n,-\alpha}<0$ for $\alpha \in\left[0, \frac{n-2 \gamma}{2}\right)$.
For the right hand side, we can apply theorem I.1 in [93] which assures that

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(\tilde{v}(x)-\tilde{v}(y))^{2}}{|x-y|^{n+2 \gamma}} d y d x \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(v(x)-v(y))^{2}}{|x-y|^{n+2 \gamma}} d y d x .
$$

Then, since the symmetrization gives a better approximation in (6.4.3), we can assure that if the equality is attained by a function $v$, this function is going to be a radially symmetric one, which implies $\tilde{v}=v$. Indeed, suppose $u$ to be a function which reaches the equality in (6.2.1), then $v$ given as in (6.4.1) reaches the equality in (6.4.2) and Theorem 3.4 in [125] completes the proof.

### 6.4.1 The inequality in cylindrical variables

Inspired by the transformation we did in Chapter 3 to obtain the Hardy inequality (3.3.18), we would like to reformulate the fractional Caffarelli-Kohn-Nirenberg inequality in cylindrical variables. First, in the light of Lemma 6.3.4, we can write any function $u \in D_{\alpha, \beta}^{\gamma}$ as

$$
\begin{equation*}
u(x)=|x|^{-\nu} v(x), \tag{6.4.4}
\end{equation*}
$$

where $v \in \tilde{D}_{\alpha, \beta}^{\gamma}$, which will be defined in (6.4.8), and $\nu$ is given in (6.3.7).
Proposition 6.4.2. For a function $v$ as in (6.4.4), the Euler Lagrange equation (6.3.1) in cylindrical coordinates ( $r=e^{t}, s=e^{\tau}$ ) reads
$\kappa_{\alpha, \gamma}^{n}|v(t, \theta)|^{2_{\gamma}^{*}-2} v(t, \theta)=\kappa_{\alpha, \gamma}^{n} v(t, \theta)+\int_{-\infty}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{e^{-\frac{n+2 \gamma}{2}(t-\tau)}(v(t, \theta)-v(\tau, \sigma))}{\left(1+e^{-2(t-\tau)}-2 e^{-(t-\tau)}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \sigma d \tau$,
and inequality (6.2.1) becomes

$$
\begin{align*}
& \Lambda\left(\int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}|v(t, \theta)|^{2_{\gamma}^{*}}\right)^{\frac{2}{2 *}} \leq 2 \kappa_{\alpha, \gamma}^{n, \nu} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty} v^{2}(t, \theta) d t d \theta \\
& \quad+\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{-\frac{n+2 \gamma}{2}(t-\tau)}(v(t, \theta)-v(\tau, \sigma))^{2}}{\left(1+e^{-2(t-\tau)}-2 e^{-(t-\tau)}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \tau d t d \theta d \sigma . \tag{6.4.6}
\end{align*}
$$

Proof. In polar coordinates $\left(r=|x|, \theta \in \mathbb{S}^{n-1}\right.$ and $\left.s=|y|, \sigma \in \mathbb{S}^{n-1}\right)$, the Euler-Lagrange equation (6.3.1) reads

$$
\kappa_{\alpha, \gamma}^{n}|v(r, \theta)|^{2_{\gamma}^{*}-2} v(r, \theta) r^{-\nu\left(2_{\gamma}^{*}-1\right)-\beta 2_{\gamma}^{*}}=\int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} \frac{\left(r^{-\nu} v(r, \theta)-s^{-\nu} v(s, \sigma)\right) s^{n-1-\alpha} r^{-\alpha}}{\left(s^{2}+r^{2}-2 s r<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d s d \sigma,
$$

which after the change of variable $\bar{s}=\frac{s}{r}$ is equivalent to

$$
\kappa_{\alpha, \gamma}^{n}|v(r, \theta)|^{2_{\gamma}^{*}-2} v(r, \theta) r^{-2_{\gamma}^{*}(\nu+\beta)+2 \nu+2 \alpha+2 \gamma}=\int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} \frac{\left(v(r, \theta)-\bar{s}^{-\nu} v(r \bar{s}, \sigma)\right) \bar{s}^{n-1-\alpha}}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \bar{s} d \sigma .
$$

Moreover, using the trivial equality $v(r, \theta)=\left(1-\bar{s}^{-\nu} v(r, \theta)\right)+\bar{s}^{-\nu} v(r, \theta)$, we have

$$
\begin{align*}
\kappa_{\alpha, \gamma}^{n}|v(r, \theta)|^{2_{\gamma}^{*}-2} v(r, \theta) r^{-2_{\gamma}^{*}(\nu+\beta)+2(\nu+\alpha+\gamma)}= & \kappa_{\alpha, \gamma}^{n} v(r, \theta) \\
& +\int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{(v(r, \theta)-v(r \bar{s}, \sigma)) \bar{s}^{n-1-\alpha-\nu}}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \sigma d \bar{s} . \tag{6.4.7}
\end{align*}
$$

Now, we can rewrite (6.4.7) in cylindrical coordinates using the Emden-Fowler change of variable ( $r=e^{t}, s=e^{\tau}$ and thus, $\bar{s}=e^{-(t-\tau)}$ ):

$$
\begin{aligned}
& \kappa_{\alpha, \gamma}^{n}|v(t, \theta)|^{2 *-2} v(t, \theta) e^{\left(-2_{\gamma}^{*}(\nu+\beta)+2(\nu+\alpha+\gamma)\right) t}= \\
& \kappa_{\alpha, \gamma}^{n} v(t, \theta)+\int_{-\infty}^{\infty} \int_{\mathbb{S}^{n-1}} \frac{e^{(\nu-n+\alpha)(t-\tau)}(v(t, \theta)-v(\tau, \sigma))}{\left(1+e^{-2(t-\tau)}-2 e^{-(t-\tau)}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \sigma d \tau
\end{aligned}
$$

which, for our choice of $\nu$ as in (6.3.7) reduces to (6.4.5).
Once we have the Euler Lagrange equation in cylindrical coordinates, we follow the same steps to rewrite the inequality (6.2.1). First, in polar coordinates it reads

$$
\begin{aligned}
& \Lambda\left(\int_{\mathbb{S}^{n-1}} \int_{0}^{\infty}|v(r, \theta)|^{2_{\gamma}^{*}} r^{-2_{\gamma}^{*}(\nu+\beta)+n-1} d r d \theta\right)^{2 / 2_{\gamma}^{*}} \leq \\
& \quad \int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} r^{n-1-2(\alpha+\gamma+\nu)} \int_{0}^{\infty} \frac{\left(v(r, \theta)-\bar{s}^{-\nu} v(r \bar{s}, \sigma)\right)^{2} \bar{s}^{n-1-\alpha}}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \bar{s} d r d \sigma d \theta
\end{aligned}
$$

which using the trivial equalities

$$
v^{2}(r, \theta)=\left(1-\bar{s}^{-\nu}\right) v^{2}(r, \theta)+\bar{s}^{-\nu} v^{2}(r, \theta)
$$

and

$$
v^{2}(r \bar{s}, \sigma)=\left(1-\bar{s}^{\nu}\right) v^{2}(r \bar{s}, \sigma)+\bar{s}^{\nu} v^{2}(r \bar{s}, \sigma)
$$

is equivalent to

$$
\begin{aligned}
& \Lambda\left(\int_{\mathbb{S}^{n-1}} \int_{0}^{\infty}|v(r, \theta)|^{2_{\gamma}^{*}} r^{-2_{\gamma}^{*}(\nu+\beta)+n-1} d r d \theta\right)^{2 / 2_{\gamma}^{*}} \leq \\
& \quad \kappa_{\alpha, \gamma}^{n, \nu} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} r^{n-1-2(\alpha+\gamma+\nu)} v^{2}(r, \theta) d r d \theta \\
& \quad+\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{r^{n-1-2(\alpha+\gamma+\nu)} v^{2}(r \bar{s}, \sigma) \bar{s}^{n-1-\alpha-2 \nu}(1-\bar{s})}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d r d \bar{s} d \theta d \sigma \\
& \quad+\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} r^{n-1-2(\alpha+\gamma+\nu)} \int_{0}^{\infty} \frac{(v(r, \theta)-v(r \bar{s}, \sigma))^{2} \bar{s}^{n-1-\alpha-\nu}}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \bar{s} d r d \theta d \sigma
\end{aligned}
$$

which after the changes of variable $s=\bar{s} r$ and $\bar{r}=r s^{-1}$ in the second integral in the right hand side reads

$$
\begin{aligned}
& \Lambda\left(\int_{\mathbb{S}^{n-1}} \int_{0}^{\infty}|v(r, \theta)|^{2_{\gamma}^{*}} r^{-2_{\gamma}^{*}(\nu+\beta)+n-1} d r d \theta\right)^{2 / 2_{\gamma}^{*}} \leq \\
& \quad 2 \kappa_{\alpha, \gamma}^{n, \nu} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} r^{n-1-2(\alpha+\gamma+\nu)} v^{2}(r, \theta) d r d \theta \\
& \quad+\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{0}^{\infty} r^{n-1-2(\alpha+\gamma+\nu)} \int_{0}^{\infty} \frac{(v(r, \theta)-v(r \bar{s}, \sigma))^{2} \bar{s}^{n-1-\alpha-\nu}}{\left(1+\bar{s}^{2}-2 \bar{s}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \bar{s} d r d \theta d \sigma
\end{aligned}
$$

and in cylindrical coordinates $\left(r=e^{t}, s=e^{\tau}\right.$ and $\left.\bar{s}=e^{-(t-\tau)}\right)$ it becomes

$$
\begin{aligned}
& \Lambda\left(\int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty}|v(t, \theta)|^{2_{\gamma}^{*}} e^{\left(-2_{\gamma}^{*}(\nu+\beta)+n\right) t} d t d \theta\right)^{2 / 2_{\gamma}^{*}} \leq \\
& \quad 2 \kappa_{\alpha, \gamma}^{n, \nu} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty} e^{(n-2(\alpha+\gamma+\nu)) t} v^{2}(t, \theta) d t d \theta \\
& \quad+\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty} e^{(n-2(\alpha+\gamma+\nu)) t} \int_{-\infty}^{\infty} \frac{e^{-(n-\alpha-\nu)(t-\tau)}(v(t, \theta)-v(\tau, \sigma))^{2}}{\left(1+e^{-2(t-\tau)}-2 e^{-(t-\tau)}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \tau d t d \theta d \sigma .
\end{aligned}
$$

To sum up, for our choice of $\nu$ in (6.3.7) we have that, in cylindrical coordinates, inequality (6.2.1) reduces to (6.4.6).

Definition 6.4.3. Here we will define the new functional space

$$
\begin{align*}
\tilde{D}_{\alpha, \beta}^{\gamma}= & \left\{v \in L^{2}\left(\mathbb{R} \times \mathbb{S}^{n-1}\right):\right. \\
& \left.\int_{\mathbb{S}^{n-1}} \int_{\mathbb{S}^{n-1}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{-\frac{n+2 \gamma}{2}(t-\tau)}(v(t, \theta)-v(\tau, \sigma))^{2}}{\left(1+e^{-2(t-\tau)}-2 e^{-(t-\tau)}<\theta, \sigma>\right)^{\frac{n+2 \gamma}{2}}} d \tau d t d \theta d \sigma<\infty\right\} . \tag{6.4.8}
\end{align*}
$$

Now we rewrite the Euler-Lagrange equation (6.3.1) (or equivalently, (6.4.7)) in radial coordinates for a radially symmetric function

$$
u(|x|)=|x|^{-\nu} v(|x|)
$$

where $u \in D_{\alpha, \beta}^{\gamma}, v \in \tilde{D}_{\alpha, \beta}^{\gamma}$ and $\nu$ is given in (6.3.7):

$$
\kappa_{\alpha, \gamma}^{n}|v(t)|^{2_{\gamma}^{*}-2} v(t)=\kappa_{\alpha, \gamma}^{n} v(t)+\int_{-\infty}^{\infty}(v(t)-v(\tau)) K(t-\tau) d \tau
$$

where the kernel is

$$
K(\xi)=c_{n} e^{-\frac{n+2 \gamma}{2} \xi} F_{2} F_{1}\left(\tilde{a}, \tilde{b} ; \tilde{c} ; e^{-2 \xi}\right),
$$

the constant $\kappa_{\alpha, \gamma}^{n}$ is given in (6.3.9) and $\tilde{a}=\frac{n+2 \gamma}{2}, \quad \tilde{b}=1+\gamma, \quad \tilde{c}=\frac{n}{2}$. The asymptotic behaviour of the kernel can be studied using some properties of hypergeometric functions (see Lemma 4.2.5 in Chapter 4) and it satisfies:

- $K(\xi) \sim|\xi|^{-1-2 \gamma}$ if $|\xi| \rightarrow 0$,
- $K(\xi) \sim e^{-\frac{n+2 \gamma}{2}|\xi|}$ if $|\xi| \rightarrow \infty$.


### 6.5 Research plan

In some future works, I plan to generalize the Caffarelli-Kohn-Nirenberg inequality to the fractional setting without the parameter restrictions I am considering at present, using the recently developed flow method. Conjecture:

Let $p \in \mathbb{R}$ and $\gamma \in(0,1)$, the generalization to the fractional setting of the Caffarelli-Kohn-Nirenberg inequality in space dimension $n>2 \gamma$ can be written as

$$
\begin{equation*}
\Lambda\left(\int_{\mathbb{R}^{n}} \frac{|u(x)|^{p_{\gamma}^{*}}}{|x|^{2 \beta^{\frac{p_{\gamma}^{*}}{p}}}} d x\right)^{\frac{p}{p_{\gamma}^{*}}} \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{p}}{\left.|x-y|\right|^{n+\left.p \gamma|x| \alpha|\alpha| y\right|^{\alpha}}} d y d x \tag{6.5.1}
\end{equation*}
$$

for all $\alpha \leq \beta \leq \alpha+1$ and $\alpha \neq \frac{n-2 \gamma}{2}$. The value of $\Lambda$ is given in (6.3.2),

$$
\begin{equation*}
D_{\alpha, \beta}^{\gamma}=\left\{|x|^{-\frac{2 \beta}{p}} u \in L^{p^{*}}\left(\mathbb{R}^{n}\right), \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{(u(x)-u(y))^{p}}{|x-y|^{n+p \gamma|x| \alpha|y|^{\alpha}}} d y d x,<\infty\right\} \tag{6.5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\gamma}^{*}=\frac{p n}{n-p \gamma+p(\beta-\alpha)} \tag{6.5.3}
\end{equation*}
$$

is computed by scaling argument.
First, I plan to follow the steps of [70], where Dolbeault, Esteban and Loss solved the conjecture for the optimal symmetry range of the parameters. Since rearrangement inequalities, reflection methods or moving plane cannot be applied in some regions, it was not enough to study only the optimizers in the radial class. The key idea in their work was to rewrite the inequality in terms of a new variable $p=v^{-n}$ and assume that $v$ satisfies a fast diffusion equation. This idea of exhibiting a nonlinear fast diffusion flow under a monotone action (non linear carré du champ method) allows to use the fast diffusion flow to drive the functional towards its optimal value. Good notes for this work are written in [71].

Later on, I would like to complete this work by generalizing to the fractional setting all the symmetry and symmetry breaking results for the most general Caffarelli-Kohn-Nirenbeg inequality,

$$
\left\||x|^{\gamma} u\right\|_{L^{r}} \leq C\left\||x|^{\alpha}|\nabla u|\right\|_{L^{p}}^{a}\left\||x|^{\beta} u\right\|_{L^{q}}^{1-a},
$$

that holds under suitable parameter conditions. The starting point is the recent work of Dolbeault, Muratori and Nazaret in [75].

Another point of view to confront problems related with the general inequality (6.1.1) has been developed in the two recent works [22] and [23], where they related the inequality with the weighted fast diffusion equation.

## Chapter 7

## Appendix: Hypergeometric functions

In this appendix we will show the definition and some important properties of the Hypergeometric and related functions.

Lemma 7.0.1. $[4,167,131]$ Let $z \in \mathbb{C}$. The hypergeometric function is defined for $|z|<1$ by the power series

$$
{ }_{2} F_{1}(a, b ; c ; z)=\frac{\Gamma(c)}{\Gamma(a) \Gamma(b)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) \Gamma(b+n)}{\Gamma(c+n)} \frac{z^{n}}{n!} .
$$

It is undefined (or infinite) if c equals a non-positive integer. Some properties of this function are

1. The hypergeometric function evaluated at $z=0$ satisfies

$$
\begin{equation*}
{ }_{2} F_{1}(a+j, b-j ; c ; 0)=1 ; j= \pm 1, \pm 2, \ldots \tag{7.0.1}
\end{equation*}
$$

2. If Re $b>0,|z|<1$,

$$
\begin{equation*}
{ }_{2} F_{1}\left(a, a-b+\frac{1}{2} ; b+\frac{1}{2} ; z^{2}\right)=\frac{\Gamma\left(b+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(b)} \int_{0}^{\pi} \frac{(\sin t)^{2 b-1}}{\left(1+2 z \cos t+z^{2}\right)^{a}} d t . \tag{7.0.2}
\end{equation*}
$$

3. If $a-b+1=c$, the following identity holds

$$
\begin{align*}
& { }_{2} F_{1}(a, b ; a-b+1 ; z) \\
& \quad=(1-z)^{1-2 b}(1+z)^{2 b-a-1}{ }_{2} F_{1}\left(\frac{a+1}{2}-b, \frac{a}{2}-b+1 ; a-b+1 ; \frac{4 z}{(z+1)^{2}}\right) . \tag{7.0.3}
\end{align*}
$$

4. The derivative of the hypergeometric function with respect to the last argument is

$$
\begin{equation*}
\frac{d}{d z}{ }_{2} F_{1}(a, b ; c ; z)=\frac{a b}{c}{ }_{2} F_{1}(a+1, b+1 ; c+1 ; z) . \tag{7.0.4}
\end{equation*}
$$

5. If $|\arg (1-z)|<\pi$, then

$$
\begin{align*}
& { }_{2} \mathrm{~F}_{1}(a, b ; c ; z)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)}{ }_{2} \mathrm{~F}_{1}(a, b ; a+b-c+1 ; 1-z) \\
& \quad+(1-z)^{c-a-b} \frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)}{ }_{2} \mathrm{~F}_{1}(c-a, c-b ; c-a-b+1 ; 1-z) . \tag{7.0.5}
\end{align*}
$$

6. The hypergeometric function is symmetric with respect to first and second arguments, i.e

$$
\begin{equation*}
{ }_{2} \mathrm{~F}_{1}(a, b ; c ; z)={ }_{2} \mathrm{~F}_{1}(b, a ; c ; z) . \tag{7.0.6}
\end{equation*}
$$

7. From (7.0.5) and (7.0.1), if $a+b<c$, the following expansion holds

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; 1)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} . \tag{7.0.7}
\end{equation*}
$$

Lemma 7.0.2. $[4,167]$ Let $z \in \mathbb{C}$. Some properties of the Gamma function $\Gamma(z)$ are

$$
\begin{align*}
& \Gamma(\bar{z})=\overline{\Gamma(z)}  \tag{7.0.8}\\
& \Gamma(z+1)=z \Gamma(z)  \tag{7.0.9}\\
& \Gamma(z) \Gamma\left(z+\frac{1}{2}\right)=2^{1-2 z} \sqrt{\pi} \Gamma(2 z) \tag{7.0.10}
\end{align*}
$$

Let $\psi(z)$ denote the Digamma function defined by

$$
\psi(z)=\frac{d \ln \Gamma(z)}{d z}=\frac{\Gamma^{\prime}(z)}{\Gamma(z)}
$$

This function has the expansion

$$
\begin{equation*}
\psi(z)=\psi(1)+\sum_{m=0}^{\infty}\left(\frac{1}{m+1}-\frac{1}{m+z}\right) . \tag{7.0.11}
\end{equation*}
$$

Let $B\left(z_{1}, z_{2}\right)$ denote the Beta function defined by

$$
B\left(z_{1}, z_{2}\right)=\frac{\Gamma\left(z_{1}\right) \Gamma\left(z_{2}\right)}{\Gamma\left(z_{1}+z_{2}\right)} .
$$

If $z_{2}$ is a fixed number and $z_{1}>0$ is big enough, then this function behaves

$$
\begin{equation*}
B\left(z_{1}, z_{2}\right) \sim \Gamma\left(z_{2}\right)\left(z_{1}\right)^{-z_{2}} \tag{7.0.12}
\end{equation*}
$$

## Chapter 8

## Appendix: Integral computations

In this appendix we will derive some useful integrals which are important for Chapter 5. All of the following expressions may be found in A. Bahri's book [17] for the special case $\gamma=1$. Below we derive the estimates for general $\gamma$.

We define

$$
w_{1}=\left(\frac{\lambda_{1}}{\lambda_{1}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}}, \quad w_{2}=\left(\frac{\lambda_{2}}{\lambda_{2}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}}, \quad w_{3}=\left(\frac{\lambda_{3}}{\lambda_{3}^{2}+|x-p|^{2}}\right)^{\frac{n-2 \gamma}{2}}
$$

Lemma 8.0.3. It holds

$$
\begin{equation*}
\beta \int_{\mathbb{R}^{n}} w_{1}^{\beta-1} w_{2} \frac{\partial w_{1}}{\partial \lambda_{1}} d x=\frac{1}{\lambda_{1}} F\left(\left|\log \frac{\lambda_{2}}{\lambda_{1}}\right|\right) \frac{\log \frac{\lambda_{2}}{\lambda_{1}}}{\left|\log \frac{\lambda_{2}}{\lambda_{1}}\right|} \tag{8.0.1}
\end{equation*}
$$

where

$$
F(\ell):=\beta \int_{\mathbb{R}} v(t)^{\beta-1} v(t+\ell) v^{\prime}(t) d t=e^{-\frac{n-2 \gamma}{2} \ell}(1+o(1)), \quad \ell \rightarrow \infty
$$

Proof. By the relation between $w$ and $v$, one has

$$
w_{1}=|x|^{-\frac{n-2 \gamma}{2}} v\left(-\log |x|+\log \lambda_{1}\right), w_{2}=|x|^{-\frac{n-2 \gamma}{2}} v\left(-\log |x|+\log \lambda_{2}\right)
$$

Thus

$$
\begin{aligned}
\beta \int_{\mathbb{R}^{n}} w_{1}^{\beta-1} w_{2} \frac{\partial w_{1}}{\partial \lambda_{1}} d x & =\beta \int_{\mathbb{R}^{n}}|x|^{-2 \gamma} v_{1}^{\beta-1}|x|^{-\frac{n-2 \gamma}{2}} v_{1}^{\prime} \frac{1}{\lambda_{1}}|x|^{-\frac{n-2 \gamma}{2}} v_{2} d x \\
& =\beta \frac{1}{\lambda_{1}} \int_{\mathbb{R}} v^{\beta-1}\left(t+\log \lambda_{1}\right) v^{\prime}\left(t+\log \lambda_{1}\right) v\left(t+\log \lambda_{2}\right) d t \\
& =\beta \frac{1}{\lambda_{1}} \int_{\mathbb{R}} v^{\beta-1}(t) v^{\prime}(t) v\left(t+\log \frac{\lambda_{2}}{\lambda_{1}}\right) d t \\
& =\frac{1}{\lambda_{1}} F\left(\left|\log \frac{\lambda_{2}}{\lambda_{1}}\right|\right) \frac{\log \frac{\lambda_{2}}{\lambda_{1}}}{\left|\log \frac{\lambda_{2}}{\lambda_{1}}\right|}
\end{aligned}
$$

Lemma 8.0.4. If $\lambda_{3}=O\left(\lambda_{1}\right)$ then the following estimates hold:

$$
\begin{align*}
& \beta \int_{\mathbb{R}^{n}} w_{1}^{\beta-1} w_{3} \frac{\partial w_{1}}{\partial \lambda_{1}} d x=A_{2} \frac{|p|^{-(n-2 \gamma)}}{\lambda_{1}}\left(\lambda_{1} \lambda_{3}\right)^{\frac{n-2 \gamma}{2}}\left[1+O\left(\lambda_{1}\right)^{2}\right],  \tag{8.0.2}\\
& \beta \int_{\mathbb{R}^{n}} w_{1}^{\beta-1} w_{3} \frac{\partial w_{1}}{\partial x_{l}} d x=A_{3} \frac{p_{l}}{|p|^{n-2 \gamma+2}}\left(\lambda_{1} \lambda_{3}\right)^{\frac{n-2 \gamma}{2}}\left(1+O\left(\lambda_{1}^{2}\right)\right), \quad l=1, \ldots, n,( \tag{8.0.3}
\end{align*}
$$

and the constants are given by

$$
\begin{aligned}
& A_{2}=\frac{n+2 \gamma}{2} \int_{\mathbb{R}^{n}} \frac{|x|^{2}-1}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma+2}{2}}} d x>0, \\
& A_{3}=-\frac{(n-2 \gamma)^{2}}{n} \int_{\mathbb{R}^{n}} \frac{|x|^{2}}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma+2}{2}}} d x<0 .
\end{aligned}
$$

Proof. We calculate

$$
\begin{aligned}
\beta \int_{\mathbb{R}^{n}} w_{1}^{\beta-1} w_{3} \frac{\partial w_{1}}{\partial \lambda_{1}} d x & =\frac{n+2 \gamma}{2} \int_{\mathbb{R}^{n}} \frac{\lambda_{1}^{\frac{n+2 \gamma}{2}-1}\left(|x|^{2}-\lambda_{1}^{2}\right)}{\left(|x|^{2}+\lambda_{1}^{2}\right)^{\frac{n+2 \gamma}{2}+1}}\left(\frac{\lambda_{3}}{|x-p|^{2}+\lambda_{3}^{2}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& =\frac{n+2 \gamma}{2} \lambda_{1}^{\frac{n-2 \gamma}{2}-1} \lambda_{3}^{\frac{n-2 \gamma}{2}} \int_{\mathbb{R}^{n}} \frac{|x|^{2}-1}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} \frac{1}{\left(\left|\lambda_{1} x-p\right|^{2}+\lambda_{3}^{2}\right)^{\frac{n-2 \gamma}{2}}} d x \\
& =\frac{n+2 \gamma}{2} \lambda_{1}^{\frac{n-2 \gamma}{2}-1} \lambda_{3}^{\frac{n-2 \gamma}{2}}|p|^{-(n-2 \gamma)} \int_{\mathbb{R}^{n}} \frac{|x|^{2}-1}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} d x\left(1+O\left(\lambda_{1}^{2}\right)\right),
\end{aligned}
$$

where we have used the expansion

$$
\begin{equation*}
\left(\lambda_{3}^{2}+\left|\lambda_{1} x-p\right|^{2}\right)^{-\frac{n-2 \gamma}{2}}=|p|^{-(n-2 \gamma)}+(n-2 \gamma) \frac{\lambda_{1} p \cdot x}{|p|^{n-2 \gamma+2}}+O\left(\lambda_{1}^{2}\right) . \tag{8.0.4}
\end{equation*}
$$

Moreover, rescaling $\lambda_{1}$ in the second step,

$$
\begin{aligned}
\frac{n+2 \gamma}{2} \int_{\mathbb{R}^{n}} \frac{|x|^{2}-1}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} d x & =\left.\frac{\partial}{\partial \lambda_{1}}\right|_{\lambda_{1}=1} \int_{\mathbb{R}^{n}} w_{1}^{\beta} d x \\
& =\left.\frac{\partial}{\partial \lambda_{1}}\right|_{\lambda_{1}=1} \int_{\mathbb{R}^{n}} \frac{\lambda_{1}^{\frac{n-2 \gamma}{2}}}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}}} d x \\
& =\frac{n-2 \gamma}{2} \int_{\mathbb{R}^{n}} \frac{1}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}}} d x>0
\end{aligned}
$$

Next, by (8.0.4) again,

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \beta w_{1}^{\beta-1} w_{3} \frac{\partial w_{1}}{\partial x_{l}} d x & =-(n-2 \gamma) \int_{\mathbb{R}^{n}} \frac{\lambda_{1}^{\frac{n+2 \gamma}{2}} x}{\left(\lambda_{1}^{2}+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}}\left(\frac{\lambda_{3}}{\lambda_{3}^{2}+|x-p|^{2}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& =-\frac{(n-2 \gamma)^{2}}{n}\left(\lambda_{1} \lambda_{3}\right)^{\frac{n-2 \gamma}{2}} \frac{p_{l}}{|p|^{n-2 \gamma+2}} \int_{\mathbb{R}^{n}} \frac{|x|^{2}}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} d x\left(1+O\left(\lambda_{1}^{2}\right)\right) .
\end{aligned}
$$

Lemma 8.0.5. For $|a| \leq \max \left\{\lambda_{1}^{2}, \lambda_{2}^{2}\right\} \ll 1$ and $\min \left\{\frac{\lambda_{1}}{\lambda_{2}}, \frac{\lambda_{2}}{\lambda_{1}}\right\} \ll 1$, the following estimates hold:

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \frac{\partial}{\partial a}\left(\frac{\lambda_{1}}{\lambda_{1}^{2}+|x-a|^{2}}\right)^{\frac{n+2 \gamma}{2}}\left(\frac{\lambda_{2}}{\lambda_{2}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& \quad=-A_{0} \min \left\{\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{\frac{n-2 \gamma}{2}},\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}}\right\} \frac{a}{\max \left\{\lambda_{1}^{2}, \lambda_{2}^{2}\right\}}  \tag{8.0.5}\\
& \quad+O\left(\left(\frac{a}{\max \left\{\lambda_{1}, \lambda_{2}\right\}}\right)^{2}+\min \left\{\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{\frac{n-2 \gamma}{2}},\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}}\right\} \frac{a}{\max \left\{\lambda_{1}, \lambda_{2}\right\}}\right) \\
& \quad \cdot \min \left\{\left(\frac{\lambda_{1}}{\lambda_{2}}\right)^{\frac{n-2 \gamma}{2}},\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}}\right\},
\end{align*}
$$

where

$$
A_{0}=\frac{(n+2 \gamma)(n-2 \gamma)}{n} \int_{\mathbb{R}^{n}} \frac{1}{|x|^{n-2 \gamma}\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} d x>0 .
$$

Proof. We consider the case $\lambda_{2} \ll \lambda_{1}$.

$$
\begin{aligned}
& \frac{1}{n+2 \gamma} \int_{\mathbb{R}^{n}} \frac{\partial}{\partial a}\left(\frac{\lambda_{1}}{\lambda_{1}^{2}+|x-a|^{2}}\right)^{\frac{n+2 \gamma}{2}}\left(\frac{\lambda_{2}}{\lambda_{2}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& =\int_{\mathbb{R}^{n}} \frac{\lambda_{1}^{\frac{n+2 \gamma}{2}}(x-a)}{\left(\lambda_{1}^{2}+|x-a|^{2}\right)^{\frac{n+2 \gamma}{2}+1}}\left(\frac{\lambda_{2}}{\lambda_{2}^{2}+|x|^{2}}\right)^{\frac{n-2 \gamma}{2}} d x \\
& =\lambda_{1}^{\frac{n+2 \gamma}{2}} \lambda_{2}^{\frac{n-2 \gamma}{2}} \int_{\mathbb{R}^{n}} \frac{\lambda_{1} x}{\lambda_{1}^{n+2 \gamma+2}\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} \frac{1}{\left(\lambda_{2}^{2}+\left|\lambda_{1} x+a\right|^{2}\right)^{\frac{n-2 \gamma}{2}} \lambda_{1}^{n} d x} \\
& =\lambda_{1}^{-\frac{n-2 \gamma}{2}-1} \lambda_{2}^{\frac{n-2 \gamma}{2}} \int_{\mathbb{R}^{n}} \frac{x}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} \frac{1}{\left(\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{2}+|x|^{2}+\frac{2 a \cdot x}{\lambda_{1}}+\left|\frac{a}{\lambda_{1}}\right|^{2}\right)^{\frac{n-2 \gamma}{2}}} d x .
\end{aligned}
$$

Using the assumption that $|a| \leq C \lambda_{1}^{2}$ and $\lambda_{2} \ll \lambda_{1}$, by Taylor's expansion for the second term in the integral, the above integral is

$$
\begin{aligned}
& -(n-2 \gamma)\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}} \lambda_{1}^{-1} \int_{\mathbb{R}^{n}} \frac{\lambda_{1}^{-1}(a \cdot x) x|x|^{-(n-2 \gamma)-2}}{\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}}\left[1+O\left(\frac{a}{\lambda_{1}}\right)^{2}+O\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{2} \frac{a}{\lambda_{1}}\right] d x \\
& =-\frac{n-2 \gamma}{n}\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}} \frac{a}{\lambda_{1}^{2}} \int_{\mathbb{R}^{n}} \frac{1}{|x|^{n-2 \gamma}\left(1+|x|^{2}\right)^{\frac{n+2 \gamma}{2}+1}} d x\left[1+O\left(\frac{a}{\lambda_{1}}\right)^{2}+O\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{2} \frac{a}{\lambda_{1}}\right] \\
& =-\frac{A_{0}}{n+2 \gamma}\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}} \frac{a}{\lambda_{1}^{2}}+O\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{\frac{n-2 \gamma}{2}}\left[\left(\frac{a}{\lambda_{1}}\right)^{2}+\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{2} \frac{a}{\lambda_{1}}\right] .
\end{aligned}
$$

One can deal similarly with the case $\lambda_{1} \ll \lambda_{2}$; we leave this proof to the reader.
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