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Chapter 1. Introduction 
 

1.1 OPTICAL MICROSCOPY 

Light is of paramount significance in industrial, artistic, scientific 

and medical settings and optical imaging is, perhaps, the oldest technique 

used to gather a wealth of information about our environment, our health, 

and our universe [1–3]. Within this context, optical microscopy is a 

fundamental tool in pathology imaging for medical diagnoses [4], in 

fundamental biology research, or in materials inspection in industrial 

manufacturing. 

A compound microscope consists of a light source, a condenser 

lens, a sample to be imaged, an objective lens and an eyepiece. This basic 

design has been proved as highly robust and versatile. As a matter of fact, 

the vast majority of microscopy performed today still relies on these 

elements and, in particular, on the microscope objective lens used to image 

directly the sample. Like many other inventions in our days, the name of 

the inventor of the microscope is not clear, although the first compound 

microscope is attributed to Zacharias Janssen (1585-1632). The first 

microscopes were more a novelty gadget than a scientific tool due to the 

low magnification of around 9x and the images obtained had very poor 

quality. In the 17th century, Antonio Van Leeuwenhoek managed to 

manufacture lenses powerful enough (magnification of 270x) to observe 

bacteria, fungi, and protozoa, which he called "animalcules". He was the 

first to see and describe bacteria, yeast plants, and the circulation of blood 

cells in capillaries, among others. Later, Robert Hooke (1635-1703) 

discovered plant cells by observing a sheet of cork under the microscope, 

realizing that it was formed by small polyhedral cavities that reminded him 

the cells of a honeycomb. This is why each cavity was called a cell. He 

could not prove what these cells were the constituents of living things. What 

he was seeing were dead plant cells with their characteristic polygonal 

shape. 
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In spite of the great achievements of these first microscopes, they 

did not change much in 200 years due to strong limitations imposed by 

chromatic aberrations of the lenses. In 1850, the German engineer Carl 

Zeiss began to make improvements. In 1880, he hired a glass specialist, 

Otto Schott, who carried out investigations on lens crystals, greatly 

contributing to the improvement of the optical quality of the microscope. In 

addition, Ernst Abbe, also hired by Zeiss, contributed to the improvement 

of the construction of optical instruments. Abbe carried out theoretical 

studies of optical principles, for instance, discovering the resolution limit 

of the microscope. These studies demonstrated the importance of the 

theoretical study in microscopy. 

Since then, many hardware advancements have been incorporated 

to the basic design, including additional optical components. Much of the 

innovation has been fostered by the exponential growth of pixel counts on 

charge coupled devices (CCD, Nobel Prize in 2009 [5])  or complimentary 

metal-oxide-semiconductor (CMOS) image sensors. Because of its optical 

sensitivity and molecular specificity, fluorescence microscopy [6] is 

employed in an increasing number of applications which, in turn, are 

continuously driving the development of advanced microscopy systems. In 

fluorescence microscopy the sample is illuminated with light of a specific 

wavelength which is absorbed by the fluorophores, causing them to emit 

light of longer wavelengths.  

Confocal microscopes [7] have become widespread because they 

allow to handle three-dimensional (3D) information and visualize samples 

in deep positions within tissue from light emitted by differentially labelled 

fluorescent objects which are subsequently detected through multiple 

channels (see Figure 1.1) . Aimed to reject out of focus light, a pinhole, an 

aperture located in front of the detector, prevents the passage of the 

fluorescence signal from regions of the sample that are not in focus enabling 

optical sectioning; that is, the capability to get 2D slices of the 3D sample 

with high signal-to-noise ratio (SNR). Multiphoton microscopy imaging 

systems, such us two-photon excitation microscopy [8] achieve penetration 
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depths of up to a few millimeters at the expense of more sophisticated 

equipment based on femtosecond laser excitation. 

 

After four centuries since the invention of the microscope, the need 

to break frontiers is still a fact. The field of super-resolution microscopy, 

the so-called nanoscopy, was recognized in 2014 with the award of the 

Nobel Prize in Chemistry to the inventors of stimulated emission depletion 

microscopy (STED) [9–11] and single molecule localization microscopy 

(SMLM) [12,13]. The winners, Stefan Hell, William Moerner, and Eric 

Betzig, were among the first to recognize that the classical resolution barrier 

established by the works of Abbe can be overcome by different mechanisms 

that control the switching of fluorophores between “on” and “off” states.  

In parallel with these developments, structured illumination 

microscopy (SIM) [14–18] was developed as an alternative method to 

achieve optical super-resolution and optical sectioning and today it has 

evolved into one of the most powerful and versatile microscopy techniques 

available. Here, limitations imposed by optical diffraction are overcome by 

encoding details corresponding to high spatial frequencies in the sample in 

low-frequency signals via spatial frequency mixing (see Figure 1.2). 

 

Figure 1.1. False color image of a plant stem obtained with confocal microscopy. 

Different colors represent different emission wavelengths produced by different excitation 

beams. Image obtained at the confocal microscope facility of the “Central Services of 

Scientific Research (SCIC)” at University Jaume I. 

 

Figure 1.2. False color image of a plant stem obtained with confocal microscopy. 

Different colors represent different emission wavelengths produced by different excitation 

beams. 
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Structured illumination is usually implemented either by projecting the 

image of a mask onto the sample, by making an image of the sample over 

the mask or through two-beam interference. In the first two cases, the masks 

can be created using a spatial light modulator (SLM), such as a digital 

micromirror device (DMD) or a liquid crystal on silicon (LCOS) display, 

whose operation will be discussed later. In the third case, two coherent 

beams (normally generated by a beam splitter or a grid) are made to 

interfere to form a sine wave. SLMs produce great benefits as opposed to 

interference methods, as they have an excellent ability to produce 

orientation changes and flexible structured lighting patterns, thus replacing 

the use of fixed grids and masks that have to be moved mechanically. By 

moving and rotating the illumination pattern in different positions and 

orientations, taking each time a wide-field image, a final image with 

roughly double the resolution of a conventional image alone is composed. 

 

 

Figure 1.2. (a) Frequency spectrum of the point spread function (PSF) of the 

imaging system, (b) frequency spectrum of the object (arrows indicate the infinite extent of 

the spectrum), and (c) shifted frequency spectrum components of the object collected by the 

imaging system for a fringe pattern projected in one orientation. (d) The region mapped by 

the circles indicates the reconstructed frequency spectrum of the object after appropriately 

assembling the parts in (c). (e) Extended frequency spectrum of the object after assembling 

the similar parts in (d) for four different orientations of the projected fringe pattern. 

Extracted from [14]. 
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Additionally to the improvement of the spatial resolution, there are 

a number of applications for studying dynamical phenomena that demand 

high frame rates. High-speed imaging is becoming increasingly important 

in microscopy because on the micrometric scale even slow-moving 

phenomena require high temporal resolutions. Light sheet 

microscopy [19,20] uses a thin plane of light to illuminate a sample 

orthogonally to the detection objective such that the axial resolution of the 

microscope is determined by the thickness of the light sheet. It allows fast 

volumetric imaging with reduced sample irradiation compared to 

conventional light microscopy methods. Also multifocal capture has been 

implemented to reach the millisecond time scale required to monitor the 

activity of neurons in the brain circuitry [21–23]. Another key application 

is in the field of flow cytometry where high-speed cameras are required. 

Within this realm, serial time-encoded amplified microscopy 

(STEAM) [24] has emerged as a new approach for imaging fast events. 

 

1.2 PROGRAMMABLE OPTICS IN MICROSCOPY 

With the availability of high-resolution SLMs new methods in 

optical microscopy have become feasible [25]. SLMs consist of hundreds 

of thousands of individual pixels defined by the individually addressable 

SLM pixel elements. Originally developed as display devices for video 

projection, high-resolution SLMs have been integrated into optical 

microscopes. They can be implemented to shape the illumination beam of 

the microscope to produce sophisticated illumination patterns as in SIM, as 

well as in the imaging path of the microscope. 

Various devices are embraced by the term SLM. Liquid crystal 

SLMs can dynamically influence the amplitude and/or phase of light 

transmitted through or reflected from the panel [26]. Both amplitude and 

phase modulation arise from the birefringence of the liquid crystal. 

Amplitude modulation intrinsically originate from polarization modulation 

and are performed using a polarizer. For phase modulation, it has to be 

considered that the achievable phase retardation is in the range of 2𝜋. Most 
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displays employ parallel aligned nematic (PN) or twisted nematic (TN) 

liquid crystal. Basically, pixel sizes are in the range of several microns over 

a panel with active area of the order of the squared centimeter and with 

response times of about 20 ms. 

Placing an LCOS in a microscope gives one local control of the 

phase and amplitude of the optical beam. This allows to implement the 

wavefront shaping requirement demanded in adaptive optics to correct 

optical aberrations [27–29]. The corrections implemented by adaptive 

optics drastically improve the sharpness of the focus in optical 

microscopy [30]. By combining adaptive optics with confocal or 

multiphoton microscopy it is possible to improve imaging of thick 

specimens, especially at deeper locations [31,32]. In turbid materials, 

conventional imaging only works at a limited depth as the amount of 

ballistic signal decreases exponentially. The scattered light presents a 

background that reduces contrast. Rapid and label-free imaging at moderate 

depth is accomplished by gated imaging methods, such as the famous 

optical coherence tomography (OCT) [33,34]. Gated imaging methods 

selectively detect ballistic light by measuring the travel time of the light 

pulses. These methods are useful to a depth of about 10 mean free paths 

(typically 1mm), after which the diffuse light overwhelms the 

signal [35]. Adaptive optics typically uses a small number of degrees of 

freedom, on the order of 10-100, so that it can correct for aberrations but 

not for scattering. Also, LCOS have been successfully to implement 

wavefront shaping that uses hundreds of thousands of degrees of freedom 

to control scattered light [36–38]. 

On the other hand, the DMD is a micro-electrical-mechanical-

system (MEMS) consisting of hundreds of thousands of tiny individually 

switchable mirrors with two stable mirror states [39,40]. The micromirrors 

can rotate about a hinge. Every micromirror is positioned over a CMOS 

memory cell. The angular position of a specific micromirror admits two 

possible states (+12 degrees and -12 degrees) depending on the binary state 

of the corresponding CMOS memory cell content. In this way, the light can 

be locally reflected at two angles depending on the signal applied to the 
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individual mirror. The mirrors are highly reflective and have higher 

refreshing speed and broader spectral response compared with ordinary 

liquid crystals. These features make DMDs attractive for many applications 

in microscopy.  

DMDs have been applied in digital microscopy for different 

microscope configurations, including digital aperture control and dynamic 

illumination, spatial multiple-aperture scanning, and illumination pattern 

generation and detection  [41–43]. A good example for improving luminous 

efficiency in comparison with the confocal microscope while maintaining 

optical sectioning capabilities using a structured illumination technique, is 

the programmable array microscope (PAM) [44] that uses a DMD to 

generate arbitrary patterns. Placing the DMD in the primary image plane of 

the optical system allows to use it in both illumination and collection stage 

(see Figure 1.3). This configuration permits only the backscattered light 

from the focal plane of the system to reach the camera, producing optical 

sectioning [45] in a similar way as the system based on rotating Nipkow 

disks [46,47].  

 

 

1.3 COMPUTATIONAL TECHNIQUES IN OPTICAL MICROSCOPY 

During the past decade, several unconventional methods of 

imaging have been developed that break the paradigm of direct imaging 

 

Figure 1.3. Diagram of PAM configuration. The DMD is placed in the primary 

image plane directing light to and from the object plane. (LS) Light source. (CCD) Camera. 

(BS) Beam splitter. (DMD) Digital micromirror device. (TL) Tube lens. (O) Objective. 
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with a lens. In computational approaches, the imaging system does not 

record a direct image of the sample, but rather raw data that must be 

computationally processed to recover an image. This computational 

techniques are aimed to address some of the limitations of conventional 

microscopes [48]. Lens-free holographic microscopes are designed to battle 

against the bulkiness and cost of the microscopy system [49].  

Light-field microscopes [50], microscopes with active illumination 

control [51], and single-pixel based microscopes are examples of 

computational microscopes. Light-field microscopic imagers provide the 

capability to reconstruct 3D volumes of data via computational refocusing. 

Ptychographic Fourier microscopy projects a uniform plane-wave 

illumination, but one that comes from different well-defined angles with 

respect to the sample, to tackle the trade-off between spatial resolution and 

field-of-view (FOV) in conventional microscopy [52,53]. Ultimately, 

ptychography is aimed to increase the space-bandwidth product of the 

microscope [54].  

The single-pixel imaging (SPI) scheme introduced in 2007 at Rice 

University [55] has gained considerable attention during the past few years 

thanks to the advent of spatial light modulators with intriguing features in 

terms of spatial resolution and frame speed. In SPI the complexity to 

retrieve the spatial information of a sample is shifted away from the design 

of an array of light sensors on to the spatial light modulator enabling the 

use of practically any kind of bucket (single-photosensor) detector. In this 

sense, SPI is closely related to different computational imaging 

technologies like ghost imaging [56,57] or dual photography [58]. 

Hyperspectral imaging [59,60], polarimetric imaging [61], temporal 

imaging [62], or time-of-flight imaging [63,64] are some typical examples 

of technologies that benefit from the above idea. Applications fields range 

from optical encryption [65] to 3D imaging  [66,67], ophthalmology [68], 

infrared microscopy [69], microfluidics microscopy [70] or terahertz [71] 

and X-ray imaging [72]. 

In short, in SPI a set of masks are optically projected onto the 

sample and the whole intensity is collected onto a bucket sensor. 
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Measurements are sequential by change of the spatial mask. If many 

different masks are used, their shapes and the intensity signals are combined 

to retrieve the sample. To battle against the intrinsic limitation in frame 

speed imposed by sequential masking, single-pixel cameras acknowledge 

fast spatial light modulators, such as the DMD, to codify the projecting 

masks. DMDs permit highly flexible codification of binary masks at frame 

rates above 20 kHz and enable single-pixel video applications. Also, 

ultrafast pattern generation has been demonstrated through spectral pulse 

shaping based on photonic time-stretch (PTS) and wavelength-to-space 

conversion [73]. Alternatively, the use of a diffuser to generate speckle 

patterns enables to sample the object in one-shot but at the expense of a 

tedious calibration procedure [74].  

Finally, given some reasonable assumption about the sparsity of the 

object, the use of smart sensing strategies based on compressive [75,76] or 

adaptive sensing [77–79] makes it possible to get rid off the measurement 

of the full-length signal to save time. Compressive sensing (CS) has 

triggered a major revolution in the omnipresent information theory outlined 

in the seminal paper by Claude E. Shannon, “A Mathematical Theory of 

Communication” published in the Bell System Technical Journal as early 

as 1948. CS consists of sampling a sparse signal at low rate and later using 

computational power for the exact reconstruction of the signal, so that only 

the necessary information is measured. CS allows one to acquire less data 

though still recover the same amount of information as traditional 

techniques, meaning less resources such as time, detector cost, power, data 

processing, and storage. The idea is that, for natural scenes, many of the 

measurements provide little to no useful information. A striking 

consequence of this fact in everyday’s world is the ability of consumer 

cameras with several megapixel detectors to routinely reduce the number 

of bits in a raw data file by one or two order of magnitude without 

substantial information lost. To quote David Brady: “if it is possible to 

compress measured data, one might argue that too many measurements 

were taken”. From a sampling perspective this implies that we may be able 

to acquire a signal with fewer measurements, usually 10% of the 

measurements required by the Nyquist sampling rate [75,80,81]. CS 
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applications extend well beyond imaging and include computed 

tomography, electrocardiography, seismology, analog-to-digital 

conversion, radar, astronomy, DNA sequencing, and genotyping (Rice 

Compressed Sensing Resources; http://dsp.rice.edu/cs). 

 

1.4 MOTIVATION FOR THE THESIS WORK 

In microscopy, it is possible to distinguish different kinds of 

imaging approaches in terms of their excitation and detection modalities 

(see Table 1.1). On the one hand, in wide-field microscopy, a large sample 

area is illuminated and light is spread over an array of photosensors 

mounted onto a digital platform, like the CCD or the CMOS sensor. In 

contrast, in raster scan microscopy, a light spot is scanned through the 

sample and a single photosensor is used to detect the signal on a pixel-wise 

manner. Also, in image scanning microscopy (ISM) the point detector in a 

conventional confocal microscope is replaced with a detector array to 

increase the extremely low SNR [48,82]. 

The single-pixel imaging (SPI) scheme [83] has proved to be a very 

effective sensing mechanism and has triggered diverse applications where 

conventional cameras equipped with millions of pixels fail to give an 

adequate response, including optical microscopy. In single-pixel 

microscopy (SPM), the sample is excited with a patterned illumination 

projected through the objective lens and the signal is collected on a single 

photosensor [69,70,84–90]. The images are computationally reconstructed 

from the photocurrents corresponding to a set of appropriately chosen 

patterns. SPM has allowed hyperspectral imaging across the visible 

spectrum in a fluorescence microscope and imaging of microfluids [60,70]. 

Also, a prototype microscope system based on SPI to image simultaneously 

in the visible and the short-wave infrared has been recently 

demonstrated [69]. Moreover, wavelength plays an important role in 

biological imaging. For instance, wavelengths located in the near-infrared 

have their maximum depth of penetration in biological tissue. This window, 

also known as therapeutic window or near-infrared (NIR window) is 

http://dsp.rice.edu/cs
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primarily limited by the light absorption of blood at shorter wavelengths 

and water at longer wavelengths. 

 

In this thesis, we explore SPM to design and develop proof-of-

principle experiments where the single-pixel detection strategy outperforms 

conventional optical array detection in wide-field microscopy. The ability 

of the single-pixel detection strategy to generate a spatially resolved image 

of an object hidden by arbitrary scattering media has been recently 

demonstrated. Strikingly, a sensor without spatial resolution is able to 

retrieve a high-resolution image of a sample hidden by a turbid media, a 

problem that cannot be solved with conventional CCD or CMOS cameras 

equipped with millions of pixels. In this way, we fix the fundamental trade-

off between penetration depth, sensitivity and imaging speed of current 

microscopes by a shift in the paradigm of the detection strategy. 

Also, we develop the counterpart for single-pixel imaging of 

Fourier ptychography. This method is a clever combination of phase 

retrieval and synthetic aperture techniques. In this method, an array of 

LEDs is placed in a relatively far position from the object, which 

illuminates sequentially the object from different angles and a low NA 

objective is used to image the object on to a camera. As the distance of the 

LEDs is assumed far enough from the object, the illumination of each LED 

can be regarded as a tilted plane wave with a different angle. These tilted 

plane waves will cause a shift in the spectrum of the object in Fourier 

domain. So, each captured image will carry information from different 

  Excitation 

  Wide-field Pixel-wise 

Detection 

Array of 

detectors 

Wide-field 

microscopy 

Image 

scanning 

microscopy 

Single-pixel 
Single-pixel 

microscopy 

Raster scan 

microscopy 

Table 1.1. Classification of microscopy modalities attending to illumination and 

detection settings. 

 

 Excitation 

Detection 

 Wide-field Pixel-wise 

Array of 

detectors 

Wide-field 

microscopy 

Image scanning 

microscopy 

Single-pixel 
Single-pixel 

microscopy 

Raster scan 

microscopy 

 

Table 1.2. Classification of microscopy modalities attending to illumination and 

detection settings 
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areas of the Fourier spectrum of the object. By using an iterative algorithm, 

similar to those used in phase retrieval, it is possible to combine the 

information from these areas all together and get a high-resolution image 

with a large FOV at the same time. In addition to high resolution and large 

FOV, the method provides the phase distribution of the object. 

The structure of the Thesis is the following: 

I. In Chapter 2 we introduce the basic concepts and mathematical tools 

for understanding SPI and CS, analysing the main differences between 

conventional and single-pixel cameras. Also, we review the main 

features of the different spatial light modulators and photodetectors 

used to build our SPM. Then, in Chapter 3, we describe the SPM and 

perform a detailed analysis of the spatial resolution, both in the 

transversal and in the axial coordinates, using Fourier optics. 

 

II. In Chapter 4 we demonstrate a dual-mode microscope that can image 

specimens both in reflection and transmission modes simultaneously. 

The majority of optical microscope designs make the simultaneous 

imaging of a sample in transmitted and reflected modes inefficient, 

restrictive, or even impossible. Here, we demonstrate that the SPM 

architecture is particularly well-fitted for this dual operation, as both 

images belong, unequivocally, to the same plane of the sample. Further, 

the system is based on the use of an off-the-shelf DMD from a cost-

effective digital light processing projector that utilizes an offset 

diamond pixel layout. To this end we demonstrate an algorithm to 

precisely allocate pixels in memory to deal with geometrical artifacts 

generated by the diamond layout. 

 

III. In Chapter 5, we extend the capabilities of raster scanning and SPI by 

combining those techniques with adapted Fourier ptychography 

algorithms in a single-pixel microscope working in transmission. In 

these experiments, we virtually extend the numerical aperture of the 

system by using an array of photodetectors placed in the Fraunhofer 
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plane. Finally, in Chapter 6 we summarize the main conclusions of this 

doctoral thesis and outline the main avenues for future work. 

 





23 

 

Chapter 2. Single-pixel 

imaging and compressive 

sensing 
 

As we discussed in section 1.3, despite ongoing improvements in 

optical array detector technologies such as charge-coupled devices (CCDs) 

or electron multiplying charge-coupled devices (EMCCDs), single-pixel 

imaging (SPI) has gained considerable attention in the last years. SPI has 

triggered diverse applications where conventional cameras equipped with 

millions of pixels fail to give an adequate response, including optical 

microscopy. For instance, point scanning techniques, which work with 

single-pixel detectors, provide the method of choice in several imaging 

devices as, for instance, in confocal or multiphoton microscopy [7,91]. 

In this chapter, we describe imaging as a sampling process and how 

this is carried out in a conventional camera. Then, we describe the raster 

scanning technique and introduce the concept of image multiplexing used 

in single-pixel cameras. Next, we list the devices that allow to perform 

experimentally single-pixel imaging and in what situations is more suitable 

to use one or other according to their properties. Finally, we describe the 

mathematical principles of compressive sensing. 

 

2.1 SINGLE-PIXEL IMAGING 

The word “sampling” refers to both the process of obtaining 

discrete measurements of a signal and the representation of a signal using 

discrete numbers [92]. A digital image given by a conventional camera is 

the result of a sampling process because it is a representation of the light 

distribution at the object scene by discrete numbers at discrete 

coordinates [93]. These numbers are normalized values of irradiance in the 
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pixels of the camera. In digital image processing it is usual to consider the 

2D image as a 1D vector, which expresses the set of rows of an image 

concatenated in a single vector. Thus, if we consider the two-dimensional 

object as a column vector 𝑂 which contains 𝑁 components of the object, 

the sampling done by the camera can be expressed as 

𝑌 = 𝑃 ∙ 𝑂 = (
𝑓𝑖

𝑇

⋮
𝑓𝑁

𝑇
) ∙ (

𝑂1

⋮
𝑂𝑁

), (2.1) 

where each row of P is a vector of the basis 𝒩 ≡ {𝑓𝑖}𝑖=1
𝑁  and Y is a column 

vector containing the projections of the object on each vector of the basis. 

The problem of estimating 𝑂 from equation (2.1) is called inverse problem 

and can be addressed with different mathematical techniques, for example, 

by a simple matrix inversion operation, 𝑂 = 𝑃−1𝑌. For the particular case 

where a camera is used, P is the identity matrix.  

 

When the camera starts operating, the irradiance is measured in all the 

pixels at the same time, that is, the sampling of the object is performed in 

one shot. However, it is possible to acquire the information following a 

sequential process with just a single-pixel detector. One way is by raster 

scanning, by measuring the irradiance produced by each local area of the 

object one by one. This method would be equivalent to activate only one 

 

Figure 2.1 Comparison between conventional imaging (left) and single-pixel 

imaging (right). Extracted from [94]. 
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pixel of the camera in each measurement. Another approach for single-pixel 

imaging, usually the one named single-pixel camera, consist on 

illuminating the object with microstructured light patterns or imaging the 

object onto a test mask. In this case, all the intensity transmitted or reflected 

through the mask pattern is integrated by a photodetector. Measurements 

are again sequential, by changing the illumination patterns. But now each 

one gathers global information from the sample. This represents an 

advantage in terms of signal-to-noise ratio. A comparison between 

conventional imaging and single-pixel imaging schemes is shown in Figure 

2.1 [94]. 

The projection of an object onto a set of functions can be performed 

experimentally by using a SLM. This device allows encoding a set of 

functions (𝑃) while a single-pixel detector measures the projections of the 

object (𝑌) onto that set of functions. In our experiments, Walsh-Hadamard 

functions are chosen as the projection basis (see Annex).  

 

2.2 PATTERN CODIFICATION DEVICES 

In contrast to conventional cameras, in which spatial information is 

given by the 2D structure of the pixelated array, in single-pixel systems, 

spatial information is shifted to the illumination stage. The devices most 

commonly used to encode spatial information in the illumination stage are 

spatial light modulators based on liquid crystal on silicon technology 

(LCOS) and spatial light modulators based on controllable micromirrors 

(DMD). Most of these technologies were developed for industries such as 

consumer electronics for TV and movie projectors, making them very 

affordable nowadays.  

2.2.1 Liquid crystal on silicon 

The use of SLMs based on liquid crystals has expanded 

significantly in recent years, particularly in the field of optics [26]. They 

are frequently used in applications such as coding of diffractive optical 

elements for signal processing and optical tweezers [95–98], optical 

microscopy [25], digital holography [99], pulse shaping [100,101], 
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generation of polarization patterns [102,103], and adaptive optics for 

focusing radiation through scattering media [36,38,104], among others. 

The ability of LCOS to modulate phase is given by the physical 

properties of liquid crystal molecules. Liquid crystal materials have several 

common characteristics such as rod-like molecular structure, rigidness of 

the long axis, and strong dipoles and/or easily polarizable substituents. The 

orientation of liquid crystal molecules can be manipulated with mechanical, 

magnetic or electric forces. These crystals are optically anisotropic and 

behave as uniaxial birefringent media. These properties result in the 

material having two main refraction indices, ordinary and extraordinary.  

 

Liquid crystal light modulators can be constructed in several ways, 

resulting in different types of displays. The most common are PNLC 

(Parallel Nematic Liquid Crystal), TNLC (Twisted Nematic Liquid 

Crystal), and FLC (Ferroelectric Liquid Crystal). PNLC and TNLC have 

frame rates under 180Hz while FLC SLMs allow higher reflectivity and 

frame-rate (≈ 1kHz) working as binary amplitude or phase modulators. In 

Figure 2.2, the operation of two TNLC cells is shown. When no electric 

field is applied to the liquid crystal molecule, the cells are oriented helically 

(left side). Then, if an electric field is applied perpendicular to the substrate 

 

Figure 2.2. Operation of a classic cell TNLC molecular twist of 90º as binary 

amplitude modulator with two possible states, reflection (left) and absorption (right). 
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glass, liquid crystal molecules tend to align in this direction (right side). By 

this way, it is possible to control the birefringence of these material by an 

external electric field, and therefore to control the phase delay of light 

traveling through them.  

It must be taken into account that, in order to use liquid crystal 

devices to modulate phase or amplitude, linear polarizers, and frequently 

retarder wave plates, have to be used in combination with the liquid crystal 

cells. This can lead to a notable loss of efficiency, particularly when the 

light source is not linearly polarized by nature. A mathematical description 

of the SLM used in this work can be found in Reference [105], where the 

effects of diattenuation, retardance and depolarization are explained in 

detail. In order to obtain an amplitude modulation the input and output 

polarizers must be oriented parallel to the input and output director axis, 

respectively. Once this configuration is set, it is necessary to calculate the 

operating curve to calibrate the intensity output for each voltage applied to 

the liquid crystal molecules. In many cases, the manufacturer provides this 

operating curve, also called look-up-table.  

 

2.2.2 Digital micromirror devices 

A digital micromirror device is a pixelated screen in which each 

pixel is composed of a mirror capable of switching between two states of 

±12 degrees. If the DMD display is illuminated with a light source, the two 

different positions of the micromirrors work as ON/OFF states. The high 

frame rate of these devices is capable of changing the state of each mirror 

at frequencies of 22 kHz.   

Extensive applications of the DMD to microscopy have been 

reported in the past few years, including conventional structured 

illumination microscopy with fringe projection [106], super-resolution and 

optical sectioning microscopy  [41,107] and programmable array 

microscopes [44,45,108]. Furthermore, fast DMD and pattern illumination 

is at the core of optogenetics, a tool for noninvasive activation and silencing 

of neurons and muscles [109]. 
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DMDs can be divided in two categories, commercial grade and 

scientific grade, although their operation principle is the same. Commercial 

grade DMDs are regular video projectors devices created for consumer 

electronics. They work only at video rates (60-120 Hz for color RGB 

images). On the other hand, scientific grade DMDs are devices created to 

achieve professional performance and used for scientific and engineering 

applications. They have higher resolution and higher refreshing rates, up to 

22.7 kHz. However, they are complex to control and more expensive. Their 

simplicity and lower price make commercial DMDs very interesting for 

certain applications.  

 

2.3 DETECTION DEVICES 

As we already mentioned, the fundamental reason why the bucket 

detection strategy can outperform conventional optical array detection is 

the use of a single channel detector that simultaneously integrates all the 

photons transmitted or reflected by the sampled scene. In addition, in 

general, for each measurement half of the available light on average is used, 

which leads to an improvement in the signal-to-noise ratio compared to 

systems such as raster scanning in which only one point of the scene is 

illuminated in each measurement (Fellgett's advantage). This makes this 

technique very suitable for experiments with low light levels. This approach 

 

Figure 2.3. Schematic view of the two controllable states of a DMD 

micromirror. 



29 

 

has been demonstrated to work at sub-picowatt light levels by using 

photomultiplier tubes and Geiger-mode avalanche photodiodes that provide 

shot-noise limited detection [110]. Another main difference between the 

serial scanning and global illumination approaches is related to the temporal 

resolution. Serial excitation is mainly limited by the dwell time at a given 

position, that is, the time needed to induce a detectable response in the 

detector. However, in global illumination schemes, due to the increase of 

the global intensity, the dwell time is significantly reduced. Consequently, 

in these systems, the total acquisition time is not limited by the dwell time 

but by the speed at which patterns can be projected. If a DMD is used as 

SLM, it is possible to arrive to fast refreshing rates as high as tens of 

kilohertz. The multiplex advantage in single-pixel cameras has been 

successfully employed to acquire in less than 1 minute the collection of 

chemical images in multivariate hyperspectral Raman imaging [111]. This 

represents a speed advantage of the order of 100. 

The choice between different single-pixel detectors depends on the 

application. Next we make a brief comparison of the main characteristics 

of photodiodes (PDs) and photomultipliers tubes (PMTs) taking into 

account properties of different commercial models. We discuss the main 

features of each of them and the reasons for choosing one instead of 

another, taking into account experimental conditions. 

 

Photodiodes. A silicon photodiode is a solid-state device which 

converts incident light into an electric current. When photons of energy 

 

Figure 2.4. Si biased detector model DET36A from Thorlabs, Inc.  
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greater than the bandgap of silicon reach the detector, they are absorbed and 

electron-hole pairs are created. Silicon photodiodes are typically sensitive 

to light in the spectral range from about 200 nm (UV) to 1100 nm (near IR). 

Another biased PDs, non-silicon-based (such as GaP, Ge, and InGaAs 

detectors), can extend the spectral wavelength range from the UV to the 

mid-IR (150 nm to 2.6 µm). Amplified photodiodes (PDA) have the same 

properties we just mentioned plus a gain factor. The photocurrent generated 

by a PD is calculated as 𝐼𝑃𝐷 = 𝑃 ⋅ 𝑅𝜆, where P is the incident power and 𝑅𝜆 

the responsivity as a function of the wavelength, 𝜆, while the photocurrent 

generated by an amplified PD is 𝐼𝑃𝐷𝐴 = 𝐺 ⋅ 𝑃 ⋅ 𝑅𝜆 where G is the gain 

factor that can go from 1 to 100. However, if more gain is needed, avalanche 

photodiodes (APD) can be used. From a functional point of view, they can 

be regarded as the semiconductor analog to photomultipliers. APDs show 

an internal current gain effect (around 100) due to impact ionization 

(avalanche effect). However, some silicon APDs employ alternative doping 

and beveling techniques compared to traditional APDs that allow greater 

voltage to be applied before breakdown is reached and hence a greater 

operating gain (≈ 1000). 

Photomultiplier modules. The development of photomultipliers 

(PMT) [112] was a consequence of the first studies of secondary emission. 

The use of secondary emission as a means for signal amplification was 

proposed in 1919 (U.S. Patent 1, 450, 265, April 3, 1923). In 1935, the first 

single-stage photomultiplier was developed [113]. Because of its better 

frequency response, the single-stage photomultiplier was intended for 

replacement of the gas-filled phototube as a sound pickup for movies. 

Despite its advantages, it saw only a brief developmental sales activity 

before it became obsolete. One year later, the multistage photomultiplier 

was reported [114]. This tube used a combination of electrostatic and 

magnetic fields to direct electrons from stage to stage. Although the 

magnetic-type photomultiplier provided high gain, it presented several 

problems. Fine adjustment of the magnetic field was critical, and to change 

the gain by reducing the applied voltage, the magnetic field also had to be 

adjusted. The dark current was another problem of these devices. For these 

reasons, and because of the development of electrostatically focused 
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photomultipliers, commercialization did not follow. The first commercially 

successful photomultiplier was described by Zworykin and 

Rajchman [115]. The Rajchmann design with some modifications 

eventually was, and still is, used in photomultipliers, particularly for high-

gain wide-bandwidth requirements.  

Early applications of the photomultiplier tube were in astronomy 

and spectroscopy. Because the actual quantum efficiency of the 

photomultiplier was at least ten times that of photographic film, 

astronomers quickly realized the advantages of PMTs. Furthermore, 

because the output current of the photomultiplier is linear with incident 

radiation power, the tube could be used directly in photometric and 

spectrophotometric astronomy. Today, the PMT is an essential tool for 

research in many fields, including analytical chemistry, particle physics, 

medical imaging, industrial process control, astronomy, and atomic and 

molecular physics.  

 

 

Spectral response. Photomultiplier tubes can be obtained with 

good spectral sensitivity in the range 185 to 920 nm. Silicon cells have a 

spectral response going from 200 to 1100 nm although the response below 

400 nm is less than 10%. However, non-silicon based photodiodes, such as 

extended InGaAs detectors, allow responses up to 2.6 m. In general, then, 

 

Figure 2.5. . Photomultiplier tube model PMM01 from Thorlabs, Inc. Courtesy 

of Y. Jauregui Sánchez. 
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the photomultiplier tube is to be preferred for applications involving shorter 

wavelengths, although other factors may override this consideration. 

Temporal response. Photomultipliers are available with rise times 

(10 to 90%) of 1 or 2 ns using a 50Ω load. The inherent rise time of silicon 

cells may be in the range 1 to 43 ns, depending upon the area of the cell. 

However, because of the cell’s capacitance, the effective rise time is much 

longer depending upon the choice of load resistance. For example, with a 

1MΩ load resistance, the rise time may be of the order of 20 s. Silicon 

avalanche photodiodes can have rise times as short as 2 nanoseconds. In 

general, if a fast temporal response is needed, PMTs and APDs are a good 

choice. Furthermore, if the amount of light is good enough, a silicon PD 

with a small cell area can be used.   

Signal-to-noise ratio. At very low light levels, the limitation of 

detection and measurement is generally given by the signal-to-noise ratio. 

For a photomultiplier tube such as one used for spectroscopy, the noise 

equivalent power (NEP), which is the power level into the device which 

provides a signal level just equal to the noise level, at room temperature, at 

400 nm, is about 7x10-16 watts while for a silicon photocell, the NEP at 900 

nm is about 2x10-13 watts. Thus, the photomultiplier is clearly superior in 

this category. Also it should be pointed out that the silicon diode must be 

coupled into a load resistance of about 5 MΩ in order to avoid noise 

domination from the coupling resistor, increasing its rise time to about 

100𝜇s. So it is clear in this point that, if the signal-to-noise ratio has to be 

improved, the photomultiplier is the most suitable option. 

Gain. Like a photodiode (amplified photodiode), a photomultiplier 

tube can have a gain factor, by which the fundamental photocathode signal 

is multiplied. The gain of a PMT can go from 103 to 108 while silicon PDA 

have a gain of about 100 and APD can go up to 1000. Therefore, if the 

experimental conditions demand a higher gain, an intermediate solution 

would be the use of an APD and an extreme solution, the use of a PMT. 

Dynamic range. One of the key points in a SPI detector is its ability 

to distinguish differences in intensity levels between measures of different 
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projections. Depending on the experimental conditions these differences 

between intensity levels can be very low. Although for experiments with 

very low light levels, the use of a PMT may be that the only option, it must 

be taken into account that the dynamic range of a PD is two orders of 

magnitude higher [116], being more convenient to use the latter if the light 

conditions allow it. 

 

2.4 COMPRESSIVE SENSING 

The technique of image multiplexing requires time to acquire data, 

which represents one of its major limitations. A current single-pixel camera 

milestone is to reduce measurement times to values comparable to 

conventional cameras. The approaches to achieving this are two: the use of 

faster devices (detectors and modulators) and to reduce the total number of 

projections. The time needed for acquire one image using image 

multiplexing can be calculated as follows: 

𝑡𝑠 = 𝑁𝑡𝑅 + (𝑁 − 1) · 1 𝑅𝑒
⁄ ≅ 𝑁(𝑡𝑅 + 1

𝑅𝑒
⁄ ) (2.3) 

where 𝑁 is the number of projections, 𝑡𝑅 is the response time of the 

detection device and 𝑅𝑒 is the refresh rate of the SLM. For detection devices 

such as PD and PMT, 1/ 𝑅𝑒 ≫ 𝑡𝑅, that is, the response time of the detectors 

is much faster than the time needed for the SLM to change the projection 

pattern. Then, the bottle-neck of the technique is the speed of the SLM, 𝑅𝑒. 

To reconstruct an uncompressed image, it is necessary to send a number of 

patterns equal to the number of pixels of the final image. As is shown in 

Table 2.1., at the speed of current SLMs, to acquire an image of 64x64 

pixels, the shortest time that can be achieved is 200 ms per image, this is, 5 

fps. This can be achieved when using a scientific grade DMD at 22.7 kHz, 

allowing single-pixel video applications [117,118]. 
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The techniques for image compression consist of representing these 

images on a different basis than the natural one. An image can be 

compressed if it can be expressed on a basis with only a small number of 

coefficients, less than the dimension of the image, without substantial loss 

of information. Then it is said that the image is sparse on this basis. Taking 

this into account, compressive sensing explores the estimation of sparse 

images by compressing the signal in the sensing stage, rather than in the 

storage stage.  

One of the benefits of single-pixel imaging is that it can take 

advantage of the compressive sensing approaches, allowing to reduce the 

number of sent patterns without a substantial loss of quality or resolution. 

Let us suppose that an N-pixel image has only k non-zero significant 

coefficients in a given basis (we suppose the image is sparse in that 

particular basis). CS proposes that an M-random subset of coefficients of 

the image contains enough information for an accurate image 

reconstruction [76]. CS asserts the image can be retrieved if 𝑀 ≥ 𝑘 log𝑁, 

overcoming the Nyquist sample rate and achieving a compression ratio of 

𝐶𝑅 = 𝑁/𝑀. The range of applications of CS is very wide, covering such 

different areas as analog-to-information conversion  [119,120], 

computational biology  [121,122], analysis of geophysical data  [123,124], 

radar  [125,126], astronomy [127,128], communications  [129,130], 

surface metrology  [131], remote sensing  [132,133], computer 

engineering  [134], graphics  [58], robotics  [135], neuroscience  [136], 

quantum physics [137,138], and medicine [139,140]. 

 

Table 2.1. Time needed for projecting the full set of test patterns as a 

function of the type of SLM and image size. 
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The set of measurements obtained by projecting the object 𝑂, 

expressed in some basis Φ ≡ {𝜙}𝑖=1
𝑁  on a specific set of functions can be 

written as [93] 

𝑌 = 𝒮 ⋅ 𝑂Φ, (2.4) 

where each row of the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 𝒮 corresponds to a function 

of the set. Later we will see how to design the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 to 

recover the image. If Ψ is the basis where the image is sparse, considering 

the relationship between both representations, 𝑂Φ ≡ 𝑀Φ
Ψ𝑂Ψ, equation (2.4) 

can be written as 

𝑌 = 𝒮 ⋅ 𝑀Φ
Ψ ⋅ 𝑂Ψ = Θ ⋅ 𝑂Ψ, (2.5) 

where Θ =  𝒮 ⋅ 𝑀Φ
Ψ is called 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥. 

When the number of measurements is less than the size of the 

image, the system of equations (2.5) is compatible undetermined and has 

infinite solutions. The theory of optimization solves these problems by 

using convex optimization algorithms.  

The theory of CS requires: 1) to design a 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 

𝒮; and 2) to ensure that the optimization problem has a high probability of 

a single solution. To guarantee the reconstruction of the image three 

requirements have to be fulfilled [141]: that the image is sparse in the basis 

Ψ, that the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 𝒮 is random, and that basis Φ and Ψ are 

incoherent. 

The coherence between two basis, 𝜇(Φ,Ψ), quantifies the highest 

correlation between any two elements of Φ and Ψ. The case of maximum 

coherence occurs when the two basis share a vector. In this case  𝜇(Φ,Ψ) =

√𝑁. Coherence cannot be zero because both basis represent the same vector 

space. The range of possible values is 𝜇(Φ,Ψ) ∈ [1, √𝑁]. When coherence 

is minimum, it said that the basis Ψ and Φ are incoherent. 

Then, if an object is k-sparse in Ψ (has 𝑘 < 𝑁 non-zero 

coefficients), if the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 is random, and if is true that 
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𝑀 ≥ 𝑘𝐶𝜇(Φ,Ψ)log (𝑁), (2.6) 

where C is a positive constant, then the image estimated from 

𝑂Ψ𝑒
= argmin𝑂Ψ

‖𝑂Ψ‖1   such that Θ ⋅ 𝑂Ψ𝑒
= 𝑌, (2.7) 

satisfies that 𝑂Ψ𝑒
= 𝑂Ψ with a high probability [142]. 

The objective function used in the optimization problem for the 

estimation of the image is the l1-norm ‖𝑂Ψ‖1 = ∑ |𝑜𝑖|
𝑁
𝑖=1 . According to 

equation (2.6), we can say that the more incoherent the measurement basis 

Φ and Ψ are, less measures must be made to recover the image. The 

classical approach to solve such optimization problems is by least squares 

adjustment, minimizing the l2-norm, ‖𝑂Ψ‖12
= ∑ |𝑜𝑖|

2
𝑖=1 . However, when 

the image is sparse the minimization of this norm is almost never 

achieved [143]. 

Another design option for the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 is 

performing a random subsampling of the image in its sparse representation 

𝑂Ψ [141]. Then, the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 𝒮 consists of rows which are 

vectors of the basis Ψ randomly chosen. This design choice, which is 

similar to the one used in Magnetic Resonance Image (MRI) [144], has 

been chosen in this thesis when CS has been applied. 

The quality of the compressed images was tested in a simulation 

using a 2D object with 𝑁 = 4096 by using the standard peak signal-to-

noise ratio, 𝑃𝑆𝑁𝑅 = 10log (𝐼𝑚𝑎𝑥
2 /𝑀𝑆𝐸), where 𝐼𝑚𝑎𝑥 is the maximum pixel 

intensity value of the reference image and 𝑀𝑆𝐸 =
1

𝑁
‖𝐼𝑟𝑒𝑓

𝑖𝑛 − 𝐼𝑟𝑒𝑐
𝑖𝑛 ‖

2
, where 

𝐼𝑟𝑒𝑐
𝑖𝑛  is the undersampled image and 𝐼𝑟𝑒𝑓

𝑖𝑛  is the image recovered without 

compression. The result of this analysis for the case of the reflection mode 

is shown in Figure 2.6. The figure shows a plot of the PSNR together with 

the reconstructed image for different compression ratios. It can be seen that 

when only 50% of the total number of patterns are used for the 

reconstruction, that is, CR=2, the value of the PSNR indicates a high image 
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fidelity while the acquisition time required for the sensing stage would be 

reduced by a factor of 2. 

 

Until now, it has been considered that the acquired measurements 

are noise-free and, therefore, the restriction on the optimization problem in 

expression (2.8) is just 𝑌 = Θ ⋅ 𝑂Ψ𝑒
. In other words, we require that the 

final estimation be compatible with the measurements. A more realistic 

model takes into account the errors in the measurements and considers 

that 𝑌 = Θ ⋅ 𝑂Ψ𝑒
+ 𝓃, where 𝓃 is an unknown disturbance limited by a 

known amount ‖𝓃‖2 ≤ 𝜖. This allows to establish the optimization 

problem as 

In this chapter we have seen how single-pixel imaging consists in 

measuring the projections of an object onto each vector of a basis, in our 

case, the Walsh-Hadamard basis. These projections are carried out 

experimentally by an SLM, while the measurements 𝑌 are carried out by a 

detector with no spatial resolution. We have described also different types 

of SLM which are commonly used today, emphasizing their frame-rate, a 

key feature for single-pixel imaging systems. Then, we have described the 

most common bucket detectors used in single-pixel imaging configurations, 

𝑂Ψ𝑒
= argmin𝑂Ψ

‖𝑂Ψ‖1   such that ‖Θ ⋅ 𝑂Ψ𝑒
− 𝑌‖

2
≤ 𝜖. (2.8) 

 

Figure 2.6. Example of the PSNR of a single-pixel image as a 

function of the compression ratio (CR=N/M). 
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comparing point-by-point characteristics such as spectral and temporal 

response, signal-to-noise ratio, gain and dynamic range. Finally, we have 

introduced the concept of compressive sensing, a mathematical tool that 

allows us to reduce the number of projections necessary to reconstruct an 

image of the object with fidelity, thus trying to improve the bottle-neck that 

supposes the limited speed of SLMs. 
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Chapter 3. Single-pixel 

Microscopy 
 

In this chapter we develop a microscope able to capture images of 

a sample at the same time with a conventional camera and with a single-

pixel camera. We give proof of principle of the robustness of the collection 

stage on single-pixel cameras compared with conventional imaging by 

studying the transversal and axial resolution of both systems. The 

transversal resolution of the single-pixel system is shown to be not limited 

at all by the optical quality of the collection optics. This result is proved by 

using a low NA microscope. Spatial frequencies that are not transmitted 

through this low quality optics in conventional imaging are demonstrated 

to be present in the retrieved image through patterned illumination. This is 

possible because the information required by the single-pixel detector is just 

the total intensity transmitted by the objective and the deviation from the 

mean for different sampling patterns. This is closely related to speckle 

illumination and second-order correlation, whose measurements have 

shown to provide sub-Rayleigh limit imaging [145,146]. We also 

demonstrate experimentally the capability of our technique to properly 

recover an image even when an optical diffuser is located between the 

sample and the single-pixel detector. This property can be relevant in 

microscopy for biomedical applications as scattering is the main parameter 

limiting penetration depth in tissue samples. To study these properties we 

have built an open-air microscope based on liquid crystal on silicon SLM. 

The optical setup is capable of projecting amplitude binary patterns onto a 

sample and collecting the transmitted light simultaneously by a 

conventional imaging system and a single-pixel detector. 
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3.1 OPTICAL SETUP 

The key part of our optical system is a spatial light modulator 

system based on a reflective LCOS micro-display (Holoeye LC-R 2500). 

This device is the optical element responsible for sequentially coding the 

Walsh-Hadamard patterns. The amplitude binary patterns encoded on the 

SLM screen, just like in any commercial microscope, are demagnifed and 

projected onto the sample plane by a tube lens and an objective lens. The 

light transmitted by the sample is then collected by a second objective. 

Then, the light is divided into two optical paths. In one of these paths, a 

tube lens generates an image on the sensor of a conventional camera. In the 

other path, the light is integrated onto a single-pixel detector. 

The experimental setup is shown in Figure 3.1. The setup can be 

divided into two parts: illumination system and collection system, both of 

them separated by the object sample (OB), which in our case consists of an 

USAF resolution test chart (USAF 1951, 2" × 2", Edmund Optics). This 

resolution chart consists on groups of three elements (Ronchi rulings) with 

different sizes. The largest bar the optical image cannot discern correspond 

to the limit of its resolving power. 

 

 

Figure 3.1. Experimental setup for image resolution analysis via Walsh-

Hadamard illumination with simultaneous conventional camera and SPI detection. 

(LS) Light source. (SLM) Spatial light modulator. (P1 and P2) Linear polarizers. (BS1 

and BS2) Beam-splitters. (O1) Projection objective. (OB) Sample object. (L1-L3) 

Lenses. (D) Diffuser. (O2) Collection objective. (CCD) Camera. (PMT) 

Photomultiplier tube. 
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The light source used for this experiment consists of a white light 

source (LS, Nikon, Intensilight C-HGFI) filtered with a green passband 

filter (part of Pasco AP-9368). As already mentioned in section 2.2.1, in 

order to use this reflection phase-modulator as a binary amplitude 

modulator, it must be sandwiched between two linear polarizers. Taking 

this into account, the light source is first collimated by L1 and linearly 

polarized by P1. The polarized light beam travels through a beam-splitter 

(BS1), which allows the SLM to work at normal incidence. The light 

reflected by the SLM goes through BS1 again and then through the second 

polarizer (P2). Lens L2 (tube lens) and objective O1 (Nikon LU Plan 

20X/0.40 WD 13) constitute the microscopy system and create an image of 

the amplitude pattern coded onto the SLM over the sample object OB.  

The collection system consists of an objective (O2, Nikon E Plan 

4X/0.1 WD 30) that collects the light transmitted by OB. A second beam 

splitter (BS2) allows to form, altogether with L3, an image of the sample 

on to a CCD sensor (Basler A102fc) and, at the same time, collects the 

transmitted intensity into a PMT (PMM01, Thorlabs Inc.).  

The pattern projection system has been design in such a way that 

its resolution limit is given by the projection optics and is not restricted 

geometrically by the size of the pixels of the SLM. This limit can be 

calculated using the Rayleigh criterion as 

𝛿𝑝 = 0.61 ⋅
𝜆

𝑁𝐴𝑝
= 0.61 ⋅

525−9𝑛𝑚

0.4
= 0.8𝜇𝑚, (2.1) 

 

where 𝜆 is the central wavelength given by the green passband filter and 

𝑁𝐴𝑝 is the numerical aperture of the projection objective O1. By using 

equation (2.1) again, the resolution limit given by the collection optics, with 

a numerical aperture 𝑁𝐴𝑐 = 0.1, is 𝛿𝑐 = 3.2 𝜇𝑚. The pixel size of the SLM 

is 19 𝜇𝑚. Due to the magnification of L1 and O1, the pixel size at the 

sample plane is 1.68 𝜇𝑚. Thus, the size of the projected pixels is bigger 

than 𝛿𝑝 but smaller than the resolution limit given by the collection optics 

𝛿𝑐. In other words, the whole system is designed in such a way that the 



42 

 

higher frequencies of the Walsh-Hadamard patterns are able to go through 

the projection objective O1 but not through the collection objective O2. 

 

3.2 STUDY OF THE TRANSVERSAL RESOLUTION 

The part of the resolution test used for the study of the transversal 

resolution is shown in Figure 3.2(a). These elements correspond to 

resolutions ranging from 7.81 𝜇𝑚 (group 6, element 1) to 2.19 𝜇𝑚 (group 

7, element 6).  

 

To obtain an image with the conventional camera system, we 

illuminate the whole sample with a uniform light beam. To this end, we 

encode an all-white pattern on the SLM screen. On the other hand, the 

image reconstructed by the SPI system has been obtained by using 

compressive sensing with only 50% (CR=2) of the total Walsh-Hadamard 

patterns obtained from Hadamard matrix ℋ16384. In principle, the 

theoretical resolution of the conventional system is limited by diffraction 

to 3.2 𝜇𝑚, given by the lowest aperture of the system, determined by 

objective O2. As a matter of fact, Figure 3.2(b) shows that the image taken 

by the CCD resolves up to element 6-5 of the USAF test chart, 

corresponding to a resolution of 4.9 m. As shown in Figure 3.1, the 

collection objective O2 is common for both conventional and single-pixel 

systems. However, as the single-pixel system is based on measuring 

integrated intensities, instead of resolving the spatial information, the 

 

Figure 3.2. Experimental results for image resolution analysis. (a) Part of 

the USAF test resolution chart. (b) Image obtained with CCD camera. (c) 

Reconstructed image of 128 × 128 pixels via single-pixel imaging (CR = 2). 
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collecting system has no influence on the resolution. It can be seen that the 

resolution achieved by the single-pixel system in Figure 3.2(c) reaches 

element 7-6, which corresponds to a resolution of 2.19 m. In this sense, 

this system resembles to some extent to Type I scanning optical 

microscopes but with wide-field illumination [1]. As a matter of fact, if the 

objective O2 is removed and the PMT is located directly behind the sample, 

the resolution of the final image would be the same. 

It can be observed in Figure 3.2(b) and Figure 3.2(c) corresponding 

to CCD and single-pixel imaging, respectively, an asymmetry between 

horizontal and vertical lines. This might be due to cylindrical aberration 

induced by the SLM. 

The improvement of resolution is clearly noticeable in Figure 3.3. 

For both group 6-6 (left) and group 7-6 (right) the intensity profiles for the 

single-pixel camera allow us to discriminate the lines of both elements 

while this is not possible for the conventional imaging system. These results 

show that the image obtained by single-pixel imaging contains frequencies 

of the object that are above the frequency limit associated with the low-

quality objective lens when it is used in conventional imaging.  

 

In other words, our single-pixel imaging system is able to provide images 

with a resolution below the Rayleigh criterion of the collection optics, being 

limited just by diffraction in the projection system. This is due to the spread 

of the spatial spectrum of the object produced by the projection of the high-

 

Figure 3.3. Panels (left) and (right) show intensity profiles for USAF 

elements 6-6 and 7-6, respectively (green and red lines in Figure 3.2). Blue lines 

correspond to the CCD camera and red lines to the single-pixel image. The curves 

have been interpolated. 
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frequency Walsh-Hadamard patterns. In other words, while in a traditional 

illumination microscopy system high-frequencies of the object are lost 

because they exceed the maximum angle of the collection system, defined 

by the NA, in single-pixel imaging techniques, the information of all 

frequencies are present at lower angles, been able to travel though the low 

NA optics. This effect is similar to that produced by structured illumination 

in super-resolution approaches based on spatial-frequency 

multiplexing [147]. 

 

To emphasize the fact that the resolution of the single-pixel system 

only depends on the projection system and that it is tolerant to some optical 

aberrations in the collection stage, next we prove that the system is able to 

recover images even when a diffuser distorts the light diffracted by the 

object. Figure 3.4(a) shows the image of the USAF resolution test chart 

provided by the conventional imaging system when a commercial diffuser 

(D, Edmund Optics T54-497, see Figure 3.1) is placed between the sample 

and the collection system. Note that the image is completely blurred by the 

action of the diffuser. Interestingly, the SPI approach based on single-pixel 

detection is able to reconstruct the image as can be seen in Figure 3.4(b). In 

fact, the presence of the diffuser in the optical system in Figure 3.1, could 

be advantageous due to an improvement in the average ratio between the 

low and high frequencies that reach the detector. This improvement result 

from the angular and spatial spread of light by multiple scatterings in the 

diffuse media [148]. The combined action of the high-frequency patterns 

projected onto the object and the frequency mixture provided by the diffuser 

 

Figure 3.4. Images taken through a commercial diffuser placed between OB 

and O2 (see Figure 3.1). (a) Image obtained with CCD camera. (b) Reconstructed 

image via single-pixel imaging (CR = 2). 
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allow us to record frequencies of the object not resolved by conventional 

imaging systems. 

The total time required to take the image data increases with the 

number of measurements. Using CS, the exact number M depends on the 

features of the object under consideration. As in this work a low frame-rate 

LCOS has been used, to reduce the number of projected patterns and, 

therefore, the time necessary to project these patterns, is a very interesting 

objective. For this reason, as explained in section 2.4, in this experiment we 

tested the quality of the recovered images evaluating the standard peak 

signal-to-noise ratio (PSNR). The results are shown in Figure 3.5. As in the 

simulation shown in Figure 2.6, it can be seen that when 𝐶𝑅 = 2, the PSNR 

is still higher than 20 dB, which indicates a high image fidelity while the 

acquisition time required for the sensing stage is reduced by a factor of 2. 

It exists then a trade-off between image quality and acquisition time. Thus, 

for example, if the object does not contain high frequencies, perhaps a 

higher compression ratio can be used. This could allow to recover this 

object without losing important information while increasing the speed of 

the experiment. On the other hand, if the object is composed mostly by high 

frequencies, it is possible that the compression factor has to be reduced and, 

therefore, the projection requires more time. 

 

 

Figure 3.5. Experimental example of the PSNR of a single-pixel 

image as a function of the compression ratio (CR=N/M). 



46 

 

 

3.3 STUDY OF THE AXIAL RESOLUTION 

In addition to the transversal resolution study, we have performed 

a study of the axial resolution. We analyze numerically the result of 

defocusing the projection system of a single-pixel camera with respect to 

the position of the object sample. We also compare the result with that 

obtained by defocusing the imaging system of a conventional camera.  

The simulated single-pixel imaging system can be divided into 

projection system and detection system as shown in Figure 3.6. The 

projection system consists of two lenses that projects patterns onto an 

object. These patterns may or may not be out of focus (Δ𝑧). The projection 

optics is defined by the pixel size of the pattern, the NA and magnification 

of the optics and by the wavelength of the illumination. The magnification 

of the projection optics allow us to calculate the effective pixel size of the 

projected pattern on the object plane while the NA of the projection system 

works as a low pass filter on the patterns.  

The detection system consists of a lens and a single-pixel detector. 

In the collection system we define a NA that allows us to calculate the 

maximum spatial frequency of this collection system, as has been shown in 

the previous section. 

 

 

Figure 3.6. Ray tracing for a single-pixel imaging system. The sample object 

(OBJ) is illuminated with a plane wave while the 4f system (lens L1 and L2) projects the 

patterns codified on the DMD screen onto the object plane. The photodiode (PD) integrates 

all the intensity transmitted on each projection. (P) Pupil of the 4f system. 



47 

 

The projection optics is composed by a 4f system that forms an 

image of the DMD on the plane of the object while illuminating the sample 

with a plane wave. If we introduce a displacement of the object Δ𝑧 with 

respect to the image plane of the pattern projection system, the intensities 

measured by the PD are 

𝐼𝑖
𝐷 = ∑{[𝑊𝐻𝑖(𝑥, 𝑦) ⊛ |𝑎(𝑥, 𝑦)|2] · 𝑂(𝑥, 𝑦)},

𝑥,𝑦

 (3.1) 

where 𝑊𝐻𝑖(𝑥, 𝑦) are the projected patterns and 𝑎(𝑥, 𝑦) is the PSF of the 

projection system at the object plane. 

If we use the intensities 𝐼𝑖
𝐷 to recover the image by single-pixel 

imaging techniques, it can be shown that the result would be 

∑𝐼𝑖
𝐷𝑊𝐻𝑖(𝑥, 𝑦) = 𝑂(𝑥′, 𝑦′) ⊛ |𝑎(𝑥′, 𝑦′)|2,

𝑖

 (3.2) 

which means that a displacement of the object with respect to the image 

plane of the pattern projection optics is equivalent to defocusing the object. 

 

On the other hand, in Figure 3.7 we show the geometrical ray tracing for a 

conventional imaging system with a CCD camera. In this system a light 

source illuminates the object while a 4f system creates an image of this 

object onto the CCD sensor. The ray direction is considered from right to 

left on purpose, to emphasize the analogy among the optical system in 

 

Figure 3.7. Ray tracing for a conventional imaging system. The sample object 

(OBJ) is illuminated with a plane wave by the light source (LS) while the 4f system (lens L1 

and L2) creates an image of the object onto the sensor plane. (P) Pupil of the 4f system. 
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Figure 3.6 and Figure 3.7. In this system, if we move the object Δ𝑧 with 

respect to the position of the focus of L2, the PSF of the defocused 4f, if 

coherent illumination is used, would be 

𝑎(𝑥, 𝑦) = |𝔉{𝑝(𝑥′, 𝑦′) ⋅ 𝑒
𝑗
𝜋
𝜆
(

1
𝑑0

+
1
𝑑𝑖

−
1
𝑓
)(𝑥′2+𝑦′2)

}|

2

, (3.3)  

where 𝑝(𝑥’, 𝑦’) is the pupil of the system and 𝑑𝑖 = Δ𝑧 + 𝑓. Then,  

𝑎(𝑥, 𝑦) = |𝔉 {𝑝(𝑥′, 𝑦′) ⋅ 𝑒
𝑗

𝜋
𝜆𝑓

(
Δ𝑧

𝑓(𝑓+Δz
)(𝑥′2+𝑦′2)

}|

2

.  (3.4) 

It can be shown that this expression of the PSF is the same as in equation 

(3.2). Therefore, it can be concluded that moving the image plane of the 

projected patterns Δ𝑧 in a single-pixel imaging system is equivalent to 

moving the object itself Δ𝑧 with respect to the object plane in a conventional 

imaging system, reconstructing in both cases a defocused object. 

The study of the axial resolution has also been performed through 

computer simulations in MATLAB®. The simulation has been performed 

following the schemes described in Figure 3.6 and Figure 3.7 for the SPI 

and conventional camera system, respectively. For the SPI system, first we 

Fourier filter the patterns, simulating the loss of frequencies caused by the 

numerical aperture of the projection optics. The filtered image of the DMD 

screen is propagate a distance Δ𝑧 to the plane of the object using a 

conventional fast Fourier transform (FFT) algorithm for Fresnel 

propagation. Then, this filtered and propagated pattern is multiplied by the 

object. This projection is then propagated a distance Δ𝑧1 and a Fourier 

transform is made to simulate the collection optics. The intensity associated 

to the sampling pattern is obtained by summing the square modulus of the 

values computed in the pixels of the central region of the Fourier transform. 

This process is repeated for each pattern of the basis and, from them, we 

reconstruct the image using the SPI algorithm. 
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A similar simulation is performed for the conventional imaging 

system. In this case, the object is propagated a distance Δ𝑧 and then imaged 

by the same 4f optical system as in the previous simulation. 

 

The results of these simulations are shown in Figure 3.8. It can be seen that 

the loss of resolution caused by the defocus is equivalent in both cases. It 

can then be concluded that, if the NA of the projection optics of the patterns 

is the same as the NA of the imaging optics for the conventional camera 

(𝑁𝐴 = 0.25 in this simulation), the displacement of the object produce the 

same defocus in SPI and conventional imaging. 

In summary, in this chapter we have built an open-air microscope 

capable of taking images with a camera and with a single-pixel detector at 

the same time. This comparison has shown that our single-pixel system is 

able to provide images with a transversal resolution below the diffraction 

limit of the detection system, proving that spatial frequencies that are not 

  

Figure 3.8. Simulation of the images obtained by SPI (left) and 

conventional camera (right) as a function of defocus. Defocus has been 

achieved by moving the patterns away from the sample plane (SPI case) 

and by moving the imaging optics (camera case) the same amount. 
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present in the conventional optical system are present in the retrieved image 

through patterned illumination. This is due to the spread of the spatial 

spectrum of the object produced by the projection of the high-frequency 

Walsh-Hadamard patterns. Therefore, SPI systems are able to reconstruct 

the object with the maximum resolution provided by the projection. Among 

high-frequency patterns, the differences of intensity with respect to the 

average value of the projections may be very small. Hence, as the single-

pixel system is based on measuring integrated intensities, instead of 

resolving the spatial information, it is necessary to use detectors with a high 

dynamic range, capable of measuring at very different levels of intensity, 

but also capable of detecting small intensity fluctuations.  

On the other hand, the study of the axial resolution shows that a 

shift of the image plane of the pattern projection system in a SPI system is 

equivalent to the defocus produced by the shift of the focus plane of the 

imaging system of a conventional imaging system (camera). Furthermore, 

as expected, we have also verified that the image obtained by SPI is the 

same regardless of the position of the collection optics. 

Finally, there is a very interesting point related to axial resolution 

not covered in this work that is worth mentioning. In our single-pixel 

imaging systems we have considered the measurements 𝑌 as the projection 

of the elements of a basis onto an object so that 𝑌 = 𝑆 ⋅ 𝑂, were each row 

of S is an element of an orthogonal basis and 𝑂 is the object. However, just 

as happens in our simulation, the patterns projected by an optical system 

are filtered due to the cut-off frequency of the projection optics, given by 

its NA. Thus, one could argue that instead of calculating 𝑂 as 𝑌 ⋅ 𝑆−1 = 𝑂, 

a new matrix, let’s say 𝑆′, calculated from the propagation of 𝑆 through the 

optical system, should be use. However, this propagation could cause 𝑆’ to 

be not orthogonal and therefore, not invertible. This would cause the final 

result of 𝑂 to be found by mathematical approximations. However, these 

ideas make us think that the study of these propagation properties of Walsh-

Hadamard patterns could be of great interest for the improvement of axial 

resolution and optical sectioning in single-pixel imaging systems. 
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Chapter 4. Dual-mode optical 

microscope 
 

Conventional optical microscope designs make simultaneous 

imaging of a sample in transmitted and reflected modes inefficient, 

restrictive or even impossible. In general they need different light sources 

for transmission and reflection, thereby preventing that both images be 

simultaneously measured in a single sensor. Alternatively they can work 

with several digital cameras, but then a careful calibration and geometric 

adjustment of both sensors is necessary. However, in this chapter we 

demonstrate that the SPI architecture is particularly well-fitted for this dual 

operation recording both reflection and transmission information 

simultaneously with a single light source and a simple light sensor 

configuration constituted by two single-pixel detectors. This is done with 

no need of calibration procedures since the field of view, resolution, and 

focusing plane are controlled exclusively by the properties of the light 

patterns generated by the optical projection system. The usefulness of dual-

mode microscopy for histopathology studies of skin tissue has been recently 

reported based on a lensless holographic setup [149,150] and near-field 

scanning optical microscopy [151]. 

The proposed optical system consist of a dual-mode single-pixel 

microscope capable of obtaining images of biological specimens in 

transmission and reflection simultaneously from the same plane of the 

sample, revealing structures not visible easily by conventional microscopy 

techniques. To increase the versatility of the system, for this experiment we 

have used an inverted commercial microscope to which we have attached a 

commercial grade DMD. This allows us to use different ports of the 

commercial microscope to locate photodetectors in transmission and 

reflection.  
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By recording transmitted and reflected information simultaneously, 

loss of data by self-shadowing is minimized which can be advantageous in 

non-uniform samples containing transparent and opaque regions. 

Additionally, the simplicity of the detection system would allow us to 

record different spectral channels or polarization states in each imaging 

mode very easily, increasing the versatility of the dual-microscope system.  

 

4.1 SINGLE-PIXEL IMAGING DUAL-MODE MICROSCOPY 

In a dual-mode SPI microscope, the forward and backscattered light 

components are simultaneously collected onto two single-pixel 

photodetectors located at the transmission and reflection ports of the 

microscope, respectively. In the same way as discussed in section 2.4, a 

sequence of N sampling patterns is codified onto the DMD so that the 

irradiance striking the photodetector at the transmission is 

𝑌 = 𝒮 ⋅ OT, (4.1) 

where 𝒮 is the 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 𝑚𝑎𝑡𝑟𝑖𝑥 whose ith row is a one-dimensional 

reshaping of the ith sampling mask ℋ𝑖, and OT and Y are N-dimensional 

vectors representing a one-dimensional reshaping of the unknown object 

transmittance distribution and the result of the measurements at the 

transmission photodetector, respectively. 

Equivalently, the measurements at the reflection port are concisely 

represented by the series of linear equations 

𝑍 = 𝒮 ⋅ 𝑂𝑅, (4.3) 

where 𝑂𝑅 and Z are N-dimensional vectors representing a one-dimensional 

reshaping of the unknown reflectance distribution and the result of the 

measurements at the reflection photodetector, respectively.  

As in section 2.1, in the easiest implementation of the retrieval 

algorithm, which is possible for well-conditioned measurements systems, a 

number of measurements M equal to the number of pixels of the sample is 
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required and both the transmission and the reflection images are retrieved 

through the inverse matrix as 

𝑂𝑇 = 𝒮−1𝑌, 𝑂𝑅 = 𝒮−1𝑍. (4.4) 

In the same way as in section 2.4, compressive sensing allows us to take 

samples of the N-dimensional transmission vector T using an 𝑀 × 𝑁 

matrix 𝒮’, where 𝑀 < 𝑁, obtaining under sampled measurements 𝑌′ =

𝒮′𝑂𝑇. And the same operation can be performed for the case of reflection. 

Then, the object for both modes is recovered using compressive sensing 

algorithms. 

 

4.2 PATTERN CODIFICATION ON DIAMOND SHAPED DMDS 

As already mentioned in section 2.2.2, DMDs can be divided in two 

categories, commercial grade and scientific grade. Commercial grade 

DMDs are regular video projectors, created for consumer electronic, while 

scientific grade DMDs are devices created to achieve professional 

performance and used for scientific and engineering applications. Scientific 

grade DMDs have higher resolution and higher refresh rates, up to 22.7 

kHz, but they are complex to control and more expensive. On the other 

hand, commercial grade DMDs work only at video rates (60-120 Hz for 

RGB images). Our intention in this approach is to use commercial devices 

for both the SLM and the microscope. Commercial grade DMDs use a 

diamond structure for the periodic configuration of micromirrors, instead 

of an orthogonal configuration, as is shown in Figure 4.1. The diamond 

pixel layout is commonly used in these devices to reduce the size of the 

optical system. This is because each micromirror tilts along its diagonal axis 

when operated to modulate the incident beam. Therefore, this configuration 

of the micromirrors allows to contain the incident beam, the reflected beam, 

and the horizontal axis of the DMD in the same plane. However, the direct 

implementation of an 𝑁 × 𝑁 image onto the diamond pixel layout differs 

from the implementation onto the conventional orthogonal pixel layout 

(used in scientific grade DMDs). In an orthogonal layout the rows and the 
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columns are straight lines, so the aspect ratio is preserved. However in the 

diamond layout, if an image is sent directly to the device, meanwhile the 

rows are interpreted as straight lines, the columns become zigzag lines. 

Thereby the direct implementation changes the original aspect ratio of the 

image. Moreover, straight edges are transformed on zigzag edges. Both 

consequences are shown in Figure 4.1. 

When these devices are used for video projection operation, these effects 

are not appreciable. However, when used to project light patterns in single-

pixel imaging applications, artifacts are produced, because the real 

projected patterns differ from those used in the reconstruction process. To 

see this effects due to the miscoding of the patterns in image retrieval within 

the framework of SPI, we reconstructed the transmission mode of a 

negative USAF test chart (USAF 1951  2" × 2") using the experimental 

setup described later in section 4.3. The number of projected patterns 

(Walsh-Hadamard patterns) was 4096, with a resolution of 64 × 64 pixels, 

using no compression techniques. The result is shown in Figure 4.2. 

 

Figure 4.1. Graphical representation of the different coordinate systems for 

orthogonal pixel layout (left) and diamond pixel layout (right). (c1 and c2) Column 1 and 

column.2. (r1 and r2) Row 1 and row 2. Red and green lines represent a complete column 

and row respectively. 
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To avoid these artifacts, before sending an image to the DMD, the 

information must be codified in a different way. The aspect ratio could be 

preserved pre-distorting the original image but this operation do not correct 

the zigzag edges artifact. A subtler coding is presented that preserves both 

the aspect ratio and edges of the original image. An example of the 

operation of our coding algorithm is presented in Figure 4.3 (a) and (b) for 

the case of a 2 × 2 image. Without correction, information codified in a 2 ×

2 array provides a distorted image in the diamond layout as is shown in 

Figure 4.3(a). Our algorithm codifies the information in the array in such a 

way that the original image appears rotated but preserves the aspect ratio 

and straight edges, as shown in Figure 4.3(b). Figure 4.3(c) shows how the 

algorithm works to transform the array. In general, the algorithm transforms 

an 𝑁 × 𝑁 image (where N is even) into a (2𝑁 − 1) × 𝑁 array, following 

the next steps: 

1. Diagonals are extracted from the initial image in the order shown 

in Figure 4.3(c). 

2. Each row of the (2𝑁 − 1) × 𝑁 image is built by zero-padding each 

diagonal. The order of the rows matches the order of the extracted 

diagonals. If the row is even, it is padded to left and right of the 

diagonal with the same number of zeros. If the row is odd, an 

additional zero is needed to the left. 

In this way, by means of this previous transformation, the coding of a square 

image is displayed as a square image rotated 45 degrees, preserving the 

original aspect ratio and edges.  

 

Figure 4.2. Experimental image reconstructed without pattern pre-

distortion (64×64 pixels) for the transmission mode. Geometrical artifacts (phantom 

grid) due to the diamond layout are clearly noticeable. 
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On the other hand, in order to improve speed performance of 

commercial grade DMDs, commonly limited to operate with frequencies 

between 60 and 120 Hz, we can take advantage of the codification 

procedure used by the DLP for color video projection. In the standard video 

projection mode, the light source changes sequentially to red, green and 

blue colors. For each color, the display codifies 8 binary patterns. With this 

in mind, an improvement in speed can be done by codifying 24 binary 

patterns within a single 24-bit color depth image (see Figure 4.4) while 

illuminating the DMD screen with a single light source. This technique 

allows an improvement in the speed rate by a factor equal to 24, going from 

60 -120 Hz to 1440 - 2880 Hz.  

 

 

Figure 4.3. Graphical representation of the matrix transformation applied 

to the projected patterns to avoid artifacts. 

 

 

Figure 4.4. Codification of a 24-bit image with 24 Walsh-Hadamard patterns with 

1-bit depth. This technique allows an improvement in speed rate of 24, going from 60–120 

Hz to 1440–2880 Hz. 
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4.2.1 Synchronization signal 

In addition to high temporal consistency, scientific grade DMDs 

feature TTL synchronous outputs. This allows, for example, 

synchronization with cameras or, in the case of SPI, to identify easily each 

intensity measurement with the projected pattern. Unlike scientific grade 

DMDs, in commercial grade DMDs the time lapse between 24-bit images 

is not accurate. This is because the video projector repeats each image 

several times (for visual purposes) before switching to the next 24-bit 

image. Besides, they are usually not equipped with TTL synchronization 

output signals. In most cases it will be possible to find a part of the hardware 

in the video projector that emits an electrical signal each time the video 

projector updates. However, because this repetition of the images is not 

reliable, here we propose a software solution consisting of encoding 

synchronization patterns embedded in the 24-bit images. 

In Figure 4.6 we plot the temporal response of the transmission 

photomultiplier tube for a single 24-bit image. In this case, the first and last 

pattern encoded in the 24-bit image are a black pattern (green lines). 

Experimentally, 24-bit images encoded with black patterns in the first and 

last bit are alternated with 24-bit images with white patterns in the first and 

last bit. These synchronization patterns allow us to subsequently establish 

the measured signal for each pattern. The sampling patterns and the object 

 

Figure 4.5. Summary of the coding and reshaping process of the Walsh-

Hadamard patterns. 
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used to obtain the plot in Figure 4.6 were the same as those in the 

experiment seen in Figure 4.2. 

 

 

 

4.3 EXPERIMENTAL SETUP 

In this section we describe how to adapt a commercial DMD for 

pattern illumination projection to a commercial inverted microscope. The 

DMD chosen was a commercial video projector based on DLP technology 

(DLP LightCrafter™ EVM 0.3 WVGA). The illumination system is 

composed by the same light source used in the previous experiment (LS, 

Nikon, Intensilight C-HGFI). In order to be able to illuminate the DMD 

screen directly with our light source, we first removed the optics and the 

illumination system of the video projector. The optical configuration of the 

pattern illumination system for an infinity-corrected microscope is shown 

in Figure 4.7 (A).  

 

Figure 4.6. Photocurrent values for a single 24-bit depth image. In the 

graphic the different values for each 1-bit depth pattern codified in the 24-bit image 

are shown in red color. In this case, the first and last bits are use as reference values 

(green lines). 
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First, we create an intermediate image of the DMD in the conjugated plane 

(CP) of the back port of a commercial microscope (Nikon Eclipse Ti-U, 

Figure 4.7 (B)) using a relay system (RS) formed by lenses L1 (𝑓 = 100 

mm) and L2 (𝑓 = 200 mm), both achromatic doublets. The magnification 

of this relay system is determined by the ratio of the focal lenses (𝑀 =

𝑓𝐿2/𝑓𝐿1) which will yield 𝑀 = 2. In an infinity-corrected microscope, the 

objective lens (O) is combined with a tube lens (TL) to form a two lens 

system. Thus, to transfer the intermediate image of the DMD to the sample 

plane, an accessory tube lens (TL) has been used. The distance between the 

CP and the TL should be equal to the focal length of the TL, which for 

Nikon tube lenses is 200 mm. Furthermore, this TL is optically designed to 

 

Figure 4.7. (A) Optical configuration for the illumination system for an infinity-

corrected microscope. (B) Final optical configuration for the SPM. (LS) Light source. 

(L1) Lens 1. (L2) Lens 2. (RS) Relay system. (CP) Conjugated plane of the DMD and the 

sample. (TL) Tube lens. (O) Objective. (S) Sample. (P1) Reflection PMT. (P2) 

Transmission PMT. 
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work with the objective lens used, O (Nikon LU Plan 20X). The two 

collection systems for reflection and transmission are composed by a 

condenser lens and a PMT (PMM01, Thorlabs Inc.). The reflection PMT is 

placed in a lateral port and the transmission PMT is placed above the stage 

of the microscope. 

 

4.4 RESULTS 

With the aim of analyzing the optical resolution in both 

transmission and reflection modes, a negative USAF test chart (USAF 1951 

 2" × 2") is employed as an object in the setup shown in Figure 4.7. The 

microscope objective is a 20X with 0.40 NA. Again, only the smallest 

groups of the USAF test, 6 and 7, were used to determine the resolution of 

the system. The results are shown in. Figure 4.8 

In our experimental setup, the PMT can detect light signals at 

frequencies as high as 20 kHz. However, the maximum acquisition 

frequency is limited by the frame rate of the commercial grade DMD to 120 

Hz for RGB images and, therefore, to 2880 Hz for binary images. To reduce 

the acquisition time even more, compressive sensing algorithms were used. 

Pictures (a) and (b) in Figure 4.8 show transmission and reflection images, 

respectively, by using approximately 25% of the total number of patterns 

(M=1012) for a resolution of 64 × 64 pixels while (c) and (d) have an 

approximate compression of 50% (M=2046) for the same resolution. 

Pictures (e) and (f) were obtained by projecting almost the total number of 

patterns (M=4092). The results show that the resolution obtained by 

transmission and reflection are almost identical (2.46 μm for the images 

with no compression) and that reducing the projected patterns to 50% does 

not significantly affect resolution (2.76 μm) but allows measuring twice as 

fast. These two resolution values are obtained from the last resolvable 

element of group 7 (5 and 4, respectively).  
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As in section 3.2, the quality of the compressed images was tested 

using the standard peak signal-to-noise ratio (PSNR) as a function of the 

compression ration CR. The result of this analysis for the case of the 

reflection mode is shown in Figure 4.9. The figure shows a plot of the PSNR 

together with the reconstructed image for different compression ratios. The 

experimental results again show a good quality image (above 20 dB) for 

CR values of 2 and 3. So, in this case, it would be possible to increase the 

speed of the measurement by a factor 3 and still reconstruct an image with 

a high fidelity. 

As a proof of concept, we have also tested the capability of the dual-

mode SPI microscope to image biological samples with different reflective 

and transmissive imaging profiles. The results can be seen in Figure 4.10. 

The first row shows images of an Anaphothrips obscurus in both reflection 

(a) and transmission (b) modes taken simultaneously. The images have a 

resolution of 64 × 64 pixels (M=4096) and were obtained with a 20X 

microscope objective. In this case the transmission image shows only the 

silhouette of the insect because of its low transparency. The second row 

 

Figure 4.8. Experimental images of the USAF test (groups 6 and 7) obtained 

with the dual-mode single-pixel microscope in Figure 4.7 using compressive sensing 

algorithms with a different compression ratio. Pictures (a) and (b) show transmission 

and reflection images, respectively, by using only 25% of the total number of patterns 

for this resolution (64x64 pixels). Pictures (c) and (d) show the result by using 50% of 

the patterns while pictures (e) and (f) correspond to the images obtained by 

transmission and reflection with no compression. In all cases, the size of the image was 

64x64 pixels and the field of view 192 μm x 192 μm. 
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shows images of a Zeuzera pyrina wing taken with a single-pixel camera in 

reflection (c) and transmission (d) modes, respectively. Both images have 

a resolution of 128x128 pixels (M=16,384). In this case, the transmission 

image shows structures of the other side of the wing (hairs), hidden in the 

reflection images. The images of both modes are focused to the same plane 

of the sample and are automatically adjusted geometrically, that is, a pixel 

of the reflection mode image and the corresponding pixel of the 

transmission mode image, provide information of the same point of the 

object. This can be an advantage for biological structural studies. Image (e) 

shows the same area of the sample taken in reflection with a CMOS sensor 

located at the output port of the microscope. The resolution of the image is 

200x200 pixels. 

 

Figure 4.9. (Top) Plot of the standard peak signal-to-noise ratio (PSNR) in 

dB as a function of the compression ratio (𝐶𝑅 = 𝑁/𝑀) to show the quality of the 

recovered images for the case of the reflection mode. (Bottom) Images reconstructed 

with the different compression ratios associated with the PSNR plotted in the top figure 

with increasing CR from left to right. 
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In summary, in this chapter we have designed a dual-mode optical 

microscope based on single-pixel imaging capable of taking images of a 

sample simultaneously in reflection and transmission modes. This 

configuration, consisting on a single pattern projection system and two 

photodetectors, allows us to capture information of the object that, using 

only one detection mode (reflection or transmission), would be lost due to 

self-shadowing of the sample. In order to reduce the total cost of the system, 

a commercial video projector has been used as an SLM to codify the 

sampling patterns. These devices, designed for multimedia content, do not 

allow direct implementation of Walsh-Hadamard patterns. Therefore, we 

have developed a transformation matrix that allows a correct 

implementation of the patterns on the DMD screen, thus correcting artifacts 

produced by the diamond pixelated structure used on this type of devices. 

Moreover, we increase the projection speed by codifying 24 binary patterns 

within a single 24-bit color depth image, which allows us to send up to 2880 

patterns per second. Besides, the use of compressive sensing also allows us 

to reduce by half the time necessary to recover the object while maintaining 

a good PSNR and resolution. The experimental results obtained with a 

 

Figure 4.10. Experimental results. Anaphothrips obscurus in reflection (a) 

and transmission (b) modes obtained with the optical setup in Figure 4.7 using a 20X 

objective. The images have 64x64 px. Images of a Zeuzera pyrina wing in reflection (c) 

and transmission (d) modes. In this case the images have a resolution of 128x128 px. 

(e) Image in reflection taken with a CMOS sensor located at the output port of the 

microscope. (200x200 px). Scale bar: 25 μm. 
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USAF resolution test chart show how the resolution obtained for both 

modes are identical and correspond exactly to the same part of the test chart. 

The results obtained with a biological sample show these same properties 

and provide information of the sample that is impossible to capture in a 

conventional imaging system working in reflection or transmission. 
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Chapter 5. Single-pixel Fourier 

ptychography 
 

In this chapter we develop the counterpart for single-pixel 

microscopy of Fourier ptychography. We extend the capabilities of raster 

scanning and SPI by combining bucket detection with a low number of 

photodetectors with adapted Fourier ptychography algorithms in a SPM 

working in transmission. By using an iterative algorithm, similar to those 

used in phase retrieval, it is possible to combine the information from the 

different photodetectors all together and get a high-resolution image with a 

large FOV at the same time, extending virtually the numerical aperture of 

the system. 

The principle of ptychography was first discussed in the 1960s, as 

a solution for phase-retrieval problems. Ptychography is a form of coherent 

diffractive imaging (CDI) technique. In a ptychographic system, a 

transmission object is illuminated by a coherent illumination beam (probe). 

Scattered radiation from this arrangement provides a diffraction pattern at 

a plane where only intensity is recorded. At least two such diffractive 

patterns are recorded with the probe shifted in the object plane by a known 

amount. The idea is to scan the sample while adjacent probe beams overlap 

significantly. This produces a redundancy of the diffracted data that is used 

by the ptychographical iterative engine algorithm (PIE) in order to 

reconstruct an estimation of the phase and amplitude changes generated by 

the object on the incident wave [152,153]. 

Experimentally, a ptychography system usually follows the scheme 

shown in Figure 5.1. A light beam (probe) illuminates a sample, and the 

diffraction pattern is captured with a CCD. To sequentially obtain the 

different diffraction patterns, the shift of the illumination function with 

respect to the sample can be performed by mounting the sample or the 

diaphragm limiting the light beam on a computer-controlled motorized x/y 
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stage. But other techniques could also be used to move the probe with 

respect to the sample, such as, for example, using galvanometric mirrors. 

This technique was first demonstrated in 1995 using high-energy electron 

microscopy at subnanometer resolution for a simplified case of a crystalline 

object [154]. Iterative phase-retrieval ptychography was demonstrated 

experimentally with visible light [155], hard-X-rays [155] and 

electrons [156].  

 

 

Fourier ptychography (FP) is an imaging technique first developed 

to be used in microscopes [52]. In this technique, the specimen is 

sequentially illuminated with tilted plane waves with different angles. 

These tilted plane waves cause a shift in the spectrum of the object in the 

Fourier domain. Therefore, each image captured by the camera will carry 

information from different areas of the Fourier spectrum of the object. By 

using an iterative algorithm, similar to those used in phase retrieval, it is 

possible to combine the information from these areas of the Fourier domain 

all together and get a high resolution image with a large FOV at the same 

time. Using FP algorithms, in addition to producing a large FOV with a 

high resolution will give us the opportunity of recovering the phase of the 

object [157] and multi-slice reconstructions [158]. 

As already mentioned, in both ptychography and FP techniques the 

image is obtained from the reconstruction provided by the ptychography 

algorithm. That is, the image is not directly captured by conventional 

 

Figure 5.1. Experimental setup for ptychography. A sample is illuminated with 

a localized field of radiation (probe) and the radiation scattered by the sample is recorded 

at the Fraunhofer diffraction plane by a CCD. The probe is shifted with respect to the 

sample to recover two or more diffraction patterns. 
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optical methods. This eliminates the requirement for the customary 

objective lens. However, when ptychography is applied to a microscope, 

the use of a conventional microscope objective may be useful for collecting 

the wave transmitted by the sample. Using this geometry, localized areas of 

the image can be selected by scanning the light beam across the specimen 

or by translation of the specimen stage. In the last case the selection of the 

area of interest of the sample is done by placing a diaphragm in the back 

focal plane of the tube lens. 

From an experimental point of view, Fourier ptychography has 

certain advantages over regular ptychography. While ptychography has 

moving parts, either the probe or the sample stage, in FP microscopy (FPM) 

an array of N LEDs is placed in a relatively far position from the object, 

which illuminates sequentially the object from different angles, thus 

avoiding the use of motorized stages. As the distance of the LEDs is 

assumed far enough from the object, the illumination of each LED can be 

regarded as a tilted plane wave with a different angle. Then, a low NA 

microscope objective is used to image the object onto a camera.  

The FPM algorithm generates a high-resolution image 𝐼ℎ from a set 

of N low resolution measurements 𝐼𝑙𝑚(𝑢𝑖, 𝑣𝑖) (with 𝑖 = 1,2, … ,𝑁), where 

the spatial coordinates (𝑥, 𝑦) of the images have been omitted for clarity 

and (𝑢𝑖, 𝑣𝑖) denote the spatial frequency coordinates of each 

measurement 𝑖. The recovery process alternates between spatial and Fourier 

domains and it assumes that illuminating a thin sample by an oblique plane 

wave is equivalent to shifting the center of the sample’s spectrum in the 

Fourier domain. 

A visual representation of the iterative FPM algorithm is shown in 

Figure 5.2 [52]. The FPM method begins (1) by making an initial guess of 

the high-resolution object function in the spatial domain √𝐼ℎ𝑒
𝑖φℎ. A good 

starting point is to select φℎ = 0 and 𝐼ℎ as any oversampled low-resolution 

image. The Fourier transform of the initial guess creates a broad spectrum 

in the Fourier domain (Figure 5.2, up). 
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In the second step, we select a small subregion of this Fourier spectrum and 

apply Fourier transformation to generate a new low-resolution target image 

√𝐼𝑙𝑒
𝑖φ𝑙 (2). The shape of this subregion is a circular pupil, whose 

characteristics are given by the coherent transfer function of the objective 

 

Figure 5.2. Iterative recovery procedure of FPM (five steps). N low-resolution 

intensity images captured under variable illumination are used to recover one high-

resolution intensity image and one high-resolution phase map. Steps 1–5 illustrate the 

FPM algorithm, following principles from phase retrieval. Step 1: initialize the high-

resolution image, √𝐼ℎ 𝑒
𝑖𝜑ℎ. Step 2: generate a low-resolution image √𝐼𝑙 𝑒

𝑖𝜑𝑙, 

corresponding to an oblique plane-wave incidence. Step 3: replace 𝐼𝑙 by the intensity 

measurement 𝐼𝑙𝑚 (that is, √𝐼𝑙 𝑒
𝑖𝜑𝑙 → √𝐼𝑙𝑚 𝑒𝑖𝜑𝑙), and update the corresponding region of 

 √𝐼ℎ 𝑒
𝑖𝜑ℎ in Fourier space (the area within the red circle). Step 4: repeat steps 2–3 for 

other plane-wave incidences (total of N intensity images). Step 5: repeat steps 2–4 once 

more [52]. 
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lens, with a radius equal to 𝑁𝐴 × 𝑘0, where 𝑘0 = 2𝜋/𝜆 is the wavenumber 

in vacuum. The position of this low-pass filter is selected to correspond to 

a particular angle of illumination. Then, we replace the target image’s 

amplitude component √𝐼𝑙 with the square root of the low-resolution 

measurement obtained under illumination angle i, √𝐼𝑙𝑚, to form an updated 

low-resolution target image  √𝐼𝑙𝑚𝑒𝑖φ𝑙 . We then apply Fourier 

transformation to this updated target  √𝐼𝑙𝑚𝑒𝑖φ𝑙  and replace its 

corresponding subregion of the high-resolution Fourier space (3). In other 

words, for 𝑖 = 1, we updated the area enclosed by the red circle in Figure 

5.2 with image 𝐼𝑙𝑚 = (𝑢𝑖, 𝑣𝑖) where 𝑢1 = 0, 𝑣1 = 0. 

In the fourth step, we repeat steps 2 and 3 (select a small, circular 

region in Fourier space and update it with the measured image data) for 

other plane wave illuminations (green and blue circles in Figure 5.2, for 

example). Each shifted subregion corresponds to a unique, low-resolution 

intensity measurement 𝐼𝑙𝑚(𝑢𝑖, 𝑣𝑖), and each subregion must overlap with 

neighbouring subregions to assure convergence. This iterative update 

continues for all N images, at which point the entire high-resolution image 

in Fourier space has been modified with data from all low-resolution 

intensity measurements. 

Finally, steps 2-4 are repeated until a self-consistent solution is 

achieved. At the end of this iterative recovery process, the converged 

solution in Fourier space is transformed to the spatial domain to recover a 

high-resolution field √𝐼ℎ𝑒
𝑖φℎ, offering an accurate image of the targeted 

two-dimensional sample (Figure 5.2, down) with high-resolution and wide 

FOV.  

 

5.1 SINGLE-PIXEL DETECTION APPROACH 

As already discussed in this work, in a conventional microscopy 

system, the object is illuminated by a uniform light source and the light 

reflected or transmitted by the object is recorded in a single shot by a 

pixelated detector. However, under certain conditions, for example, when 
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the amount of light is very low, it may be convenient to integrate the total 

intensity of the signal onto a single-pixel detector. This can be done by 

using raster scanning techniques or, alternatively, by projecting a sequence 

of microstructured light patterns, as is done in single-pixel microscopy. In 

these cases, the resolution of the final image is only limited by the 

wavelength and the numerical aperture (NA) of the optical system that 

projects the light patterns. A straightforward solution to improve the 

resolution is to use high-NA optical systems, but this is usually expensive 

and also reduces the image field of view (FOV). An alternative solution in 

order to increase resolution and maintain the FOV (that is, using a low NA 

objective) is to combine single-pixel imaging and Fourier ptychography 

techniques. 

 

Taking advantage of the reversibility of light, here we propose to 

adapt the system of Fourier ptychography microscopy (Figure 5.3 A) for its 

operation with bucket detection by replacing the array of LEDs with an 

array of photodetectors located on the Fraunhofer diffraction plane (Figure 

5.3 B). This new optical setup, that we call single-pixel Fourier 

 

Figure 5.3. (A) Regular FPM configuration where an LED array sequentially 

illuminates the sample with different LED elements. Extracted from [157]. (B) Our single-

pixel Fourier ptychography proposal where a DMD sequentially illuminates the sample 

with different patterns while the intensity transmitted is collected by an array of PDs 

placed in the Fraunhofer diffraction plane. 
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ptychography, allows us to project structured illumination patterns onto a 

sample and to measure the integrated transmitted intensity at the positions 

of each photodiode. In the next two sections we describe our single-pixel 

Fourier ptychography procedure for two types of structured illumination: 

raster scanning and Walsh-Hadamard illumination. 

 

5.2 RASTER SCANNING FOURIER PTYCHOGRAPHY 

Raster scan, or raster scanning, is a single-pixel imaging technique 

in which a laser beam is focused onto the sample. The laser beam sweeps 

horizontally left-to-right (for example) at a steady rate, then blanks and 

rapidly moves back to the left, where it turns back on and sweeps out the 

next line (Figure 5.4 left). Alternatively, the laser beam can remain turned 

on in its way back to the left, which allows to increase the speed of 

acquisition of the samples (Figure 5.4 right). The image is then built up 

pixel-by-pixel by collecting the reflected or transmitted photons from the 

sample onto a single-pixel detector. 

 

In this section we propose a method to apply Fourier ptychography 

techniques to raster scanning microscopy, improving the resolution even 

when a low NA objective is used to generate the light point-source. To 

prove this statement, we performed computer simulations. In this 

simulations we use raster scanning to sample the object through a low NA 

objective, and an array of PDs to detect the diffracted light in Fourier 

domain.  

 

Figure 5.4. Laser beam path diagrams for unidirectional (left) and 

bidirectional (right) raster scanning modes. 
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The optical setup to perform raster scanning Fourier ptychography 

is shown schematically in Figure 5.5. The array of LEDs used in 

conventional Fourier ptychography has been substituted by an array of PDs. 

They are located at a distance from the object large enough to consider that 

they are at the Fraunhofer diffraction plane. The object is illuminated by a 

light spot focused by an objective with a low NA and scanned trough the 

sample. The scanning may be generated by a narrow light beam and a 

system of galvanometric mirrors or, alternatively, by using a SLM that 

scans pixel by pixel. In principle, the signal of a single PD, for example the 

central one, will be able to generate a low resolution image of the object. 

However, we propose to combine images obtained from different PDs, by 

using the Fourier ptychography algorithm, to obtain a high resolution 

image. Let us consider that the coherent PSF of the projection optical 

system is 𝑎(𝑥, 𝑦) . Then, the complex amplitude reaching the PD located at 

spatial frequency coordinates (𝑢, 𝑣) is 

𝛼𝑢,𝑣(𝑥𝑖, 𝑦𝑖) = ∑𝑎(𝑥 − 𝑥𝑖, 𝑦 − 𝑦𝑖) · 𝑂(𝑥, 𝑦)

𝑥,𝑦

· 𝑒−𝑗2𝜋(𝑢𝑥+𝑣𝑦). (5.1) 

The corresponding low resolution image 𝐼𝑙𝑚(𝑢, 𝑣) is obtained by a simple 

superposition of the Dirac delta functions weighted by the intensity 

measured with the PD: 

𝐼𝑙𝑚(𝑢, 𝑣) = ∑|𝛼𝑢,𝑣(𝑥𝑖, 𝑦𝑖)|
2
⋅ 𝛿(𝑥 − 𝑥𝑖, 𝑦 − 𝑦𝑖).

𝑖

 (5.2) 

Of course, because of the properties of the Delta function, this result is the 

same that the one obtained in equation (5.1), a low-resolution version of the 

object. This image will be equivalent to the one obtained by a camera in 

conventional Fourier ptychography when the corresponding LED at spatial 

frequencies (𝑢, 𝑣) is on. Consequently, we can apply the same FP algorithm 

to obtain a high resolution image from the collection of low resolution 

images provided by the different PDs. 
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To evaluate the behavior of our optical system for raster scanning 

FPM, we have simulated an array of 21 × 21 PDs with 2 mm separation 

between each two of them. The array was placed 200 mm far from the 

object and the object had a size of 0.1mm×0.1mm. Then, we captured 

images of the object using a low NA objective, which was simulated with 

a circular low-pass filter in Fourier domain. To put in context the results 

obtained with our raster scanning Fourier ptychography system, we have 

also carried out simulations of conventional raster scanning microscopy, 

using only one bucket detector exactly after the object, and conventional 

FPM (see Figure 5.6). For the conventional Fourier ptychography case, all 

the parameters were the same but now applied to an array of LEDs instead 

of photodiodes, and using a CCD camera detector conjugated with the 

object plane through the objective. 

As we expected, the reconstructed image of raster scanning FP 

(Figure 5.6 c) and conventional FP (Figure 5.6 d) is exactly the same. 

Furthermore, both FP images have a much higher resolution than the image 

obtained by conventional raster scanning (Figure 5.6 b). 

 

Figure 5.5: Schematic optical configuration for raster scanning 

Fourier ptychography. 
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In summary, we have proposed a method to apply Fourier 

ptychography techniques to raster scanning microscopy, improving the 

resolution even when a low NA objective is used to generate the light point-

source. In our method the LED array, typically used in FP techniques, is 

replaced by a PD array, and the CCD camera is replaced by a raster 

scanning technique. This proposal can provide high resolution images with 

large FOV, simultaneously, in raster scanning microscopy. Our technique 

can be interesting also in phase imaging techniques with raster scanning 

microscopy. However, raster scanning techniques may suffer from low 

efficiency, especially in cases where the amount of light projected onto the 

sample per unit area should be limited, for example to avoid damage in 

living samples or to reduce photobleaching in fluorescence applications. 

Single-pixel imaging techniques with structured pattern illumination can be 

the solution to this problem, as we discuss in the following section. 

 

  

Figure 5.6. (a) Original object, a resolution test chart, and 

simulation results for (b) conventional raster scanning, (c) conventional 

Fourier ptychography and (d) raster scanning with Fourier ptychography, 

using in all cases a very low NA objective. 
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5.3 SINGLE-PIXEL FOURIER PTYCHOGRAPHY WITH PATTERN 

ILLUMINATION 

Raster scanning techniques use a focused laser beam that allows the 

acquisition of digital images with very high resolution. This is due to the 

fact that the resolution is determined not by the PSF of the imaging system 

and the pixel size of the detector, as in conventional imaging, but by the 

size of the laser beam at the plane of the sample, which is determined by 

the PSF of the projection optics. However, under certain circumstances, for 

example when the sample cannot receive more than a certain amount of 

light per unit area (this is the case of biological or fluorescent samples) the 

signal reaching the detector may be insufficient to obtain an acceptable 

result. One way to increase light efficiency, without necessarily increasing 

the amount of light per unit area, is the use of wide-field illumination.  

 

In this section we propose the design of a new microscopy method 

based on the combination of Fourier ptychography techniques with wide-

field microstructured illumination and integrated detection. As in the 

previous chapter, we use a digital micromirror device (DMD) designed to 

codify binary patterns (Walsh-Hadamard patterns) which are projected onto 

 

Figure 5.7. Schematic view of the projection system and measurement 

PDs in the single-pixel FP system. Only the ON pixels of the Hadamard patterns 

contribute to the complex summation of the light at the position of each PD. 
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the sample plane by a microscope optical system. The integrated detection 

is performed by an array of a low number of photodiodes or other single-

pixel light detectors. In contrast with the raster scanning approach, now the 

standard FP algorithm cannot be applied directly, as we show next. 

Let us consider the optical system sketched in Figure 5.8. As in the 

conventional single-pixel microscopy system described in the previous 

sections, an optical system is used to project microstructured light patterns 

onto the object plane. In this case, only the last element of the optical 

system, the microscope objective, is shown in Figure 5.8. The light field 

distribution at the object plane is given by 

𝑢𝑖(𝑥, 𝑦) = [𝑊𝐻𝑖(𝑥, 𝑦) ⊗ 𝑎(𝑥, 𝑦)] · 𝑂(𝑥, 𝑦) (5.3) 

where 𝑊𝐻𝑖(𝑥, 𝑦) is the ith Walsh-Hadamard pattern codified in the SLM; 

𝑎(𝑥, 𝑦) is the coherent PSF of the projection optical system, and 𝑂(𝑥, 𝑦) is 

the transmittance of the object.  

 

In our approach, the detection system is constituted by an array of a low 

number of PDs located at the Fraunhofer diffraction plane of the optical 

system, in the same way as the LEDs are located in a conventional FP 

system. The complex amplitude distribution in this plane is just the Fourier 

transform of equation (5.3), i.e., 

 

Figure 5.8. Schematic view of the projection system and measurement 

points in the single-pixel Fourier ptychography system. 
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𝛼𝑖(𝑢𝑘, 𝑣𝑘) = ∑𝑢𝑖(𝑥, 𝑦)· 𝑒
−𝑗2𝜋(𝑢𝑘𝑥+𝑣𝑘𝑦)

𝑥,𝑦

= ∑[𝑊𝐻𝑖(𝑥, 𝑦) ⊗ 𝑎(𝑥, 𝑦)] · 𝑂𝑢𝑘,𝑣𝑘
(𝑥, 𝑦) 

𝑥,𝑦

, 
(5.4) 

Note that 𝑂𝑢,𝑣(𝑥, 𝑦) = 𝑂(𝑥, 𝑦) · 𝑒−𝑗2𝜋(𝑢𝑥+𝑣𝑦) is the complex amplitude at the 

object plane 𝑢𝑖(𝑥, 𝑦) illuminated by tilted plane waves subtending angles 

𝜃𝑥 and 𝜃𝑦 with the optical axis, and 𝑢 = 𝑘 sin𝜃𝑥 and 𝑣 = 𝑘 sin𝜃𝑦 represent 

frequency components along the x- and y-directions in a rectangular 

coordinate system. Equation (5.4) provides the complex amplitude of the 

light field arriving to the PD located at the spatial frequency coordinates 

(𝑢𝑘, 𝑣𝑘), as is shown in Figure 5.8. By measuring experimentally the 

complex projections 𝛼𝑖(𝑢𝑘 , 𝑣𝑘), it will be possible to obtaining a low 

resolution version of the object as 

𝑂𝑢𝑘,𝑣𝑘
(𝑥, 𝑦) = ∑𝛼𝑢,𝑣(𝑥𝑖, 𝑦𝑖) ⋅ 𝑊𝐻𝑖(𝑥, 𝑦).

𝑖

 (5.5) 

This would allow us to apply the conventional Fourier ptychography 

algorithm in a similar way as in the previous section. However, the PD 

measures just intensity |𝛼𝑖(𝑢𝑘 , 𝑣𝑘)|
2. This forces us to develop an 

algorithm for single-pixel Fourier ptychography adapted to work under 

wide-field structured illumination.  

The first step is to measure |𝛼𝑖(𝑢𝑘 , 𝑣𝑘)| but this is not 

straightforward because of the way we project the patterns experimentally. 

As each Walsh-Hadamard pattern  𝑊𝐻𝑖 contains positive and negative ±1 

values (see annex), it is not possible to codify them with a binary amplitude 

modulator. To this end, we codify positive patterns  𝑊𝐻𝑖
+ and 𝑊𝐻𝑖

− with 

only 0 and 1, in such a way that 𝑊𝐻𝑖 = 𝑊𝐻𝑖
+ − 𝑊𝐻𝑖

−. The coefficients 

associated to the Walsh-Hadamard pattern  𝑊𝐻𝑖 are then 𝛼𝑖 = 𝛼𝑖
+ − 𝛼𝑖

−, 

where 𝛼𝑖
+ is the value of the projection of 𝑊𝐻𝑖

+, and  𝛼𝑖
− is the value of the 

projection of 𝑊𝐻𝑖
−. From these two equations, we are able to calculate the 

module of the complex projection as follows: 
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|𝛼𝑖|
2 = |𝛼𝑖

+|2 + |𝛼𝑖
−|2 − 2(|𝛼𝑖

+|2 ⋅ |𝛼𝑖
−|2), 

|𝛼1|
2 = |𝛼𝑖

+|2 + |𝛼𝑖
−|2 + 2(|𝛼𝑖

+|2 ⋅ |𝛼𝑖
−|2), 

 

(5.6) 

where 𝛼1 is the value of the projection when an all-white pattern, 𝑊𝐻1
+ is 

used. If we add |𝛼𝑖|
2 and |𝛼1|

2, we obtain 

|𝛼𝑖|
2 + |𝛼1|

2 = 2(|𝛼𝑖
+|2 + |𝛼𝑖

−|2), 

|𝛼𝑖| = √2(|𝛼𝑖
+|

2
+ |𝛼𝑖

−|
2
) − |𝛼1|

2, 
(5.7) 

and since the square module of the complex projection is, by definition, the 

intensity, we obtain finally 

|𝛼𝑖| = √2(𝐼𝑖
+ + 𝐼𝑖

−) − 𝐼1, (5.8) 

where 𝐼𝑖
+ and 𝐼𝑖

− are the ith intensity values measured by the photodiodes 

for the ith positive and negative Walsh-Hadamard patterns respectively.  

The algorithm to obtain a high resolution image of the object from 

the single-pixel intensity measurements at the Fraunhofer plane is as 

follows. For each k-iteration, the algorithm (see Figure 5.9) receives two 

inputs: the object complex amplitude distribution, 𝐺𝑘 (for simplicity we 

ignore the spatial coordinates (𝑥, 𝑦) in the explanation of the algorithm), 

and the position of the detector in the Fraunhofer plane (𝑢𝑘 , 𝑣𝑘). As a 

starting point, we employ as initial guess 𝐺0, the retrieved single-pixel 

image obtained from the measurements taken by the central PD. From this 

initial guess, we calculate the complex amplitude of the object as seen from 

the coordinates (𝑢𝑘 , 𝑣𝑘), that is, 𝑂𝑢𝑘,𝑣𝑘
(1). From this first estimation of 

𝑂𝑢𝑘,𝑣𝑘
 we calculate numerically the complex values 𝛼𝑖(𝑢𝑘, 𝑣𝑘) resulting 

from the projection of the different sampling patterns 𝑊𝐻𝑖 onto the object 

(2). In the next step, (3) we substitute the module of the complex value with 

the experimental measurement |𝛼𝑖,𝑚(𝑢𝑘, 𝑣𝑘)|, calculated with equation (5.8), 

while maintaining the phase. In this way, the experimental measurements 

allow us to update the value of the coefficients 𝛼̃𝑖(𝑢𝑘 , 𝑣𝑘) and therefore the 

complex distribution 𝑂𝑢𝑘,𝑣𝑘
𝐼  (4). 
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Figure 5.9. Iterative Single-pixel Fourier Ptychography algorithm. 

Then, we calculate 𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼  by multiplying 𝑂𝑢𝑘,𝑣𝑘

𝐼  with the linear phase 

𝑒+𝑗2𝜋(𝑢𝑥+𝑢𝑦)(5). In this way, 𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼  is shifted back to its corresponding 

position in the Fourier plane. In step (6) we perform the Fourier transform 

of 𝐺𝑘 and multiply it by a mask (𝐴𝑢𝑘,𝑣𝑘
). This mask plays the role of the 

limited pupil aperture, the coherent transfer function, produced by the low 

aperture of the projection optical system. It selects only the information on 

the spatial-frequency plane in a circle with a size related with the NA of the 

projection system, shifted to the coordinates (𝑢𝑘, 𝑣𝑘). Then we perform the 

inverse Fourier transform to complete the Fourier filtering operation. In the 

next step (7) we substitute in the previous estimation of the object 𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼𝐼  

the module of 𝑂𝑢𝑘,𝑣𝑘
𝐼  obtained in step (4), while keeping the phase, 

𝐺0 𝑂𝑢𝑘,𝑣𝑘
 = 𝐺𝑘 · 𝑒−𝑗2𝜋(𝑢𝑘𝑥+𝑣𝑘𝑦) 

 𝛼𝑖(𝑢𝑘 , 𝑣𝑘) = (𝑊𝐻𝑖 ⊗ 𝑎0,0)
𝑇
· 𝑂𝑢𝑘,𝑣𝑘

 

 𝛼̃𝑖(𝑢𝑘 , 𝑣𝑘) = |𝛼𝑖,𝑚(𝑢𝑘, 𝑣𝑘)| · 𝑒
−𝑗𝜃𝛼𝑖  

 𝑂𝑢𝑘,𝑣𝑘
𝐼 = ∑ 𝛼𝑖(𝑢𝑘, 𝑣𝑘) · 𝑊𝐻𝑖𝑖  

 𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼𝐼 = ℱ−1 ℱ{𝐺𝑘} · 𝐴𝑢𝑘,𝑣𝑘

  

𝑂𝑢𝑘,𝑣𝑘
𝐼𝑉 = |𝑂𝑢𝑘,𝑣𝑘

𝐼 | · 𝑒
𝑗𝜃

𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼𝐼

 

ℱ{𝐺𝑘+1} = 𝐴 
𝑢𝑘,𝑣𝑘

· ℱ{𝐺𝑘} + 𝐴𝑢𝑘,𝑣𝑘
· ℱ 𝑂𝑢𝑘,𝑣𝑘

𝐼𝑉   

k=k+1 

(1) 

(2) 

(3) 

(4) 

 𝑂𝑢𝑘,𝑣𝑘
𝐼𝐼 = 𝑂𝑢𝑘,𝑣𝑘

𝐼 ⋅ 𝑒+𝑗2𝜋(𝑢𝑘𝑥+𝑣𝑘𝑦) (5) 

(6) 

(7) 

(8) 
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obtaining a new provisional estimation of the object 𝑂𝑢𝑘,𝑣𝑘
𝐼𝑉 . Then, in 

Fourier space we substitute the information of 𝑂𝑢𝑘,𝑣𝑘
𝐼𝑉  in the corresponding 

part of the Fourier space (by using the binary transfer function 𝐴𝑢𝑘,𝑣𝑘
), 

while leaving the rest intact (𝐴 
𝑢𝑘,𝑣𝑘

= 𝐼𝑁 − 𝐴𝑢𝑘,𝑣𝑘
), where 𝐼𝑁 is the 𝑁 × 𝑁 

identity matrix (8). Finally, the inverse Fourier transform of (8) is 

considered as the guess for the following iteration.  

In Figure 5.10 we show the result of a numerical simulation of a 

ptychographic SPM constituted by a light projection system, a low NA 

objective, and 9 PDs. The pictures show images retrieved from the 

measurements performed by the different PDs by using conventional 

single-pixel imaging techniques. For the reconstruction we use the real 

measurements |𝛼| given by Eq. (5.8). We can see that high frequency 

information of the object is encoded in the off-axis images. The objective 

used in the simulation is a low NA objective with 𝑁𝐴 = 0.4. The simulated 

 

Figure 5.10. Simulation of the different images 𝑂𝑢𝑘,𝑣𝑘
 (only amplitude) 

calculated from the signals measured by each of the 3x3 PDs using conventional 

SPI techniques. See text for details. 
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object is an USAF pattern with a resolution of 128 × 128 pixels and the 

projected patterns are Walsh-Hadamard functions obtained from Hadamard 

matrix ℋ4096 (64 × 64 pixels) rescaled to 128 × 128 pixels. 

The iterative single-pixel Fourier ptychography algorithm in Figure 

5.9 is then applied to the set of measurements shown in Figure 5.10. The 

result of the simulation in shown in Figure 5.11. The left image shows the 

single-pixel image reconstructed with information from the central PD. The 

right image (ptychography image) shows the single-pixel Fourier 

ptychography image reconstructed with information from the array of 3x3 

PDs. Note that in the single-pixel image, only element 1 of the biggest 

group is resolved. However, in the ptychographic image the element 6 of 

the same group is clearly resolved. This means a resolution increase factor 

of 1.8. These results have been obtained with 10 iterations of our algorithm. 

More iterations did not produce an image with better resolution. 

 

In conclusion, in this chapter we have proposed a method to apply 

Fourier ptychography techniques to raster scanning and structured 

illumination single-pixel microscopy. Our system improves the resolution 

of the final images with respect those obtained with conventional single-

pixel approaches even when a low NA objective is used to generate the 

structured illumination patterns. On one hand, the resolution of a raster 

scanning system has been improved using an array of photodetectors 

instead of only one, altogether with FP algorithms. Using numerical 

simulation, we have shown that the final image has a considerable higher 

 

Figure 5.11. Results. (Left) Initial image obtained with the central 

PD. (Right) Fourier ptychography reconstruction using 3x3 PDs. The 

simulated objective is a 4X/0.4 NA and the images size 128 × 128 pixels. 

 

 

Figure 5.12. Results. (Left) Initial image obtained with the central 

PD. (Right) Fourier ptychography reconstruction using 3x3 PDs. 4x 0.4 NA. 

128 × 128 pixels. 
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resolution with respect to conventional raster scanning, a resolution 

comparable with the one obtained by conventional Fourier ptychography 

techniques. On the other hand, we have shown that it is also possible to 

improve the resolution of structured illumination single-pixel microscopy 

using FP algorithms and an array of 3x3 photodetectors. By using a 

modified FP algorithm, we have shown that the final image obtained with 

the single-pixel Fourier ptychography technique has a factor of 1.8 better 

resolution than that one obtained with conventional single-pixel imaging. 

We believe that these ideas could be the key to improve the resolution and 

FOV in many other different applications of single-pixel imaging 

techniques. 
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Chapter 6. Conclusions 
 

6.1 CONCLUSIONS 

A challenge in microscopy is to capture high-resolution images at 

fast frame rates. Illumination plays an important role to achieve this 

goal.  The last few decades have seen the evolution of new illumination 

techniques meant to improve certain imaging capabilities of the 

microscope. Confocal optical microscopy is a super-resolution technique 

that uses a single spot illumination pattern to scan the sample and a pinhole 

to reject out-of-focus light. Structured illumination and, more recently, 

image scanning microscopy have overcome the trade-off between lateral 

resolution and signal in confocal microscopy. These are examples of 

computational microscopy techniques where the final image is obtained 

computationally by combining the information contained in the whole 

dataset of the acquired signal either in the space or in the Fourier domain. 

This thesis presented the principles and implementation of single-

pixel imaging in microscopy. This approach is based on a patterned 

excitation of the sample combined with a point-detection of the signal so 

providing an improved signal-to-noise ratio. One of the main characteristics 

of the SPM is that it uses very simple sensors (bucket detectors such as 

photodiodes, photomultiplier tubes, ultrasonic transducers…) and 

mathematical algorithms to recover an image. SPM allocates the workload 

for spatial information over a set of microstructured spatial masks that are 

codified onto a DMD. DMDs offer high-resolution two-dimensional spatial 

light modulation based on an array of micromirrors. Although SLMs based 

on liquid crystal technology offer unprecedented control of amplitude and 

phase, they are typically limited to refresh rates of the order of 100 Hz. In 

contrast, micromirror devices are capable of at least 100 times faster 

switching, operating in the range of the tens of kHz. Another key feature is 

the broadband operation from the ultraviolet to the infrared. Current DMD 

technology offers data transfer speed to XGA chips of 52,5 kHz. 
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In this thesis we have designed and demonstrated several 

technologies for SPM. In particular: 

•We have performed the analysis of the role of the point spread 

function in the illumination pathway corresponding to the objective lens of 

the projection system. In reality, the PSF acts as a low pass filter, meaning 

that the illumination patterns are smoother than the theoretical counterparts. 

This means that the retrieved computational image has the same resolution, 

both transversal and axial, than its widefield equivalent in conventional 

imaging. 

•Our results also show that single-pixel systems applied to the field 

of microscopy can reduce the complexity of the optical collection system. 

We have demonstrated that there is no detrimental effect on the image 

quality for the point spread function in the collection pathway. In this way, 

we have demonstrated image transmission through scattering media; I mean 

the ability of the SPM to retrieve an image of the sample when there is a 

scattering layer between the sample and the detector. 

•Compressive sensing allows one to acquire less data though still 

recover the same amount of information as traditional techniques, meaning 

less resources such as time, detector cost, power, data processing, and 

storage. We have demonstrated that compressive sensing allows to boost 

single-pixel microscopy to enable operating at video rates. 

•We have demonstrated an optical design for a SPM that allows 

dual operation, meaning simultaneous imaging in transmission and 

reflection of the same area of the sample, with no need for calibration. In a 

traditional imaging system this should be done with a single illumination 

system and two identical, perfectly aligned imaging systems with the same 

optical characteristics. In this sense, we believe that our technique can play 

an important role in reducing the complexity of multimodal optical 

microscopy systems.  

•Finally, we have proposed a novel algorithm to increase the 

transversal resolution in SPM through detection with a number of 

photosensors. To demonstrate the feasibility of our approach we use the 
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principle of light reversibility and the dual role between illumination in 

conventional imaging and detection in single-pixel imaging. Thus the 

discrete array of light sources in the conventional Fourier ptychography 

experiment is substituted by a discrete array of photosensors. 

Although microscopy is a field that has been around for almost 400 

years, the field of optical microscopy has new and exciting discoveries 

ahead. We firmly believe that the development of structured illumination 

techniques altogether with detectors with no spatial resolution is a hot area. 

Consequently, we are confident that the work presented in this thesis will 

shed light to improve of microscopy techniques based on single-pixel 

detection that will help reduce the complexity and cost of optical systems. 

 

6.2 FUTURE WORK 

In view of the satisfactory results achieved during the doctoral 

work, we foresee different lines for future research. On the one hand,  

optical imaging is an emerging sensing modality in the biomedical field due 

to its operational simplicity, no risk of ionizing radiation, high-resolution, 

and cost-effectiveness when compared with more conventional imaging 

tools such as ultrasound ecography, X-ray, MRI or PET (positron emission 

tomography). Despite the undeniable progress of imaging technologies, 

major challenges still remain. One of them is imaging deep inside complex 

(visually opaque) media. The problem is that visible and infrared light 

interact strongly with the tissue, preventing the formation of diffraction-

limited images and limiting the penetration depth of light in tissues to 

roughly 1 mm. High-resolution microscopic imaging allows penetration 

depths smaller than 1 transport mean free path (TMFP), right beyond those 

achieved by the naked eye. Microscopic imaging techniques rely on the use 

of ballistic photons. Because of the statistical nature of light propagation, 

as the light travels through a diffusive medium, it is possible that some of 

the photons emerge without being scattered. By selecting these unscattered 

ballistic photons and rejecting the scattered (diffused) ones, it is possible to 

obtain high-resolution images that are the sharp shadows of targets buried 

in the diffusive medium. SPM and compressive sensing will allow to deal 
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with a number of questions that have to be addressed when using ballistic 

imaging in the mesoscopic region such as the exponential depletion of 

ballistic photons with the penetration depth or the loss of resolution due to 

the weakly scattered snake photons. 

SPM relies on reconstruction algorithms that require a precise 

knowledge of the illumination patterns, with small errors in the latter 

yielding artifacts in the final high-resolution image. This important 

constraint cannot be overstated if illumination distortion induced by the 

sample or objective aberrations are present. Recently, it has been proposed 

a blind-SIM algorithm that is able to retrieve the sample without a priori 

knowledge of the illumination patterns in wide-field fluorescence 

imaging [159]. We foresee to develop its counterpart for single-pixel 

imaging. It would greatly extend the possibilities of SPM by eliminating 

the need of an a priori knowledge of the input patterns required in the 

current implementation.   
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Annex: Hadamard Matrices, 

Walsh Functions, and Walsh 

-Hadamard Functions 
 

A Hadamard matrix of order ℋ𝑁 is a 𝑁 × 𝑁 matrix of 1s and -1s 

that fulfills [160] 

ℋ𝑁 ⋅ ℋ𝑁
𝑇 = 𝑁 ⋅ 𝐼𝑁, (A.1) 

where T denotes transposed and 𝐼𝑁 is the 𝑁 × 𝑁 identity matrix. 

Among the large number of procedures for creating Hadamard matrices is 

the Sylvester construction, which obtains Hadamard matrices of order 1, 2, 

4, 8… recursively from 

 

A frequency interpretation can be given to the Hadamard matrix. 

We call frequency to the number of sign changes that exist along each row. 

For example, in the matrix 

the frequencies of the rows are 𝑓1 = 0, 𝑓2 = 3, 𝑓3 = 1 and 𝑓4 = 2 

respectively. Then, the set of rows can be considered as a basis of 

rectangular 1D functions, called Walsh functions. In this context, the 

Hadamard matrix merely performs the decomposition of a function into a 

ℋ1 = (1)           and     ℋ2𝑁 = (
ℋ𝑁 ℋ𝑁

ℋ𝑁 −ℋ𝑁
). (A.2) 

ℋ4 = (

+1 +1 +1 +1
+1 −1 +1 −1
+1 −1 −1 −1
+1 −1 −1 +1

), (A.3) 
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set of rectangular functions, much like the Fourier transform in a set of 

sinusoidal functions [161]. 

In digital image processing it is usual to consider a 2D image as a 

1D vector, which expresses the set of image rows concatenated in a single 

vector. This correspondence can be applied between the Walsh (W) 

functions and the 2D functions, called Walsh-Hadamard (WH). Thus, for 

example, in 𝐻4, 

According to frequency interpretation, these Walsh-Hadamard 

functions have frequencies in two directions (x, y). For example, for  

𝑊𝐻1,𝑊𝐻2,𝑊𝐻3 and 𝑊𝐻4 the frequencies are 𝑓1 = (0,0), 𝑓2 =

(1,0), 𝑓3 = (0,1) and  𝑓4 = (1,1) respectively. In addition, it can also be 

said that the Hadamard matrix of 𝑁 × 𝑁 dimension contains the base of 2D 

Walsh-Hadamard function, the dimension of which is √𝑁 × √𝑁. 

In the modulation of light beams through Walsh-Hadamard 

functions two cases are considered, depending on whether the electric field 

or intensity is modulated. In the first case, the implementation of Walsh-

Hadamard functions is performed by a SLM that modulates only phase, 

assigning the phase 0 for the 1s of the function and 𝜋 for the -1s. For this 

type of modulation both transmission and reflection SLM can be used. 

However, when modulating intensity, the implementation of the Walsh-

Hadamard functions is not direct since the modulator has to be formed by 

elements of transmittance 1 and -1. Then, the modulator has to transmit part 

of the incident radiation and reflect the rest, or reflect the incident light 

beam in two different directions, as is done by a DMD, being necessary two 

photodetectors [160]. 

𝑊1 = (+1 +1 +1 +1)     ⟺    𝑊𝐻1 = (
+1 +1
+1 +1

)   

𝑊2 = (+1 −1 +1 −1)     ⟺    𝑊𝐻2 = (
+1 −1
+1 −1

)  

𝑊3 = (+1 +1 −1 −1)     ⟺    𝑊𝐻3 = (
+1 +1
−1 −1

)  

𝑊4 = (+1 −1 −1 +1)     ⟺    𝑊𝐻4 = (
+1 −1
−1 +1

). 

(A.4) 
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In contrast, if the modulator used only reflects or transmits 

radiation, it is necessary to decompose the Walsh-Hadamard functions into 

other functions implementable in the modulator. Thus, any Walsh-

Hadamard function can be expressed as the subtraction of two 

complementary functions 

where 𝑊𝐻𝑛
+ is built from 𝑊𝐻𝑛 replacing the -1s by 0 and 𝑊𝐻𝑛

− is the 

complementary of 𝑊𝐻𝑛
+. These functions are easy to implement with an 

SLM since it only contains pixels of transmittance 1 or 0. In addition, from 

𝑊𝐻𝑛 = 𝑊𝐻𝑛
+ − 𝑊𝐻𝑛

−, (A.5) 

 

Figure A.1. Representation of Walsh-Hadamard functions obtained 

from the Hadamard matrix ℋ64 as 8x8 pixel images. The 1s are represented 

by white pixels and the -1s by black pixels.  
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the measured projections 𝛼+ and 𝛼− the projection associated with the 𝑊𝐻 

function can be calculated as 

The need of projection 𝛼𝑖
+ and 𝛼− for each 𝑊𝐻𝑛 may mean a priori having 

to double the number of patterns sent experimentally. However, this is not 

always necessary. Since 𝑊𝐻𝑛
+ and 𝑊𝐻𝑛

− are complementary 

where 𝑊𝐻1 is the element of the basis of Walsh-Hadamard functions where 

all elements are 1. Thus, from equations (A.5) and (A.7) 

and then, the projections of 𝑊𝐻𝑛 can be calculated as 

In other words, if the total intensity is kept constant throughout the 

experiment (i.e., the light source does not oscillate), it is not necessary to 

double the number of patterns projected onto the object.  

𝛼 = 𝛼+ − 𝛼−. (A.6) 

𝑊𝐻𝑛
+ + 𝑊𝐻𝑛

− = 𝑊𝐻1         𝑛 ≠ 1, (A.7) 

𝑊𝐻𝑛 = 𝑊𝐻𝑛
+ − 𝑊𝐻𝑛

− = 2 ⋅ 𝑊𝐻𝑛
+ − 𝑊𝐻1, (A.8) 

𝛼𝑛 = 2 ⋅ 𝛼𝑛
1 − 𝛼1        𝑛 ≠ 1. (A.9) 



95 

 

Resumen en español 
MOTIVACIÓN Y OBJETIVOS DE LA INVESTIGACIÓN. 

En microscopía es posible distinguir diferentes tipos de estrategias 

de formación de imágenes en términos de sus modos de excitación y 

detección (ver Tabla R.1). Por un lado, en microscopía de campo claro, se 

ilumina un área grande de la muestra y la luz difractada se registra mediante 

una serie de fotosensores montados sobre una plataforma digital, como un 

sensor CCD o CMOS. Por el contrario, en microscopía de barrido, se 

escanea un punto de luz a través de la muestra y se usa un solo fotosensor 

para detectar la señal pixel a pixel. Además, en microscopía de escaneo de 

imágenes (ISM), el detector puntual en un microscopio confocal 

convencional se reemplaza por una matriz de detectores para aumentar la 

extremadamente baja SNR [48,82].  

El esquema de imagen con detección puntual (SPI)  [83] ha ganado 

considerable atención como mecanismo de detección muy eficaz y ha 

desencadenado diversas aplicaciones donde las cámaras convencionales 

equipadas con millones de píxeles no dan una respuesta adecuada, incluida 

la microscopía óptica. En la microscopía de un solo pixel (SPM), la muestra 

se ilumina con patrones proyectados a través de un objetivo y la señal es 

colectada en un sensor puntual [84–90]. Las imágenes son reconstruidas 

computacionalmente a partir de las fotocorrientes correspondientes a un 

conjunto de patrones adecuadamente elegidos. La técnica de SPM ha 

permitido imágenes hiperespectrales a través del espectro visible en un 

microscopio de fluorescencia e imagen de microfluidos [60,70]. También 

se ha demostrado recientemente un prototipo de sistema de microscopía 

basado en SPI para imagen simultánea en infrarrojo y visible [69]. La 

longitud de onda juega un papel importante en la formación de imágenes 

biológicas. Por ejemplo, las longitudes de onda localizadas en el infrarrojo 

cercano tienen una penetración máxima en el tejido biológico. Esta ventana, 

también conocida como ventana terapéutica o ventana NIR, está limitada 

principalmente por la absorción de la luz por la sangre en longitudes de 

onda más cortas y por el agua en longitudes de onda más largas. 
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En esta Tesis, exploramos la técnica de SPM para diseñar y 

desarrollar experimentos de prueba de concepto donde la estrategia de 

detección de un solo pixel supera la detección convencional con sensores 

pixelados típica de la microscopía de campo claro. La capacidad de la 

estrategia de detección puntual para generar imágenes de un objeto oculto 

por medios con elevada dispersión ha sido demostrada recientemente. 

Sorprendentemente, un sensor sin resolución espacial es capaz de recuperar 

una imagen de alta resolución de una muestra oculta por un medio turbio, 

un problema que no puede resolverse con cámaras convencionales CCD o 

CMOS equipadas con millones de píxeles. De esta manera, recuperamos el 

equilibrio fundamental entre la profundidad de penetración, la sensibilidad 

y la velocidad de imagen de los microscopios actuales mediante un cambio 

en el paradigma de la estrategia de detección. 

Además, se desarrolla el análogo a la microscopía con pticografía 

de Fourier pero empleando técnicas de imagen con detección de un solo 

píxel. Este método, es una combinación inteligente de técnicas de 

recuperación de fase y de apertura sintética. La técnica consiste en emplear 

una matriz de LEDs, en una posición relativamente alejada del objeto, que 

ilumina secuencialmente la muestra desde diferentes ángulos. Un objetivo 

de baja apertura numérica forma las imágenes del objeto sobre una cámara. 

Como la posición de los LEDs se asume lo suficientemente alejada del 

objeto, la iluminación de cada LED puede considerarse como una onda 

plana inclinada con un ángulo diferente. Estas ondas planas inclinadas 

  Excitación 

  Campo claro Pixel a pixel 

Detección 

Matriz de 

detectores 

Microscopía 

de campo 

claro 

Microscopía 

de escaneo de 

imagen 

Detector 

puntual 

Microscopía 

single-pixel 

Microscopía 

de barrido 

Tabla R.1. Clasificación de las modalidades de microscopía según su 

configuración de iluminación y detección. 

 

 Excitación 

Detección 

 Campo claro Pixel a pixel 

Matriz de 

detectores 

Microscopía de 

campo claro 

Microscopía de 

escaneo de imagen 

Detector 

puntual 

Microscopía 

single-pixel 

Microscopía de 

barrido 

 

Tabla R.2. Clasificación de las modalidades de microscopía según su 

configuración de iluminación y detección 



97 

 

causarán un cambio en el espectro del objeto en el dominio de Fourier. Por 

lo tanto, cada imagen registra información de diferentes áreas del espectro 

de Fourier del objeto. Mediante el uso de un algoritmo iterativo, similar a 

los utilizados en las técnicas de recuperación de fase, es posible combinar 

la información contenida en estas áreas para obtener una imagen de alta 

resolución con un gran campo de visión (FOV). Además de alta resolución 

y un amplio FOV, este método permite obtener la distribución de fase del 

objeto. 

 

La estructura de la Tesis es la siguiente: 

I. En el Capítulo 2 introducimos los conceptos básicos y herramientas 

matemáticas para entender SPI y CS, analizando las principales 

diferencias entre cámaras convencionales y cámaras de un solo pixel. 

Además, revisamos las principales características de los diferentes 

moduladores espaciales de luz y fotodetectores utilizados para construir 

nuestro SPM. En el Capítulo 3, describimos el sistema SPM y 

realizamos un análisis detallado de la resolución espacial, tanto en las 

coordenadas transversales como axiales, utilizando la óptica de Fourier. 

 

II. En el Capítulo 4 desarrollamos un microscopio dual que permite 

obtener imágenes de muestras en reflexión y transmisión de forma 

simultánea. La mayoría de diseños de microscopios ópticos hacen que 

la obtención simultánea de la imagen de una muestra en transmisión y 

reflexión sea ineficiente, restrictiva o incluso imposible. Aquí 

demostramos que la arquitectura de SPM es particularmente adecuada 

para esta operación dual, ya que ambas imágenes pertenecen, 

inequívocamente, al mismo plano de la muestra. El sistema se basa en 

el uso de un DMD perteneciente a un videoproyector comercial de bajo 

coste que utiliza un diseño de mosaico de píxeles en forma de diamante. 

Para hacer frente a las distorsiones geométricas generadas por este 

diseño de diamante, se hace necesario desarrollar un algoritmo para 

precompensar los patrones, asignando con precisión píxeles en la 

memoria del dispositivo. 
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III. En el Capítulo 5 extendemos las capacidades de la microscopía de 

barrido y SPI combinando estas técnicas con algoritmos adaptados de 

pticografía de Fourier para desarrollar un sistema SPM de transmisión. 

En estos experimentos, extendemos virtualmente la apertura numérica 

del sistema usando una matriz de fotodetectores colocados en el plano 

de Fraunhofer. Finalmente, en el Capítulo 6 resumimos las principales 

conclusiones de esta tesis doctoral y esbozamos las principales vías 

para el trabajo futuro. 

 

CONCLUSIONES 

Un desafío en microscopía es obtener imágenes de alta resolución 

con tasas de repetición altas. La iluminación juega un papel importante para 

conseguir este objetivo. Las últimas décadas han visto una evolución de 

nuevas técnicas de iluminación diseñadas para mejorar ciertas capacidades 

de los microscopios. La microscopía óptica confocal es una técnica de 

superresolución que utiliza un único patrón de iluminación puntual para 

escanear la muestra y un pinhole para rechazar la luz fuera de foco. Las 

técnicas de iluminación estructurada y, más recientemente, las de 

microscopía de escaneado de imagen, han superado el compromiso entre 

resolución lateral y nivel de señal en microscopía confocal. Estos son 

ejemplos de técnicas de imagen computacional donde la imagen final es 

obtenida computacionalmente combinando información contenida en el 

conjunto de datos de la señal adquirida ya sea en el dominio espacial o en 

el de Fourier. 

En esta Tesis hemos descrito los principios y aplicaciones de las 

técnicas de SPI en microscopía. Este enfoque se basa en la iluminación de 

la muestra mediante patrones de luz combinada con la detección puntual de 

la señal, proporcionando así una relación señal-ruido mejorada. Una de las 

principales características de la técnica de SPM es el uso de sensores muy 

simples (detectores puntuales como fotodiodos, tubos fotomultiplicadores, 

transductores ultrasónicos…) y algoritmos matemáticos para recuperar una 

imagen. La microscopía basada en SPI determina la información espacial 
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mediante un conjunto de máscaras microestructuradas que están 

codificadas en un SLM. Los DMDs permiten la modulación de la luz con 

alta resolución mediante una matriz de microespejos. Aunque los SLMs 

basados en tecnología de cristal líquido ofrecen un control de amplitud y 

fase sin precedentes, están limitados típicamente a una tasa de refresco 

máxima del orden de los 100 Hz. Por el contrario, los dispositivos de 

microespejos son capaces de conmutar al menos 100 veces más rápido, 

operando en el rango de las decenas de kHz. Otra característica clave es su 

ancho de banda de operación desde el ultravioleta al infrarrojo. La 

tecnología actual de los DMD ofrece velocidades de transferencia de datos 

a chips XGA de 52,6 kHz. 

En esta Tesis hemos diseñado y demostrado varias tecnologías para 

SPM. En particular: 

 Hemos realizado un análisis del papel de la PSF en el sistema 

de iluminación que proyecta los patrones de luz micro-

estructurados sobre la muestra mediante el objetivo de 

proyección. En realidad, la PSF actúa como un filtro pasa baja, 

lo que significa que los patrones de iluminación son más suaves 

que las funciones de la base teóricas. Esto significa que la 

imagen computacional recuperada tiene la misma resolución, 

tanto transversal como axial, que su equivalente en campo 

ancho obtenida con técnicas convencionales. 

 

 Nuestros resultados también muestran que los sistemas de un 

solo pixel aplicados al campo de microscopía pueden reducir la 

complejidad del sistema óptico de colección. Hemos 

demostrado que no hay un efecto perjudicial sobre la calidad 

de imagen por la PSF en el sistema de colección. De esta 

manera, hemos comprobado la transmisión de imágenes a 

través de medios turbios. Con esto nos referimos a la capacidad 

de la técnica de SPM de recuperar una imagen de la muestra 

cuando hay una capa con dispersión elevada entre la muestra y 

el detector. 
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 Los métodos de CS permiten adquirir menos datos y, aun así, 

recuperar la misma cantidad de información que con técnicas 

convencionales, lo que se traduce en el consumo de menos 

recursos tales como el tiempo de medida, el coste del detector, 

la potencia eléctrica y el procesamiento de datos y 

almacenamiento de los mismos. Hemos demostrado que las 

técnicas de CS permite acelerar las operaciones de los sistemas 

de SPM, permitiendo el funcionamiento a velocidades de 

vídeo. 

 

 Hemos desarrollado un diseño óptico para SPM que permite la 

operación dual, esto es, la imagen simultánea en transmisión y 

reflexión de la misma área de la muestra, sin necesidad de 

calibración. En un sistema tradicional de imagen esto debe 

hacerse con un sistema de iluminación y dos sistemas de 

imagen idénticos, perfectamente alineados y de las mismas 

características ópticas. En este sentido, creemos que nuestra 

técnica puede jugar un papel importante al reducir la 

complejidad en sistemas de microscopía multimodal. 

 

 Finalmente, hemos propuesto un algoritmo nuevo para 

aumentar la resolución transversal de las técnicas de SPM a 

través de la detección con una matriz de fotodetectores. Para 

demostrar la viabilidad de nuestra propuesta, utilizamos el 

principio de reversibilidad de la luz y el papel dual entre la 

iluminación en sistemas de imagen convencional y la detección 

en sistemas de un solo pixel. Así, el conjunto discreto de 

fuentes de luz usado en pticografía de Fourier convencional es 

sustituido por una matriz discreta con un número reducido de 

fotodetectores. 

Aunque la microscopía es un campo que ha existido durante 400 

años, el campo de la microscopía óptica tiene descubrimientos nuevos y 

emocionantes por delante. Creemos firmemente que el desarrollo de 
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técnicas de iluminación estructurada en conjunto con detectores sin 

resolución espacial es un tema candente. En consecuencia, estamos seguros 

de que el trabajo presentado en esta Tesis arrojará luz para mejorar las 

técnicas de microscopia basadas en la detección con un solo pixel, lo que 

ayudará a reducir la complejidad y coste de estos sistemas ópticos.
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