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Abstract (English Version) 

Cysteine proteases (CP) are the most abundant proteases in 

parasitic protozoa and they are essential enzymes to the life cycle of 

several of them. For example, cruzain is crucial for the development and 

survival of the protozoan Trypanosoma cruzi, the etiologic agent of 

Chagas disease; and falcipain-2 (FP2) is expressed during the 

erythrocytic stage of the life cycle of the parasite causing Malaria. 

Hence, these enzymes have become attractive therapeutic targets for the 

development of new inhibitors. Irreversible inhibitors of cruzain and 

FP2, that covalently bind to the enzyme through a residue cysteine of the 

active site, have showed good inhibition activity. 

Today, many aspects of both, inhibition mechanism and catalytic 

mechanism of these enzymes are unclear and still under debate. Thus, it 

is crucial to improve our understanding of how these enzymes work at 

molecular level for the design of new inhibitors. In the present Doctoral 

Thesis, different enzymatic mechanisms of the reaction catalyzed by 

cruzain, as well as several inhibition processes of cruzain and FP2, have 

been studied. Hybrid Quantum Mechanics/Molecular Mechanical 

(QM/MM) potentials have been employed to run Molecular Dynamics 

(MD) simulations that allow obtaining the Free Energy Surfaces (FES) in 

terms of Potential of Mean Force (PMF). These calculations have 

allowed obtaining a complete picture of the possible free energy reaction 

paths, including details of the reaction mechanism, their corresponding 

free energy barriers, average geometries and the interactions between the 

inhibitor and the protein. A deep analysis of the results has contributed to 

our understanding of the enzymatic mechanisms under study, which 

could be used for a rational design of new inhibitors with potential 

application in the treatment of severe human diseases. 
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Abstract (Spanish Version) 

Las cisteína proteasas son enzimas esenciales en el ciclo de vida de 

muchos protozoos patogénicos. Por ejemplo, el papel de la cruzaína es 

decisivo para el desarrollo del Trypanosoma cruzi, agente etiológico de 

la enfermedad de Chagas, y la falcipaína-2 se expresa durante la etapa 

eritrocítica del parásito causante de la malaria. Sin duda, éste es el 

motivo por el que estas enzimas se han convertido en objetivos 

terapéuticos para el desarrollo de nuevos inhibidores. Inhibidores 

irreversibles de la cruzaína o de la falcipaína-2, que se unen 

covalentemente a la enzima a través de un residuo de cisteína del sitio 

activo, han mostrado una buena actividad de inhibición. 

Sin embargo, muchos aspectos tanto del mecanismo de inhibición 

como del mecanismo catalítico de las cisteína proteasas son todavía una 

incógnita. Por tanto, mejorar la comprensión de estos sistemas 

enzimáticos a nivel molecular es crucial para el diseño de nuevos 

inhibidores. En la presente Tesis Doctoral se han estudiado diferentes 

mecanismos de la reacción catalizada por la cruzaína así como diversos 

procesos de inhibición de la cruzaína y la falcipaína-2. Se han empleado 

potenciales híbridos Mecánica Cuántica/Mecánica Molecular para 

realizar simulaciones de dinámica molecular que permiten obtener las 

correspondientes superficies de energía libre en términos de potenciales 

de fuerza media. Estos cálculos nos han permitido obtener un panorama 

completo de los posibles caminos de reacción de energía libre, 

incluyendo detalles del mecanismo de reacción, las geometrías promedio 

de los estados estacionarios, además de las interacciones entre el 

inhibidor y la proteína. Un análisis profundo de los resultados ha 

contribuido a nuestra comprensión de estos procesos, lo cual podría ser 

utilizado para un diseño racional de nuevos inhibidores con potencial 

aplicación en el tratamiento de estas enfermedades. 
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1. Introduction  

1.1. Introduction (English Version) 

Enzymes are complex biological molecules that allow organisms to 

reduce the timescales of the chemical reactions, in some cases from 

millions of years to fractions of seconds. The extraordinary catalytic 

power of the enzymes, often far greater than that of synthetic or 

inorganic catalysts, is crucial for the life, without this ability, the life 

would be impossible. In addition, they function in aqueous solutions 

under very mild conditions of temperature and pH.
1
 For example, in 

aqueous solution the hydrolysis of a peptide bond would take hundreds 

of years, while a protease can degrade as many as one million of peptide 

bonds per second.
2
 

In 1878, Frederik W. Kühne used for the first time the word 

enzyme, and it means “in yeast”,
3
 what intended to emphasize that the 

catalytic activity was the manifestation of an extract or secretion rather 

than of the whole organism. Years later, James B. Sumner isolated an 

enzyme in its crystal form for the first time, the enzyme urease from the 

jack bean Canavalia ensiformis.
4
 In 1960, Stein, Moore and Hirs have 

determined the first amino acid sequence of an enzyme, corresponding to 

the complete sequence of 124 amino acid residues in oxidized bovine 

pancreatic ribonuclease through a structural study of the peptides 

liberated by enzymatic cleavage.
5
 William H. Stein and Stanford Moore 

in 1972 shared the Nobel Prize in Chemistry “for their contribution to 

the understanding of the connection between chemical structure and 

catalytic activity of the active centre of the ribonuclease molecule”.
6
 

Phillips and co-workers in 1965 solved the first X-ray structure of an 
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enzyme, the hen egg-white lisozyme.
7
 This work allowed an enzyme 

structure to be examined at atomic resolution, giving birth to several 

studies about of the structure-function of enzymes. Four years later, 

B. Gutte and R. B. Merrifield reported the first synthesis of an enzyme 

from the component amino acids, the ribonuclease A.
8
 In 1971, was 

established the first open access digital resource for sharing three-

dimensional protein structures, the Protein Data Bank (PDB).
9
 Initially, 

the PDB only contained 7 protein structures, today, that number has 

grown exponentially to almost 130,000 entries of natural and designed 

macromolecules. Thus, in the following years, with the corresponding 

experimental and computational advances, several studies were carried 

out in order to understanding the behaviour of the enzymes, however, 

today many aspects are still under debate in the enzymology. 

It is clear that the study of these macromolecules has a practical 

importance. A deficiency or a total absence of one or more enzymes 

could cause inheritable genetic disorders. The malfunction of just one 

type of enzyme in the human body can be fatal. The deficiency of CP, for 

example, may cause many diseases such as cancer
10

 and Alzheimer´s 

disease.
11

 On the other hand, some diseases may be caused by excessive 

activity of an enzyme; for example, excess activity of both CPs 

cathepsin-B and cathepsin-L results in the degradation of muscle tissue 

and intracellular proteolysis.
12

 Thus, enzymes become attractive targets 

in medicinal chemistry: from the known human proteases, almost 14% 

are under investigation as drug targets for several diseases;
13

 and about 5-

10% of all biological target for development of drugs are proteases.
14

 The 

study of the enzymes is also important in chemical engineering, food 

technology, and agriculture.
1
 For example, the protease applications in 
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industrial processes present several advantages compared to chemical 

processes, due to increasing hydrolysis specificity, product preservation 

and purity, and reducing environmental impact.
15

 Proteases are also 

important tools of the biotechnological industry because of their 

usefulness as biochemical reagents or in the manufacture of numerous 

products.
16

 

Regarding the particular implication of CPs in developing new 

drugs, it can be mentioned that for example, cruzain and FP2 are drug 

targets against Chagas disease and malaria.
17,18

 The first reported case of 

Chagas disease was in 1835,
19

 and currently affects about 6-7 million of 

people living mainly in endemic areas of 21 Latin American countries. 

There is not available vaccine to prevent this disease and the two drugs 

for treatments are toxic, with important contra-indications and also 

ineffective for the chronic stage of the disease.
20,21

 Another of the most 

serious and neglected diseases in the world is malaria, although that the 

global malaria death rate declined by 60%, the disease continues to have 

a negative impact on the public health. The inhibition of FP2 has proven 

indispensable in order to completely block parasitic growth and 

proliferation.
22,23

 Consequently, there is a need to develop efficient 

therapies against these diseases. One promising approach is the 

development of inhibitors of both CPs cruzain and FP2. Irreversible 

inhibitors that contain an electrophilic functional group, such as 

halomethyl ketones, epoxy ketones, or epoxysuccinates, covalently bind 

to the enzyme through a residue cysteine via nucleophilic attack of the 

active site, showing good inhibition activity.
24

 Today, many aspects of 

both inhibition mechanism and catalytic mechanism of CPs are unclear 

and are still under debate. However, despite the importance of the 
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problem, only few computational studies of these mechanisms including 

the protein environment effects have been reported. Thus, it is crucial to 

improve our understanding of these enzymatic mechanisms at molecular 

level to design new inhibitors that allow an effective treatment of these 

diseases. 

The complexity of the enzymes and their reactions make the 

experiments a limited tool for the study of the enzyme activity.
25

 

Computational chemistry has become an invaluable tool for studying the 

activity of the enzymes, through which we can understand the their 

fundamental mechanisms from studying transition states, structures 

impossible to study with experimental techniques due their short 

lifetimes.
25,26

 All the improvements obtained in the last decades are 

applied in several fields such as medicine, biology, chemistry, material 

sciences or physics, highlighting an important feature of the 

computational and theoretical chemistry. On the other hand, it is 

important to emphasize that the development in computational chemistry 

depends especially on the increase in computer power. 

Nowadays, a useful and powerful computational tool to study the 

enzymatic behavior is the hybrid QM/MM methodology.
27-29

 This takes 

advantage of the accuracy of the QM methods and the low computational 

cost of the MM methods, being a good balanced choice between both 

factors. The idea of the QM/MM methodology was introduced by 

Karplus, Warshel and Levitt.
27-29

 In the last decades, the number of 

papers related with QM/MM studies of enzymes has grown considerably 

thus showing the success and usefulness of this technique. The award of 

the Chemistry Nobel Prize in 2013 to Martin Karplus, Michael Levitt and 
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Arieh Warshel “for the development of multiscale models for complex 

chemical systems”
30

 recognizes the important role of the QM/MM 

methodology for the study and understanding of the biological systems. 

In the present Doctoral Thesis, different CPs inhibition 

mechanisms have been studied by MD simulations using hybrid 

AM1d/MM and M06-2X/6-31+G(d,p):AM1d/MM potentials for 

describing the atoms of the QM region, while the rest of the protein and 

water molecules were described by OPLS-AA
31

 and TIP3P
32

 force fields. 

The first contribution of this Thesis was the computational study of the 

inhibition mechanism of FP2 by the epoxysuccinate E64 

(see Paper I in Chapter 7). FESs generated in term of PMF were explored 

for the two possible mechanisms, the sulfur attack of conserved residue 

Cys42 on C2 or C3 atoms of the epoxide ring. An alternative mechanism 

consisting of a protonation of the epoxy O3 atom prior to the Cys42 

attack and the epoxy ring opening has been also explored. Three possible 

sources of protons have been considered: a water molecule, protonated 

His174, and a direct intramolecular transfer of a proton from the 

carboxylic group of the inhibitor. In addition, an analysis of the averaged 

geometries, averaged Mulliken charges and the interactions between the 

FP2 and the E64 were carried out for the key stationary points. 

The second contribution of the present Doctoral Thesis 

(see Paper II in Chapter 7) was the computational study of the inhibition 

mechanism of cruzain by the peptidyl halomethyl ketones (PHK) 

Bz-Tyr-Ala-CH2F (PFK) and Bz-Tyr-Ala-CH2Cl (PClK). Three different 

mechanisms proposed for the Cys25 attack to both inhibitors have been 

initially explored by generating FESs in term of PMFs. Later an energetic 

comparison between the mechanisms proposed for the inhibitors PFK 
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and PClK has been established, as well as the detailed analysis of the 

averaged geometries of the key stationary points, and interactions 

between the inhibitor (PFK or PClK) and the cruzain. 

The last study of the CP inhibition mechanism was focused on the 

inhibition of cruzain by the epoxyketone Cbz-Phe-Hph-(2S) 

(see Paper III in Chapter 7). FESs were explored for all the possible 

mechanism proposed in the literature: the stepwise mechanism where 

Cys25 attacks the epoxy ring before the activation of the ring by a proton 

transfer, and the concerted mechanism or the stepwise mechanism where 

the activation of the epoxy ring precedes the Cys25 attack. A protonated 

His159 and a water molecule have been considered as possible source of 

protons. For the proposed mechanism, the average values of interatomic 

distances and interactions in the key states located along the reaction of 

both attacks of Cys25 on the C2 and C3 atoms have been subject of a 

deep analysis. 

As mentioned above, diverse aspects around the catalytic 

mechanism of CP are under discussion. Is the acylation stage a serine 

protease-like mechanism? Is the deacylation concerted, or is it a stepwise 

process? In order to answers all these questions, the catalytic mechanism 

of the CP cruzain (see Paper IV in Chapter 7) has been studied for the 

hydrolysis of a small peptide. Different FESs were explored for all the 

possible chemical steps corresponding to the two stages of the 

mechanism: acylation and deacylation. The activation and reaction free 

energies for all of the possible chemical steps have been analysis in order 

to propose the most favorable one for the acylation stage and for 

deacylation stage. As in previous studies, analysis of the averaged 
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geometries, interactions distances and interaction energies between the 

peptide and the protein for the proposed stages has been carried out. 

 

1.2. Introduction (Spanish Version) 

Las enzimas son moléculas biológicas complejas que permiten a 

los organismos reducir las escalas de tiempo de las reacciones químicas, 

en algunos casos desde millones de años hasta fracciones de segundos. El 

extraordinario poder catalítico de las enzimas, a menudo mucho mayor 

que el de los catalizadores sintéticos o inorgánicos, es crucial para la 

vida. Sin esta capacidad, la vida sería imposible.
1
 Por ejemplo, en 

disolución acuosa la hidrólisis de un enlace peptídico llevaría cientos de 

años, sin embargo, una proteasa puede degradar hasta un millón de 

enlaces peptídicos por segundo.
2
 

En 1878, Frederik W. Kühne usó por primera vez la palabra 

enzima, la cual significa "en levadura”,
3
 lo que pretendía enfatizar que la 

actividad catalítica era la manifestación de un extracto o secreción más 

que de todo el organismo. Años más tarde, James B. Sumner aisló por 

primera vez una enzima en su forma cristalina, la enzima ureasa de 

Canavalia ensiformis.
4
 En 1960, Stein, Moore y Hirs determinaron la 

primera secuencia de aminoácidos de una enzima.
5
 William H. Stein y 

Stanford Moore en 1972 compartieron el Premio Nobel de Química "por 

su contribución a la comprensión de la conexión entre la estructura 

química y la actividad catalítica del centro activo de la molécula de 

ribonucleasa".
6
 Phillips y colaboradores, en 1965, resolvieron la primera 

estructura de rayos X de una enzima, la lisozima de la clara de huevo de 

la gallina.
7
 Este trabajo permitió examinar la estructura de una enzima a 
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niveles atómicos, dando lugar a diversos estudios sobre la 

estructura-función de las enzimas. Cuatro años después, B. Gutte y 

R. B. Merrifield reportaron la primera síntesis de una enzima, la 

ribonucleasa A, a partir de sus aminoácidos.
8
 En 1971, se estableció el 

primer recurso digital de acceso abierto para compartir estructuras 

tridimensionales de proteínas, el PDB (Banco de datos de proteínas, de 

sus siglas en inglés).
9
 Inicialmente, el PDB sólo contenía 7 estructuras de 

proteínas. Hoy, ese número ha crecido exponencialmente a casi 130.000 

entradas de macromoléculas naturales y de diseño. Así, en los años 

siguientes, con los correspondientes avances experimentales y 

computacionales, se realizaron varios estudios con el fin de comprender 

el comportamiento de las enzimas, sin embargo, hoy en día muchos 

aspectos están todavía bajo debate en el campo de la enzimología. 

Es evidente que el estudio de estas macromoléculas tiene una gran 

importancia práctica. La deficiencia o la ausencia total de una o más 

enzimas puede causar trastornos genéticos hereditarios. El mal 

funcionamiento de un solo tipo de enzima en el cuerpo humano puede ser 

fatal. La deficiencia de CPs (cisteína-proteasas, de sus siglas en inglés). 

Por ejemplo, puede causar muchas enfermedades como el cáncer
10

 y el 

Alzheimer.
11

 Por otro lado, algunas enfermedades pueden ser causadas 

por la actividad excesiva de una enzima; por ejemplo, el exceso de 

actividad de ambas CPs catepsina-B y catepsina-L da lugar a la 

degradación del tejido muscular y a la proteólisis intracelular.
12

 Es sin 

duda por ello que las enzimas se han convertido en objetivos 

terapéuticos: de las proteasas humanas conocidas, casi el 14% están bajo 

investigación como dianas de fármacos para el tratamiento de varias 

enfermedades
13

 y alrededor del 5-10% de todas las dianas biológicas para 
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el desarrollo de fármacos son proteasas.
14

 El estudio de las enzimas 

también es importante en ingeniería química, tecnología de alimentos y 

agricultura.
1
 Por ejemplo, las aplicaciones en procesos industriales de las 

proteasas presentan varias ventajas en comparación con los procesos 

químicos, debido al aumento de la especificidad de la hidrólisis, la 

preservación y pureza del producto y la reducción del impacto 

ambiental.
15

 Las proteasas son también importantes de la industria 

biotecnológica debido a su utilidad como reactivos bioquímicos o en la 

fabricación de numerosos productos.
16

 

Retomando la implicación de las CPs en el desarrollo de nuevos 

fármacos podríamos mencionar, por ejemplo, la cruzaína y la FP2 

(falcipaína-2, de sus siglas en inglés) son objetivos para el desarrollo de 

fármacos contra la enfermedad de Chagas y la malaria.
17,18

 El primer 

caso que se conoce de la enfermedad de Chagas data de 1835,
19

 y 

actualmente afecta a aproximadamente 6-7 millones de personas que 

viven principalmente en áreas endémicas de 21 países latinoamericanos. 

No existe una vacuna disponible para prevenir esta enfermedad y los dos 

fármacos existentes para el tratamiento, además de ser tóxicos, presentan 

contraindicaciones importantes y son ineficaces para la fase crónica de la 

enfermedad.
20,21

 Otra de las enfermedades más graves y olvidadas en el 

mundo es la malaria, a pesar de que la tasa global de mortalidad por 

malaria disminuyó en un 60%, la enfermedad continúa teniendo un 

impacto negativo en la salud pública. La inhibición del FP2 ha 

demostrado ser indispensable para bloquear completamente el 

crecimiento y la proliferación del parásito causante de la malaria.
22,23

 

Consecuentemente, existe la necesidad de desarrollar terapias eficaces 

contra estas enfermedades. Un enfoque prometedor es el desarrollo de 
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inhibidores de las CPs cruzaína y FP2. Los inhibidores irreversibles que 

contienen un grupo funcional electrofílico, tales como halometil cetonas, 

epoxi cetonas o epoxisuccinatos, se unen covalentemente a la enzima a 

través de un residuo de cisteína mediante ataque nucleofílico del sitio 

activo, mostrando una buena actividad de inhibición.
24

 Hoy en día, 

muchos aspectos tanto del mecanismo de inhibición como del 

mecanismo catalítico de las CPs no están claros y todavía están en 

discusión, sin embargo, se han realizado pocos estudios computacionales 

de estos mecanismos, incluyendo los efectos del ambiente proteico. Por 

lo tanto, mejorar nuestra comprensión de estos mecanismos enzimáticos 

a nivel molecular es crucial para el diseño de nuevos inhibidores que 

permitan el tratamiento eficaz de estas enfermedades. 

La complejidad de las enzimas y sus reacciones hace de los 

experimentos una herramienta limitada para el estudio de su actividad.
25

 

La química computacional se ha convertido en una potente herramienta 

para estudiar la actividad de las enzimas, a través de la cual podemos 

lograr comprender a niveles moleculares los mecanismos fundamentales 

de la catálisis enzimática caracterizando los estados de transición de las 

reacciones que catalizan. Estos vienen determinados por estructuras 

imposibles de estudiar directamente con técnicas experimentales debido a 

su corto tiempo de vida medio.
25,26

 Todos los avances obtenidos en las 

últimas décadas se aplican en varios campos como la medicina, biología, 

química, ciencias de los materiales o la física. Por otra parte, es 

importante enfatizar que el desarrollo de la química computacional 

depende especialmente del aumento de la potencia de los ordenadores. 
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Hoy en día, una herramienta computacional útil y potente para 

estudiar el comportamiento enzimático es la metodología híbrida 

QM/MM (Mecánica Cuántica/Mecánica Molecular, de sus siglas en 

inglés);
27-29

 la cual aprovecha la precisión de los métodos QM (Mecánica 

Cuántica, de sus siglas en inglés) y el bajo coste computacional de los 

métodos MM (Mecánica Molecular, de sus siglas en inglés), logrando un 

compromiso adecuado entre el grado de precisión química deseado y el 

coste computacional. La idea de la metodología QM/MM fue introducida 

por Karplus, Warshel y Levitt.
27-29

 En las últimas décadas, el número de 

artículos relacionados con las enzimas aplicando la metodología 

QM/MM ha crecido considerablemente lo cual demuestra su utilidad. El 

premio Nobel de Química en 2013 a Martin Karplus, Michael Levitt y 

Arieh Warshel "por el desarrollo de modelos multiescalas para sistemas 

químicos complejos"
30

 reconoce el papel importante de esta metodología 

para el estudiar y comprender los sistemas biológicos. 

En la presente Tesis Doctoral, se han estudiado diferentes 

mecanismos de inhibición mediante simulaciones de MD utilizando los 

potenciales híbridos AM1d/MM y M06-2X/6-31+G(d,p):AM1d/MM 

para describir los átomos de la región QM, mientras que el resto de la 

proteína y las moléculas de agua fueron descritas por los campos de 

fuerza OPLS-AA
31

 y TIP3P.
32

 La primera contribución de esta Tesis fue 

el estudio computacional del mecanismo de inhibición de la FP2 por el 

epoxisuccinato E64 (véase el Paper I en el Capítulo 7). Se exploraron las 

FES generadas en términos de los PMF para los dos posibles 

mecanismos, el ataque del residuo Cys42 sobre los átomos C2 o C3 del 

anillo epóxido. También se exploró un mecanismo alternativo consistente 

en una protonación del átomo O3 del anillo epóxido antes del ataque del 
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residuo Cys42 y la abertura del anillo epóxido. Se consideró tres posibles 

fuentes de protones: una molécula de agua, el residuo protonado His174, 

y una transferencia intramolecular directa de un protón del grupo 

carboxílico del inhibidor. Además, se realizó un análisis de las 

geometrías promediadas, las cargas promedio de Mulliken y las 

interacciones entre el FP2 y el E64 para los puntos estacionarios 

localizados sobre las FESs. 

La segunda contribución de la presente Tesis Doctoral 

(véase el Paper II en el Capítulo 7) fue el estudio computacional del 

mecanismo de inhibición de la cruzaína por los inhibidores irreversibles 

PFK y PClK. Tres mecanismos diferentes propuestos para el ataque de 

Cys25 a ambos inhibidores se han explorado inicialmente a través de las 

FES generadas en términos de los PMFs. Posteriormente se compararon 

los mecanismos propuestos para los inhibidores PFK y PClK, sus 

energías libres, las geometrías promediadas de los puntos estacionarios y 

las interacciones entre el inhibidor (PFK o PClK) y la cruzaína. 

El último estudio del mecanismo de inhibición de una CP se centró 

en la inhibición de la cruzaína por la epoxi cetona Cbz-Phe-Hph-(2S) 

(véase el Paper III en el Capítulo 7). Las FESs se exploraron para todos 

los mecanismos posibles propuestos en la literatura: el mecanismo por 

etapas donde  el residuo Cys25 ataca el anillo epóxido antes de la 

activación del anillo por una transferencia de protones, y el mecanismo 

concertado o el mecanismo por etapas donde la activación del anillo 

epoxi precede al ataque del residuo Cys25. El residuo His159 protonado 

y una molécula de agua se han considerado como posible fuente de 

protones. Para el mecanismo propuesto, se analizó los valores promedios 
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de las distancias interatómicas y las interacciones en los estados 

estacionarios clave del mecanismo de reacción del ataque del residuo 

Cys25 sobre los átomos C2 y C3. 

Tal como se ha indicado anteriormente, diversos aspectos 

relacionados con el mecanismo catalítico de la CP están siendo 

discutidos en la comunidad científica. ¿La etapa de acilación ocurre a 

través de un mecanismo similar al de las serina-proteasas? ¿La 

deacilación es una etapa concertada, u ocurre en varias etapas? Con el fin 

de responder a todas estas preguntas, el mecanismo catalítico de la 

cisteína proteasa cruzaína en la ruptura de un péptido se ha estudiado 

mediante simulaciones de MD aplicando los potenciales híbridos 

AM1d/MM y M06-2X/6-31+G(d,p):AM1d/MM (véase el Paper IV en el 

Capítulo 7). Se exploraron diferentes FESs para todas las posibles rutas 

químicas correspondientes a las dos etapas del mecanismo: acilación y 

deacilación. Las barreras de energía libre y la energía libre de reacción 

para todas las posibles etapas químicas han sido analizadas para proponer 

la etapa más favorable en la acilación y en la deacilación. Para las etapas 

propuestas se llevó a cabo un análisis de las geometrías promedios, las 

interacciones promedios y las energías de interacción entre el péptido y 

la cruzaína. 
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2. Objectives 

The main purpose of the present Doctoral Thesis is to progress in 

the understanding of the mechanisms of catalysis and inhibition of 

two CPs, cruzain and FP2. Computational Chemistry techniques, based 

on hybrid QM/MM methods will be applied. FES, derived from hybrid 

MD simulations will provide a detailed description of the studied 

processes at molecular level. In particular, the objectives that have been 

raised and addressed are the following: 

 to study the mechanism of FP2 inhibition by the epoxysuccinate E64. 

 to study the mechanism of cruzain inhibition by the peptidyl 

halomethyl ketones Bz-Tyr-Ala-CH2F and Bz-Tyr-Ala-CH2Cl. 

 to study the inhibition mechanism of cruzain by the peptidyl 

epoxyketone Cbz-Phe-Hph-(2S). 

 to study the catalytic mechanism of the cruzain cysteine protease. 

In all the aforementioned studied systems, a complete analysis of 

the role of each residue in the active site of the corresponding enzymes 

was performed with the final objective of understanding the molecular 

mechanism that could open the door to the design of more selective and 

potent inhibitors to be applied in biomedicine. 
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3. Enzyme Kinetics and Catalysis 

3.1. Enzyme Kinetics 

Since nineteenth century, scientists have tried to understand the 

catalytic power of the enzymes. In 1835, the chemist Jöns Jacob 

Berzelius (1779-1848) was the first that use the term catalytic power, 

referring to the ability of substances to awaken affinities, which are 

asleep at a particular temperature, by their mere presence and not by 

their own affinity.
33

 

Later on, about 1850, Louis Pasteur (1822-1895) suggested that the 

fermentation process of sugar into alcohol by yeast is catalyzed by 

ferments that were inseparable from the structure of living yeast cell. 

However, in years later, Eduard Buchner (1860-1917) demonstrated that 

molecules which promote the fermentation continue their function after 

being removed from the living yeast cell.
1
 Buchner was awarded the 

Nobel Prize in Chemistry in 1907 “for his biochemical research and his 

discovery of cell-free fermentation”.
34

 

The first step in a reaction catalyzed by an enzyme is the manner in 

which the substrate to combine with the enzyme with the corresponding 

formation of the enzyme-substrate complex. In this sense, in 1894 Emil 

Fischer (1852-1919) proposed, the lock and key model;
35

 in this model, 

the active site is a rigid and unchanging form structure and the substrate 

fits it. The rigidity of the active site is a limitation of this theory. Later, 

Daniel Edward Koshland Jr. (1920-2007) proposed a more adequate 

model, the induced-fit model;
36

 since the enzyme is rather a flexible 

structure, the active site changes its conformation slightly by the 
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presence of the substrate due to the interactions between the amino acids 

of the active site and the substrate.  

In 1913, Leonor Michaelis (1875-1949) and Maud Menten 

(1879-1960),
37

 suggested a new theory about the kinetic of the reaction 

catalyzed by the enzymes, this theory was further developed by George 

Edward Briggs (1893-1985) and John Burdon Sanderson Haldane 

(1892-1964):
38

  

Scheme 3.1.1 Kinetic pattern for the enzymatic reaction mechanism 

proposed by Michaelis and Menten. 

 

According to the Scheme 3.1.1, the enzyme (E) first bind to the 

substrate in a reversible way to form the enzyme-substrate (ES) complex, 

known as the Michaelis-Menten’s complex (MC). Then, this ES complex 

breaks down in a slow step to give products (P), and the enzyme is 

released. The rate of the reaction taking into account the irreversible step 

can be expressed as: 

 
(3.1.1) 

 

Haldane and Briggs developed the steady-state approximation,
38

 

they assume that the concentration of the ES complex remains constant, 

due to its rate of formation is equal to its rate of breakdown, thus the 

equation 3.1.1 can be written as:
39 
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(3.1.2) 

The equation 3.1.2 is known as the Michaelis-Menten equation and 

represents the reaction rate for a one-substrate reaction catalyzed by 

enzymes. KM is the Michaelis-Menten constant, which characterizes the 

thermodynamics of the formation of the ES complex and represents the 

concentration of substrate at which the reaction rate is half of the 

maximum reaction rate, it is independent of the total amount of E and it 

gives a numerical value to the affinity of the enzyme. The maximum 

reaction rate (vmax) occurs at a higher concentration of the substrate and 

when the enzyme is saturated with the substrate.  

 

3.2. Enzyme Catalysis 

In 1946, Linus Carl Pauling (1901-1994) proposed that the 

enzymes catalyze the reactions by binding to the transition state (TS). An 

enzyme may bind to the TS of the reaction that catalyzes with greater 

affinity than to its substrates or products. Thus, the active site of the 

enzyme is complementary to the TS, and not to the substrate in its 

fundamental state.
40

 This prediction was satisfied by the first enzyme 

structure solved by Phillips and co-workers in 1965,
7
 and as Warshel and 

Levitt later demonstrated in a theoretical study of the reaction of 

lisozyme.
28

 The structure showed the transition state for glycoside 

cleavage to be stabilized by the enzyme: the strong interaction between 

the carboxylate of the residue Asp52 (lisozyme numbering) and the 

developing positive charge on the carbonium ion is about 9 kcal·mol
-1

 

more favorable than in the ground state. 
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Figure 3.2.1 Free energy diagram of a reaction catalyzed by an enzyme 

(dashed line in green color) compared to the non-catalyzed reaction 

(dashed line in red color). Figure adapted from reference 41.  

 

A comparison of the energetic profile of both enzyme-catalyzed 

and non-catalyzed reactions is shown in Figure 3.2.1;
41

 the former would 

correspond to the kinetic pattern represented in the Scheme 3.1. The 

non-catalyzed reaction occurs in just one step, with an activation free 

energy of ∆Guncat
ǂ

. In contrast, the reaction catalyzed by the enzyme, 

consists of two steps: first, the MC is formed, losing binding energy, 

∆Gbind
MC

. Later, the chemical reaction takes place itself, with an energetic 

cost of ∆Gcat
ǂ

. This value is smaller than ∆Guncat
ǂ

 and it can be related to 

the reaction rate, kcat, by the Transition State Theory (TST, the section 

6.3.3 is devoted to this theory in more detail), as showed in the equation 

3.2.1. 
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kcat(T) =
kBT

h
e
(
−∆G(T)𝑐𝑎𝑡

‡

RT
)
 

 

(3.2.1) 

The catalytic power of an enzyme is usually expressed by the ratio 

kcat/kuncat, this means, it is proportional to the difference between the 

activation free energy of the non-catalyzed reaction and of the catalyzed 

one. According to Figure 3.2.1: 

- ∆Gbind
TS  + ∆Gcat

ǂ
= - ∆Gbind

MC
+ ∆Guncat

ǂ
 

 

(3.2.2) 

∆Guncat
ǂ

- ∆Gcat
ǂ

= ∆Gbind
MC

 - ∆Gbind
TS

    (3.2.3) 

 

If the enzyme accelerates the rate of the reaction, the left term of 

equation 3.2.3 should be positive, so ∆Gbind
TS

 should be greater, in its 

absolute value, than ∆Gbind
MC

. This means, the enzyme show a higher 

affinity for the TS than for the MC complex, as proposed Pauling in 

1946,
40

 and as it has been demonstrated by Warshel and co-workers in 

several theoretical studies about different enzymatic mechanism,
28,42-44

 

thus, the catalytic power of the enzymes lies in the stabilization of the TS 

rather than the MC.  

On the other hand, a second interpretation is focusing in the MC. 

The term ∆Gbind
MC

 may contain an important energy contribution based on 

a change in the substrate geometry when moving from one reactant 

structure in which the reacting groups are separated and fully solvated, to 

another reactant structure where the reacting groups are in close contact 

and are in a proper orientation to react. If it is define a similar structure to 

the MC, but in solution, MCS, the binding free energy of the MC can be 
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expressed as a contribution of two terms, the free energy needed to arrive 

from reactants in solution to the MCS structure, ∆Gasoc
MCS

, and the binding 

free energy of the MCS complex, ∆Gbind
MCS

, obtaining this equation: 

∆Gbind
MC  = ∆Gasoc

MCS
+ ∆Gbind

MCS
 (3.2.4) 

 

Replacing the equation 3.2.4 in equation 3.2.3: 

∆Guncat
ǂ

-∆Gcat
ǂ

=∆Gasoc
MCS

+∆Gbind
MCS

-∆Gbind
TS

 
 

(3.2.5) 

Since ∆Gasoc
MCS

 is always positive, a high catalytic power can be 

obtained even when the enzyme shows greater affinity to the MC than to 

the TS.  

Apart of both of the main theories proposed to explain the origin of 

enzyme catalysis, the TS-theories and the MC-theories, several additional 

factors are derived from the MC-theories, as for example the concept of 

the near-attack conformation
45-48

 and the entropic factors (entropic 

trap).
49-53

 Page and Jencks introduced the concept of entropic trap,
49

 a 

loss of entropy upon substrate binding decreases the activation entropy 

for the rate-limiting step of the catalysis. In the last years, in the scientific 

community debates have raised about if the non-thermodynamic factors 

contribute to the catalytic power of enzymes, for example, the quantum 

tunneling
54-59

 and the dynamics effects.
60-65

 The contributions of the 

tunneling effect in catalysis have been studied by Klinman and 

co-workers in several enzymes;
54,66-70

 they proposed that this nuclear 

quantum effect contribute significantly to the catalytic power of 

enzymes. The tunneling effect is a phenomenon in which a light particle 

tunnels through an energetic barrier that classically it could not 
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overcome. Probably, the dynamical contribution to the catalytic power of 

enzymes is the subject most debate currently in enzyme catalysis.
71-76

 

This idea, introduced by several authors
77-80

 is based that the dynamical 

effects require deviations from the TST, and the deviation of the rate 

constant is obtained by means of a transmission coefficient. Although 

several studies support the idea that dynamical effects contribute to the 

enzyme catalysis,
59,63,81-84

 Warshel and co-workers in several reviews 

about the role of dynamics in enzyme catalysis
71,73,76

 concluded that no 

dynamical effect has ever been experimentally shown to contribute to 

catalysis and from theoretical studies, the contributions are small or 

negligible. 
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4. Enzyme Inhibition 

Some enzymes are involved in the development of diseases. In 

such cases, we are interested in the inhibition of their enzyme activity. 

The substrate that is responsible for decreasing or stopping the enzymatic 

reactions is known as the enzyme inhibitor. In the pharmaceutical 

industry, many of the drugs are enzyme inhibitors. Also, the study of 

these inhibitors provides important information about the catalytic 

mechanisms of enzymes. 

The inhibitors of the enzyme can be grouped into two general 

categories: reversible or irreversible.
1
 Irreversible inhibitors bind 

covalently or form a stable noncovalent association with the enzyme 

through strong interactions.
1,85

 A difference of the irreversible inhibition, 

the reversible inhibitor is characterized by a rapid dissociation of the 

enzyme-inhibitor complex. For the pharmaceutical industry, the view is 

the inhibitors acting as a drug should be reversible, due to concerns about 

the antigenicity of the enzymes covalently modified, and the 

consequences of suboptimal specificity, especially during long periods of 

therapy. However, in the case of CPs, in which the irreversible inhibitors 

are more effective that the reversible inhibitors, the irreversible inhibitors 

can be used therapeutically.
14

  

 

4.1. Reversible Inhibitors 

In general, three classes of reversible inhibitors can be found: 

competitive, uncompetitive and mixed or noncompetitive inhibitors.
1,86

 A 

competitive inhibitor competes with the substrate (S) for the active site of 

an enzyme (E), and it binds reversibly to the free enzyme to form an 
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enzyme-inhibitor (EI) complex. A competitive inhibitor decreases the 

catalytic power of the enzyme due to the reduction the proportion of the 

enzyme molecules bound to a substrate. This class of inhibition can be 

overcome by increasing the concentration of the substrate. 

Unlike the competitive inhibitors, the uncompetitive inhibitor binds 

only to the ES complex but not to free enzyme, and then producing an 

inactive enzyme-substrate-inhibitor (ESI) complex. This type of 

inhibition cannot be overcome by increasing the substrate concentration 

and is observed only for enzymes with two or more substrates.   

The third class of reversible inhibitor can bind to both E and ES 

complex (see Scheme 4.1.1); the inhibitor binds to a site different to the 

active site, so that there is no competition with the substrate. And, like 

for uncompetitive inhibitor, this inhibition is observed only for enzymes 

with two or more substrates. When the dissociation constant of S from 

ES (KM) is the same as the dissociation constant of S from ESI complex 

(K´m) the inhibition is purely noncompetitive. Commonly, both 

dissociation constants are different. When E has a higher affinity for S 

does EI complex, the inhibition is a mixture of partial competitive and 

pure noncompetitive and is called mixed inhibition. 
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Scheme 4.1.1 Non competitive/mixed inhibition. Scheme adapted from 

the reference 86. 

 

Some inhibitors reach slowly the equilibrium between E, I and EI 

complex (see Scheme 4.1.2), these reversible inhibitors are known as 

slow-binding inhibitors.
86

 This inhibition occurs as the result of a 

conformational change, from EI complex to another complex 

(EI* complex) where the enzyme is forming a more stable complex with 

I than in the EI complex.
87,88

 In some cases, the inhibitor reaches the 

equilibrium between E, I and EI complex when the concentrations of I 

and E are almost the same, in this case, the inhibitor is known as slow, 

tight-binding inhibitor.
86

 

 

 

Scheme 4.1.2 Slow-binding and slow, tight-binding inhibition. Scheme 

adapted from the reference 86. 

 

 



4. Enzyme Inhibition 

28 

 

4.2. Irreversible Inhibitors 

A class of irreversible inhibitor is named as affinity labels 

inhibitors. These inhibitors have a high affinity for the active site of the 

enzyme and have a group chemically highly reactive toward a functional 

group of the enzyme. Initially, these inhibitors form a reversible EI 

complex and then reacts with the EI complex to form the covalent adduct 

enzyme-inhibitor.
86

 

An important class of irreversible inhibitors is the 

mechanism-based inhibitors, also called suicide inhibitors or 

enzyme-activated inhibitors. These inhibitors have a structural similarity 

to the substrate or product for the target enzyme and provide the most 

specific means to modify the active site of the enzyme. The inhibitor is 

non-reactive compounds until they bind to the enzyme through a covalent 

modification, forming a chemically reactive intermediate that inactivates 

the enzyme.  

From a kinetic point of view, the inhibition by an irreversible 

inhibitor usually proceeds by the rapid formation of a reversible EI 

complex (see Scheme 4.2.1). In a limiting chemical step, is formed the 

enzyme-inhibitor intermediate (E-I) through a covalent bond. The 

first-order rate constant (k2) is defined as the maximum or limiting 

inhibition rate if the enzyme is saturated with the inhibitor. The ratio 

k2/KI is a second-order inhibition rate (k2nd), and is one of the most used 

parameters to report inhibition data and is a measure of the preference of 

an enzyme by different inhibitors.
89
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Scheme 4.2.1 Irreversible inhibition kinetics. EI is a reversible complex, 

and E-I is a covalent intermediate. Where KI is the dissociation constant 

of the EI complex, and k2 is the first-order rate constant. Scheme adapted 

from reference 89. 

 

4.3. Transition State Analogues Inhibitors 

The most accepted theory for explain the enzymes catalysis is 

related with the idea proposed by Pauling in 1946,
40

 the high affinity 

between the active site of the enzyme and the TS of the reaction 

catalyzed by the enzyme. In this sense, Bernhard and Orgel raised that an 

inhibitor structurally similar to the TS would bind to the enzyme much 

more strongly than the substrate.
90

 This type of inhibitor is known as 

transition state analogue (TSA) inhibitor. Richard Wolfenden 

demonstrated that the affinity of the TSA inhibitor is proportional to the 

catalytic rate improvement imposed by the enzyme.
91,92

 The TSAs are 

noncovalent inhibitors that mimic the charge distribution and the shape 

of the TS of the enzymatic reaction. Lipscomb and Christianson 

introduced a type of TSA inhibitor called reaction-coordinate analog, 

which interact convalently and reversibly with the enzyme.
93

 

The binding of TSA inhibitors is the opposite in catalytic time scale 

to the formation of the TS, while the TS in an enzyme has lifetimes as 

short as 10
−15

 s, TSA can bind tightly to the enzyme with release rates 

greater than 10
3
 s. Compared to the weak associations found in the MC, 

TSA inhibitor involve strong interactions related to those in the TS. 

When a TSA inhibitor is bound to the enzyme, all the interactions is 
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stabilized, due to the dynamic motions characteristic of the catalytic site 

during the catalysis are less dynamic during this binding.
94

 

The advances in the measuring of the kinetic isotope effects and 

modern methods of computational chemistry allow us to analyze in detail 

the TS structures and move forward in the design of TSAs as powerful 

inhibitors of the enzymes.
95,96

 The tight binding affinity and the high 

specificity, together with the confirmed effectiveness of the TSA 

inhibitors,
97-101

 becomes them in a promise for the development of drugs. 

 

4.4. Some Parameters to Report Inhibition Data 

Other parameter that is used in some cases to compare the activity 

of enzyme inhibitors is the IC50.
102

 This value is the concentration of 

inhibitor required to reduce the activity of the enzyme by 50 % under the 

conditions of the enzyme assay. The IC50 for the irreversible inhibitors 

depends on the time during which the enzyme is incubated with the 

inhibitor.
89

 In this sense, IC50 values are largely arbitrary and can be even 

misleading, the incubation for a different period of time would give a 

different value.
103

 Thus, a common recommendation is to utilize the 

values of k2nd in preference to the IC50 values for comparing the potency 

of these inhibitors.
104

 There are many cases in which the comparison of 

k2nd values allowed a better differentiation between compounds 

structurally very close and with almost similar IC50 values.
104-107

 

One problem in the development of effective inhibitors is the drug 

resistance, as for example occurs in malaria, the virus by mutating the 

enzyme used as a drug target can acquire resistance to the drug. In such 
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case, one strategy it is based in design inhibitors, whose binding to the 

target enzyme and cannot be reduced by mutations, maintaining a good 

values of kcat/KM.
108

 This strategy is based into calculate the vitality 

value, γ, this term was introduced by Erickson and co-workers
109

 and 

validated by Warshel and co-workers.
110

 The vitality value is calculated 

according to: 

𝛾 = 𝐾𝐼

𝑘𝑐𝑎𝑡

𝐾𝑀
 

(4.4.1) 
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5. Cysteine Proteases 

Proteases are an important class of enzymes involved in the 

hydrolysis of peptides and proteins; based on their catalytic mechanism 

have been separated into different groups: serine proteases, aspartic 

proteases, CPs, glutamic proteases, threonine proteases, or even 

metalloproteases. The CPs, as their name implies, are characterized 

principally by the presence of a cysteine residue in the active site. These 

enzymes are present in a variety of living organisms, from fungi to 

humans.
111

 The CPs are divided into clans, different clans do not share 

the sequence or the structural identity; only share the use of a cysteine to 

catalyze the hydrolysis of peptide bonds, for example, clan CA utilize 

catalytic Cys, His, and Asn residues that are invariably in this order in 

the primary sequence.
112

 Clans are divided into families depending on a 

number of characteristics including sequence similarity, possession of 

inserted peptide loops, and biochemical specificity to small peptide 

substrates.
2
 The MEROPS database of proteolytic enzymes counts more 

than 10 clans of CPs.
113

 

The best known family of the CPs is the papain family (family C1), 

belonging to clan CA. Papain was the first cysteine protease purified and 

characterized from Carica papaya, the papaya fruit; was also the first 

cysteine protease to be solved.
2
 The CPs of the papain family are 

involved in many diseases, as it is shown in Table 5.1, making them 

attractive targets for developing new drugs.  
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Table 5.1 Examples of some CPs of the papain family implicated in 

several diseases. 

 

Cysteine Protease Disease 

Cruzain Chagas 

Falcipain-2 Malaria 

Cathepsin K Osteoporosis 

Cathepsin L Atherosclerosis 

Rhodesain Sleeping sickness 

 

5.1. Catalytic Mechanism of the Cysteine Proteases 

The catalytic mechanism of the CPs depends on two residues that 

are located in the active site, cysteine and histidine. It has been proposed 

that the imidazole group of histidine polarizes the SH group of the 

cysteine and enables deprotonation of SH group, thus forming a highly 

nucleophilic CysS
-
/HisH

+
 ion pair.

114
 This ion pair explains the unusually 

high reactivity of these proteases toward electrophilic reagents in 

comparison with the nucleophilic power of the sulfur of cysteine, 

especially in slightly acidic environments.
115

 The existence of the ion 

pair was experimentally proven by different studies,
116-118

 and it has been 

studied through the application of computational tools.
119-123

  

Shafer and co-workers, in a potentiometric determination of 

ionization states at the active site of papain, concluded that the active site 

thiol group exists mainly as a thiol anion in the physiological pH 

range.
116

 In 1997, Hillier and co-workers, in a QM/MM study of the 

catalytic mechanism of the enzyme papain showed that in the absence of 

the enzymatic environment the pair of neutral residues is strongly 

favoured; however, with the presence of the enzyme, the potential energy 
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surface (PES) for proton transfer was very flat, with the ion pair more 

stabilized than the neutral species.
119

 This was further supported by Suhai 

and co-workers that, in a QM/MM study of the active site of free papain 

and the NMA-Papain complex, concluded that the ion pair becomes more 

stable than its neutral form in the protein environment.
120

 In 2008, Engels 

and co-workers concluded that ion pair was about 7.2 kcal·mol
-1 

more 

stable than the neutral form based on MD simulations using QM/MM 

potentials on the CP cathepsin B, a CP that belongs to the papain 

family.
121

 Moreover, according to their calculations, the enzyme 

environment would stabilize the ion pair by more than 23.8 kcal·mol
 -1

 

compared with the gas phase, and by more than 9.6 kcal·mol
 -1

 compared 

with the ion pair in aqueous solution. More recently, Grazioso and 

co-workers based on exploration of QM/MM PES through ONIOM 

hybrid calculations of the mechanism for the FP2 inhibition by 

α,β-unsaturated benzo[1,4]diazepin-2-one methyl ester, showed that the 

activation of Cys42 (FP2 numbering) by His174 is not the rate-limiting 

step and occur without important change in the relative energy of the 

system.
122

 

In general, it is accepted that the catalytic mechanism of cysteine 

protease consists of two stages: acylation and deacylation. The acylation 

stage basically consists in the nucleophilic attack on the carbonyl carbon 

of peptide bond by the thiolate anion from cysteine producing a 

tetrahedral intermediate (see Scheme 5.1.1). Then, the deacylation occurs 

via a general base-catalyzed reaction, whereby the imidazole nitrogen 

from histidine activates a water molecule that attacks the carbonyl carbon 

of peptide bond to produce the product and regeneration of the 

CysS
-
/HisH

+
 ion pair. Several experimental

124-131
 and 
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computational
119,120,123,132-141

 studies have been carried out in order to 

explain the manner in which the cysteine proteases catalyze the breaking 

of peptide bonds.  

 

 

Scheme 5.1.1 General mechanism of peptide hydrolysis catalyzed by 

CPs. 

 

In the acylation step, it is discussed the manner in which the 

formation of the tetrahedral intermediate occurs. Thus, Drenth and 

co-workers, based on X-ray diffraction studies, proposed that this stage 

occurs as in the mechanism of serine proteases:
127,128

 the thiolate anion 

attacks the carbonyl carbon of peptide bond to produce a thiohemiketal 

intermediate. This intermediate would be stabilized by a hydrogen bond 

interaction with the backbone NH group of cysteine and to the NH2 

group of the glutamine side chain that create an oxyanion hole similar to 

the one proposed in serine proteases. Then a proton is transferred from 

histidine to the nitrogen of peptide bond, concomitant with the C-N 

peptide bond cleavage, to form the tetrahedral intermediate. However, 

the stability of the thiohemiketal intermediate has been questioned by 

several authors.
120,123,132,133,135,136

 Studies based on MM and 

semiempirical QM methods with reduced models of the papain-catalyzed 

reaction carried out by Kollman and co-workers, suggested that the 
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protonation of O or N atoms must occur prior or in a concerted manner 

with the nucleophilic attack of the thiolate anion.
132,133

 Later, Hillier and 

co-workers by exploring QM/MM potential energy pathways with NMA 

as substrate, found that the attack of the thiolate anion occur in a 

concerted manner with the proton transfer from the histidine to the N 

atom of a peptide bond, with a potential energy barrier of 

20.1 kcal·mol
-1

.
119

 Kolandaivel and co-workers explored the PES of the 

inhibition of haloketones
138

 and diketones
139

 in gas phase at DFT level, 

concluding that the intermediate obtained from the attack of the thiolate 

anion and the proton transfer from the histidine to the O atom of a 

peptide bond, would be stable but, in general, less stable than the 

reactant.  Albeck and co-workers in a QM/self consistent reaction field 

(virtual solvent) study of the inhibition mechanism of by peptidyl 

aldehydes proposed that the final product of the acylation step is the 

thiohemiketal protonated.
140

 Recently, Komáromi and Fekete have been 

studied a proteolytic reaction of papain with a substrate NMA using 

dispersion corrected DFT methods in ONIOM-type hybrid QM/MM 

calculations, they concluded that the acylation step occur in two steps 

through the formation of a zwitterionic tetrahedral intermediate, being 

the formation of this intermediate the rate limiting step of the 

acylation.
141

 

After acylation, deacylation occurs when a water molecule attacks 

the acyl-enzyme complex at the carbonyl carbon to produce the product 

and regeneration of the CysS
-
/HisH

+
 ion pair. The formation of the ion 

pair also makes the thiol a good leaving group during the deacylation due 

its low pKa value.
111

 Welsh and co-workers, in a discussion of the 

catalytic pathway of cysteine proteases based on AM1 calculations, 
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showed that the protonation of histidine by a water molecule and the 

formation of the C-Owater bond occur simultaneously and with an 

activation barrier of 39.0 kcal·mol
-1

.
134

 Years later, Gao and co-workers, 

in a study of the catalytic pathway of a human cathepsin K (belongs to 

the papain family), based on QM/MM MD simulations, published that 

the proton transfer from the water molecule to the imidazole ring of the 

catalytic histidine was fully concerted with the nucleophilic attack from 

Owater atom to the carbonyl carbon and presenting a free energy of 

activation of 16.7 kcal·mol
-1

.
137

 The computational study of Komáromi 

and Fekete,
141

 yielded to the same conclusion that the computational 

studies conducted separately by Gao and Welsh. However, Warshel and 

co-workers, in an ab initio study of several reference reactions in solution 

(the histidine-assisted thiomethanolysis of formamide and the hydrolysis 

of the resulting thioester), had concluded that the deacylation has 

stepwise character through a thiohemiketal intermediate that would be 

formed prior to the cleavage of the S-C bond, being the thiohemiketal 

formation the rate-limiting step.
136

 In 2013, Zhan and co-workers
123

 in a 

pseudobond first-principles QM/MM FE study of the reaction pathway 

for papain-catalyzed hydrolysis of N-acetyl-Phe-Gly 4-nitroanilide 

arrived to the same conclusions than Warshel and co-workers. Thus, to 

date, many aspects around the catalytic mechanism of CPs are unclear 

and under discussion. 

 

5.2. Cruzain and Chagas Disease 

Cruzain, a CP of the papain family, was initially discovered from 

the parasite cell-free extracts and subsequently heterologously expressed 
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in Escherichia coli.
142,143

 Cruzain is a key protease in Trypanosoma cruzi 

(T. cruzi), the protozoan parasite responsible for the Chagas disease. This 

CP is important to the development and survival of the parasite; and is 

expressed in all life cycle stages of the parasite.
144-147

  

Chagas disease (American trypanosomiasis) was discovered in 

1909 by the Brazilian doctor Carlos Chagas (1879-1934, see Figure 

5.2.1a).
148

 The first reported case of Chagas disease was in 1835; Charles 

Darwin possibly contracted the disease during his expedition to South 

America, as suggested by his description of contact with the triatomine 

bug and by the symptoms described by him in later years.
19

 It is 

estimated that the illness affects about 6 million to 7 million people 

living mainly in endemic areas of 21 Latin American countries, with the 

exception that the disease has not occurred in the Caribbean isles. The 

parasite is transmitted to humans mostly by contact with faeces or urine 

of triatomine bugs (see Figure 5.2.1b). More than 9000 years ago, 

T. cruzi only affected wild animals, but it later extended to domestic 

animals and people.
149

 The movement of Chagas disease to areas 

previously considered non-endemic, resulting from increasing population 

mobility between Latin America and the rest of the world, represents a 

serious public health challenge,
150

 being Spain the most affected country 

in Europe.
151

 There is not any available vaccine to prevent Chagas 

disease and the two available drugs for treatment, benznidazole and 

nifurtimox, are not only toxic and with important contra-indications 

(pregnancy, renal or hepatic failure, psychiatric and neuronal disorders), 

but also ineffective for the chronic stage of the disease.
20,21 

Thus, to date, 

the control of the vector is the most effective method of prevention in 

Latin American.
152

 Clearly, there is an urgent need for developing an 
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effective therapy against Chagas disease. One approach consists of 

developing inhibitors of cruzain, the primary CP expressed by T. cruzi 

during infection.
17,18,153

  

 

 

Figure 5.2.1 a) Carlos Justiniano Ribeiro Chagas, in his laboratory at the 

Instituto Oswaldo Cruz. b) Rhodnius prolixus is the second most 

important triatomine vector of the Chagas parasite.  

 

Addition of a cruzain inhibitor to cultures of mammalian cells 

exposed to trypomastigotes or to mammalian cells already infected with 

T. cruzi amastigotes blocks replication and differentiation of the parasite, 

thus interrupting the parasite life cycle.
154-160

 In this sense, several groups 

have demonstrated that irreversible inhibition of cruzain by small 

molecules eradicates infection of the parasite in cell culture and animal 

models.
156,161-169

 McKerrow and co-workers reported the first successful 

treatment disease in mice with fluoromethyl ketone–derivatized 

pseudopeptides inhibitors.
156

 

 

a) b)
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5.3. Falcipain-2 and Malaria 

Malaria is one of the most serious infectious diseases in the world. 

In humans, is caused by five species of parasites of the genus 

Plasmodiums: P. falciparum, P. vivax, P. ovale, P. malariae and 

P. knowlesi. Malaria due to P. falciparum (see Figure 5.3.1a) is the most 

deadly and prolific form and P. vivax is the most extended; the other 

three species are found much less frequently. The malaria parasite was 

discovered by the French Alphonse Laveran in 1878,
170

 he was awarded 

in 1907 with the Nobel Prize in Medicine for this and other discoveries 

related with the role played by protozoa in causing diseases.
171

 Later, 

Carlos Juan Finlay (1833-1915), a Cuban doctor and scientist that 

researched about the yellow fever in Havana, provided strong evidence 

that mosquitoes were transmitting disease to and from humans.
172

 In 

1898, the British Sir Ronald Ross (1857-1932) demonstrated malaria was 

transmitted by mosquitoes; he was awarded in 1902 with the Nobel Prize 

in Medicine "for his work on malaria, by which he has shown how it 

enters the organism and thereby has laid the foundation for successful 

research on this disease and methods of combating it".
173

 

Malaria is transmitted to humans by the bite of infected female 

mosquitoes of more than 30 Anopheles species (see Figure 5.3.1b). 

Globally, an estimated 3.2 billion people in 91 countries and territories 

are at risk of being infected with malaria and developing disease, and 

1.2 billion are at high risk.
174

 In the last years, the rate of new malaria 

cases reduced globally by ~40%, and the global malaria death rate 

declined by 60%, due to mainly to the wide-scale deployment of malaria 

control interventions. However, malaria continues to have a negative 
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impact on the public health, in 2015, 429 000 people died from the 

disease, most of them children under 5 years in Africa. The prevention 

strategies of the disease are based in an effective vector control (use of 

insecticide-treated mosquito nets and indoor residual spraying), the 

chemoprevention for pregnant women, or treatment with 

artemisinin-based combination therapy for uncomplicated cases of the 

disease (particularly for P. falciparum malaria).
175

 In the beginning of 

2018, a pilot implementation of a vaccine will begin, the RTS,S/AS01 

malaria vaccine, also known as Mosquirix™.
176

 This is the most 

advanced vaccine today, and aims to activate the immune system to 

defend against the first stages when the P. falciparum malaria parasite 

enters the human host’s bloodstream through a mosquito bite and infects 

liver cells. Despite having gone through the different phases of study 

with excellent results,
177-180

 the vaccine provides partial protection only 

in young children.  

 

Figure 5.3.1 a) Plasmodium falciparum in the blood. b) The Anopheles 

gambiae mosquitoe, one of the best known because it transmits the 

specie P. falciparum.  

 

The hydrolysis of hemoglobin is the best characterized function of 

P. Falciparum (see Figure 5.3.2),
181

 which occurs in an acidic digestive 

vacuole. As hemoglobin is processed, its heme component is converted 

a) b)
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into the pigment hemozoin, and globin is hydrolyzed into its amino acids. 

This process is necessary to provide amino acids for parasite protein 

synthesis
182,183

 or to keep the osmotic stability of the parasite.
184

 

Hemoglobin hydrolysis appears to be the result of a cooperative process 

involving proteases of different catalytic classes: cysteine, aspartic 

(different plasmepsins), and metallo proteases (falcilysin).
185-190

 CPs 

belonging to the papain family are involved in this metabolic process, 

known as falcipains, which work in an ordered manner, and with 

different specificities.
191

 FP2, the most abundant and best-studied of the 

falcipains, is located in the food vacuole and expressed during the 

erythrocytic stage of the life cycle of the parasite.
192

 The inhibition of 

FP2 has proven indispensable in order to completely block parasitic 

growth and proliferation;
22,23

 therefore, FP2 has emerged as a promising 

target for the development of novel antimalarial drugs.
22,193,194

  

 

 

Figure 5.3.2 Hydrolysis of hemoglobin in Plasmodium food vacuole. 

Figure adapted from reference 181. HAP is the histo-aspartic protease 

and DPAP1 is the dipeptidyl aminopeptidase 1. 
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5.4. Inhibition Mechanism of Falcipain-2 by the 

Epoxysuccinate E64 

Several types of inhibitors of FP2 have been reported in the last 

years to be capable to inactive the enzyme;
195-200

 however, only few 

structures reported in the PDB correspond to the crystal structure of FP2 

with its inhibitors.
195,201,202

 One of them is the structure of FP2 

complexed with E64 (see Figure 5.4.1),
195

 the first epoxysuccinyl peptide 

discovered and a natural potent and specific irreversible inhibitor of CP. 

One advantage of this type of inhibitors is their stability under 

physiological conditions toward simple thiols. In addition, although they 

have limited selectivity toward different CPs, their reactivity toward CPs 

and not other proteases, along with their chemical unreactivity, makes 

this class of inhibitors useful as pharmaceutical agents.
203

 E64 was 

isolated from a culture of Asperigillus japonicas
204

 and its structure was 

determinated by Hanada and co-workers in 1978.
205

 E64 contains a trans 

(2S,3S) configured epoxide ring, whereas the amino acid residues of the 

peptidyl part of the inhibitor have the L-configuration. The substituents 

at C2 and C3 on the epoxide ring are in trans position to one 

another,
206,207

 which appears to be crucial since cis configuration leads to 

total loss of inhibition activity. 
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Figure 5.4.1 a) Full tetramer showing four chains that compose the 

crystal structure of FP2 inhibited from P. Falciparum, 3BPF PDB code. 

Detail of the active site where the inhibitor (E64) binds to the enzyme 

through the residue Cys42. E64, Cys42 and His174 are represented as 

thick sticks. b) Inhibitor E64. 

 

E64 inhibits CPs by S-alkylation of the active site cysteine, which 

results in the opening of the epoxide ring and stabilization of the 

protein-inhibitor complex.
208,209

 Nevertheless, there are some open 

questions related with the molecular mechanism, since it appears that the 

attack can take place at either C2 or C3 depending on the orientation of 

the epoxysuccinate in the active site.
89

 On one hand, it has been 

demonstrated by X-ray investigations, that the attack of the alkylation 

step with epoxide takes place at C2 when having an acid at C2 

substituent on this carbon.
195,210-216

 For example, the crystal structure of 

papain-E64c complex reported by Ishida and co-workers (the E64c is a 

synthetic inhibitor developed from the natural inhibitor E64), in which 

the inhibitor (E64c) is bound to the residue Cys25 (papain numbering) of 

papain through a covalent bond formed between the epoxy C2 atom of 

E64c and the Cys25 residue.
212

 The regiospecificity and inhibition 

potency of epoxide-based inhibitors were studied by theoretical methods 

by Engels and co-workers who, based on exploration of PES obtained 

FP2

E64

Cys42

His174
a) b)

E64C2

C3
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with QM/MM potentials, proposed the attack at C2 as the more 

favourable.
121

 Bihosky, in an experimental study of the rate and 

regioselectivity of reactions between 2,3-epoxy carbonyl compounds and 

methanethiolate in solution, observed that for 2,3-epoxy amides the C3 

attack is preferred, while for 2,3-epoxy esters and carboxylic acids the 

cysteine can attack both C2 or C3 atoms in a similar way.
217

  

An insight into the molecular mechanism of CP inhibition by 

epoxy inhibitors shows that an important feature is that the 

stereochemistry of the enzyme–inhibitor adduct suffered an inversion of 

configuration at the reaction site due to a nucleophilic attack by the 

active site thiolate in an SN2 reaction.
89

 For instance, E64, which has the 

2S,3S configuration before the nucleophilic attack, becomes 2R,3R after 

the covalent bond between the cysteine residue and C2 is formed.
89

  

Another questions of debate is related with the nature of the 

catalytic acid on the active site and also if the attack of the residue 

cysteine occurs after or before the protonation of the epoxy ring. It was 

initially postulated that when E64 inhibits papain, the oxirane ring would 

be protonated by a histidine.
218

 Varughese and co-workers
210,213

 rejected 

this suggestion, based on both crystal structures of papain inhibited by 

E64 and actinidin inhibited by E64. They suggest that the epoxide was 

more likely to be protonated by a water molecule because of the large 

distance between the resulting hydroxyl group and the histidine. Meara 

and co-workers in a mechanistic studies based on experimental 

determination of rate constants and pH dependence of inhibition 

confirmed that the histidine is not necessary for protonation of the 

epoxide and that water is the predominant source of protons; these results 



5. Cysteine Proteases 

47 

 

are likely to be general for all epoxysuccinyl inhibitors with a free 

carboxylate bind to C2 atom.
219

 Kim and co-workers, in a mechanistic 

study of the inhibition of papain with 2-benzyl-3,4-epoxybutanoic acid 

esters,
220

 concluded that the sulfur attack of Cys25 to the oxirane ring can 

occur without a prior protonation of the oxirane. Engels and co-workers, 

in several theoretical studies,
121,221-223

 proposed that the protonation of 

the oxirane ring takes places far behind the transition state.  

 

5.5. Inhibition Mechanism of Cruzain by Halomethyl 

Ketones and Epoxyketones 

As mentioned before, only irreversible inhibitors of cruzain have 

successfully cured parasitic infection, irreversible inhibitors that contain 

an electrophilic functional group, such as PHK or PEK, covalently bind 

to cruzain via nucleophilic attack of the active site cysteine,
24

 showing 

good inhibition activity.
11,111,206,224-226

  

Shoellmann and Shaw developed in 1962 the first PHK, 

L-1-tosyl-amido-2-phenylethyl chloromethyl ketone, as specific 

inhibitors for the serine protease chymotrypsin.
227

 The major 

disadvantage of this inhibitor was their lack of selectivity due the great 

chemical reactivity of the chloroketone functional group. The 

development of chloromethyl ketone inhibitors leds to the investigation 

of analogous inhibitor structures with different halo leaving groups 

replacing the chlorine atom. Bromomethyl and iodomethyl ketones have 

been synthesized and are typically more reactive but less stable in 

aqueous solutions. In the 1980s were reported the first peptide 



5. Cysteine Proteases 

48 

 

fluoromethyl ketones inhibitors in the literature.
228,229

 These peptide 

fluoromethyl ketones were shown to be highly reactive and selective 

irreversible inhibitors for cysteine proteases. They are poor irreversible 

inactivators for serine proteases and are not reactive toward 

bionucleophiles.
 

Inhibition of cruzain activity with fluoromethyl 

ketone-based inhibitors seems to be correlated with the loss of feasibility 

of parasites in both ex-vivo tissue culture and in vivo mouse 

models.
154,230-232

  

Powers and co-workers proposed two possible mechanisms of 

irreversible inhibition by PHK based on different crystal structures of 

cysteine proteases (see Scheme 5.5.1).
89

 The mechanism I is the direct 

displacement of the halide group by the thiolate anion. The mechanism II 

involves formation of a tetrahedral intermediate named thiohemiketal 

(TH), the formation of this intermediate is equivalent to the presence of a 

tetrahedral intermediate in the catalytic mechanism of serine proteases;
111

 

a three-membered sulfonium intermediate (TMSI) is then formed, which 

is rearranged to give the final thioether adduct. Nevertheless, 

mechanism II has not been supported by theoretical studies due to 

principally to the instability of the TH intermediated, as it mentioned 

before in section 5.1. Kollman and co-workers, showed that the attack of 

sulfur on a carbonyl carbon does not involve a stable anionic tetrahedral 

structure.
132,133

 Later, Suhai and co-workers in a QM/MM study of the 

active site of free papain and of the NMA-Papain complex did not obtain 

a stable tetrahedral NMA-papain complex.
120

 Gao and Byun, in a 

combined QM/MM study of the nucleophilic addition reaction of 

methanethiolate and NMA, concluded that there is no stable tetrahedral 

intermediate in going from the reactant to the tetrahedral adduct.
135
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Moreover, Warshel and co-workers shown that the anionic tetrahedral 

intermediate for the acylation reaction was found to be unstable in 

aqueous solution and to collapse immediately into the neutral form, 

which is the only intermediate on the reaction pathway.
136

  

 

Scheme 5.5.1 Reaction mechanisms of inhibition of cysteine proteases 

by peptidyl halomethyl ketones (X: F, Cl). TH refers to thiohemiketal 

intermediate and TMSI to the three-membered sulfonium intermediate. 

Scheme adapted from reference 89. 

 

The PEK are irreversible inhibitors of cruzain that belong to the 

same family that the epoxysuccinyl peptide E64 (mentioned in section 

5.4), the family of epoxides. Several studies have been done to establish 

an order of reactivity of different substituent in the C2 atom of the epoxy 

ring.
217,219,222,233

 In 1992, Ron Bihovsky in an experimental study of the 

reactions of 2,3-epoxy carbonyl compounds in solution with 

methanethiolate, observed for this non-enzymatic thiolate that the 

reactivity decreases in the order COCH3 > CO2CH3 > CONH2 > H > 

CO2H.
217

 However, the following year, Bihovsky and co-workers 
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synthesized and tested several epoxysuccinates as inhibitors of papain, 

and observed the inverse trend for the inhibition rate constants: 

CO2H > CONH2 > CO2R > COCH3 > H;
233 they conclude that the 

electrostatic attraction between the protonated His159 (cruzain 

numbering) and the carboxylate of the inhibitor facilitates the docking of 

the inhibitor in the active site of papain, thus the rate-limiting step in the 

enzyme inhibition is not the reactivity of the epoxide, but rather appears 

to be the rate with which the inhibitor docks in the active site prior to 

formation of the covalent complex. Later, Engels and co-workers, in a 

theoretical study about the influence of different ring substituents on the 

nucleophilic ring opening of three-membered heterocyclic, concluded for 

epoxides that acidic substituent increase the reaction barrier of the 

alkylation step.
222

 

In 1998, Roush and co-workers designed and synthesized a new 

class of cruzain inhibitor,
206

 a PEK represented in the Figure 5.5.1 

Cbz-Phe-Hph-(2S), where Hph is homophenylalanine. This potent and 

irreversible inhibitor was designed by combining a portion of the epoxide 

moiety of the known epoxysuccinyl inhibitor E64c
205

 and the peptide 

sequence of the dipeptidyl fluoromethyl ketone, Cbz-Phe-AIa-CH2F.
229

 

In fact, the second-order rate constant (k2nd) for the inhibition of cruzain 

by Cbz-Phe-Hph-(2S) epoxyketone proved to be 4.5-fold greater than 

that by E64c (333000 M
-1

·s
-1

 and 70600 M
-1

·s
-1

 for Cbz-Phe-Hph-(2S)
206

 

and E64c,
234

 respectively).  



5. Cysteine Proteases 

51 

 

 

Figure 5.5.1 Dipeptidyl-2,3-epoxyketone Cbz-Phe-Hph-(2S). 

 

The inhibition mechanism of CPs by PEK is not clear yet. Albeck 

and co-workers proposed that is based on an enzyme-catalyzed alkylation 

of the active-site cysteine from a Michaelis complex between the enzyme 

and the inhibitor.
235-237

 They suggested in correspondence with other 

studies
132,133

 that the protonation of the oxirane ring by the residue 

histidine occurs first or in a concerted manner with the nucleophilic 

attack on the amide scissile bond. Albeck and Kliper proposed that the 

inhibition mechanism of cysteine proteases by the epoxysuccinyl E64 is 

different than by PEK;
237

 whereas the PEK are simple epoxides which 

interact directly with the thiolate, the E64 is activated epoxide and 

interacts with the enzyme through an initial attack on the carbonyl 

carbon, in analogy with the inhibition mechanism by peptidyl 

diazomethanes.
237

  

Nevertheless, to date, the inhibition mechanism of cysteine 

protease cruzain by PHK and PEK has not yet been studied by 

computational tools including the protein environment effects. 
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6. Theoretical Methods 

6.1. QM/MM Hybrid Methodology 

The inclusion of the environment effects in the computational 

simulations is basic for the study of the enzymatic reactions. The enzyme 

has an influence on the whole reaction mechanism, generating specific 

interactions which can modify the process. An important method to study 

the details of the chemical reaction and the effects of the enzyme and 

solvent environment in the chemical reaction is the QM/MM methods 

introduced by Karplus, Warshel, and Levitt.
27-29

 Another notable method 

in this field is the empirical valence bond (EVB) method developed by 

Warshel and co-workers.
238,239

 The EVB method is an empirical version 

of the QM/MM methods and the reactions are modelled by empirical 

potential functions. An alternative method to the QM/MM methods for 

calculating potential energy barriers and reaction energies in enzyme 

reactions is the quantum chemical cluster approach when a large 

molecular model is used.
240,241

 This method, nevertheless, can not 

reproduce long range interactions and they are very dependent on the 

initial X-ray structure. 

In order to use the QM/MM hybrid methodology, the system is 

divided into different regions (see Figure 6.1.1). The QM region should 

contain the atoms which participate in the chemical reaction and it is 

treated by the QM methods (see section 6.1.1). The MM region contains 

the rest of the atoms in the system and it is described by a force field. 

Finally, the boundary is a collection of restrictions applied to the system 

due to the fact that it is impossible to simulate an infinite system. 
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Figure 6.1.1 Schematic representation of the partitioning of the system to 

be studied applying the QM/MM hybrid methodology. Figure adapted 

from reference 28. 

 

There are two general types of QM/MM scheme taking into 

consideration the way the coupling between the QM and the MM part is 

performed: additives and subtractive methods. In the subtractive 

QM/MM scheme, different parts of the system are subjected to 

independent calculations at different levels of theory, as used in the 

ONIOM method developed by Morokuma and co-workers.
242,243

 This 

scheme requires an MM calculation of the entire system, a QM 

calculation on the inner subsystem and an MM calculation on the inner 

subsystem; thus, no explicit QM-MM coupling terms are needed due to 

the coupling between subsystems is handled at the MM level of theory. 

The main advantage of this scheme is its simplicity; however, the scheme 

is not adequate for cases in which the electronic structure of the QM 

region is perturbed by interaction with the environment. 

The additive scheme is probably the most widely adopted approach 

to QM/MM calculations and its principal advantage is that the energy 
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calculation of the QM region can be directly executed in the presence of 

the classical environment in such a way that the electron density of the 

QM region is optimized in the external electrostatic field of the 

surroundings.
244

 In the additive QM/MM scheme, the effective 

Hamiltonian, Ĥeff,
29

 consists of: 

Ĥeff = ĤQM  + ĤMM + ĤQM/MM +ĤBC (6.1.1) 

 

In the equation 6.1.1 the term ĤQM describes the electrons, nuclei 

and interactions among the atoms of the QM region and corresponds to 

an electronic Hamiltonian of the subsystem in vacuum: 

ĤQM= -
1

2
∑∇i

2

  i

+ ∑
1

rij
ij

- ∑
Zα

riα
iα

+ ∑
Z∝Zβ

Rαβ
iα

 (6.1.2) 

 

The equation 6.1.2 is the sum of the kinetic energy of the electrons, 

the electron-electron repulsion, the nucleus-electron attraction and the 

nucleus-nucleus repulsion; where i and j are the electronic coordinates, α 

and β are the nuclear coordinates, r is electron-electron or 

nucleus-electron distance, R is the nucleus-nucleus distance, Z is the 

nuclear charge, and ∇i
2 is the kinetic energy operator or Laplacian 

operator. The term ĤQM depends on the quantum method selected to 

describe the QM region. 

In the previous equation 6.1.1, the term ĤMM describes the 

interactions between the atoms of the MM region. These atoms are the 

rest of the enzymes and surrounding solvent, and are described by a 

mechanical force field. There are several parameterized force fields to 

describe the enzyme´s atom of the MM region; the most popular choices 

are AMBER,
245-247

 CHARMM
248-252

 or OPLS.
31,253,254

 In the present 
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Doctoral Thesis, the force field employed was the OPLS-AA.
31,253,254

 In 

the case of the solvent environment, generally water molecules, there are 

two general methods to models these effects, methods that include 

implicit solvent or explicit solvent. In the first case, the models do not 

include individual water molecules, and the effect is modelled through a 

dielectric constant, the disadvantage of such methods is that the hydrogen 

bonding interactions to water molecules cannot be modelled. In the 

explicit models the water molecules are represented explicitly. One of the 

most used force field for the description of the water molecules is the 

TIP3P model.
32

  

The term ĤQM/MM in the equation 6.1.1 describes the interactions 

between the QM and MM atoms. Due to the MM atoms are represented 

by punctual charges and van der Waals parameters, this Hamiltonian is 

expressed as: 

Ĥ𝑄𝑀/𝑀𝑀 = −∑
𝑞𝑀

𝑟𝑖𝑀
𝑖𝑀

+ ∑
𝑍𝛼𝑞𝑀

𝑅𝛼𝑀
𝛼𝑀

+ ∑{
𝐴𝛼𝑀

𝑅𝛼𝑀
12 −

𝐵𝛼𝑀

𝑅𝛼𝑀
6 }

𝛼𝑀

 
(6.1.3) 

 

In the equation 6.1.3, i is the electrons of the QM atoms, α is the 

nuclei of the QM atoms, M refers to the MM atoms, qM is the charge of 

the MM atoms, and Zα is the nuclear charge of the QM atoms. The first 

two terms represents the electrostatic interactions, which consist of two 

Coulombic terms, one between the electrons and the MM atoms and one 

between the MM atoms and the nuclei of the QM atoms. The last term 

describes the Lennard-Jones interactions between the MM and QM 

atoms. In this equation, just the first term is an operator as it contains the 

electrons’ coordinates, so, it must be incorporated in the self-consistent 
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field procedure. The remaining terms are constant for a given set of 

atomic coordinates, like the MM energy. 

Returning to the equation 6.1.1, the term ĤBC appears due to the 

attempt to define something that is infinite using a system than can only 

be defined in an explicit way, with a finite number of molecules. 

Nevertheless, the term ĤBC is not always a real or computable term and it 

will depend on the chosen model, as it is explained next. The most 

commonly used representation is Periodic Boundary Conditions 

(PBC, see Figure 6.1.2).
255

  

 

Figure 6.1.2 PBC in 2D representations. The central square cell, 

highlighted in blue, is replicated in all directions of the space. Figure 

adapted from reference 255. 

 

In PBC, the system is introduced in a solvent box which is 

replicated in an infinite way in the three dimensions of the space. The 

finite system should have a regular shape in order to fill the space when it 

is replicated, what is achieved using very regular boxes such as cubic 

orthorhombic ones. In this approximation, the equivalent atoms in each 



6. Theoretical Methods 

58 

 

of the copies behave identically and they do not need to be treated 

differently during the simulation.
255

 

To calculate the non-bonding energy, we should avoid that each 

particle could interact with its nearest copy in the system, this is the 

minimum image convention (see Figure 6.1.3).
255

 The minimum image 

convention is a cheap method and easy to implement, but it means that 

the cutoff distance for truncation of the non-bonding interactions must be 

less than or equal to half the length of the side of the periodic box. 

 

Figure 6.1.3 Schematic representation of the minimum image 

convention. The red particle will interact with all the particles within the 

circle. It is assumed a circular truncation of the interaction between 

particles. The circle has a radius of L/2. Figure adapted from reference 

255. 

 

Cutoff methods for the calculation of non-bonding interactions. 

An important problem with the calculation of the non-bonding 

energy is the long-range electrostatic interaction, which decrease as the 

reciprocal of the distance between the atoms. The non-bonding energy 
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should be evaluated over all the atom pairs of the system, but this would 

be computationally inaccessible. Then, different methods have been 

proposed to solve this problem based on functions that avoid the 

estimation of atom pairs located at long distance. In brief, these are 

“truncated functions” or a “smoothing functions”.
255

 In the former, all the 

interactions beyond a cutoff distance (rc) are neglected. In the later the 

interaction is progressively tapped to zero at given distance. In turn, there 

are two types of smoothing functions. 

 

Frontier bonds: link atom method. 

In the study of enzymatic systems applying QM/MM schemes, a 

covalent bond has to be cut when dividing the MM and QM part in many 

occasions (generally a covalent bond between two residues of the 

enzyme or between two atoms in a residue with a large side-chain). 

When a covalent bond between two atoms is cut by dividing the system 

(QM and MM regions), the valence of the QM atom is incomplete, 

therefore, the valence of this QM atom needs to be satisfied. There are 

several methods to perform this partition: the link atom based 

method
29,256

 and the frontier region based methods: the Local 

Self-Consistent Field
257-261

 and the Generalized Hybrid Orbital 

method.
260-262

 In the present Doctoral Thesis all the calculations were 

conducted using the link atom method, the more straightforward 

treatment of the frontier bonds. 

The link atom method is the most widely used method to treat the 

frontier bond between the QM and MM regions. It is based on replacing 

the MM part of the bond by an atom, usually a hydrogen atom, due to the 
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fact that the electronegativities of the C and H atoms are similar. This 

link atom is invisible to the MM region and it is used to saturate the 

valences of the truncated bond. Usually, the position of the link atom do 

not cut across any polar bonds, so, the most common option to place the 

link atom is in the Csp3-Csp3 bond. 

 

6.1.1 QM Methods 

The use of QM methods is necessary for the study of the electronic 

rearrangements which take place during the breaking and forming bond 

in chemical reactions. It is crucial to use a QM method that represents 

accurately the system under consideration, thus, it is required a balanced 

compromise between the QM method, the size of the simulation system, 

and the nature of the calculations.  

There is a great variety of QM methods, from fastest semiempirical 

methods, to more accurate and more computationally expensive, DFT 

and ab initio methods. In general, the most used methods for the study of 

enzymatic reactions are the semiempirical and DFT methods. The 

Hartree-Fock (HF) and post-HF methods are rarely used. In the case of 

HF methods are less accurate due to the lack of electron correlation; 

despite the inclusion of certain degree of electron correlation in the 

post-HF method, there are computationally very expensive.
263

 

The semiempirical methods are based on the HF formalism, but 

they make many approximations and obtain some parameters from 

empirical data. Of which, methods based on the NDDO integral 

approximation, as for example AM1,
264

 PM3
265

 or MNDO,
266,267

 are the 

https://en.wikipedia.org/wiki/Hartree%E2%80%93Fock
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most used for the QM/MM MD studies. For reactions involving elements 

as phosporus and sulfur, NDDO methods that explicitly include d 

orbitals, such as AM1d
268

 and MNDO(d)
269

 methods have been 

developed. In the present Doctoral Thesis, it is used the AM1d method 

due to the participation of a sulfur atom in the enzymatic mechanisms 

studied (S from Cys residue). 

The DFT methods, based on the theoretical foundations of  

Hohenberg, Kohn, and Sham,
270,271

 uses the electron density instead of a 

wave function to determinate the energy of a molecule. Of these, the 

time-dependent DFT (TD-DFT)
272

 has become in a powerful tool for 

evaluating the medium effects with the help of the QM/MM methods.
27-29

 

The B3LYP hybrid functional
273,274

 is the most popular functional in 

chemistry, however, in the last years, other hybrid functionals relatively 

broadly accurate are being extensively used, as for example the 

Minnesota M06 suite of functionals density, M06
275

 and M06-2X.
275

 The 

hybrid meta-GGA M06-2X (the functional used in the present Doctoral 

Thesis) is a high nonlocality functional with a 54% of HF exchange, and 

it is parametrized only for non-metals. It has been recommended by 

Truhlar and co-workers for applications involving the main-group 

thermochemistry (should predict accurate structures, energies, and 

vibrational frequencies for compounds containing only main-group 

elements), chemical reaction barriers, noncovalent interactions, and SN2 

reactions.
275-279

  

Another important aspect to take into account when performing 

DFT calculations (or in ab initio calculations) is the correct choice of the 

basis set. The basis set is the group of mathematical functions from 
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which the wave function is constructed. There are two types of basis 

functions commonly used in electronic structure calculations, the 

Slater-type orbitals
280

 and Gaussian-type orbitals.
281

 The basis sets may 

be improved by including certain features such as polarization and 

diffuse functions. In the present Doctoral Thesis have been used the 

6-31G+(d,p) basis set,
282

 an accurate basis set for the study of chemical 

reaction barriers.
283

 

 

6.2. Potential Energy Surfaces 

The PES are based on the Born-Oppenheimer approximation
284

 and 

is an important concept when carrying out the computational study of a 

chemical reaction. The exploration of the PES allows obtaining the 

information of the reaction mechanism. A PES is a representation of the 

potential energy (electronic and nuclear) depending on the several 

coordinates of the chemical system; these coordinates depend on the 

nature of the chemical process that is being studied. The PES has 3N−6 

(or 3N−5) coordinate dimensions, being N the number of atoms. This 

dimensionality derives from the three-dimensional nature of Cartesian 

space. 

An important concept is necessary to describe prior the study of the 

PES: the gradient. The gradient ( g
i 

⃗⃗  ⃗ ) is a vector composed of the first 

derivatives of the potential energy with respect to the nuclear 

coordinates: 

g
i 

⃗⃗  ⃗=
∂U

∂ri ⃗⃗  
                      ∀  i=1, …..,N 

(6.2.1) 

being N the number of atoms. 
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Another crucial concept related with the PES is the Hessian or 

force constants. The Hessian is a symmetric square matrix. The matrix 

contains topological information about the system, and its elements are 

the second derivatives of the energy with respect to the displacement of 

two coordinates for all the atoms. 

𝐻𝑖𝑗=
∂
2
U

∂ri ⃗⃗  ∂rj ⃗⃗ 
 

 

(6.2.2) 

The H matrix is a 3Nx3N matrix which is symmetric if the 

particles are the same, i is equal to j. When the Hessian is diagonalized, 

|H-λI| = 0, the eigenvalues equation can be solved: 

 

𝐹𝑢𝑖⃗⃗  ⃗ =  𝜆𝑢⃗  (6.2.3) 

 

In the equation 6.2.3 the term F is the diagonalized Hessian matrix, 

𝑢𝑖⃗⃗  ⃗ is the vector that represents the curvature principal axes and represents 

the normal modes, and λ represents the eigenvalues. There will be 3N 

eigenvalues and eigenvectors, being N the number of atoms in the 

system. 

In order to calculate the vibrational frequencies, the Hessian matrix 

is first mass-weighted: 

                                            𝐻𝑖,𝑗
𝑚 =

𝐻𝑖𝑗

√𝑀𝑖𝑀𝑗
                                                (6.2.4) 

 

A PES is a function of the positions of all the atoms in the system. 

In a system with two atoms, it is easy to visualize that the PES will 

depend on just one geometrical variable, the bond distance between the 

two atoms. However, if we consider a system composed of three atoms, 

there will be at least three independent geometrical parameters. So, this 
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will lead to a lot more of calculations compared to the bidimensional 

PES, with which is necessary to choose distinguished reaction 

coordinates, ξi. The ξi are usually geometrical parameters that participate 

during the chemical reaction (for example bond distances, or bond 

angles). 

On a PES there are stationary points with one important 

characteristic: the gradient is equal to zero (g
i 

⃗⃗  ⃗ = 0). The two more 

important stationary points of a PES are the minimum and the saddle 

point (see Figure 6.2.1). The minimum is located when after the 

diagonalization of the Hessian matrix, all the eigenvalues obtained are 

positive. This means that an infinitesimal displacement of the geometry 

of the system along the direction defined by any of its eigenvectors will 

increase the energy. Examples of the minimum located on the PES are 

the reactants (R in Figure 6.2.1) and products (P in Figure 6.2.1) of a 

chemical reaction. 

 

Figure 6.2.1 PES for a hypothetic reaction. (a) Contour plot, 

(b) three-dimensional plot. RC1 is the antisymmetric combination of the 

bond-breaking and bond-forming distances; and RC2 is the 

bond-breaking distance. 
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Another important stationary point of a PES is the saddle point (TS 

in Figure 6.2.1). When the Hessian matrix is diagonalized, all the 

eigenvectors obtained are positive except for one of them, in this case, 

the saddle point is first-order and it is a TS of the reaction. The TS is 

characterized by one imaginary frequency and its corresponding normal 

mode of vibration is associated with the motion of the atoms along the 

reaction coordinate. The eigenvector associated to the negative 

eigenvalue is known as the transition vector and indicates the direction 

from the transition structure to reactants and products. 

There are several methods to locate a minimum of a PES. These 

methods are classified by the type of derivatives that they use. Some of 

them are, for example, the first derivatives or first-order methods like the 

steepest descent
255

 or the conjugate gradient
285

 methods. The algorithms 

that make use the energy values, its first (gradient) and second (Hessian) 

derivatives as the Newton-Raphson methods.
286,287

 Or the more efficient 

quasi-Newton methods as for example the BFGS method
288-290

 and the 

L-BFGS method.
291 

The location of transition states in enzymes is a difficult task, the 

standard method make use of the Hessian matrix, the algorithms used in 

small systems are computationally demanding due to they have to 

calculate and manipulate a complete matrix of secondary derivatives, 

becomes impractical for large systems due to the large amount of degrees 

of freedom. Some methods often used in the localization of TS are the 

adiabatic mapping method,
292

 and the conjugate peak refinement 

algorithm proposed by Karplus and Fisher for locating TS for systems 

with many atoms.
293 One successful method to localize and characterize 



6. Theoretical Methods 

66 

 

TS in large system described with QM/MM methods is the 

micro/macro-iteration method.
294-299

  

In the micro/macro-iteration method, the system is divided into the 

control space and into the complementary space. In the control space 

appears all the geometrical variables with a high contribution to the 

reaction coordinate, being the Hessian matrix calculated and used to 

guide the localization of the stationary structure. In the complementary 

space, the rest of the coordinates appears and at each step of the search 

this space is minimized using only gradients. Once this partitioning has 

been done, the saddle point location is carried out in the degrees of 

freedom of the core, under a fully relaxed environment. Thus, before 

each gradient or Hessian guided step for the core, the degrees of freedom 

of the environment are optimized in order to maintain an approximately 

zero gradient and to minimize the potential energy.  

Martí et al.
300

  proposed an alternative method for searching 

stationary structures, a dual level strategy combined with a 

micro/macroiteration method. This method is based on a combination of 

a high level description for the gas-phase energy of the QM subsystem 

and a low level description for the interaction energy with the MM 

subsystem. Martí et al. in a computational study of the kinetic isotope 

effects for the enzyme Chorismate Mutase showed that this method 

provide a better descriptions than standard QM/MM calculations at the 

semiempirical level, with a reasonable computational cost.
301
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6.3. Free Energy 

The calculation of free energy differences is one of the most 

important magnitudes to be estimated in biomolecular simulations. Free 

energy calculations using MD provide a direct connection between the 

microscopic structure and fluctuations of a system and its most important 

equilibrium thermodynamic properties. In order to obtain reliable free 

energy estimates from simulations, it is necessary carried out sufficient 

conformational sampling of, not only the starting and final states, but 

also of the intermediate states and transition states. 

The free energy can be expressed as the Helmholtz function, A, or 

the Gibbs function, G. The Helmholtz free energy is the observable to 

systems with constant number of particles, temperature and volume 

(conditions used in our experiments), whereas the Gibbs free energy is 

for constant number of particles, temperature and pressure. The 

Helmholtz free energy is defined as: 

𝐴 = −𝑘𝐵𝑇 𝑙𝑛𝑍𝑁𝑉𝑇 6.3.1 

where 𝑍𝑁𝑉𝑇 is the partition function for a system formed by N 

indistinguishable particles at a constant volume and temperature (it is the 

probability to find the system in a certain state), and its define as: 

𝑍𝑁𝑉𝑇 =
1

ℎ3𝑁𝑁!
∫𝑑𝑃 ∫𝑑𝑅 𝑒

−𝐻(𝑃,𝑅)
𝑘𝐵𝑇   

6.3.2 

In the equation 6.3.2, the term H is the Hamiltonian for the system, 

𝑁! is a factorial term that takes into account the indistinguishable nature 

of the N particles and the term  ℎ3𝑁 is the minimum size of the microstate 
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and is related with the uncertainty principle. For the calculation of the 

free energy from a simulation, it is necessary rewrite the equation 6.3.1 

to obtain the partition function for a system as a function of an average: 

𝑍𝑁𝑉𝑇 ∝
1

〈𝑒
𝜈

𝑘𝐵𝑇〉
 

6.3.3 

From the above equation, it might be thought that if we evaluate 

the average 〈𝑒
𝜈

𝑘𝐵𝑇〉 along a MD trajectory, we will obtain the free energy. 

But this is not the case, because it is very difficult to obtain reliable 

averages due to the fact that the simulation will preferentially explore the 

configurations with a large negative potential energies due to these 

configurations have higher probabilities. Thus, the problem lies in the 

inability to explore all the configurations leaving the system to evolve 

freely, the simulation would not be able to access to the structures with a 

higher potential energy as for example the structures of TS. There are 

several methods for overcoming the sampling problem like 

thermodynamic integration,
302

 or umbrella sampling.
303

 The umbrella 

sampling method proposed by J. P. Valleau and G. M Torrie, was the one 

used in this Doctoral Thesis and it will be analyzed in the section 6.3.2. 

 

6.3.1. Molecular Dynamics 

A chemical process in condensed media involves a huge number of 

degrees of freedom and it is necessary to take into account all the 

conformations to which the system can be accessed at a given 

temperature. In a reaction that takes place in a condensed media, unlike 

when it occurs in a vacuum, there are several conformations 
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corresponding to the reactant or transition structures. The cause is the 

effect of the environment, there is a wide range of accessible structures 

which are minimum or saddle points in the PES, with almost similar 

geometries and energies. Therefore, the properties of the transition state, 

for example, will be the average properties of all the transition structures. 

Thus, the evaluation of as many configurations as possible is necessary to 

obtain average properties of the system, which can be compared with the 

experimental data. 

Thus, it is necessary to run statistical simulations by means of 

MD
304

or Monte Carlo simulations.
305

 In the present Doctoral Thesis, the 

method employed to evaluate the contributions of all the conformations 

to the properties of the system was based on MD simulations.  

MD simulations are based in the exploration of the dynamic of the 

nucleic atomics that form the chemical system. Since there are several 

formulations for the classical dynamics study of a system, we will adopt 

the description that begins by defining the classical Hamiltonian of the 

system (𝐻̂),
255

  

Ĥ(p
i

⃗⃗ , r i)= ∑
1

2mi

N

i=1

p
i

⃗⃗ 
2
+ V(r i) 

(6.3.1.1) 

 

 

The 𝐻̂ is the sum of the kinetic and potential energy terms and it is 

a function of the 3N particle momenta and the 3N particle positions; the 

term 𝑝𝑖⃗⃗⃗   is the momentum of a particle i; and the term V is the effective 

potential or in our case the potential energy. 

To perform a MD simulation, the Newton’s equations must be 

solved for each particle in the system. Different algorithms have been 
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developed to integrate numerically the Newton’s equations of motion. 

All these algorithms have to follow two important requirements: to be 

able to conserve energy and momentum. In addition, they should also 

allow a long time step to be used for integration and they should be 

computationally efficient. The most suitable method is the Stoermer´s 

rule method, generally called Verlet method.
304

 

The Verlet method
304

 assume that being R(t) the positions of atoms 

in the system at time t, then the new positions of the atoms at a time 

t + ∆t, and the positions from the previous step t - ∆t, can be obtained 

from a Taylor expansion in terms of the time step ∆t : 

R(𝑡 + ∆𝑡) = R(𝑡) + ∆𝑅̇(𝑡) +
∆2

2
𝑅̈(𝑡) + 𝑂(∆𝑡3) 

 

(6.3.1.2) 

R(𝑡 − ∆𝑡) = R(𝑡) − ∆𝑅̇(𝑡) +
∆2

2
𝑅̈(𝑡) − 𝑂(∆𝑡3) (6.3.1.3) 

Adding these two equations and subtracting the equation 6.3.1.3 

from the equation 6.3.1.2 gives: 

𝑅(𝑡 + ∆𝑡) ≈ 2𝑅(𝑡) − 𝑅(𝑡 − ∆𝑡) + ∆2𝑀−1𝐹(𝑡) (6.3.1.4) 

 

𝑉(𝑡) ≈
1

2∆𝑡
(𝑅(𝑡 + ∆𝑡) − 𝑅(𝑡 − ∆𝑡)) 

(6.3.1.5) 

 

 Both equations 6.3.1.4 and 6.3.1.5 describe the positions of the 

particles at t + ∆t and the velocities of the particles V at the current time 

t, respectively. The main disadvantage of the Verlet method lies in that 

the velocities at a time t can only be computed once the positions at a 

time t + ∆t have been obtained, so, this method being subject to relative 

large errors in the evaluation of velocity, and therefore, at the start of the 

simulation (t=0) a different equation is needed. 
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To solve this disadvantage, the Velocity Verlet method
306

 appears 

which use these equations: 

R(𝑡 + ∆𝑡) = R(𝑡) + ∆𝑉(𝑡) +
∆2

2
𝑀−1𝐹(𝑡) 

(6.3.1.6) 

 

 

V(𝑡 + ∆𝑡) = V(𝑡) +
∆

2
𝑀−1(𝐹(𝑡) +  𝐹(𝑡 + ∆𝑡)) 

(6.3.1.7) 

Whichever method is employed to carry out the MD, it is important 

that during the MD some properties of the system are conserved, 

especially the momentum, angular momentum and the energy. Both total 

momentum (M) and angular momentum (L) of a system are defined as: 

𝑀 = ∑𝑝𝑖

𝑁

𝑖=1

 

(6.3.1.8) 

L = ∑𝑟𝑖

𝑁

𝑖=1

˄𝑝𝑖 

(6.3.1.9) 

There are some important subjects to take into account when 

conducting MD simulations. The first subject is the value of the time-step 

of the simulation. The factor that limits the value of the time-step is the 

nature of the highest frequency motions in the system. In general, the 

time-step must be small enough so that the fastest vibration described can 

be followed in detail during the integration of the equations of motion. In 

practice, the time-step selected is 1 fs. 

Another subject is to choose the conditions of the MD simulation; 

these conditions must be similar to the conditions under which the 

experiments are carried out. In this sense, the thermodynamic ensembles 

most used are the canonical or NVT ensemble, the isothermal-isobaric or 

NPT ensemble and the isobaric-isoenthalpic or NPH ensemble. 
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In the canonical ensemble, the ensemble used in the present 

Doctoral Thesis, the temperature (T), the particle number (N) and the 

volume (V) are constants, but the total energy of the system may 

fluctuate. One method to do the simulation in the canonical ensemble 

was proposed initially by Shuichi Nosé
307,308

 and later extended by 

William G. Hoover.
309

 The basis of the method is to introduce an external 

thermal bath to which the system is coupled. According to the 

Nosé-Hoover method,
307-309

 the modified equations of Newton for the 

system are: 

𝑅̇ = 𝑀−1𝑃 6.3.1.10 

𝑃̇ = 𝐹(𝑅) −
𝑝𝑛

𝑄
𝑃 

6.3.1.11 

𝑛̇ =
𝑝𝑛

𝑄
 

6.3.1.12 

𝑝𝑛̇ = 𝑃𝑇𝑀−1𝑃 − 𝑁𝑑𝑓𝑘𝐵𝑇 6.3.1.13 

where 𝑁𝑑𝑓 is the number of coordinate degrees of freedom, and the 

parameter Q represents the mass of the thermostat which determines the 

size of the coupling and it has units of mass times length squared. Large 

values of Q result in a constant-energy simulation, while small values 

produce large couplings and lead to MD with poor equilibration. The 

term 𝑝𝑛 (equations 6.3.1.12 and 6.3.1.13) is the momentum variable and 

from a physical point of view acts as a friction coefficient. 

In some cases the Nosé-Hoover method
307-309

 is inadequate to 

control the temperature. Another approach to control the temperature 

during the simulation is based on the description of the dynamics of a 

particle interacting with a thermal bath applying the Langevin equation
310

 

(Paul Langevin). In the Langevin equation appears two extra force terms 



6. Theoretical Methods 

73 

 

arising from the interaction between the particle and the thermal bath: a 

random force and a frictional force. 

 

6.3.2. Umbrella Sampling 

One particular type of free energy is the PMF. The PMF can be 

obtained as a function of one degree of freedom of the system, the 

distinguished coordinate, ξ. It is defined as: 

𝑈(𝜉0) = 𝑐 − 𝑘𝐵𝑇 ln (∫𝑑𝑅𝛿(𝜉(𝑅) − 𝜉0) 𝑒
−
𝜈(𝑅)
𝑘𝐵𝑇 ) 

6.3.2.1 

In the equation 6.3.2.1 the term ξ0 is the value of the degree of 

freedom ξ for which the PMF is computed, and the term c is an arbitrary 

constant which includes all the terms that are independent of ξ. If the 

average of the distribution function of the coordinate is expressed as: 

〈𝜌(𝜉0)〉 =
∫ 𝑑𝑅𝛿(𝜉(𝑅) − 𝜉0) 𝑒

−
𝜈(𝑅)
𝑘𝐵𝑇

∫𝑑𝑅 𝑒
−
𝜈(𝑅)
𝑘𝐵𝑇

 

6.3.2.2 

Then the expression of the PMF can be written in terms of the 

ensemble average of the 𝜌(𝜉0): 

𝑈(𝜉0) = 𝑐´ − 𝑘𝐵𝑇 ln〈𝜌(𝜉0)〉 6.3.2.3 

where 𝑐´ is another arbitrary constant. 

As it was mentioned in section 6.3, it is important during the 

simulation explore all the configurations, not only the configurations near 

to a minimum energy. The method used in this Doctoral Thesis to 
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overcoming this problem is the umbrella sampling method.
303

 This 

method is employed for sampling accurately those configurations with an 

energy barrier significantly larger than 𝑘𝐵𝑇 (high-energy regions).  To 

perform a correct computation of the whole density along ξ0, we should 

make series of calculations for sampling in different regions of the space, 

but these regions should overlap in order to cover the whole 

configurational space and make the integration possible. Since, as stated 

before, it would be easier for the system to access to low energy regions, 

so, it is necessary to use an umbrella potential that can focus the 

sampling for a given value of ξ0. Then, the trajectories of each window 

are added to obtain the full distribution function valid for the whole range 

of the coordinate ξ0. Usually, a harmonic potential is chosen as an 

umbrella potential: 

𝑉𝑢𝑚𝑏(𝜉0) =
1

2
𝑘𝑢𝑚𝑏(𝜉0 − 𝜉𝑟𝑒𝑓)

2 
6.3.2.4 

where the term 𝑘𝑢𝑚𝑏 is the force constant for the potential and ξref is the 

reference value of the reaction coordinate which is changed at each 

window. The principal advantage of the umbrella sampling method is the 

inclusion of all contributions to the free energy, but this require a very 

large number of energy evaluations, making it an expensive 

computational method. 

Finally, it is necessary to reconstruct the complete distribution 

functions computed separately for each window, obtaining the averaged 

free energy of the system. An efficient method to do this important step 

in an umbrella sampling calculation was proposed by S. Kumar and 

co-workers, the weighted histogram analysis method (WHAM).
311

 An 
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alternative to WHAM for combining the windows in umbrella sampling 

simulations with harmonic biases is umbrella integration developed by 

W. Thiel and J. Kästner.
312,313

 There are some generalizations of the 

WHAM method, for example, the dynamic histogram analysis method 

(DHAM) proposed by Hummer and Rosta,
314

 this method uses transition 

probabilities in addition to histogram counts along the selected ξ. Or 

more recently, the Bayesian treatment of WHAM developed by Andrew 

L. Ferguson.
315

 This method generates statistically optimal FES estimates 

in any number of biasing dimensions under arbitrary choices of the 

Bayes prior. The WHAM method was the one used in the present 

Doctoral Thesis. 

The WHAM method constructs an optimal estimate for the average 

distribution function in the unbiased ensemble from the biased 

distribution functions for each window: 

〈𝜌(𝜉0)〉 =
∑ 𝑛𝛼〈𝜌(𝜉0)〉𝑏𝑖𝑎𝑠𝑒𝑑

𝛼𝑁𝑊
𝛼=1

∑ 𝑛𝛽
𝑁𝑊

𝛽=1 𝑒
−
𝑉𝑢𝑚𝑏

𝛽 (𝜉0)−𝐹𝛽

𝑘𝛽𝑇

 
6.3.2.5 

where the term Nw is the number of windows and 𝑛𝛼 is the number of 

independent data points used for the generation of the distribution 

function for a window. And the window free energy (𝐹𝛼) is determined 

according to the following equation: 

𝑒
−

𝐹𝛼
𝑘𝛽𝑇 = ∫𝑑 𝜉0〈𝜌(𝜉0)〉𝑒

−
𝑉𝑢𝑚𝑏

𝛼 (𝜉0)

𝑘𝛽𝑇  
6.3.2.6 
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where 𝑉𝑢𝑚𝑏
𝛼  is the umbrella potential. Both equations 6.3.2.5 and 6.3.2.6 

must be solved iteratively and allow to calculate the average distribution 

function (〈𝜌(𝜉0)〉), and therefore the PMF from a set of window 

distribution function.  

Because of the large number of structures that must be evaluated 

during free energy calculations, QM/MM calculations are usually 

restricted to the use of semiempirical methods. In order to correct the 

low-level energy function used in the PMF calculations, an interpolated 

correction scheme developed by Moliner and co-workers has been 

applied.
316

 This scheme, based on a method proposed by Truhlar and 

co-workers for dynamical calculations of gas phase chemical 

reactions,
317-319

 uses a spline under tension
320,321

 to interpolate the 

correction term at any value of the reaction coordinates selected to 

generate the FESs. Thus, the new energy function for a PMF is defined 

as: 

E= ELL/MM + S [∆ELL
HL ( )] (6.3.2.7) 

E= ELL/MM + S[∆ELL
HL(

1
, 

2
)] (6.3.2.8) 

 

In the equations 6.3.2.7 and 6.3.2.8, S denotes the spline function, 

whose argument ∆ELL
HL is a correction term taken as the difference 

between single-point calculations of the QM subsystem using a 

high-level (HL) method, and a low-level (LL) one (in the present 

Doctoral Thesis the LL is AM1d). The correction term is expressed as a 

function of one  or two coordinates 1, 2 to generate the higher level 

monodimesional-PMF or bidimensional-PMF. The HL calculations were 


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carry out by means of the M06-2X functional
275

 with the 6-31+G(d,p) 

basis set.
282

  

 

6.3.3. Transition State Theory 

TST can be used to calculate reaction rates from free energy 

barriers. Thus, it is the basis for comparing the experiments and the 

calculations in enzymatic reactions. This theory was initially developed 

in the 30's of last century,
322-324

 and is based on the following 

postulates:
325

 

 the reactant region of phase space is populated according to a 

Maxwell–Boltzmann distribution. Thermal equilibrium between R and 

TS; 

 the Born–Oppenheimer separation of electronic and nuclear motion is 

valid, so only one PES is involved. Processes in which electronic motion 

follows nuclear motion without an electronic state change are called 

electronically adiabatic, which strictly means that the electronic quantum 

numbers are conserved; 

 the nuclear motion is classical; 

 and all trajectories crossing the TS toward P must have originated on 

the reactant side and must cross the hypersurface only once. This 

condition is now usually called the no recrossing assumption. If the 

reaction coordinate were indeed globally separable, there would be no 

recrossing. Thus this condition is sometimes replaced by the assumption 

that the reaction coordinate is separable.  
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It is possible to estimate the reaction rate constant (kr) if we are 

able to determine the free energy between reactants and the transition 

state, ∆G
‡
; the rate constant is defined as:  

kr(T) =
kBT

h
e
(
−∆G(T)‡

RT
)
 

6.3.3.1 

where the term 
kBT

h
 gives the rate at which the TS goes to products, the 

exponential factor is the equilibrium constant for the equilibrium 

between the reactants and the TS, 𝑘𝐵 is the Boltzmann’s constant 

(1.38×10
-23

 J·K
-1

), h is the Plank’s constant (6.626×10
-34

 J·s), R is the 

universal gas constant (8.314 J·K
-1

·mol
-1

) and T is the absolute 

temperature in Kelvin. 

 There are three main corrections to the quasiclassical TST, namely 

non-equilibrium effects, tunnelling effects, and recrossing. Thus, in order 

to overcome the limitations and to obtain rate constants which can be 

compared with the experimental ones, we should modify de TST rate 

constant multiplying it by a transmission factor (Γ): 

𝑘𝑟(𝑇) = Γ(𝑇)
𝑘𝐵𝑇

ℎ
𝑒

(
−∆𝐺‡

𝑅𝑇
)
 

6.3.3.2 

 

The transmission factor, determined at a temperature (T) and 

computed on a value of the reaction coordinate () is defined 

approximately as a product of these factors:
287

 

Γ(, 𝑇) = 𝛾(, T)(𝑇)𝑔(, 𝑇) 6.3.3.3 
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where 𝛾(,T) corrects the effect of the recrossing trajectories, (𝑇) 

correct the tunnelling effects and 𝑔(, 𝑇) correct the non-equilibrium 

effects. It should be mention that these factors have not been evaluated in 

the present Doctoral Thesis mainly due to the low effect that can have on 

the TST rate constants for the kind of reactions subject of study. 
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8. Conclusions and Outlook 

8.1 Conclusions 

In correspondence with the proposed objectives, three different 

inhibition mechanisms have been studied in the present Doctoral Thesis 

corresponding to the inhibition mechanism of cruzain by PEK and PHK, 

and to the inhibition mechanism of FP2 by E64. In addition, the reaction 

mechanism of the peptide scission catalyzed by cruzain has been also 

studied. The main conclusions drawn from this research can be 

summarized as follows: 

 Study of the Mechanism of FP2 Inhibition by the Epoxysuccinate 

E64: the results obtained during this study have allowed us to obtain a 

complete picture of the possible reaction paths corresponding to the 

irreversible attack of Cys42 on the carbon atoms of the epoxy ring of the 

E64 inhibitor. According to our results, the attack of Cys42 on C2 would 

take place in a single step, while the attack on C3 is described as a 

two-step mechanism, the first step corresponding to formation of the 

sulfur−carbon bond, which is the rate-limiting step. In the second step of 

this mechanism, a hydrogen atom from the carboxylic group of the 

inhibitor is finally transferred to the oxygen atom of the opened epoxy 

ring. From a kinetic point of view, the irreversible attack of Cys42 on 

E64 can take place on both carbon atoms of the epoxy ring because both 

processes present similar barriers. Nevertheless, the inhibitor-protein 

complex derived from the attack on C3 appears to be much more 

stabilized. A thorough analysis of the E64-FP2 interactions reveals the 

importance of some of the residues, such as Gln171, Asp170, Gln36, 
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Trp43, Asn81, and His174, in anchoring the inhibitor in a proper 

orientation for the reaction to take place. 

 Study of the Mechanism of Cruzain Inhibition by PHK: according 

to this study, the nucleophilic attack of the unprotonated Cys25 on the C 

atom from the halogen-C bond of the inhibitor (Bz-Tyr-Ala-CH2F or 

Bz-Tyr-Ala-CH2Cl) and the cleavage of the halogen−C bond take place 

in a concerted way. Analysis of free energy barriers and reaction free 

energies, computed at both levels of theory, shows that the inhibition by 

Bz-Tyr-Ala-CH2Cl would be kinetically and thermodynamically more 

favorable. Then, our results suggest that inhibitor Bz-Tyr-Ala-CH2Cl can 

be used as a starting point to develop a proper inhibitor of cruzain. 

 Study of the Inhibition Mechanism of Cruzain by the epoxyketone 

Cbz-Phe-Hph-(S): The first conclusion derived from our study is that 

the activation of the epoxide ring and the attack of Cys25 to either C2 or 

C3 atoms take place in a concerted manner. According to our results, the 

acid species responsible of the protonation of the oxygen atom of the ring 

would be the conserved His159; any attempt to use a water molecule of 

the active site as the source of the proton transfer to the oxyrane ring 

render significantly higher activation energies than when using the 

His159. From a kinetic point of view, the irreversible attack of a cysteine 

to the inhibitor takes place preferably on the C2 atom of the epoxy ring.  

The comparison of the free energy values for the inhibition 

mechanism of cruzain by the epoxyketone Cbz-Phe-Hph-(S), 

12.1 kcal·mol
-1

, with the barrier obtained in the inhibition of the same 

protein by Bz-Tyr-Ala-CH2Cl, 10.0 kcal·mol
-1

, allows a direct 

comparison of the inhibition reactivity toward cruzain of both families of 

inhibitors. In addition, it is important to highlight that the inhibitor 
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Cbz-Phe-Hph-(S) studied presents the advantage of a large stabilization 

of the cruzain-inhibitor covalent complex (-56.4 kcal·mol
-1

) by 

comparison with the inhibitor Bz-Tyr-Ala-CH2Cl (-27.7 kcal·mol
-1

). 

These results suggest that the tested epoxyketone Cbz-Phe-Hph-(S) can 

be a good candidate to design new cruzain inhibitors with higher 

potency. However given the low free energy barrier of the inhibitor 

Bz-Tyr-Ala-CH2Cl, the information derived from the reaction with both 

inhibitors could be combined to design an improved drug. 

 Regarding with the inhibitor proposed for cruzain, the epoxyketone 

Cbz-Phe-Hph-(S), the analysis of average structures of the key states 

involved in the inhibitory reaction shows the role of the residues Gly66 

and Asp158 of the active site, the interactions between these residues and 

the inhibitor stabilize the TS of the cruzain-inhibitor covalent complex. 

Then, it will be important to keep these favorable interactions, and 

probably substitute the phenyl group from the Hph part of the inhibitor 

for another one that can favors the interactions with the enzyme, to 

design new inhibitors. 

 Study of the Catalytic Mechanism of the Cruzain Cysteine 

Protease: this study confirms that the catalytic process can be divided 

into an acylation and a deacylation stage, as previously described in the 

literature. Nevertheless, important new conclusions can be deduced from 

our study. First of all, the acylation stage, consisting of the nucleophilic 

attack on a carbonyl carbon of the peptide bond by the thiolate anion of 

an activated Cys25, takes place by a stepwise mechanism where a proton 

from a conserved His159 is transferred first to the N1 atom of the peptide 

and, after the transient intermediate I-II is located, the Cys25 attacks the 

carbonyl carbon atom. The second main conclusion is that the 
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deacylation stage, which was proposed to occur via a general 

base-catalyzed reaction whereby His159 activates a water molecule that 

attacks the peptide to produce the final products, would take place 

through a concerted mechanism. Importantly, this is the rate-limiting step 

of the full catalysis process. An understanding of this important enzyme 

at molecular level could be used for the rational design of new inhibitors 

based on not covalent bond interactions with the protein. 

 

8.2 Outlook 

The main results obtained from the inhibition mechanism studies 

conducted during the present Doctoral Thesis allow us obtaining valuable 

information to design potent covalent inhibitors of cruzain and FP2. In 

the case of the cruzain, both Cbz-Phe-Hph-(S) and Bz-Tyr-Ala-CH2Cl 

inhibitors have been shown promising kinetic and thermodynamic 

parameters for the inhibition of this enzyme. Nevertheless, it should be 

noted that the cruzain-Cbz-Phe-Hph-(S) covalent complex is much more 

stable than the cruzain-Bz-Tyr-Ala-CH2Cl covalent complex. In the same 

way occurred with the natural inhibitor E64 of FP2; the inhibitor E64 

could be used as a starting point to develop a proper inhibitor of FP2.  

In the computational study of the catalytic mechanism of the 

cruzain, three TS are involved in both acylation and deacylation stage. Of 

these, in both TS1-II and TS2-II (see Paper IV in Chapter 7) the 

interactions between the peptide and cruzain are stronger than in the TS 

of the deacylation stage. Consequently, both TS1-II and TS2-II can be 

used to design TSA inhibitors of cruzain. These types of inhibitors have 
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become a promising target for the design of new inhibitors with potential 

applications in the treatment of severe human diseases. 

Molecular dynamics simulations and binding free energy 

calculations have demonstrated to be appropriate tools to analyze the 

interactions between either cruzain or FP2 CPs and the inhibitors studied 

in the present Doctoral Thesis. In addition to the exploration of the 

reaction of the peptide bond breaking catalysed by cruzain provides clues 

for the design of TSA like inhibitors. Other families of CP inhibitors 

could be added to this study, as for example nitriles, vinyl sulfones, and 

other peptidic inhibitors with potent electrophilic groups. Regarding 

binding free energy calculations, rigorous but computationally expensive 

pathway methods such as as thermodynamic integration (TI), the Bennett 

acceptance ratio (BAR), or multistate extension of BAR called multistate 

Bennett acceptance ratio (MBAR), could be used for this purpose.  

In the particular case of Malaria, despite the implementation of the 

RTS,S/AS01 malaria vaccine in the beginning of 2018 (recall that the 

vaccine only provides partial protection in young children), a new hope is 

opening with the discovery of the AP2-G protein. This is a protein 

involved in an especial phase, that allows the organism to pass from the 

asexual phase in which it proliferates in humans, to the sexual phase, the 

gametocytes, which is the one that survives if it is absorbed by anopheles 

mosquitoes. Blocking this protein could would break the passage of the 

parasite to the mosquitoes.
326

 In this sense, the computational study of 

the AP2-G protein would allow improving our understanding of this 

important enzyme, which could be used for a rational design of new 

inhibitors with potential application in the treatment of Malaria. 
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