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Chapter 1

Introduction and summary of
results

Rotating spiral waves are very common in nature and they are found in various
chemical, biological or physical contexts. For instance, the pictures in figure
1.1 are two examples of processes in nature where spiral waves arise. The first
one is a classical one, it is a photograph of the Belousov-Zhabotinsky reaction
that appeared in 1972 in the cover of the Science magazine, and that was
made by Arthur Winfree, a biologist very interested in spatial and temporal
patterns. This reaction, the Belousov-Zhabotinsky reaction, [46] was the first
analysed example of an oscillatory reaction and it was found by Boris Pavlovich
Belousov, in 1950, who was working on a solution of bromate, citric acid and
ceric ions (Ced+). He was expecting to see a smooth conversion of the yellow
ceric ions Ced+ into the colourless Ce+3. But instead the solution started
oscillating changing constantly from yellow into transparent, and furthermore,
he noted that, leaving the system unstirred, the solution exhibited travelling
waves of yellow. Later on, in 1961, Anatol Zhabotinsky followed the studies of
Belousov and found the way to catalyse the reaction and to make more clear the
changes in colour as the reaction oscillates, which lead to the discovery of new
and more complex spatio-temporal patterns. The second picture in figure 1.1 is
a photograph of spiral waves in colonies of the mold Dictyostelium discoideum,
[1]. These patterns are created when the mold forms aggregates in response
to some external stress such as a lack of moisture or nutrients. Rotating spiral
waves are also present in other fields like transverse patterns of high intensity
light (see [31]) or in the electrical field of a heart under arrythmias (see [45]),
they are thus quite ubiquitous and a very generalised phenomenon.

A property that all these systems have in common is that there is always
an interplay between a process of reaction and some kind of spatial diffusion.
For instance, in the case of transverse patterns of light the nonlinearity of the
media may cause a self-focusing phenomenon which is in competition with the
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Figure 1.1: Spiral waves in the Belousov-Zhabotinsky reaction observed in a
petri dish. Spiral waves in colonies of the mold Dictyostelium discoideum.

phenomenon of diffraction, and in the case of chemical reactions, the diffusion
of one reactant into the other is in opposition with their reaction. This means
that these processes may be modeled by a system of partial differential equation
of reaction-diffusion type of the form

ou

Fn = DAu+ F(u), (1.1)

where D is a matrix of diffusion constants. The second thing that all these
systems share is that they exhibit spatially uniform oscillating solutions. This
fact is related to the structure of the nonlinear reaction term, F'(u), and also to
the spectrum of the linearised operator corresponding to (1.1). In particular,
the type of systems that we are interested in undergo a Hopf bifurcation for
a given value of a parameter. In the vicinity of this bifurcation point, the
dynamics defined by (1.1) may be described in terms of an envelope equation
known as the general complex Ginzburg-Landau equation. The derivation of
this envelope equation is performed through a multiple scale analysis and the
resulting equation is expressed in terms of a complex amplitude that, together
with its complex conjugate, represents the modulation of the oscillation that
has just started. In [24], [26], [42] or [29] one can find derivations of the complex
Giznburg-Landau equation. For a review on different physical contexts where
pattern formation takes place as well as the derivation of different amplitude
equations we refer to [13].

The aim of the present work is to study vortices or spiral wave solutions of
the so-called general complex Ginzburg-Landau equation, that is given by

ov

i U — (1 +ia) |V|*W + (1 +ib)AV, (1.2)
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where a and b are real parameters that are related to the parameters in the
original equation (1.1). In particular we are interested in describing patterns
where more than one spiral coexist and the way these patterns evolve in time,
by obtaining the trajectories of the centres of the spirals.

The outline of the rest of this chapter is as follows. We first introduce
the topic of rotating spiral waves in the complex Ginzburg-Landau equation,
(1.2), by giving its definition and its main properties. We then summarise the
contents of this thesis and introduce our main results. Finally, we give a brief
introduction to asymptotic analysis methods, that are the tools that we will
be using in this work.

1.1 Vortices and spiral waves in the general
complex Ginzburg-Landau equation

In this section we introduce the object under study in this thesis, namely
spiral waves or vortices in the complex Ginzburg-Landau equation. This type
of waves are more commonly known as rotating waves since their time evolution
is a rigid rotation with a constant angular velocity, w. Thus, they are similarity
solutions of the particular form

U(x,t) = U(r,ng — wt), (1.3)

where r and ¢ are the polar radius and angular variable. But in particular we
are interested in solutions in the shape of (1.3) whose Brouwer degree is not
zero, so the following condition holds,

V(0 U

Im]!(72)aw:27rn neZ n#0, (1.4)
c Y

where C' is a large enough closed regular curve, 0, denotes the derivative in

the tangential direction of C' and n is the degree or winding number of . If

we now express the complex solution in terms of its modulus and phase as
U = feX we find that condition (1.4) reads

7{ Vx -dl =2mn, (1.5)
c

which implies that the gradient of the phase has a pole singularity and, there-
fore, to obtain a continuous solution, the modulus, f, must vanish at the points
were these singularities are. Actually, basic degree theory (see for instance [15])
shows that solutions with a non-zero but finite degree do vanish only at a dis-
crete finite set of points, which means that condition (1.5) only holds if C
encloses all the zeros of the solution. These type of singular solutions, that
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is to say rotating waves with a non-zero degree, are what we will call from
now on either vortex or spiral wave solutions. We note that in a context of
fluid dynamics, being Vx the velocity of the fluid, equation (1.5) would be a
condition on the circulation or vortex strength, but in this case it is forced to
be quantised.

If we now look for single-spiral wave solutions in the general Ginzburg-
Landau equation, that is solutions that only vanish at one point, they happen
to have a quite simple form and, as we shall show in what follows, they can be
expressed as solutions of a pair of ordinary differential equations.

To find vortex solutions in equation (1.2) it is convenient to express the
solution in the rotating frame of the angular velocity, w, by writing ¥ = e,
This yields the system

0
(1= )5 = A+ {(14+0) — (1 -+ ig) g} (1.6
where
w—b _a—b
Tt T 110a

and now rotating waves are stationary solutions of (1.6). Actually, spiral wave
solutions of (1.6) have the particular form 1 (r, ¢) = f(r)e!™*+®) where f(r)
and ®(r) satisfy the system of ordinary differential equations

s
O:fTT_f(®T>2+7_f/’Z_Q—i_(l_fQ)f? (17>
0= [, +28,f, + [0 40 — " (18)

If we now inspect the contour lines of the phase function (n¢ + ®(r)), they
appear to have the form of archimedian spirals that emanate from the origin
providing ®, is a bounded function at infinity, as it is represented in figure
1.2. Therefore, the type of single-spiral solutions that are physically relevant
and that we are interested in, are stationary solutions of (1.7) and (1.8) with
boundary conditions given by

f(0)=0 @,.(0)=0 f(r) and ®,(r) bounded as r — oc. (1.9)

In the particular case that ¢ = 0, the parameter {2 must also vanish in order

for @, to be bounded. This is seen by realising that the second equation (1.8)

when ¢ = 0 reads

fy sf*ds
rfz -

This last expression shows that the only way for ®, to be bounded at infinity

is either by taking {2 = 0 or f = 0, but since the latest would produce a trivial

o, = —Q (1.10)

4
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Figure 1.2: Archimedian spiral.

solution, the parameter €) is forced to vanish. Therefore, we conclude that
when ¢ = 0 spiral waves are actually solutions of the form ¥ = f(r)e!(n¢=at+C),
that means that the frequency of oscillation happens to be exactly the value
of the parameter, w = a = b. Spiral waves that correspond to this particular
situation where ®, = 0 are known as vortices. In that case the set of differential
equations (1.7) and (1.8) reduces to the single equation

2
0= fut I - (1.11)

In figure 1.3 we plot the solution W for different values of the arbitrary constant
C. We note that the number of times that the vector rotates along a closed
curve around the origin is always one, that is the winding number that we have
chosen to represent. We must now point out that equation (1.2) is invariant
under rotations, meaning that, being ¥ a solution to the equation, We® is also
a solution, where ¢ € R is an arbitrary constant. Furthermore, by inspecting
the type of bounded solutions that (1.11) might have, we find that, either
f—0or f — 1 asr goes to infinity. The first possibility produces the trivial
solution f = 0 and it is the second one that gives a non-trivial solution. The
existence of solution of (1.11) with the boundary conditions,

f(0)=0 ranC}O f(ry=1 (1.12)

was already observed in [18] and, afterwards, existence and uniqueness of such
type of solutions was well established in [7] and [11], for finite and infinite do-

b}
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f(r)e @t/ o)y =

f(,,,.)ei(—(b+7r/2)‘

mains. This solution, which can be found numerically, is monotone increasing

and it actually defines a layer at the origin, where f is small, whereas in the
rest of the domain the solution is almost constantly one (see figure 1.4).
the figure, € represents the width of the layer at the origin, and the solution of

Figure 1.3: Single vortex solution for ¢ = f(r)e', 1
(1.11) has the expansion

f(r)e™* and v

Y

(1.13)

1
+O(=) when r — oo.
r

n2
272

Fr)~ 1=

there are solutions of equation (1.6) for ¢ = 0

’

As we will show in Chapter 2

with localised vortices that emerge from the zeros of the solution and that

interact with each other.
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First order solution for CGL eqn for g small
1 ; : : T

Modulus (“o)

Radius (r)

Figure 1.4: Solution of equation (1.11) in an infinite domain

For the more general case where a and b are different, that is to say, ¢ # 0,
the system of ordinary differential equations (1.7)-(1.8) with boundary condi-
tions (1.9) has also a unique solution. Since €2 vanishes when g is zero, we can
now introduce a new parameter k by writing

B oy w—b
=40 k)_1+bw’
which means that (1.6) becomes
O 2 : 2 2
=i 2 = Apt (1 P g - R - ). (114)

The new constant, k& has the role of a wavenumber at infinity. Indeed, if one
writes the expansions of the stationary solutions of (1.7)-(1.8) at infinity they
are found to be

k 1
~ (1 Y2 _ -
f (1 k ) 2q7,<1 _ k2)1/2 +0 <T2) ’

1 1
vkt o (2),

qr 72

so the phase at infinity looks like x ~ n¢=+kr, which shows very clearly that the
role of k is that of being a wavenumber for rotating waves. In terms of figure

7
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1.2, k represents the inverse of the separation between two neighbouring fronts
in the spiral. Furthermore, as we will show in Chapter 3, only the solutions
X ~ n¢ — kr give place to a spiralling solution. We also show in Chapter 3
that, given the parameters a, b in the equation, the asymptotic wavenumber k
is uniquely defined.

The book by L.M. Pismen, [39] gives a general overview of the topic of
vortices and topological defects in different nonlinear systems that arise in dif-
ferent areas of physics. As for the general complex Ginzburg-Landau equation
and its applications one can see the review by I S. Aranson and L. Kramer [2].

1.2 Summary and main results

The aim of this work is to understand the mechanisms that drive the evolution
of spiral wave patterns in the complex Ginzburg-Landau equation through the
use of asymptotic analysis techniques. Therefore, it has a double goal: on
one hand, and from the applied analysis point of view, we show how usefull
asymptotic analysis can be to discover and describe complicated solutions of
partial differential equations, and, on the other hand and from the point of
view of the applications in physics, chemistry or biology, we give an answer to
the problem of the interaction of spiral waves that arise in oscillatory extended
systems, so commonly found in nature.

Very often in the applied mathematics literature one finds papers where a
simple model is considered and that serves as a paradigm to develop compli-
cated mathematical tools, and where the main motivation lies in the math-
ematical techniques rather than in the specific application that the model
under study may have. But we also find other works were the authors are
more concerned about the applicability of the model to describe a particu-
lar phenomenon rather than on its use to deepen on some new mathematical
theory, and since phenomena in physics and nature can be very difficult to
describe, the equations end up being rather complicated and very difficult to
handle. The main challenge is for them to extract information out of those
complicated sets of equations by finding the right way to simplify them to
some simpler differential equation. The present work wants to lie a bit in the
middle of this two philosophies. The equation we consider, the general com-
plex Ginzburg-Landau equation, is a very well known and widely used model
for oscillatory nonlinear systems. But on the other hand it is a non-trivial
partial differential equation that we use to show that asymptotic analysis can
provide satisfactory answers to quite difficult problems where functional anal-
ysis techniques and even numerical methods are too hard to apply, if one does
not know in advance what the answer can be.

In the rest of this section we summarise the contents of this thesis and
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present our main results.

Chapter 2: Vortex solutions of Ginzburg-Landau equation.

We devote this chapter to the particular case of equation (1.6) where ¢ = 0
that, as we have shown, reads,

(1= 0% = At (1 e (1.15)
This equation is a generalisation of two very well-known equations: the Ginz-
burg-Landau equation with real coefficients, that corresponds to b = 0, and
the Nonlinear Schrédinger equation, that is the limit equation as b tends to
infinity. Both cases have been widely studied and there is an important amount
of work on the subject. At the beginning of Chapter 2 we start by mentioning
some of these previous works that have been relevant to our work at some
point.

In the second part of the chapter we focus on many-vortex solutions of
equation 1.15. The two special cases were b = 0 (the Ginzburg-Landau equa-
tion) and b = oo (the Nonlinear Schrédinger equation) were first studied by
John Neu in [34] who found that vortices interact algebraically with a velocity
that is proportional to the inverse of their separation. Furthermore, he deter-
mined that the time scale at which vortices move in Ginzburg-Landau equation
is of order €?/|log €| while vortices in the Nonlinear Schrodinger equation move
at a faster rate of order ¢2. He also obtained asymptotic laws of motion for
both cases that show that, when b = 0 a pair of vortices would interact along
the lines of their centres either repelling themselves, if their winding numbers
have the same sign, or attracting each other, if they have opposite signs in
their winding numbers, while for an infinite value of b, he showed that a pair
of vortices would spin around each other.

Our main contribution in this chapter is therefore to extend the results
in [34] to nonzero values of b. We consider a system of N vortices that are
separated by distances of order 1/e and we use asymptotic analysis techniques
to obtain a law of motion for the more general equation (1.15). By considering
b as a function of ¢ we show how its order of magnitude influence the final
law of motion and the scale of the velocity as well, and the way b interpolates
between the Ginzburg-Landau and the Nonlinear Schrodinger laws of motion
that were presented in [34]. Therefore in Chapter 2 we obtain:

Result. In a system of N wvortices that remain well separated, with positions
X,(T) = ex, that satisfy equation (1.15), their dynamics evolves with a time
scale that depends on the order of magnitude of b in the following way:

(i) if b is of order less than |loge|, the time scale for the velocity is T =

9
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€2 /|logelt and the law of motion is
_ njerje
E 14 0(1)),
(ng | X, — ) ( (1)

(11) if b is of order |loge|, the time scale for the velocity becomes T = €*t and
the law of motion reads

X, 2bu n;€rje 2621 n]e¢]g
14+ 0(1)),
- (22 o - s Ty 0o

where = 1/|loge|.

(iii) if b is of order greater than |loge|, the time scale for their velocity is still
T = €t but the law of motion is now

( Z DSG‘W ) (1+o0(1)),

where in all the equations we have denoted by e,;; and ey the unitary vectors
that point vortex ¢ from vortex j, using the polar radial and angular coordi-
nates.

These laws of motion clarify the way in which, as b increases, the interaction
among vortices stops being on the radial direction to include a tangential
component that ends up being dominant when b becomes large enough, which
is in agreement with all previous results.

In the last part of the chapter we obtain the same results as before but we
then write the asymptotic expansions in a different way, that is the way that we
will be using in the rest of this thesis. This would seem rather meaningless at
a first glance, but on the contrary, by doing so we show that the same method
can be used to tackle the problem of many spirals in the complex Ginzburg-
Landau equation when ¢ is not zero. This is indeed very important since,
by inspecting the literature one realises that there seem to be different ways
of understanding the case of ¢ zero and different than zero, as if they were
completely different problems that should be solved in a radically different
way. Actually, if one tries to solve the problem for ¢ not zero exactly in the
same way as John Neu did in [34], the expansions, that have now a new small
parameter, ¢, become impossible to manipulate. This is due to the fact that
this is a highly singular limit and special care is needed.

10
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Chapter 3: Symmetric spiral wave solutions.

In this chapter we consider the general Ginzburg-Landau equation (1.14) and
study the family of equilibria that correspond to spiral wave solutions. These
are radially symmetric solutions that have only one zero and that may be
written in terms of an ordinary differential equation, as we have shown in
the previous section. The existence of these type of solutions was already
established by Patrick S. Hagan in [19] where he showed that spiral wave
solutions do only exist with a unique asymptotic wavenumber, k. That is to
say, given the parameters of the equation (1.2), a and b, or alternatively b
and ¢, the value of k that gives place to a spiral wave solution is uniquely
determined. We recall that the asymptotic wavenumber £ is bound to the
frequency of the spiral w through the dispersion relation,

w—>b

1—Kk% =
q( ) i

which means that there is a selection mechanism that forces the frequency of
the spiral to have an specific value. Furthermore, Hagan showed that, for small
values of ¢, the asymptotic wavenumber is exponentially small in ¢ and it is
given by

kla) = eG4 o),
where n is the degree of the spiral, ¢, is a constant that depends only on the
degree and ~ stands for the Euler constant.

P.S. Hagan found these results by constructing spiral wave solutions through
an asymptotic matching method. He therefore described these solutions us-
ing asymptotic series that approximate the solution in different regions in the
spatial domain. The way these expansions are written in [19] is very different
from the way J. Neu describes multiple-vortex solutions when ¢ = 0. But nev-
ertheless, everything comes from the same equation and it should be possible
to write both problems in terms of similar expansions. In this work we show
that there is actually a unifying way of expressing the expanded symmetric
solutions of (1.14) that has its analogous expansions in the problem of many
vortices when ¢ = 0, where the radial symmetry is broken.

The method we use in Chapter 3 to describe symmetric spiral wave solu-
tions is also based on an asymptotic matching method. The idea is that one
wants to find heteroclinic orbits of the system of ordinary differential equation
(1.7)-(1.8) that depart from the origin and reach the point where f = /1 — k?
and ®, = —k, where k is unknown. To do so we pose an asymptotic expansion
that approximates the solution close to the origin and up to a certain radius,
the so-called inner solution, and another one that is valid for large values of
r, the outer solution. In these two series we leave some constants unknown,

11
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that in order to represent the same solution they must be such that the outer
limit of the inner expansion and the inner limit of the outer is the same. This
is the process of asymptotic matching that determines the value of k. But as
we mentioned before, the asymptotic wavenumber k is exponentially small in
q and it can be understood as an eigenvalue. It is also the constant that the
gradient of the phase tends to when the radius goes to infinity. This means
that the gradient of the phase looks actually like k& only at exponentially far
distances. Using this idea, in Chapter 3 we introduce an auxiliary parameter
that we name by « and that is given by o« = kq/e. This way we substitute the
eigenvalue problem for £ by the eigenvalue problem in terms of a. The main
motivation to perform this change is that now « is an order one constant rather
than an exponentially small quantity. This is very important because exponen-
tially small quantities are transparent’ to asymptotic expansions. Therefore,
by using « the eigenvalue is determined naturally in the matching procedure.
The way P.S. Hagan solves the problem in [19] is a bit different from ours, in
particular he does not identify this combination of parameters as an order one
magnitude so obviously as we do, although he does find different regions in
space, that he calls middle and final region, where different expansions hold
and that he manages to match. These two regions do actually correspond to
the scales where «v is either small or order one. He therefore finds that in order
to find the right value of k one has to reach the final region, that happens to
be exponentially far away from the origin. But these two regions are in a sense
'fake’ regions since both of them correspond to a unique outer scale. Hence, the
way we solve the problem is by using a single outer scale, X = ex, denote by
a the combination of gk /e, pose the asymptotic expansion x ~ Yo+ €2x1 +. ..
for the phase of the complex function v, and find that y, satisfies the equation

2 o
Axo + q|Vxo|” — i 0.

Therefore, what has to be done is to find the solution to this equation imposing
the boundary conditions given by

Vxo — tke, as r— oo,

where e, stands for the unitary vector in the radial direction. By doing so
one finds that only when the boundary condition is —k the function yq is
strictly monotonic with the radius » and therefore, this is the solution that
we are interested in. If the phase was not monotonic the isophase lines would
not correspond to an archimedian spiral. Thus, after imposing this boundary
condition, solving the outer equation, and comparing with the inner expansion
one finds that « should have an specific value that is given by a = 2e~7. It
is therefore an order one magnitude. On the other hand, when we match inner

12



1.2. SUMMARY AND MAIN RESULTS

and outer solutions it is also found that e is not arbitrary, on the contrary,
there is a relation between ¢ and € that tells us how small € is, or otherwise,
how far the outer region is. This second condition is given by

gn|loge| = 7/2,

being n the winding number of the spiral. With these two conditions we can
now find the asymptotic wavenumber.

The understanding of the structure of single spiral solutions is a key ingre-
dient in order to be able to solve the many-spirals problem. Furthermore, as
we mentioned before, the way we write the expansions in Chapter 3 is very
close to the one used in chapter 2 and shows a common structure.

Chapters 4 and 5: Analysis of multiple-spiral systems. In these two
chapters we deal with patterns of (1.14) that have several isolated zeros from
which the spirals emanate. Our purpose in these chapters is to find an asymp-
totic law of motion for the centres of the spirals in a similar way to the one
that was used in Chapter 2, for ¢ = 0. One of the difficulties of this problem is
that now one has to deal with four different small parameters, ¢, the asymp-
totic wavenumber k, the inverse of the separation €, and the slow time scale
parameter that we denote by u. Besides, k is again unknown and one expects
that it will come out in the way of obtaining an asymptotic law of motion.
Inspired by the structure of single spiral solutions that is described in Chap-
ter 3, we start by identifying that there might be a ’special’ relative separation
of the spirals that corresponds to the one where « is of order one, and that we
call canonical scale. Hence, in Chapter 4 we solve the problem assuming « is
an order one constant, but following the same pattern that we use when ¢ is
zero. The first big difference than one finds when ¢ is not zero is that the lead-
ing order equation in the far field is now nonlinear in contrast to what happens
when ¢ vanishes. This means that a linear superposition of the effect of each
spiral is now not possible. This problem is sorted by using a suitable change
of functions that yields a linear equation. However, special care is needed to
perform any change of function to the phase function, xg, since we might reach
a multivalued solution for ¢ and would therefore not be a valid approximation.
L.M. Pismen in [36] claims that this change of functions could not be done due
precisely to the fact that the solution may become multivalued. However, in
Chapter 4 we show how to keep track of the angular parts of the phase to en-
sure that the final solution is univalued. Then, after having matched the inner
and outer solutions in a quite subtle way, the following results are obtained:

Result. The asymptotic wavenumber, k, corresponding to a system of N
spirals at positions X, with unitary degrees in the canonical region is given by

13
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the condition that the following set of N homogeneous equations (¢ =1,...,N)

N
0= Buolcr —loga +1log2 —7) + 3 BiKo(alXe — X, 1), (1.16)
J#L

for the N unknown constants By has a nontrivial solution (where o = kq/e
and Ky stands for the modified Bessel function of the second kind).
Furthermore, the canonical length scale, €, is such that q|loge| = 7/2.
Therefore, we do find a condition on the eigenvalue « in the same way as
we do in the single-spiral case. For a set of two spirals, conditions (1.16) show
that 819 = P29 and therefore the condition on « reads

c1 =log(a/2) + v+ Ko(a| X1 — Xa|).

Hence, as the spirals separate, since the modified Bessel function, K, becomes
exponentially small, this eigenvalue condition tends to be the one correspond-
ing to a single spiral with a unitary degree in complete isolation.

As for the law of motion for spirals in the canonical separation, we find
that:

Result. For a system of N spirals with unitary degrees n, that are separated
by distances of order 1/e such that q|loge| = m/2, the centres of the spirals
move with a law of motion that reads

ng . 2(]71@

€L

where, being G(X) the function defined as

N
G(X) =) BiaKj(a|X = X;|) e,
j#

then the vector VG+(X,) stands for the gradient of the function G at the point
Xy that has been rotated w/2 counterclockwise.

The time scale is T = e*ut, where p = 1/|loge|.

From this law of motion one could think that a pair of spirals in the cano-
nical scale and with the same degree would spin around each other in a periodic
way since the velocity is only in the tangential component, a situation that
in the physics literature is known as bound states. But when we compute the
next order in the velocity we find that there is actually a small correction of
order ¢ that is in the radial direction.

Having obtained these laws of motion it is convenient to check if in the
limit as ¢ goes to zero we obtain the same results as in Chapter 2 when the
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parameter b is set to zero. But it is clear that it is not the case since in the case
where ¢ is zero the interaction is purely in the radial component. This seems to
imply that we are missing some parts of the analysis when we restrict ourselves
to the canonical scale. The idea is as follows: the canonical scale is defined
by the relation, g|loge| = /2. This means that when we take the limit as ¢
goes to zero but remain in the canonical scale, we are actually forcing € to be
smaller. Nevertheless, the actual limit that we want to do in order to compare
with the case of ¢ = 0 is to fix the spirals, that is to say, fix €, and see how
the law of motion changes when ¢ is considered to be smaller. But by doing so
we are implicitly forcing « to be of order less than one and the analysis stops
then being valid. We therefore must repeat the calculations to obtain the law
of motion but considering now that « is of small magnitude. This is done in
Chapter 5 where now, the new relative separation of the spirals we denote it
by middle scale, coining the same term that P.S. Hagan used in [19].

In Chapter 5 we finally find a law of motion that interpolates between the
one found in Chapter 2 for ¢ = 0 and the one for the canonical scale.

Result. The velocity for spirals that are separated by distances such that qk/e
1s small s given by

dX, _ QWi(nL
dT  sin(gng| logel) o 11X, — X

) sin(gn;|logel) ey ) (1.18)
cos(qn;|log e]) [X; — X
where the time scale, T = €*ut, is such that u = 1/|loge.

If we now consider the particular case where all winding numbers are either
one or minus one we find that this law does actually interpolate between the
case where ¢ = 0 and the canonical scale.

In this middle region, though, the asymptotic wavenumber is not found
during the course of determining the law of motion. On the contrary, one
can find this law without even knowing the value of £ and as a consequence,
without knowing the real value of o which is assumed to be small. To do so
we have to impose the boundary conditions at infinity. This is done in the last
section of Chapter 5 by rescaling the equations using a new length scale ¢ that
is finally found to satisfy

cos(gnlog(d/e)) _ N sin(gloge)
sin(gnlog(d/e))  m cos(qloge)’

(1.19)

where n is the sum of the degrees of the spirals, and N is the sum of the degrees
in absolute value, so in particular, for spirals with a unitary degree N is the
number of spirals. Thus, redefining the eigenvalue by @ = ae/§ one obtains:
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Result. The value of the eigenvalue @ is given by

a sin®(gqn log(d/¢)

— log(a/2 1.20

that along with condition (1.19) shows that the value of o remains small pro-
vided q|loge| < 7/2.

When all the spirals have a positive winding number, that is to say, n = N,
this expression simplifies to

7= M geain— (1.21)
4}

This last expression is actually the same expression that we found for an n-
spiral in isolation, except for the constant term, ¢, that is slightly different in
this case due to the fact that the spirals are indeed separated.

All these results regarding the asymptotic law of motion for systems of N
spirals in the general complex Ginzburg-Landau equation answer most of the
open questions that L.M. Pismen raises in [36]. In his paper he gives a partial
answer to the problem of interaction of only a pair of spiral waves, while we
find the solution for systems of an arbitrary number of spirals.

In appendix A we focus on spirals that interact in the middle scale region
and present the numerically computed trajectories of a pair and three spirals
with winding numbers of either plus or minus one. We also compute the same
initial value problems with different values of ¢ to see the show of ¢ on the
trajectories of the spirals.

Chapter 6: Conclusions and final remarks.

The aim of this last chapter is to give a ’global picture’ of the way the inter-
action between spirals takes place as the parameter ¢ moves from ¢ = 0 to
g = —(m/2)loge. In this chapter we show that the role of ¢ and the length
scale € are interchangeable and we explain the way this is understood. We
use all this information to point out that our results are consistent with the
numerically observed results when ¢ becomes of order one.

1.3 Brief introduction to asymptotic analysis

Exact analytical solutions cannot be found for most of the models that arise
in physics and applied mathematics, and even when it is possible to obtain an
analytical solution explicitly, it may be useless for mathematical interpretation
or numerical evaluation. Thus, in many cases, one has to rely on the possibility
of obtaining some sort of approximation, or a numerical solution, or even a
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combination of both. Perturbation theory provides systematic techniques for
obtaining accurate approximate solutions to differential and integral equations
through the first few terms of a perturbation expansion with an error that is
understood and controllable. These expansions are carried out in terms of
a parameter that is very small or very large with respect to the rest of the
magnitudes in the problem, the so-called asymptotic expansions.

Perturbation theory was first developed in the field of celestial mechan-
ics. Actually, even before that, Isaac Newton in the Principia, published in
1678, he used geometric methods to find approximate solutions to algebraic
equations with small parameters. But it was Poincaré in 1886 who gave a
precise definition to what is nowadays known as an asymptotic expansion and
developed the first asymptotic analysis techniques. Then, well in the twenti-
eth century it was in the context of fluid dynamics where most of the advance
was done. In this area one has to deal very often with nonlinear equations of
which there were no known exact analytical solutions. The need to understand
the structure of their solutions and the way the solution might depend on the
parameters forced a big development in the area of asymptotic analysis and
perturbation theory

Since in the rest of this work we will be using asymptotic analysis tech-
niques, we devote some space to give the main definitions and ideas behind
asymptotic analysis. For a deeper description we refer to, for instance, [25],
[22], [20], [32], [44], [33], [5], or [12] for a more theoretical approach.

Asymptotic approximations

The notions of convergent sequence and asymptotic sequence are some times
mixed, although they are fundamentally different:

Definition 1.1. A series > - fu(2) is said to converge to a function f(z) at
a fized value of z, if given an arbitrary € > 0 there is a number Ny(z,€), such
that

<e forall N > N.

Y fal2) = f(2)

Definition 1.2. A sequence {f,(€)} is said to be asymptotic if, for alln > 1,

Jn
fn—l

Definition 1.3. A series Y, fn(€) is said to be an asymptotic expansion

or an asymptotic approximation to f(e) if for all N > 1,

Fle) = S0y fale)
In(e)

—0 as e€—0.

—0 as €—0,
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that is to say, the remainder of the series is smaller than the terms that have
been included if € is sufficiently small.

This means that asymptotic expansions are not necessarily convergent. On
the contrary, the accuracy of an asymptotic series is related to e rather than
to N. That is to say, a convergent expansion is closer to the function that
represents if one takes a larger value of N so the series is truncated further.
But an asymptotic series is not necessarily closer by taking more terms in
the expansion. This is clear if one realises that the given definition for an
asymptotic expansion allows the series to be divergent as N goes to infinity.
The accuracy of an asymptotic expansion is thus reached by taking smaller
values of €, which means that, in particular, the first term in the expansion,
the so-called leading order term is virtually correct as € tends to zero.

The previous definitions may be rewritten in terms of the following order
symbols, that we will use throughout the rest of this work:

Definition 1.4. Let x € I C R" be fized.

o We write ¢(x,e) = O(Y(x,€)) in the interval I and say that ¢ is of
order v if there exists a k(x) such that |p(z,€)| < k(x)|v(x,€)| for all €
smaller than a given value €y. In particular, if 1 does not vanish in I
the definition reduces to ¢/ to be bounded in terms of e.

o We write ¢(x,€) = o(¢(x,€)) as € — 0 if given any 6(x) > 0, there exists
a neighbourhood Ns of 0 such that |¢| < 0(z)|| for all € in Ns. Here, if
¥ does not vanish in Ns the definition simplifies to ¢/ — 0.

o Therefore, a sequence, { f.(x,€)}, is asymptotic if fni1(x,€) = o(fu(x,€))
as € — 0. Then, we say that the series ZLO fol(z,€) is an asymptotic
expansion of the function f(x) as € goes to zero if it satisfies,

f(x) - an(l’ﬁ) =o(fn(z,€)), forallzel

and we then write
M—1

f(z) ~ Z fo(z,€) ase— 0.

n=1

It is important to observe that all these definitions are valid for a given
range of the variable x, and this interval is not always obvious. We call this
interval I as the region where the asymptotic series is uniformly valid since,
outside I the series might rearrange and might not keep the ordering that
we just defined. For this reason, very often when one wants to approximate
a given function f(z,€) by an asymptotic series in a given range of x it is
necessary to use different series that are uniformly valid in overlapping regions
that cover the whole range of x.
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Multiparametric expansions The above definitions may be extended to
functions that depend on more than one small parameter. If, for instance, a
given function depends on two small parameters, f(x, u,¢€), that are actually
not independent, that is to say, 4 = p(e). Then, one can expand first in terms
of powers of one of the parameters, like for example,

f(z,q,€) ~ folx,u) + filz,pe+ ...+ fulz, p)er, (1.22)

and then expand each term of the series in terms of the other parameter,

f(x,q, 6) ~ <f00+f01u+f02ﬂ2+. . .)+(f10+f11u+f12ﬂ2+. . .)6+. - (1.23)

But this operation is only valid provided the resulting series, (1.23), is still an
asymptotic expansion, and it will be the case provided e(u(e))? — 0 as € goes
to zero for any j, positive or negative. In this work we will perform this type
of multiparametric expansions very often. In particular we will use two small
parameters, € and u = 1/|loge| that satisfy this property.

Some properties of asymptotic expansions

We will use asymptotic expansions to approximate solutions of partial differen-
tial equations. This means that we will perform different operations on them
and we also want to know that the resulting series approximates a unique
function, otherwise it would not be a good approximation to the solution.

Manipulation: Since asymptotic expansions will be used to solve differen-
tial equations we will need to perform on them elementary operations such as
addition, substraction, exponentiation, integration, differentiation and multi-
plication. It is thus important to make sure that the resulting expansion keeps
its asymptotic character.

It is easy to justify from the definitions that addition and substraction of
asymptotic expansions are in general justified, that is to say, we can add or
substract them term by term and the resulting expansion is asymptotic in some
interval. Therefore, integration is also straightforward provided the original
function and the functions in the asymptotic series are integrable functions.

As for the multiplication of two given asymptotic series, > a,(z,€) and
> bu(x,€), all products a,(x,€)b,(x,€) occur in the product series, and it
is generally not possible to arrange them so as to obtain an asymptotic se-
quence. But if the resulting series can be rearranged in order to give place to
an asymptotic series, then the multiplication of those series is justified. An
important class of such sequences are those where the dependence on € comes
only through its powers, that is to say, series of the form > f,,(x)e™. This is a
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very common type of asymptotic series and are the type that we will consider
mostly in this work.

As for exponentiation and differentiation, it is in general not justified since
it leads to nonuniformities. Thus, the way to proceed is to naively perform
these operations an analyse the new interval of uniformity of the resulting
series. If one keeps track of the nonuniformities these operations are perfectly
valid. In other words, the way to proceed is by performing these operations
in a formal way and once the solution is reached one checks wether the new
range of validity is the one that wanted to be studied or that was assumed to
be. If it is not the case the result is not consistent with the hypothesis and
should be dismissed. The self-consistency of the method is the main idea that
should be kept in mind in order to accept any result that is found through
asymptotic techniques.

Uniqueness: If a function possesses an asymptotic approximation in terms
of an asymptotic sequence, d,(¢), then that approximation is unique for that
particular sequence. This means that given the existence of an approximation
f(z,e) ~ > a,(x)d,(€) in terms of a given sequence, the coefficients can be
found inductively from

— Lim f(xv 6) - lfil an(x)dn(e)
ax() = ling ok (€) '

This implies that a single function can have many approximations, each in
terms of different asymptotic sequences. But to our purpose this is enough
since we will pose a given asymptotic sequence and we will find an approxima-
tion to the solution of the problem in terms of that specific sequence.

However, there is another subtlety that should be kept in mind. This
uniqueness property is for one given function. Thus, many different functions
can share the same asymptotic approximation because they can differ by quan-
tities that are smaller than the last term included. A paradigm of this problem
is that of series of the form ) a, ()€™ which represent a whole set of functions
that only differ by exponentially small quantities. Therefore, if one wants to
catch one specific function with an specific exponentially small quantity, this
series is of no use. The problem of catching exponentially small quantities is
a classic one and although nowadays there are some standard tools to tackle
some specific problems, it is in general still a source of difficulty that must be
analysed very carefully. An example of this situation lies in the problem we
address in this thesis. As we will show, the spiral waves that we analyse have
an exponentially small asymptotic wavenumber and we will need to find the
way to write the asymptotic expansions and the partial differential equations
so that we catch the particular solution that we are interested in.
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Matched asymptotic expansions method

The method of matched asymptotic expansions is used to find approximate
solutions to differential equations when sharp changes in the unknown function
take place. A clear example of this idea of a sharp change is found in figure
1.4, that represents the modulus of vortex solutions of the Ginzburg-Landau
equation. This function is almost one in most of the domain, but jumps very
fast to zero at the origin. In this type of problem, if one looks for a solution
to the differential equation in the form of a straightforward asymptotic series
it is found that its uniformity breaks down as the sharp change is approached.
To obtain uniformly valid expansions we must then recognise scales which are
different from the scale characterising the behaviour of the function outside
the sharp regions, and use this new scale to find asymptotic approximations
in the sharp regions.

One technique of dealing with this problem is to determine first straight-
forward expansions, that are called outer expansions, using the original vari-
ables, and to determine expansions, the inner expansions, describing the sharp
changes using magnified scales. The outer expansions break down in the inner
regions, while the inner expansions break down away from the regions of sharp
change. To relate these two expansions a so-called matching procedure is used.
The idea is that the outer expansion does only meet the boundary conditions
at some parts of the domain while the inner meets the boundary conditions at
the other side. Thus, these two expansions have a certain amount of undeter-
mined constants that, in order for these series to represent the same solution,
must agree as the inner variable is stretched towards the outer and the outer
towards the inner. Therefore it is crucial to identify overlap areas where both
the inner and the outer are valid at the same time.

In the study of interaction of spiral waves, the outer scale will correspond
to the region far from the centres of all the spirals, and the inner will be the
area close to each centre.
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Chapter 2

Vortex solutions of
Ginzburg-Landau equation

In this chapter we study the particular type of vortex solutions that arise
in complex Ginzburg-Landau equation when the parameter ¢ is zero. First
we recall some previous results that are related to our study and we recall
the notion of vortex solution. Next we present the asymptotic expansions
technique that leads to a dynamical law for well separated vortices and that
was first used by John Neu in [34]. Finally we rewrite these calculations in
the same way that we do when ¢ is not zero in order to introduce the notation
and key points that will arise in this case and that will be addressed in the
following chapters.

2.1 Preliminaries

We now consider complex Ginzburg-Landau equation in two spatial dimensions
when ¢ = 0, that is given by

0
(1 - D)% = &8+ (1~ W), (2.)

being b a real parameter. In this particular case, the equation (2.1) has an
associated energy functional given by

1 1
Bo=3 [ V0P + 45 [ (- 12 (22

where G is a two dimensional spatial domain, in the sense that

dE. 1 /
1406 ),
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CHAPTER 2. VORTEX SOLUTIONS OF GINZBURG-LANDAU EQUATION

that means that the solutions dissipate the energy. This condition on the en-
ergy also shows that as b tends to infinity the energy dissipation is smaller
and in the limit where b is infinity the energy is conserved. When b = co the
equation is known as Nonlinear Schrodinger equation due to the fact that it is
actually the nonlinear version of the Schrodinger model for quantum mechan-
ics.

Nonlinear Schrodinger equation is written as,

Oy
= g (1 P (23)
At this point we should clarify in which sense Nonlinear Schrodinger equation
corresponds to the limit situation where the parameter b tends to infinity. Let
us go back to equation (2.1), and let us rescale time with ¢ = 7. By doing

so, equation (2.1) becomes

(16— i) 0% = e + (1~ o)
and it is clear that as b tends to infinity the equation approaches the Nonlinear
Schrodinger equation.

The model corresponding to b = 0 was originally introduced by V.L Ginz-
burg and L. Landau in [16] in the study of phase transition problems in super-
conductivity (see [21]). Later on, the same type of models but with b = oo,
that is equation (2.3), were also used in superfluidity problems (see [17]), where
the Nonlinear Schrodinger equation is more commonly denoted by the Gross-
Pitaevskii equation. The Gross-Pitaevskii equation has also been used as a
model in condensed matter theory and nonlinear optics. In superconductors,
the function v is called a condensate wave function or a Riggs field, where if
we express ¢ = feX, the magnitude given by f? is proportional to the density
of superconducting electrons. On the other hand, in superfluids f? is propor-
tional to the density of the superfluid while the gradient of the phase, Vy, is
proportional to the velocity of the supercurrents of the superfluid.

For general values of b equation (2.1) plays a central role as an envelope
equation in the pattern dynamics of oscillatory systems. Its behaviour for
different values of b interpolates between the Ginzburg-Landau regime of su-
perconductivity and the Nonlinear Schrodinger one.

Equation (2.1) and the energy functional (2.2) have drawn a lot of atten-
tion in the last fifty years. In mathematics and physics literature one can find
thousands of works on the solutions of equation (2.1), especially in the par-
ticular case that b = 0. Next we present some of the most relevant results on
vortex solutions and their dynamical evolution. However, it is by no means
a complete summary; on the contrary, this is just a small sample of the huge
amount of contributions that have been done around this topic.
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2.2 Review of previous works

2.2.1 On equilibrium solutions
Bounded domains

We first recall some relevant results concerning the equilibrium solutions in
bounded domains in the superconductivity case, i.e. b = 0.

In the work by Bethuel, Brezis and Hélein, [7], the authors focus on the
solutions of the Ginzburg-Landau problem with Dirichlet boundary conditions
with a non-zero degree that minimise the energy functional (2.2). They are
interested in the behaviour of the limiting solution as ¢ — 0. We note that
the parameter € can be thought as the scaling factor of the domain, that is to
say, 1/e€ tells us how big the domain is. In particular, the limit as ¢ — 0 may
correspond to an unbounded domain situation.

One of the problems that one finds when dealing with vortex solutions
is that the energy of vortex solutions tends to infinity as ¢ — 0 due to the
gradient part. In particular, if we denote by a = (a4, as, ..., a;) the positions
of 7 vortices, one can see that

%/Ge ‘VQ/J‘Q =7 (; df) log(1/€) + W(a) + O(e), (2.4)

where Ge = G \ U;B(a;, €), that is to say, some balls of radius € around each
singularity have been subtracted from the initial domain G. The domain with
such holes has an energy that becomes unbounded as the holes are shrunk to
zero. Therefore, in order to compare the energy of different solutions as € — 0
the authors in [7] define a renormalised energy by removing the unbounded
part of (2.4) and using just W(a). This new renormalised energy, W(a) de-
pends only on G, a;, d; and the boundary condition g, but not on the scaling
parameter e.

Two important results in [7] are: given a boundary condition with a Brouwer
degree d # 0, then,

(i) the solutions as € — 0 that minimise (2.2) are those with exactly d vortices
with degree +1 each,

(ii) the location of the vortices, that is given by the set a = (aq, aq, ..., aq), is
such that it minimises the renormalised energy, W (a).

Later on, in the paper by Struwe [41], the author removes some of the restric-
tions in [7] and gives also alternative proofs for some of the results.

We note that the first result implies that the vortices with a unitary winding
number are energetically more favourable. A more thorough study on the
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stability of vortices with unitary degrees is found in the works by Mironescu,
[30] and Lieb and Loss, [27]. In these works they consider solutions of the form
1 = f(r)e’® and they find that they are stable in the sense that the quadratic
form associated with the energy E. in (2.2) is positive definite.

Another recent important contribution can be found in the work by Serfaty,
[40]. In this work the author extends the results by Bethuel, Brezis and Hélein,
[7], to the case of Neumann boundary conditions. In particular she proves that,
for both Dirichlet and Neumann boundary conditions, if the solution v is stable
in the sense that the quadratic form of FE, is nonnegative for all €, then, the
set a = (a1, aq,...,aq) is a stable critical point of W (a).

Unbounded domains

Equilibrium vortex solutions in unbounded domains have also been studied in
several works. Since we also deal with unbounded domains, the results in this
case are specially relevant to our work.

In particular, in the work by Brezis, Merle and Riviere, [11], they find that,
the solutions of (2.1) with b = 0 in all R? satisfy a quantisation condition given
by

[ =17 =2
RQ
for some integer d = 0,1,2,...00. They also reach the following conclusions:

(i) If d < oo, then |¢p] — 1 as |x| — oo. Thus, the degree of ¢ around a ball
of radius R is well-defined for any large R.

(ii) If d = 0, the only solutions are constant functions
(iii) For any integer d =0, 1,2, ... 00, there is a solution of the form:

a) Ford = oo, ¥(x) = Aett* where A is an arbitrary constant and k is
any constant vector in R2,

(b) For 0 < d < oo, ¥(r,¢) = f(r)e.

Therefore, one of the conclusions that we obtain from this theorem is that,
given a system of n vortices such that the sum of their degrees is zero, they will
always have a law of motion without any equilibrium point. That is to say, they
will only stop if they collide and annihilate each other. Another interesting
result would be to know wether the solutions given by ¥(r, ¢) = f(r)e"® when
0 < d < oo are unique. To our knowledge this is still an open problem.

Another important issue is the stability of vortex solutions in unbounded
domains. Such a problem is tackled in the paper by Weinstein and Xin, [43].
They show that,

26



2.2. REVIEW OF PREVIOUS WORKS

(i) all vortices are asymptotically nonlinearly stable under small radial per-
turbations, and,

(ii) under general perturbations, the +1-vortices are linearly dynamically sta-
ble in L2.

Again it is the case of +1-vortices that present the most stable situation.
The vortices with a higher degree are therefore more likely to split into +1-
vortices.

2.2.2 On evolutionary solutions

In this section we focus on solutions with a set of well separated vortices in
either unbounded domains or domains that are very large in comparison with
the length scale of the vortex core (see Chapter 1 for a description of the vortex
core and the length scale associated to it). As it was mentioned above, this
type of solutions are never stationary; on the contrary, they evolve in time
while the vortices remain separated.

The first paper to undertake the study of this kind of solutions for both
the Ginzburg-Landau equation (with b = 0) and the Nonlinear Schrédinger
equation (with b = co) was the one by J. Neu [34] in 1990. In this work the
author shows that the solutions of these equations that have a non-vanishing
degree can be described asymptotically through the evolution of their zeros.
As we showed in Chapter 1, the zeros are the so called vortices and each of
them has an associated winding number or degree. Therefore, although the
motion of the vortices are part of the full dynamics of the system, the large time
behaviour of the solution is determined only by the trajectories of the vortices
and the rest of the flow is organised around them. This description of the
solutions has an analogy with the physics theory of particle-field interactions.

J. Neu uses formal asymptotic analysis to conclude that, given a solution of
Ginzburg-Landau or Nonlinear Schrodinger equation, with a set of zeros that
remain well separated,

(i) the zeros of the solution persist in time keeping their original winding
number as long as the zeros remain separated by distances of order 1/e,

(ii) the asymptotic vortex dynamics is reduced to a set of ordinary differential
equations and

(iii) the time scale for the motion of the vortices is given by T' = €2/| log €|t.

Further works that extend Neu’s results are found in [38], [35] or [14] among
others. In the work by Pismen and Rubinstein [38] they do the three dimen-
sional version of the work by Neu but only for the NLS equation. In R? the
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mathematical objects that play the same role as the vortices in R? are the
vortex lines. Again, the vortex lines dominate the dynamics and interact with
each other. In [38] they reduce the dynamics to a set of differential equations
that is the law of motion for these vortex lines. Peres and Rubinstein in [35]
also obtain a law of motion for vortices in the plane, but now they consider the
presence of an external magnetic field, adding a new term and a new equation
to the Ginzburg-Landau that we have are considering. A step forward is found
in the paper by E [14]. In this work the author reproduces the results in [34]
but he also considers the effect of boundaries. Furthermore, he also tackles the
three dimensional case and extends the results in [38]

All these works are based on the use of asymptotic expansions techniques,
that are very useful to obtain formal analytic approximations of solutions. But
later on, some more works have studied more rigorously the asymptotics of the
sequence of solutions generated as € — 0 considered in [34] or [14]. To do so,
some assumptions on the initial conditions and on the growth of the energy
as € — 0 need to be done. For instance, in the paper by Jerrard and Soner
[23] they consider a system of vortices that do not collide, in a bounded but
very large domain, with a boundary condition that forces the degree to be
non-zero, and they provide a rigorous proof of some of the results that Neu
found through asymptotic methods. Another example is the work by Lin and
Xin [28] where the authors remove the bounded domain assumption and they
tackle the problem by considering from the beginning an unbounded domain.
In the work by Bethuel, Orlandi and Smets [6], they go further and analyse
also collisions leading to annihilation, and in a later work by the same authors
[8], they also consider multiple-degree vortices that split into unitary degree
vortices.

2.3 Dynamical law of the vortices

In the rest of this chapter we focus on many-vortex solutions of equation

(1-i)% = av+ (1 Py, (25)

in unbounded domains. Our first contribution to what was already done in the
work by J. Neu, [34], and other works is to extend the methods used in [34]
to obtain a law of motion for the vortices for general values of b. We also use
this calculation to introduce the notation that we will be using in the following
chapters. As we have already shown, the parameter b interpolates between the
"classical” Ginzburg-Landau equation and the Nonlinear Schrodinger equa-
tion. Therefore, it is interesting to consider that b depends on € and the way
its order of magnitude will influence the final law of motion. For instance we
will find that for values of b of order less or equal than one the vortices move
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at a velocity of order €2/|loge|, but when b becomes greater than |loge|, the
vortices move at the faster rate of €2. In this section we show the way in which
this transition is done.

So far in the literature the analysis for the ¢ = 0-case has been treated in a
very different way from the one for nonzero values of ¢, and our main purpose
in this thesis is to obtain a law of motion for the vortices for positive but small
values of q. One may think that the methods and notation developed by J.
Neu in [34] serve as a paradigm to this kind of problem, and one expects to
find that when for nonzero values of the parameter ¢ it is applicable in an
straight forward way. But on the other hand, the single-spiral situation for
general values of ¢ has also been tackled through asymptotic techniques in the
work by P. Hagan, [19]. But although in this second case the author also uses
asymptotic matching techniques to describe the structure of these spirals, the
general scheme is fundamentally different from the one used in [34]. Therefore,
our main contribution in this sense is the development of an asymptotic scheme
based on the one in [34] but that is capable to describe, not only the single-
spiral case, but also multiple-spiral systems for any value of ¢ greater or equal
than zero. This is what we will show in the second part of this section where
we will describe this new asymptotic scheme for the particular case when ¢
vanishes. In the following chapters it will be clear in the that the case of ¢ = 0
is actually a singular limit and this fact makes it even harder to find the right
way to work with the parameters involved. Thus, along this thesis we will
show the way that the method should be written in order to unify the analysis
for general values of ¢, even for the singular limit as ¢ = 0.

We start by considering equation (2.5 ) and expressing the complex solution
1 in its polar form as ¢ = fe'X, to obtain

fe+bfxe =AF = fIVX]*+ (1= )], (2.6)
Ixi —bfy =2Vx -V f+ fAx.

We wish to determine the law of motion for a set of well separated vortices so
we assume that they are initially separated by distances of order O(¢~1), with
€ < 1, and our analysis will be valid while this condition holds. Furthermore,
since we know that the evolution of vortices might be slower than the natural
diffusive time scale, we introduce an unknown parameter p that we assume to
be of order less or equal than one, rescaling time with T' = €?ut.

The standard procedure is then to define an “outer region” far from all the
vortices, in which x is scaled by a factor of e !, and an “inner region” in the
vicinity of each vortex. This way we will find a simpler set of partial differen-
tial equations that approximates the solution in the ”outer region” where the
contribution from all the vortices will superpose linearly. This will be the main
difference with the ¢ # 0-case where the dominant or leading order equation
for the ”outer region” will be fully nonlinear. As for the ”inner region”, we
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will see that the leading order equation is actually the one corresponding to a
vortex in complete isolation due to the fact that we suppose that the velocity
of the interacting vortices is small. Thus, the fact that the vortex moves with
a certain velocity will appear through a non-homogeneous term in the next
order, the so-called first order correction. From the way these equations are
obtained it will be clear that the homogeneous part of the first order equation
is actually the linearisation of the leading order equation about the single vor-
tex solution. Some parameters will be unknown in the process of solving all
these equations, but we will determine them when matching the solutions in
the "outer” and ”inner region” by imposing that they actually correspond to
the same solution when we expand the ”"inner” outwards and the ”outer” in-
nwards. Finally we proceed with a further matching by applying the Fredholm
alternative to the linear operator from the first order inner equation and this
will lead us to a solvability condition that should be satisfied. This condition
is the one that will determine the law of motion for the vortices. Furthermore,
we will show that for values of the parameter b that are of order less or equal
than |loge| the vortices do actually interact at a rate of order pe?, where u
will be determined to be p = 1/|loge|.

2.3.1 Outer Region

To study the outer region, or far field, we rescale x and ¢ by setting X = ex
and T' = e2ut. With this rescaling, equations (2.6) and (2.7) read

Eulfr+bfxr) = E(Af — fIVX?) + (1= ) f, (2.8)
p(fxr —bfr) =2Vx-Vf+ fAx. (2.9)

At this point one must take into account that b is an arbitrary constant that
is allowed to be arbitrarily large or small. In particular, when b is of order
greater than one the right time scale is not the one we have just chosen and
one must rescale with 7' = *u/bt. Therefore, the far field equations for large
values of b read

Culy fr+ ) =AOf IV (- A (210)
N(%fXT — fr) =2Vx - Vf+ fAx. (2.11)

We note that we can compute the solutions of (2.8), (2.9) and (2.10), (2.11)
all at the same time by considering the alternative system given by

En(vfr +yefxr) = €(Af = fIVXP) + (1= )/, (2.12)
wnfxr —vefr) =2Vx - Vf+ fAx. (2.13)
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where 7, and 7, are now parameters that are of order equal or less than one.
We will hence study the alternative system given by (2.12) and (2.13), and the
actual solutions that we are looking for will correspond to, v =1 and v = b
for values of b of order less or equal than one, and v; = 1/b and ~, = 1 for
large values of b.

We now wish to obtain approximate solutions to these equations in the
form of asymptotic expansions. We thus start by posing an ansatz for the
functions f and y in terms of the small parameter €. Since ¢ does only appear
in (2.12) and (2.13) in the shape of €, one expects to be able to express the
solution as a power series in €2. Hence, we pose and expansion in powers of €
as

fo0+€2f1+--'7
X~ Xo+ €xX1+ ...

By substituting these expansions into (2.12) and (2.13) and balancing powers
of € we find that the leading order equations are given by

fo=1, (2.14)
IXo .
%M@—T = Axo (2.15)

Now expanding x, for small yu as

Xo ~ Xoo + MUXo1 T+ - - -

and substituting into (2.15) we obtain at leading order
Axoo = 0.

This is a linear equation and in order to account for the existence of the N
vortices with their respective topological degree, the solution that we should
take is given by

N
Xoo = Y mo;, (2.16)
j=1

where ¢; is the polar angle measured from the position of the jth vortex X;,
and n; is its winding number. At the next order in ;o we find

with solution
dX.

—Z 2.1
. (217)

N
M
Xo1 = —5 Z TLjRj lOg Rj e¢j .
j=1
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where R; = |X — X is the distance from the jth vortex and eg; represents
the unitary vector pointing in the direction of the angular polar variable when
one chooses the vortex j as the centre of coordinates.

Continuing to O(p?) we find

2 N
y dX; dX;
X02 = §1 ;anjz- log R; (ew . d—T]) (erj I (2.18)

where now e,; is the unitary vector in the radial direction when vortex j is the
origin of the coordinate system.

In general we find that each term in the sum for the N vortices in o, is
O(R}'log R;) as R; — 0. We will take this fact into account when we match
with the inner solution.

In figures 2.1, 2.2, 2.3, 2.4 we plot the far field for a system of two vortices
with the same winding number and also with different winding numbers, and
we also plot the far field corresponding to a system of three and four vortices.
In these pictures one can see that the number of loops that the vectors do
around all the vortices corresponds to the total sum of the winding numbers
of each of them.

2.3.2 Inner Region
We rescale near the ¢th vortex by setting X = X, + ex to give

dXy

o VI +enfxr - ’sz - Vx)

=Af - f|V><|2 +A=-f)f (219

(E’YlfT — N5

dX
e (2 de Vf—eyafr +enfxr — 71f— Vx)
= QVX -Vf+ fAx (2.20)
or equivalently
: dX
—ep(n — i) (etr — — V) = (1 [P + Ap. (221)

Expanding in powers of € now as 1) ~ 1y + €1 + ... we find at leading order

Apo + 1ho(1 — [to]?) = 0. (2.22)

This is just the equation for a single static vortex, with solution

o = fo(r)e'Peotem) (2.23)
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Figure 2.1: Far field for two vortices with equal winding number
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Figure 2.2: Far field for two vortices with opposite winding number
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where d2f ldf
0 o _ 3 _
fo(0) =0, fo—>1asr*oo,

and C(T) is determined by matching. As we mentioned in Chapter 1, it is well
known that this equation is well-posed and has a unique increasing monotone
solution.

Continuing with the expansion we find at first order that

(i = 10) Vo - T = Ay (1~ o) — ol +vth). (224

We note that the rlght hand side of this equation is just the linear operator
that is obtained when linearising equation (2.22) around the basic single-vortex
solution, and the non-homogeneous terms at the left hand side appear due to
the effect of the interaction of vortices. Next we show that in order for (2.24)
to have a solution a certain condition must hold. This condition is the one
that will determine a law of motion for the vortices.

2.3.3 Solvability Condition
We recall that equation (2.24) is of the form

L(%po)[41] = b(tho, 1, dX,/dT)

where

L(yo)[th] = Aoy + (1 = [¢ol*) — tho(dhothy + ¥5ehn) (2.25)
b(tho, p, dXp/dT) = —(71 — i72) X - Vo (2.26)

War
Let us define the following inner product
(u,v) = / R{uvx}dD,
D

where D is any given ball in R? and R{uwv+*} is the real part of the product of
the complex function u and the complex conjugate of v. Using the integration
by parts formula

ov ou
/DuAvdD:/DvAudDJr/ (ua—n—va—n)dl (2.27)

we find that the operator L is actually self-adjoin with respect to the above
defined inner product. Therefore, choosing v to be the solutions to the homo-

geneous equation
L(qv ¢0)[U] =0
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and from the Fredholm Alternative theory for linear operators we know that
in order for (2.24) to have a solution, we must assure that the solutions of the
homogeneous adjoin equation are orthogonal to the non-homogeneous terms
n (2.24). Therefore, we can write a solvability condition

- /D §R{M(71 —i72) (V% ) (VQ/JO ) } dD
_ / %{(V@Do ) )87/11 _ (Vo - )}dl
aD or

where we have found this condition by studying the operator (2.25) and real-
ising that the solutions of L(q,)[v] = 0 are actually the derivatives in any
direction of 1)y, that is v = V1) - d, being d any vector in R2.

If we now write the solvability condition in polar coordinates we obtain

—;M'yl(cgj(f ) /07" (s(f3)” +nzj;0 ) ds + MWWQW((ZE dL) f3(r)

_ Ix1 | x1
—ng/o <6r + )e¢-dd¢> (2.28)

being d = (dy,dy), d- = (—da,d;), and x; is the first order term in the e-
expansion for the phase function Yy.

2.3.4 Asymptotic matching

So far we have found asymptotic approximations to the solution in the outer
and inner regions, but nevertheless, some constants still remain unknown. To
determine these constants we must impose that both the inner and outer ex-
pansions do actually represent the same solution. To do so, we note that the
regions where both expansions are uniformly valid have an overlap area where
both approximations are valid at the same time. Therefore, in this overlap re-
gion both expansions must be the same and this will determine the unknown
parameters.

We start by obtaining the inner limit of the outer expansion and we will
find how close to the k-th vortex we must be so that the series remain uniform.
Afterwards, we will proceed in the same way with the outer limit of the inner
and compare both limits to check that they do actually have an overlap region
where we will find matching conditions for the unknown constants.

Inner limit of the outer

We express the leading-order (in €) outer xo in terms of the inner variable
x given by X = X, + €x, so that R, = er and ¢, = ¢ and write again the
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resulting expansion by rearranging the corresponding terms. Then upon using
the expressions for xoo, Xo1 and xoe derived in (2.16), (2.17) and (2.18), we
find
Xo ~ Xoo T HXo1 T .-
€r dXy :
~ np + G(Xy) — nep = loger ey - — +eVG(Xy) -x+0(e?)  (2.29)

where

n; dX,;
G(X) =) nd; —pm ) 51X = X[ log|X = X;| == - egje

Gl Gl
n; dX; dX;
(1) Y2 X = X 10g X = X (ege - 2 ) (e ) + O((um)?),
J#L

where e, ;; and ey, represents the unitary vectors in the radial and the angular
direction of vortex ¢ when seen from vortex j. Note that although G contains
a full expansion in p, the higher-order terms in the p expansion of yg do not
contribute any local terms at O(e). This is due to the fact that, as it is pointed
out in section §2.3.1, the terms Yy, in the u expansion are locally, close to
vortex ¢, of the form constant + R™ log R and as a consequence no term of the
form eu™, being m > 1, can appear in the inner limit of the outer for y given
in (2.29). Actually, higher order terms in the y, inner expansion would always
give terms like (pe)™. This means that we have already taken all the terms in
the p-expansions which will simplify the matching procedure very much. In
fact, we will see in the following chapters that this is not necessarily the case
when ¢ # 0, on the contrary, this will be one of the main difficulties that we
will encounter.

Thus, if we take two terms in the inner limit of the leading order term in
the outer ((2ti)(1to) in Van Dyke’s matching rule notation) we find

ng
€y - d—T
+ieVG(Xy) - x + O((yier)? log(er))) (2.30)

W(er, ¢) = e!morEXD) (1—iun%% log(er)

and it is clear that this expansion is uniformly valid provided r < O(1/v1¢).

Outer limit of the inner

The leading-order phase in the inner region is
Xo = ned + C(T).
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To proceed with the first order terms, we must compute the outer limit of the
solutions of (2.24). The type of solutions that will match with the inner limit
of the outer are those with the particular form

1 = D) (g () cos 6 + v (r) sin ).

By equating the coefficients of cos ¢ and sin ¢ in (2.24) we find equations for
v1(r) and vy(r),

!/

v . v *
vy + 71 + 2mer—;—(1 +n?)r—; +o1(1— f3) — f5 (0] + 1)

. .n
= pine = ) (foVa + =" foVa), (2.31)
Ul . U1 (% *
vy + 72 — QZWﬁ_@ - n?)r—i + (1 — f3) — f3(vs + v9)
. .n
= pline = ) (foVa = i~ V), (232)

where dX,/dT = (V1,V2). We now write everything in terms of the outer
variable R = er and we use that the outer limit of the leading order inner

modulus is given by
2

fo=1- 2y O(e*)

2R?
to find that
. R Cl 2
v = —Z,u'ylnﬂ/gi log R + ?R + O(e’plog R/R) (2.33)
R C
vy = iwylngV12—€ log R + ?23 + (9(62ulog R/R) (2.34)

where C} and Cy are constants to be determined when comparing with the
inner limit of the outer.
If we take two terms in the inner expansion for v,

Y~ e (fo+e(fi +ifox1)) + ...,

but in terms of the outer variable R, we find, to leading order, that the inner
solution for ¢ can be expanded in terms of the outer variable as

‘ R dX
Y(R, ) =/ (ned+ @) (1 — i/ﬂu’h? log(R)ey - d—TZ

+iR(Cycos ¢ + Cysing) + O(€?/R* + € log(R)/R)> . (2.35)

In this case we find that the series is uniformly asymptotic if r > O(1/(y1€)'/3).
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Matching process in the overlap region. We find that when

O(1/(me)'?) <r < O(1/ye),

both the outer limit of the inner and the inner limit of the outer are uniformly
valid at the same time and therefore, both series must coincide in this region.
We note that to perform this matching we need to take the full y expansion
of both terms. Fortunately only the expansion of G' and VG involve infinitely
many terms in u, and these are evaluated at X, and are therefore independent
of x.

Comparing (2.30) and (2.35) we obtain that the expansions will match if
C(T) = G(X) and VG(X;) = (C1,Cy). We can now write x; as

dX
X1~ —nmlg logere, - d—Té'u + VGE(Xy) - x (2.36)

as r — 00. This is the function that we will use in the solvability condition in
order to obtain a law of motion for the vortices.

2.3.5 Law of motion

We can now use expression (2.36) in the solvability condition (2.28) to find a
law of motion for each vortex.

Using that fZ(r) ~1—n?/r?>+ ... as r — oo, the left-hand side of (2.28)
is actually

dXy
-d + prngys—— - dt, (2.37)

dX,
—pmmng (logr + a) — o7

dr

a= Tli_)rg() [/OT (5(7{—0;)2 + f?oz) ds — logr] ,

is a constant independent of p and e. For example, when n, = 1, the value of
a is —0.123. Using (2.36) in the right-hand side of (2.28) gives

where

dX,
ng dT -d— ,mwlnelogeﬁ d + (k1de — diko)2n,m, (2.38)

where d = (dy,ds) and VG(Xy) = (kq, k2). Since u is a small constant, we find
that the only way to make the left and right hand sides balance is by taking

= 1/[logel, giving

1
—purm(5 +logr)

dXy
-d+ M’}/Q?’Lg— dt

—ApYITY dT qT
1 dX ,dX
= —Mﬁ’hn?d—Tz cd 4 ynp— o7 fod -2, VG(X)*t - d. (2.39)

Since d is arbitrary this can be rearranged to give the law of motion for the
vortices:
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CHAPTER 2. VORTEX SOLUTIONS OF GINZBURG-LANDAU EQUATION

Result 2.1 (Law of motion). A set of vortices that satisfy (2.12) and (2.13)
that are separated by distances of order 1/e present a slow time evolution that
1s governed by the law of motion given by

dX, 2vng(1 — pu(1/2 — a))

o VG (X))t
T~ 0 u(1]2 — )+ ()
20172
- VG(Xy) + O(e 9.40
0 A1)z — )P 1 () C ) O (2.40)
where
_ b
= |loge|’
1;€o5t e
; |XJ )7( . +nﬂl log\X X ( erjg) eyt

I dX;
— nﬂ1§(1 +log [ X — Xj|) ( o %k) erje + O(1?),

and (VG(X,))* represents the vector orthogonal to VG(X,) that is obtained
after rotating /2 counterclockwise.

We now analyse expression (2.40) to describe the way the law of motion
changes as the parameter b in equation (2.5) is changed from zero to infinity.

2.3.6 Interpolation between the Ginzburg-Landau and
the Nonlinear Schrodinger equation

As we mentioned before, the time scale for the vortices of the classical Ginzburg-
Landau equation, that is when b = 0, is €2/|log(¢)|. But when b becomes
infinity, the time scale accelerates to €. The way in which this transition
takes place can be deduced from the previous law of motion (2.40). We then
substitute the actual values of 7; and -, and analyse equation (2.40) to show

the influence of the order of b into the velocity.

Law of motion for 7, =1 and 7, = b: Equation (2.40) now reads,

ng _ 271@(1 —M(l/Q—Q)) n
dT n?(l — N<1/2 _ a))2 + (ub)Q (VG<XZ>>
sl VG(X,) 4+ O(e). (2.41)

ng(1—p(1/2 — a))? + (ub)?

If we keep only the leading order term we find:
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2.3. DYNAMICAL LAW OF THE VORTICES

Corolary 2.1. For an N-vortex solution in the Ginzburg-Landau equation
(2.5) where the parameter b is of order less than one, the law of motion reads

n]erjf
+0 2.42
Y Z X, - () (2.42)

Therefore, the parameter b does only affect the order-u corrections.

This means that, if we have two vortices at positions (X7,0) and (X5, 0),
the interaction is to leading order along the line of the vortices. The presence of
b is introducing an order p perturbation in the tangential direction that makes
the two vortices spin around each other, as it shows the following expression,

aX, _ 2@ €r21 i QM— ny (1/2 — a) €r21
dT nq |X1 - X2| n |X1 - |
dX
+ /~L (1 + X1 — |)—dT2 " €421 €g21
an €421 9
240

From this law of motion we also observe that vortices with the same winding
number repeal each other, while those with opposite degrees attract, in the
same way that charged particles in an electrical field would do.

Law of motion for 7v; = 1/b and 7, = 1: In this case equation (2.40)

becomes,
dX,
dT

_ 2 ne(1 — pu(1/2 — a)) |
b (1/b)2n2(1 — p(1/2 —a))? + #Q(VG(Xz))

_ 2ngp
(1/6)°n(1 — p(1/2 — a))* + p?

Now, the leading order term will be different depending on how small 1/b is.
Therefore we obtain:

VG(X,) + O(e) (2.43)

Corolary 2.2. When 1/b is of order one, the law of motion for N wvortices
becomes
nj€rj¢
Z X ox oW

Hence the interaction for a system with only two vortices is once more
along the line of the centres.
But if we now analyse the situation where 1/b is small, we will find that the
order of magnitude will be important to determine the leading order term in
the velocity. Thus, we start by writting 1/b = Su’ so that we can compare the
order of magnitude of 1/b with p. We find the following cases:
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Corolary 2.3.
If 6 < 1, the leading order velocity is

aXe 2 L o
dT - Bn&u(g <VGO<XZ)) + O(:u )7

if 0 =1, the leading order velocity is

X, 2 L
T = ", (VGo(X0)

9
 u(BnZ +1)

VGo(Xy) +O(1),

and if 0 > 1 the law of motion is

dXy 2 5—2
Tr = VG(Xe) + 007,

where

Nni€y,i
VGo(X) =) 7|XJ_¢;§ ‘|
i#k J

This means that, when § < 1, the time scale for the velocity is €?|loge|®~1,
which implies that the vortices move now a bit faster than before. We recall
that in all the previous cases the time scale was actually €%|loge|~!. We also
observe that as § increases to become one, that is to say, b becomes logarith-
mically large in e, the time scale of the velocity changes to € that is the same
time scale that one finds in vortices for the Nonlinear Schrodinger equation.

We also note that, as b increases, the velocity changes its direction from
having only a radial component along the lines of the centres of the vortices
to an intermediate situation where both tangential and radial components are
equally dominant, and finally, for large enough values of b, the dominant part
of the velocity becomes only tangential. This is consistent with the fact that
vortices in the Nonlinear Schrodinger equation, that corresponds to the limit
as b goes to infinity, interact only tangentially.

2.3.7 Writing the ¢ = 0 case as for the ¢ > 0

We now show the way we would write the previous calculations following the
scheme of the ¢ > 0 case. For simplicity we take b = 0, but the extension to
general values of b is straight forward. The main difference in what we present
now with respect to the proceeding in [34] lies in the way we express the outer
limit of the inner and the way the matching is done. For a non-vanishing
value of ¢, the outer limit of the inner solution and the inner limit of the outer
solution are found by expanding first the equations and afterwards obtaining
the solution. We could also do that when ¢ = 0:
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2.3. DYNAMICAL LAW OF THE VORTICES

Outer limit of the leading-order inner We begin by rewriting the leading-
order inner equations in terms of the outer variable R = er to obtain

0=€eX(Afo— fol Vxol*) + (1= f3) fo, (2.44)
0=eV- (Vo) (2.45)

We now expand in powers of € as

Xo ~Xoo + €Xor + -+, (2.46)
fo~foo+ € for +--- . (2.47)

Substituting (2.46), (2.47) into (2.44), (2.45) gives

Joo =1, (2.48)

. 1

Joo=— §|VX00|2, (2.49)
0 =AXoo, (2.50)

with solution Yoq = ne¢.

Outer limit of the first-order inner We write the first-order inner equa-
tions in terms of the outer variable to give

dX
—Eﬂd—Tg Vo =A% =€ [1|Vxol
— 262fQVX0 : VX1 + f1 — 3f02f1, (251)
dX
—,uefgd—jf “Vxo =€V - (f2Vx1) + €V - (2fof1Vx0)- (2.52)
We now expand in powers of € as
X1 N%"‘S{\n—'—“' ; (2.53)
fi~fotefu -, (2.54)
to give
fro =0, (2.55)
fii == VX0 - VXuo, (2.56)
~ dXy . X, 1
AX = — P VXoo = —nept T R
:ng%(vl sin ¢ — V5 cos ¢). (2.57)
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Thus

uRlog R _ pRlog RdX,

X0 =" Vising — Vacosg) = —n e

X10 ¢ % ¢ 2 ¢) ¢ 9 ar o?

plus a homogeneous solution, a harmonic function in this case, which comes
from matching with the outer. We see that this solution is

X - VG(Xy).

Thus,
uwRlog R @

2 dr

We remark that we have not used the O(u) outer solution, only the leading-
order outer solution. We will see in the following chapters that this way of
expressing the outer limit of the inner will be the only one that will enable
us to compute an outer limit of the inner without dropping any term in the
g-expansion. We recall that the main difference in this chapter is that one does
not have the parameter ¢, but in what follows ¢ will be a small parameter that
will be used to write down the expansions.
Finally, rewriting in terms of the inner variable gives

. e¢ + X . VG(Xg)

X10 = —Ty

urlogedX,

X1~ —Ty

that is the same expression we found in (2.36).

The rest of the analysis would be the same, including the way we find the
overlap region and the law of motion.

In the following chapters, even in the next one where we deal with single-
spiral solutions, the structure we have just described will be already identified.
By expressing the expansions in this way, we regard the ¢ = 0-case as a
particular case of ¢ # 0, and furthermore, the single-spiral situation will also
appear as the particular case of a multiple-spiral systems that arises when one
considers vanishing time derivatives. It is therefore a unifying notation that is
crucial in order to obtain a law of motion for many spirals when ¢ is not zero.
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Chapter 3

Symmetric spiral wave
solutions: Equilibrium solutions

In this chapter we go back to the general Ginzburg-Landau equation that
we already presented in Chapter 1. We recall that in a rotating frame the
Ginzburg-Landau equation is written like

(1= ib)y = (L= [0y +iqe(l — & — [¢[*) + Ay (3.1)

In particular, we examine the family of equilibria of (3.1) such that they have
a non-vanishing degree, n, which is defined through the integral

% Vx-dl=2mn, ne€Z, (3.2)
c

being C' any regular closed curved enclosing the origin. As we explained in
Chapter 1, the number n is the so-called degree of the function ¢ that repre-
sents the number of times that the two-dimensional vector given by the real
and imaginary parts of ¢ rotates when it goes along the curve C. In the fol-
lowing chapters we will show that equilibrium solutions have only one zero,
otherwise they cannot be stationary.

We consider now equation (3.1) but we study solutions which have only one
spiral with an arbitrary winding number n. These solutions are equilibrium
solutions of (3.1) and were already analysed by P.S. Hagan in [19] were match-
ing asymptotic techniques where used to construct the spirals. Furthermore,
P.S. Hagan shows that the parameter k is uniquely determined by ¢, and he
gives an asymptotic approximation to £ as a function of ¢, for small values of
q. As we will see, k represents the asymptotic wavenumber of the spiral.

The fact that k is uniquely determined by ¢ means that, for a pair of
parameters a, b, of the original equation (1.2), there is only one possible spiral
wave with an specific asymptotic wavenumber and as a consequence, with a
particular frequency w. This is not the case when one studies plane wave
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solutions of (1.2) which are are characterised by being similarity solutions
of the form ¥ (x,t) = u(k - x + wt), being k is the wavenumber and w the
corresponding frequency. These solutions are given by

w(x’ t) — Rei(k-Xert)

and the following relations are satisfied

a—w
k| =1- R? ’= :
[ L kP

The second one is giving the dispersion relation between w and k. As we see
in these two expressions, for a pair of values for a and b we can choose almost
any vector k. The only restriction is that in order to have a real value for
R, k must be between a and b. Therefore, there exists a whole family of w
and k that produce plane wave solutions, while in the case of spiral waves, the
dispersion relation is actually given by just one point rather than a curve or a
surface.

Now we also consider the case in which ¢ is a small parameter and we
reproduce P.S. Hagan’s results, but we construct the symmetric spiral solution
using the same notation that we will be using to study multiple spiral solutions
and that we already introduced in Chapter 2. It is important to take into
account that the asymptotic wavenumber k& happens to be exponentially small
in ¢ and thus the perturbation technique becomes very difficult. In this chapter
we clarify some difficulties that were not pointed out in [19] and that are crucial
in order to understand the dynamics of multiple spiral systems.

3.1 Outer Region

As we did before, we start by introducing a space scaling, €, and a new param-
eter, o = gk/e, that, as we will see, will play a very important role when we
deal with the multiple spirals patterns. This new parameter was not used in
any other work before and, as we will see, will clarify very much the structure
of the asymptotic method.

We start by rescaling (3.1) onto the outer lengthscale, X = ex, by writing

0= €AY+ (1= [y +ig(1 = k* — [¢[*)¢ (3.3)
Expressing the equation in terms of o = gk /e

ie2a?

0=€eA¢+ (1+ig)(1— )y — Y (3.4)

This can now be seen as an eigenvalue problem in o. We will find that the
eigenvalue is actually given as a function of ¢, and this will provide the relation
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between k and g. One of the good points of introducing this new parameter «
is that it will turn out to be an order one parameter when k is exponentially
small in ¢g. This fact shows why is so much easier working with « rather than
keeping k all the way through, as it was done in [19].

Therefore, using a modulus-phase form for the solution, v = fe'X, the
solutions we are looking for have the following boundary conditions

f(r) ~yr™ asr =0 x(0)=0

f(r), x»(r) bounded as r — oo, (3.5)

where 7 is some positive constant. The first condition will actually apply
on the inner region equations, and the second one is used when deriving the
following asymptotic expansions

1 2 k 1
f~(1=F) 2qr(1—k2)1/2+0< )

1 1
Xr~Fh+—+0| |,
2qr 72

(3.6)

and these expressions, expressed in terms of R = er, will be the boundary
conditions at infinity for the outer region. In this last expression we observe
that k represents the wavenumber at infinity of a wave in polar coordinates, this
is why it is called the asymptotic wavenumber. Furthermore, this asymptotic
expansion for x, will only be valid provided k > 1/(¢qr), that is to say, for
distances such that r > 1/(qk), or alternatively, if we write the expressions in
the outer variable R, the expansion will be valid provided « is of order one.
Therefore, a can be seen as a measure of how far we are from the region where
the asymptotic wavenumber dominates the expansion.

On the other hand, the solutions that we are looking for are the heteroclinic
orbits of the system that start in the point (3.5) and arrive at f = (1 — k?)1/2
and y, = £k. These orbits do only exist for certain values of the asymptotic
wavenumber k.

Writing 1 = fe™* and separating real and imaginary parts in (3.4) gives

0=eAf=fIVx*+ (1 - f)f (3.7)

2

0=V (V) +af* (1= ) = & f? (3.8)
Expanding in powers of € as

fo fo(Xsq,m) + € f(Xq, ) + .. (3.9)
X~ Xo(Xs g, 1) + Exa(Xs g, ) + - (3.10)
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we find
fo=1, (3.11)
1
fi= —§WX0|27 (3-12)
2 o
0= Axo+ q|Vxol —?. (3.13)

Spiral waves are solutions of the form f = f(R) and x = n¢ + p(R). If we
expand @ in € with
p~potetor et

equation (3.13) becomes

©0 n? 2 a’ _
o+ Lot () - S =0 (3.14)

which is a Riccati equation that can be linearised through the transformation

1 H|(R)
= —log Hy(R), or ¢} =—2~
#0.= g log HolR) 707 4H,(R)
to give
Hl 2
W+ﬁ+m0?-wﬁ: (3.15)

with the general solution
Hy(R) = King(aR) + Mipg(aR) (3.16)

where A is an arbitrary real number, and Kj,, and I;;,, are the modified Bessel
functions of the first and second kind. We observe that only when A = 0 is the
function ¢ monotone. Therefore this is the solution that gives a spiral pattern
in the iso-phase contours.

The solution for f, is then given by

'(R) = Oxo  ea i e coshi cos(ngt) dt (317
SOO N aR - q f(]oo e—OéRCOSht COS(Tth) dt .
fooo e-afcosht cogh ¢ cos(ngt) dt
=k foo efaRcosht COS(qut) dt )
0
so the corresponding function for yj is
1
Xo ~ no + p log(King(aR)). (3.18)
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In this case that we only consider a single spiral we are able to find an analytic
expression for ¢y without the need of expanding it in terms of ¢q. In general we
will not be able to do such a thing when we deal with more than one spiral.
Actually, upon analysing the expression given in (3.18) for y, one realises that
the relation between the magnitudes of ¢ and R will be important in order to
expand this expression in terms of the small parameter q.

3.2 Inner region

Since the solutions of (3.1) are invariant under translations, for simplicity we
have chosen the centre of the spiral to be at the origin. We thus rescale near
the origin of the spiral, by setting X = ex to give

0=Af—fIVXI*+ (1= f*)f (3.19)

2 NS
OZV‘(fVX)+Q(1—f)f—T (3.20)
Expanding now like
f~fotei+eEfat. .. (3.21)
X~ Xo+ext+... (3.22)
The leading-order equations are
0=Af — folVxol* + (1 = f2) fo, (3.23)
0=V-(fdVxo) +a(l — f) 5. (3.24)
Imposing the topological condition that leads to a spiral shape,
f=1Fr) x=no+e(r),
gives
" 1 ! n2 /\2 2
0 +;f0_f0(7,_2+(%) )+(1_f0)f0:07 (3.25)
1
Jo(el + —¢) + 2fo¢0 + a1 = f5)fo = 0. (3.26)

Expansion for small q. If we now inspect the system (3.25)-(3.26) we realise
that we can expand the leading-order solution in powers of ¢ as

Jo~ foo+ fod® + fooq' + -, (3.27)
Yo ~ % + 001q + Po2q’ + -+, (3.28)
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and substituting these expansions into (3.25) and (3.26) and equating powers
of ¢ gives

voo = Do, (3.29)

o = Dr, (3.30)

0= foo+ @ — n2@ + (1= £30) foo, (3.31)

0= 01+@— Qf‘” + (1= 3f2) for, (3.32)

1 T
thalr) =~ / 1 s (3.3)
rfoo Jo
with the boundary conditions

f()o(O) :0, lim foo(T) =1 and (334)

for(0) =0, lim fo;(r) = 0. (3.35)

and Dy and D, are real constants to be determined by matching.

3.3 Asymptotic matching

3.3.1 Outer limit of the inner
From the expressions (3.29) to (3.33) we find that when r — oo

dpo2 o, logr+c,
~ —qn® —— 3.36
or m r + (3.36)
where ¢, is a constant given by
_rhjgoﬁ (/ fiols 1—f00( ) )SdS—TLZlOg(T)) :
For instance some values of ¢, are found to be ¢; = —0.098..., co = —0.998. ..
and c3 = —1.3.... However, in order to match with the outer expansion we

need the outer limit of the whole expansion in ¢. This is found to be of the
form

N
for1- %Zai{qn%log(r) FeP (3.37)
% ~ oy Zﬁz{qn (log(r) + ea) -+ (3.38)
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where «; > 0 and (3; > 0 are constant values independent of ¢q. For instance, if
we compute the first two terms in each series we find that ag = 1/2, ay = 1/2,
Bo = 1 and B; = 1/3n?. We note that these series are not convergent since
if they were, their limit would be 1 and 0 respectively, and we do know that
the limits at infinity are v/1 — k? and —k. However, expansions (3.37) and
(3.38) are asymptotic provided ¢(log(r) + ¢,) < 1, and this fact should be
taken into account when matching with the inner limit of the outer. As we
did in Chapter 2, to match the outer limit of the inner with the inner limit
of the outer, we must write both limits in terms of either the inner variable
r or the outer R. However, if we write (3.37) and (3.38) in terms of R, we
find that the g-expansions rearrange so we need to find the sum of (3.37) and
(3.38) to compare with the outer. The second possibility we have is to keep r
as the variable to use in the matching, write (3.17) in terms of r, expand it in
terms of €, and finally take the leading order of the inner limit of the outer and
obtain the corresponding series in terms of ¢. This last series is the one we
would compare to (3.38). In this particular case we can try both possibilities.
But as we mentioned above, for multiple spirals we will not be able to get the
whole sum in ¢ in the outer. This means that there will not be the possibility
to write the outer xo in terms of r for the whole series in ¢q. As a consequence,
we will find that the only way to do the matching when we have several spirals
is by summing up (3.37) and (3.38), writing them in terms of R, and then
re-expanding in terms of ¢ to compare with the outer.

Fortunately, there is a way of writing the outer limit of the inner which
allows us to sum all the ¢ terms. P.S. Hagan in [19] thinks of this as a middle
region expansion, but it is actually just the outer limit of the inner in terms of
R. The idea of the method is to start first by writing the inner equations in
terms of the outer variable, expand the equations and then solve them, rather
than solving first the inner equations, write them in terms of the outer variable
R, and then expand the solutions in €. The reader will identify this procedure
with what we already did in the last section of Chapter 2.

Hence, we begin by rewriting the leading-order inner equations (3.23) and
(3.24) in terms of the outer variable R = er to obtain

0= (Ao~ fol Vo) + (1 = f2) o (3.39)
0= V- (f2Vx0) +all — f2) 12 (3.40)

We now expand in powers of € as

Xo ~ Xoo(q) + €Xor(q) + - -, (
foN]?oo(Q)+€2ﬁ1(Q)+"‘ . (

The leading-order term in this expansion, Xgo(q), is just the first term (in €)
in the outer expansion of the leading-order inner solution, but now it includes
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all the terms in ¢. Substituting (3.41), (3.42) into (3.39), (3.40) gives

- 1
for = —§|VX00|2, (3.44)
0 = AXoo + Q‘VSC\OO‘Q- (3.45)

We note that (3.45) is again a Riccati equation that can be linearised with the
change of variable Yoo = (1/¢) log hg to give

Aﬁo =0.
Since Xoo = n¢ + @(R) we set o = eMmPet?(R) — ™% Hy(R) to give

~ ~

17 H 2 Ho
H{ + =T (qn) =0 (3.46)
whose solution is given by
Hy = A(q)e "R + B(q)e"" R™", (3.47)
and hence Yoo reads
~ 1 ign i R
R0 = 1+ - og(Alg)e "R+ B(g)e ™ B (3.48)

where A and B are constants that depend on ¢ and the factors et have been
included to facilitate their determination by comparison with the solution in
the inner variable. A and B will be determined by comparing (3.47) with the
inner expansion (3.38) and also by matching with the outer. Thus, we need
to write Yo in terms of r, expand in powers of ¢, and compare with (3.38).
Expanding the constants in powers of ¢ as

1
A(Q)N5A0+A1+QA2+"'>

1
B(Q)N630+Bl+q32+"',

and writing ﬁo in terms of r and expanding for small values of ¢ we find

ﬁ[o(’f’) — A<q>€iqnlogr_'_B<q)e—iqnlogr
1
~ (ng + A+ qAy + -+ ) (1 +ignlogr — (qn)?/2log*r + - - )

1
+ (530+B1+q32+-~-) (1—iqnlog7’— (qn)2/210g27~_|_...)

Ao+ B :
~2 A+ B + (Ao — Bo)inlogr

Ao+ B
+q <A2+BQ—|— (Ay —Bl)inlogr—nQ%logQT) + e
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so that
Oxoo _ Hy(r)
or qHO('r)
o1 (Ao — Bp)in + (A; — By)ign — (Ao + Bo)gnlogr + ...
qr @+(A0—30)inlogr+q...
(Ao — Bo)ni ((A1 — Bi)in nlogr
T(AO —+ Bo) (AO —+ Bo)'r T
Ag— Bp)?\ 1 —i(Ag — By)(A1 + B
+n(<0 0))0g7’+< i(Ag 0) (A1 + 1))ﬁ)+
(Ao+Bo)?/) 7 (Ao + By)? r
Comparing with (3.36) we see that
AO - BO :O, (349)
(A1 —Bi).
1 B, i = — ncy. (3.50)

The remaining equations determining A and B will come from matching with
the outer region.

3.3.2 Inner limit of the outer

To compute the inner limit of the outer we must rewrite solution (3.16) in
terms of the inner variable X = ex, expand in powers of ¢ and finally write
it back in terms of X. Furthermore, we can expand (3.16) in powers of ¢ and
then compare it with the outer limit of the inner, where we already have the
whole g-expansion. On the other hand we note that we have applied the same
change of functions to xo(r) in both the outer and the inner. Therefore, it will
be simpler to proceed with the matching by comparing Hy and ﬁ]o.

Inner limit of K;,, when a = O(1) and ¢ small The inner limit of the
outer is then given by
0K, (aR) ¢® O*°K,(aR)

Ty T T g e
2

~ Ko(aR) — %/ tremoftcosht gy 4
0

HO(R) = Kmq(aR) ~ KQ((IR) + Zq

and using that

Ko(z) = —log% — v+ 0(2?), (3.51)

where v = 0.5772 is Euler’s constant, we are left with
Ra
Ho(R) ~ —log - 7t O(¢*) (3.52)
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This should be matched to Ho(R), and hence we have

Hy ~ Alg)e ™8 (1 +ignlog R+ ...)(1 4+ qno + ...)
+ B(q)e'™e¢(1 —ignlog R+ .. ) (1 +qno +...)

Aoefiqn loge + BO 6iqn loge

~ +A16—iqnloge + Bleiqnlogs
q
+ n¢(A06_iqn10ge + Boeiqnlogs)
+ i Age™"m108¢ _ Beitos )y 1og R + O(q) (3.53)

Comparing (3.53) and (3.52) and using (3.49) and (3.50) we find that

gimloe | g=ianloge _ (3.54)
so that
q|n|loge = —g (3.55)
i(A; — By) = —loga + log2 — v (3.56)
Ay = By =1/(2n). (3.57)

which, on using (3.50) becomes
—c, = —loga +log2 — v a = 2em77, (3.58)

so that the eigenvalue « is now determined. We remark that the meaning of
expression (3.55) is that of indicating how ’far’ the outer region is. Indeed, we
recall that € is an auxiliary variable that one does not expect to find as part of
any matching condition, so at first glance it could seem that expression (3.55)
does not make any sense. But if we take into account that € is the lengthscale
for the outer variable, the meaning of expression (3.55) is that of defining what
the outer lengthscale must be in order for the unknown asymptotic wavenum-
ber k to be the leading order term in the outer expansion for y, (see expansion
(3.6)).

We find that « is an order one constant, for instance, n = 1 gives a =
1.018... and n = 2 gives a = 0.414 . ... Thus, using that

_ gk

a , = (3.59)
€

we find that the asymptotic wavenumber is given by

k(q) = Se%—v—zﬁu +o(1)) (3.60)

which agrees with the asymptotic wavenumber given by P.S. Hagan in [19]. The
asymptotic wavenumber can be also obtained numerically through a collocation

o4



3.3. ASYMPTOTIC MATCHING

method for general values of ¢. In figure 3.1 we plot the numerically obtained
curve and also the asymptotic function given in (3.60) and we observe that
for values of ¢ of around less than 0.5 the function (3.60) and the numerically
obtained k(q) do agree. We note that « turns out to be of order one which

0.8

0.7r

0.6

0.5

0.4r

0.3

0.2

/ numerical k(q)
— — - asymptotic k(q)

0.1

Figure 3.1: Comparison of k(q) numerically determined and the asymptotic
formula (3.60).

means that when ¢ is small we need to go exponentially far away in order to
determine the asymptotic wavenumber k.

For the stationary case we have used the auxiliary parameter €, that has no
real meaning apart from being helpful to understand the relation between the
space variables and the asymptotic wavenumber. Indeed, we could solve the
whole problem without the use of €, which is actually what is done in [19]. But
when we deal with more than one spiral, 1/€ represents the separation of the
centres of the spirals and it is thus a real magnitude of the problem. Therefore,
the relation between e or the separation and the parameter ¢ will produce
different values of o that will produce different asymptotic laws of motion. In
particular, what we will call in the following chapters the canonical scaling
corresponds to the situation where the spirals are separated by distances such
that « is of order one. This way, as the spirals separate or approach the value
of a changes inducing a new law of motion. In this sense, it is equivalent
moving the spirals apart to making ¢ smaller.
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Chapter 4

Interaction of spirals in the
canonical scale

So far we have found a way to describe interacting vortices when ¢ = 0 and
a single spiral for general values of q. One of the key points in these two
models that makes them easier than the multiple-spiral situation is the fact
that in both cases one has to deal with only two small parameters (e and
p for the dynamics of vortices, and k and ¢ for the single-spiral case) that
may be used to write asymptotic expansions that approximate the solutions
in different regions. But multiple-spiral waves patterns when ¢ > 0 present
an added complication due to the fact of dealing with three small parameters,
q (the given parameter in the original equation), €, whose reciprocal gives a
typical separation of the spirals and k, the asymptotic wavenumber, which is
determined as part of the solution.

We wish to use a similar method to the one used in section 2 for when
0 < g < 1. A first difficulty lies in the fact that, as we have just shown,
the asymptotic wavenumber k is uniquely determined by the parameter ¢ and
therefore we cannot state a priori how large this value will be. On the other
hand, the calculation in Chapter 3 shows that k is only determined at distances
such that r = O(1/qk). It is thus plausible that for many-spirals systems there
is a canonical separation for the spirals given by 1/gk at which the asymptotic
wavenumber is determined to be the one for a single spiral. We will show that
indeed the corresponding k for a system of spirals separated like 1/kq is of
the same order (in q) as the one for a single spiral, but there is a different
multiplying constant that accounts for the fact of having many spirals.

Hence, in this chapter we shall assume that a = kq/e is of order one
and as we shall see, this is equivalent to assuming that, for small ¢, the typical
spiral separation is 1/e = O(e™(2a)). To simplify the calculations we consider
equation (3.1) in the case where b = 0, so it reads,

e = (1= W) +ig(1 — K — [¢]*) + Ay (4.1)
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CHAPTER 4. INTERACTION OF SPIRALS IN THE CANONICAL SCALE

We also consider spirals with unitary degree and we show that when « is of
order one the spirals interact, to leading order, in the direction perpendicular
to the line along the centres. Furthermore, the order of the velocity is €2 /| log €,
as it happened in the ¢ = 0-case. We also show that the direction in which a
pair of spirals would move depends only on their own degree, and not on the
one that the second spiral has.

4.1 QOuter Region

As before we rescale time and space by setting X = ex, T = ue’t, to give

ppr = M) + (1= [Y)v +iqg(1 — & — [ )¢, (4.2)
which in terms of o = gk /e becomes

ie2a?

Epapy = EAY + (14 iq) (1 — [¥*)y — V. (4.3)

Writing ¢ = fe'* and separating real and imaginary parts in (6.5) gives

nefr = EAF — EfIVil2 + (1 - A, (4.4)

2
pe’ fixr = EV - (f°Vx) +qf*(1 - f?)

«

i (4.5)

In this equations we shall take into account that the topological boundary
conditions on x are determined by the corresponding boundary condition about
each spiral that is given by n;¢;, where n; is the degree of spiral j. So in the
outer equations we must impose a topological condition of the form

N
X:ZnJ¢J+F<R17R277RN)7 (46)
=1

where ¢; and R; stand for the polar angle and radius variables corresponding
to a reference system with the origin on the centre of spiral j.
We then expand in powers of € as

f~foX,Trq,p) +EA(X T q, 1)+ ...
X~ Xo(X, T q, 1) + Exa (X, Ty q, 1) + ., (4.8)

where we have only written explicitly the dependence of the functions with
respect to the parameters to recall that each term in the expansion does still
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4.1. OUTER REGION

depend on more small parameters that we may use later to expand further
each term in the series. Therefore we find

fO - 17 (49)
1
fi= —§|VX0\27 (4-10)
2 o
pxor = Axo + q|Vxo|® — FE (4.11)

where in (4.11) we must impose the topological boundary condition given by
(4.6). Expanding y, in powers of u as

1
Xo ~ g(Xoo + pxor + - - ),

gives, to leading order,
0= Axoo + [Vxoo|” — . (4.12)

This expansion can be done provided xor is not of order 1/u. This means
in particular that the following results hold only if the velocity we find is of
order one or smaller. Equation (4.12) can be linearised through the Cole-Hopf
transformation xoo = log hy which gives

0 = Ahgy — ohy. (4.13)

Note that we are dealing with a topologically non-trivial field. This means that
special care is needed when performing this transformation since the complex
function ¥ may become multivalued. In [36] and [37] the authors claim that
the topological condition related to each spiral invalidates the use of this trans-
formation. Nevertheless, in what follows we will show that this transformation
can actually be performed without causing the complex function 1 to become
multivalued. As we will see, the key point is that in order to obtain a single
valued v one has to introduce the right multivalueness in h.

For one vortex the solution to equation (4.13) would be

h0<R7 (b) = eqnd)Kiqn(&R)v

(see Chapter 3, section §3.1) and this is the behaviour that we want to obtain
close to each vortex. We recall that we are assuming that the spirals move
slowly so that locally the spirals keep the structure of one in complete isolation,
that is to say, we expect the inner solution to be exactly the same as in the
equilibrium case.

In Chapter 2 the far field was dominated by a linear equation and therefore
we could take the solution to be the sum of the contribution of each vortex.
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CHAPTER 4. INTERACTION OF SPIRALS IN THE CANONICAL SCALE

In this case, we have transformed the original nonlinear equation into the
linear equation given by (4.13), and hence, we are again allowed to sum the
contributions coming form each vortex. Thus, for a system with N vortices,
we could take a linear combination of the basic single spiral solution,

N
ho =Y B(T)e™™ Kigu(aR)) (4.14)
j=1

where R; and ¢; are the polar variables associated to a coordinate system
related to each spiral centre and that do also depend on the slow time variable
T. This function has the right type of singularities and reproduces the spiral
core when we expand it locally. Nevertheless, as we mentioned before, this
solution might not respect the single valueness of the complex solution .
However, if we take into account that ¢ is a small parameter, we may relate it
to u by setting p = jig. Therefore, the right solution to take for hg is only the
leading order in ¢ given by

Zﬁjo JKo(aR;) and thus,

Xoo = logZﬁJo )Ko(aR;) (4.15)

which is also a solution to (4.13). The weights ;o will be determined when
matching with the inner expansion. We remark that this is a sum of radial
functions and therefore, when transforming back to ygo the corresponding 1y =
eX0 = cos(xp) + isin(xo) is well defined and single valued.

The next order will be given by the solutions to the equation

Xoor = Axo1 + 2V xo0 + VXo1, (4.16)
where we must impose that kg; contains the topological boundary condition

given by (4.6). Therefore, we explicitly impose this boundary condition by
writing the solution of this equation as a sum of three terms,

h 1
Xot = 7 + Z”g% + X1 (4.17)

where, upon substituting in (4.17) one finds that h; is the solution to the
equation

hOT = Ahl — hl, (418)
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and where

N

0Ko(aR; dX
hur = 32~ DG e,
J

j=1

+ Bo(T)Ko(aRy) + Bioo' Ky(aRy) ),

where we have allowed the parameter a to depend on the slow time variable
T. The function h; would correspond to the next order in ¢ of the function
(4.14) without the angular factor ™. In other words, upon observing the
corresponding expansion for a single spiral (see Chapter 3, section §3.1) we
expect h; to be the sum of the radial components coming from each spiral.
Since (4.18) is a linear equation, we can thus solve it for each vortex by writing

hij = BjoVij 915(R;) cos ¢ + BjoVaj gaj(R;) sin ¢ + ga;(R;)

where g5, go; and gs; satisfy the following equations

9ij  9ij OKo(aR;)
- —dlg = ——— 41
S T R (419
953,
g§}+% a?gs; = BUT) Ko(aR;) + B0’ Kj(aR;) (4.20)
7

where i = 1,2 and the left hand side of equation (4.20) is a modified Bessel
equation and again we have that the solutions of the homogeneous problem
are given by ;1 Ko(aR;). Hence, we reduce the partial differential equation to
a system of three un-coupled ordinary differential equations.

As for the second term in (4.17), it imposes the topological condition given
by the presence of N spirals. The third summand in (4.17) is therefore the
single valued function that is left and that satisfies the equation

N
1
0= AYI + QVXOO . Vyl + QEVXOQ . V( Z njgbj). (4.21)

We note that by writing yo; this way we make sure that it does not produce
any multivalueness on v, that is therefore written as

N
o ~ exp(i Z Yexp(iF(Ry, Ry, ..., Ry))

N
:Cos(z¢j+F(R1,R2,...,RN)) +isin (Y ¢;+ F(Ri, Ra,..., Ry))

j=1 j=1
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CHAPTER 4. INTERACTION OF SPIRALS IN THE CANONICAL SCALE

4.2 Inner Region

We start by rescaling near the ¢th vortex by setting X = X, 4 ex to give

d
nlefr — TEVf) = A — IV + (- P)f (422
2.2 r2
o — DTN = V(P el - ) - ST )
or equivalently
2.2
enletr — ST = v+ (Lt ig)(1— ) - R CEY

where y has to be of the form x = ny¢, to satisfy the topological boundary
condition. Expanding in € as

fN fO(QHM)+€f1(q”u)+€2f2(Q7:u)+"'v (425)
X ~ Xo(q 1) +exa(q, p) + .-, (4.26)

the leading-order equations are

0=Af — folVxol> + (1 = f) fo, (4.27)
0=V-(fiVx0) +q(1 - f)f3, (4.28)

which are the same leading-order equations that we had for a single spiral.
Equations (4.27), (4.28) can be also expressed as

0= A¢ho + (1 +1q)vo(1 — [tho[*). (4.29)

Therefore, imposing that fo = fo(r,T') and xo = nep + wo(r,T') gives

L fy— Fo(E () + (L= ) fo =0, (1.30)
oligh + —b) + 23+ a1~ ) fo = O (1.31)

where, to simplify the notation, we denote by ¢ the corresponding ¢, and r
the local radial variable close to vortex £. As we did in Chapter 3 we pose the
expansions

fo~foo + for® + fooq" + -+, (4.32)
@0 ~% + C01q+ o + -+ (4.33)
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to give
w00 = woo(T),
0= oo+@—%+(1—f§o)foo,
0=fo + & - & + (1= 3/5) for,

Por(r) = _W/ sfoo(1— f) ds
00 Jo
with the boundary conditions
foo(0) =0, lim foo(r) =1 and
fo1(0) =0, hm Jor(r) = 0.

At first order in € we find

dXy

- Vb = Ay + (14 ig) (4 (1 - |4hol?) — Yo (Yot} + ¢5un))

or equivalently

dX
_”d—TZ Vio=AR/ = [ilVxol* = 2/0Vxo - Vxa + f1 = 35 f1,
5 dX
—pf3 de Vxo =V - (fiVx1) + V- (2fof1Vx0)

+2qfof1 — 4qfi fi.

4.3 Asymptotic matching

4.3.1 Outer limit of the inner
From the expressions (4.34)-(4.37) we find that when r — oo

0po1 5 logr + ¢y,
or r

where ¢, is a constant given by

_TILI&TL—Z(/ fi(s 1—f0 ))sds—n?log(r)).

(4.34)

(4.35)
(4.36)

(4.37)

(4.41)

(4.42)

(4.43)

However, in order to match with the outer expansion we need the outer limit
of the whole expansion in q. We notice that we only have some terms in the
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g-expansion in the outer. Again, the inner expanded in ¢ is found to be of the
form

N
1 |
forn 1= = " au{ani(log(r) + o)+ (4.44)
=0
0o 1y 21 2i+1 4.45
ﬁN—;Zﬁi{qne(Og("’)ﬂL%)} +oe (4.45)
=0

where «; > 0 and 3; > 0 are constant values independent of ¢. As in Chapter
3, some values of the constants are given by ag = 1/2, a; = 1/2, fy = 1 and
(1 = 1/3n?. The necessity of taking all the terms in ¢ when matching can be
seen due to the fact that the expansion in ¢ is valid only when ¢(log(r)+¢;) <
1. Since € will turn out to be such that ¢ = O(1/|loge|) in the outer region,
all these terms are the same order.

However, we can use the same trick as in Chapter 3 to sum all these terms
in the outer limit of the inner expansion. As before, we begin by rewriting the
leading-order inner equations (4.27) and (4.28) in terms of the outer variable
R, = er to obtain

0=€eX(Afo— fol Vxol*) + (1= f3) fo, (4.46)
0=eV-(foVxo) +a(l— f5) 3. (4.47)

From now on we will denote R, by R and ¢, by ¢ to simplify the notation. We
now expand in powers of € as

Xo ~ Xoo(q) + €Xo1(q) + -+, (4.48)
fo ~ foolq) + €fon(q) + - . (4.49)

The leading order term in this expansion Xoo(q) is just the first term (in €) in
the outer expansion of the leading order inner solution, including all the terms
in ¢. Substituting (4.48), (4.49) into (4.46), (4.47) gives

foo =1, (4.50)

~ 1 N

for =— §|VX00|27 (4.51)
O :AS&)Q + q|V>?00|2. (452)

Since (4.52) is a Riccati equation it can be linearised with the change of variable

Xoo = (1/q) log hy to give -
Ahy = 0.
With the topological condition Yoo = ne¢ + P(R), we set ﬁo — etudpaP(R) —
e?™? Hy(R), to give
HI ) HO

0
HY + =+ (qny) T2 =0 (4.53)
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that has the solution
Hy = Ay(q)e "™ RU™ + By(q)e"™ R™""™ (4.54)

where A, and B, are constants that depend on ¢ which may be different at
each vortex, and the factors e have been included to facilitate their deter-
mination by comparison with the solution in the inner variable. To determine
Ay and By, we need to write Yoo in terms of r, expand in powers of ¢, and
compare with (4.43). Expanding the constants in powers of g as

1
Ay(q) ~ 51440 +Ap +qAp+---

1
B(q) ~ 5360 + By +qBgp + -+,

and writing Hy in terms of r we find

Ho('f’) — Az<q)eiqnglogr _i_Bé(q)efiqnglogr
1
~ (614@0 + An +qAn + - ) (1 +ignglogr — (qng)?/2log® r + - - )

1
+ <5Bzo+3a —l—quzﬂL-'-) (1 —ignelogr — (qne)*/2log?r +- - -)

A+ B )
~ OO Ay + By (Aw — Buo)inglogr

+4q (A@ + By + (A — Bp)inglogr — (Ami;Beo)ng log? r) +oen
so that
oo _ Hi(r)
or qHo(r)
~ (A — Buo)i + (Ao — Ba)ig — (Aw + Be)gnelogr + . ..
qar @ + Ay + Boy + (Aw — Buo)inglogr +q. ..
n¢(Aw — Bu)i ((Am — Bun)nei nzloﬁ
r(Aw + Bo) (Aw+Bw) v r
i (ng (A — Bzo)z) logr (i(Ago — Bio)(An + Bgl)) %> N
(Aw +Bw)?) r (Ago + Buy)? r

Comparing with (4.43) we see that

Ay — By =0, (4.55)
(A — Bn) .

~ i =—myc, fork=1,...,N. 4.56
A0 T Bro /) necy, tor ( )

The remaining equations determining A, and By, will be fixed when matching
with the outer region.
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Outer limit of the first-order inner We play the same game with the
first-order inner solution. We first write equation (4.41)-(4.42) in terms of the
outer variable to give

dX
—ep— - Vo= EAfL = EAVol* = 28 foVx0 - Vo + fi = 3f3 1,
dX
—uef(?d—jf Vo = €V - (f5Vx1) + €V - (2fo iVx0) + 2afofr — 4afy fr.

We now expand in powers of € as

|~ XIO(Q) +5(\11(Q)+ ’ (457>
fr ~ fro(a) + efrila) + -+, (4.58)
to give
F10 =0, (4.59)
fi1 = =VXoo - VX, (4.60)
dXy . N ~ —~ ~ ~
_’ud—T . VXOO = AXlO — 2qf11 = AXlO + QQVXOQ . leO- (461)

Motivated by the transformation we applied to Yoo we write

~

hl hle_qxoo

5(\10 = = =
ano q
and (4.61) becomes
dX N 6*‘]5(\00 ~ ~ e >~ ~ T =~
—Md—Té “VXoo = q (Ahl —2¢Vhy - VXoo = ¢hiAXo0 + 47|V Xool?
+2qV)?00 . Vﬁl — 2q2ﬁ1|vj&]0‘2)
—qXoo .
= & AR
q

Writing Yoo in terms of ﬁo gives

X ~ ~
—p - Vhy = Vhy. (4.62)
Writing the velocity like
dX
7 = (A1)
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and recalling that ho = e?? Hy(R), the left hand side of (4.62) gives

dXy  (qnee?™?Ho(R)
rar R

= pe™sing (qnﬂﬁ

ey + H’(R)eqnmeR)

Hy(R)
R

- mmm)

Hy(R
—MWWﬂE¢GW% 2)+vwﬂ30

= pe™™Pqngsin g (R Age M (Vi — iVa) + R B (Vi +iV3)

— e Oqng cos (R Age M (Vy + iV;) — R B ™ (V; — iV4)

i¢ _ o—ip) ,

(e 2.6 )qung—lqnzAze—lqng (‘/1 _ 'l‘/Q)

1

(€ —e ™)
21

(€ +e )
2

(€ +e)

2
e ) ‘ ‘ '
— % (ewRanzAz‘E*lqnz (‘/’2 + Z‘/l) _ efui)szqnngEzqn[ <‘/2 . Z‘/l))a

— ueq"‘d’

+ Me‘]n£¢ R—iqng—lqneBgeiqne (‘/1 + Z‘/Q)

— Iueqnm RiqnlflqnéAge—ian <‘/2 + Z‘/l)

_ M@qnmb R—iqng—lqneBgeiqng (‘/2 . Z‘/l) _

= Ay(q)e MR 4 By(g)e e RTM
H/<R) - ignéAZ(Q)Eiiqaniqn27l — ianBz<q)€iqan*iqngfll

Writing
hy = —pugng Age e (Va+iV1)g1(R) e 9 +D¢ _ 1gn, By ™ (Vy—iVy) go(R) eldme=99

gives
2
%+%+@ﬂ%1@::mwa
2
g§/+ % + (qm}—pz) 92 _ R*iQ”Z*l’

with the general solution

iqne+1 1—ign
Riane+ N v RITtame +’Y?)R_l-f-iqmj’

g1 =

digny dagny
R—iqng-‘,-l Rl-l—iqng )
g = — : . 72 : + ’)/4R_1_an£,
digny 4digny
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where 71, 79, 73 and 4 are arbitrary constants. We first note that this solution
does not agree with the inner solution unless v3 = 74 = 0. As for v, and s,
they will be determined by matching to the inner limit of the outer. Hence,
we have that the first order outer limit of the inner is given by

ﬁl — _MAKE*anZ(Vvl - Z‘/Q) (Riqnngl + ,lelfiqng) e(qnngi)(b
4
puBeetme (Vi + iV;)

(R—iqne-i-l + ,}/2R1+iqne) elane—0)¢

4

4.3.2 Inner limit of the outer

To compute the inner limit of the outer we rewrite solution (4.15) in terms of
the inner variable X = X, + ex and expand in powers of €

N
ho ~ Y Bio(T)Ko(a|Xe +ex — Xy|) + . .. (4.63)
j=1
N
~ ﬁgoK@(O&ET) + ZBJOKO(O[‘XZ — X]|) + ex - VG()(X[> + ... (464)
J#t
where

Go(X) =D Byo(T) Ko(a|X = X,1).
J#L

Since the modified Bessel function satisfies
Ky(z) = — logg — v+ 0(2?) (4.65)

as z — 0, where v is the Euler constant, we find that the leading order in ¢
and e is written like

N
QEer
ho ~ — B log o Beoy + Z BioKo(a|Xe—X;]) +ex-VGo(Xy) +... (4.66)
J#L

Leading order matching, (1ti)(1to)=(1to)(1ti). We now match the
leading order in € of the inner limit of the outer with the leading order outer
limit of the inner, that is given by (4.54). We recall that we have the whole
g-expansion of the outer limit of the leading order inner, while we only have
some terms in the inner limit of the outer. As we explained above this is the
reason why we must compare both series in terms of the outer variable R.
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The first term in the g-expansion of the leading order inner limit of the
outer is thus

1
Xo ~ glog (ﬁgoKo(ozer) + Go(Xg)) + ...

1
~ 5 log ( — Byo log % — By + G()(Xg)) + ... (467)

We now compare with the leading order outer limit of the inner which looks

like
. 1
Xoo = Mg + 5log Hy(R)
= ngo + glog (Ag(q)e_lq"‘R’q"“ + Bg(q)elq"‘R_’q"“). (4.68)

If we now expand Hy(R) in powers of ¢ we find

Hy ~ Ak(q)efiqnzloge(l +ignelog R+ .. )
+ Bi(q)e' ™2 (1 —ignglog R+ . ..)
N Agoefiqnz loge + Bmeiqn[ log e

q
+ ing( Age M 108¢ — Byoeltmt o8y Jog R 4.

4 Aﬂefiqn[ loge + Bgl eiqn[ loge

and therefore, the leading order in ¢ for the outer limit of the inner is

Azoefiqn[ loge + Bgoeiqn[ loge
q
+ ing( Agge "M 108€ — Byyelinelos ) oo R) + ... (4.69)

+ Ame—iqng loge + Bﬂeiqng loge

. 1
Xoo ~ — log (
q

Comparing (4.67) and (4.69) and using (4.55) (that states that A, = By) and
(4.56) we find that the O(1/q) terms in (4.69) imply

eiqng log € + e—iqnz loge _ 0’ (470)

so that -
q|ne|loge = —o k=1.N (4.71)

This is the condition on ¢ for « to be of order one, that we recall it is equivalent
to assuming that the typical vortex separation is 1/e = O(e™/(2am0)),

From this last expression we note that all (3, are of order one provided the
winding number of the vortices is |ny| = 1. In the case of having a vortex with
a non unitary winding number, then we should reconsider the calculations
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above allowing some of the constants (3, to be zero. We now analyse the case
of unitary winding numbers where, as we will show, all (3, are non zero.
The coefficient of log R then gives

B = (Aw + Buw)/|nul, (4.72)
which together with (4.55) implies
Agy = Buo = Beo/2|ny|. (4.73)

Finally, the O(1) terms of Hy give

N
ing(An — Bn) = —Pu(loga —log2 +v) + ZﬁjoKo(O“Xé - X)), (4.74)

J#L
which, on using (4.56) becomes
N
—c1B0 = —Pu(loga —log2 +7) + Y _ BioKo(e|Xe — X;). (4.75)
J#L

Since (4.75) holds for each spiral this is a system of N homogeneous equations
for the unknown weights (;o. Therefore, to have a nontrivial solution the
determinant of the system must vanish: this is the eigenvalue condition for a
in the case of multiple vortices:

Result 4.1 (Asymptotic wavenumber). The asymptotic wavenumber cor-
responding to a system of N spirals in the canonical separation evolve at the
same time scale as the centres of the spirals. Furthermore, it is given by the
condition that the following set of N homogeneous equations ({ =1,...,N)

N

0= Bu(cr —loga +log2 —v) + ZﬁjoKo((ﬂXz - Xl),
J#e

for the N unknown constants Bjo has a nontrivial solution.

As an example let us consider a system with two vortices, in which case
the equations (4.75) become

_Clﬁlo = — Blo(loga — 10g2 + ’)/) + ﬁgng(Oz|X1 — Xgl) (476)
—c1fs = — Pao(log v — log 2 + ) + Bro Ko (| X1 — Xal) (4.77)

from where we see that 19 = P20 and the eigenvalue condition is thus

—c1 = —(logae —log 2 + v) + Ko(a| Xy — X3|), (4.78)
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and hence

o = 21—V HKo(alX1—Xaz|)

From this last expression we observe that if the distance between the spirals
becomes larger, the value of a becomes closer to the one corresponding to a
single spiral solution that was given in (3.58), and therefore, the asymptotic
wavenumber tends also to the single spiral one. This is seen by the fact that
Koy(z) becomes exponentially small as z becomes larger.

We also conclude that, since « is a function of the separation, it will depend
on the slow time variable T', so that the asymptotic wavenumber k is also slowly
varying. The rate of variation is still unknown and, as it happened when ¢ = 0,
it will be found to be like 1/|loge|.

First order matching (2ti)(1to)=(1to)(2ti). We could have followed the
matching of the leading order terms by comparing the next order in ¢ for
the inner and the outer, but we would not find any further condition on the
eigenvalue; on the contrary, the matching is automatically satisfied.

To find the law of motion for the spirals we know from the ¢ = 0 case that
we need to match the first order in €. In the inner limit expansion of the outer
xo we find that there are no order € terms in the leading order term in ¢. It
is thus clear that we must take the next term, yo;, and find its inner limit.
The plan will be similar to what we did for ygo: we find the inner limit, take
the order € terms that are left, and match to the first term in the outer limit
of the inner. This will actually give the matching of two terms in the inner
expansion with one term in the outer but only to leading order in ¢.

Hence, we go back to equation (4.16) that was simplified by expressing the
solution as

h 1 N
1 —
Xor = o+ = > nb;+ X,
01 hO — 777 1

and solve it locally close to each vortex by scaling with X = X, + ex and
expanding in powers of €.

We start by computing the inner limit for hy, that satisfies equation (4.18).
As we showed, computing for each vortex, the solution is of the particular form

hie = BeoVie gre(R) cos ¢ + BooVar g2o(R) sin ¢ + gse( R)

where g1y, g2 and g3, satisfy equations (4.19) and (4.20). In order to solve
these equations locally we expand hgr to find

Ohy B dXy /
a " g ar & Byo(log(aver/2) — )
ﬁgoal a(GQ(Xg) + ET * VGo(Xg))
er oT

(4.79)
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Therefore, to find the inner limit we just have to solve the equations given by

N9 _ g 51
e tay Tap TN Ty
95 93 o _ ero o
6—2+£—04 93——@0(10%7—7) —ﬁzo?
i 6(G0(XJ) + €x - VGQ(X@))
oT '

With the ansatz g1(r) ~ gio(r)e+. .. and g3(r) ~ €2 log € gao(r) + . .. we obtain

1
gi(r) ~ %10g67’+016r+026—+...,
r
2,.2 1 1
g3(r) ~ 64: IOgE'f’"‘%KO<&€T)+ﬁGl(Xz)+EEX~VG’1(XZ)+,,,7

where

N
G1(Xy) = BiKo(alX; — Xy).
i
Hence, in terms of R, as R becomes small,

h1 ~ ﬁglKo(OzR) + Gl(Xg) + X . VGl(Xg)
R

X, ,

We continue and obtain the inner limit of y; close to vortex ¢. The equation
to solve locally is equation (4.21) that was written as

N
1
Ayl +2Vx00 - VX, = _2EVXOO : V( ZnJ¢J)
j=1

We use that
VHy, BiKy(aer)e, + VGo(Xy)

Hy Beko(aer) + G(Xy)
where (G is the constant term that arises when we expand the leading-order
term close to vortex /.

We recall that K{j(aer) = O(1/R) and Ky(aer) = O(log R) and the rest
in expression (4.81) are order one terms. Then, putting (4.81) into equation
(4.21) and taking the leading order terms in (4.81) yields

2B Ko(aR) N _
BuwKo(aR) + Go(Xs) OR
2 B Ky(aR)VE” - e, + (ng/ R)VGo(Xe) - ey
fi BuKo(aR) + Go(Xy)

AX, +
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where

With the change of function

X1 =

BiKo(aR) + Go(Xy)’

we are left with the equation

7 7 2 / *
ATy~ T Ko (aR) =~ (ﬁgoKo(aR)VQ e+ %VG’O(XZ) : e¢> (4.82)

Writing everything in terms of 7 and expanding K{,(aR) we find

L = = 2 Beo o Ty
6—2Ah1 — thé ﬁgQKQ(OZET’) = —a( ” —Vo e, + 7VGO(X[) . e¢>,

and therefore, with the ansatz h; ~ €ehig + €2hiy + ... we find the simpler
equation

— 2
Ahlo = _ﬁ( BZO —Vor. r+ %VGO(X@) : e¢), (483)
that has the solution
Elo = —% log er( — ﬁgov(b* -ep + TL@VGQ(X@) : e¢). (484)

This way we have found that the first order term for y, in the p-expansion
reads

1
Xou~ = (BaKo(aR) + G1(Xy)
0

dX
+X- val(xgwﬁgo log R——- anqu

- LE loger( — BV - e, + n,VGo(X,) - e¢) T (4.85)
Hivo

where we have used the notation hy = B Ko(aR)+Go(X,). Therefore putting
together the inner limit of the outer for yg9 and xq1, the inner limit of the outer
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close to vortex ¢ reads,

1 X -VGy(X 1
Xguter lOg hO + W(b + Zn](bjé + # -+ _—ﬁélK0<OéR)
i aho o
1 5o dXy
+ = G Xy)+ =X -VG(Xy) + —RlogR— - e,
ho 1(Xe) 7o 1(Xe) 2ho dT
+ E—Rlog R(BuVP" - e, — nVGo(Xy) - ey)
0
N
+ X - V( Z nje¢j£) + O(q). (4.86)

J#L
We observe that we have found the order one terms in ¢ that we would use in
the leading order matching. To match the first order terms in € we must keep
the order R terms in (4.86). Using the expression for hg, the order R terms in
the inner limit of the outer are written as

X v€0<XZ) MﬁéoRl R@ o,
qho 2hy dr

1
0 0

outer
Xo o(r) ™

n —Bu(log a/2 + ) 4+ Go(Xy)
ho

N
X V() njege) +....  (4.87)
J#t
where we have used the following expansion for the term regarding the gradient
of the angular terms,

BEOKO( R) + Go(Xy)
X V Znyeqﬁﬂ 7 ZX X; €4t
J#t 0 it T

_—Brollog(a/2) + ) + Go(X,) i n;

— e
o XX
ﬁgo log R N nj
— E X, — X, €ypje-
0 gp T

As for the first order in the outer limit of the inner, the order R terms do only
appear in the leading order outer limit of the inner of y; and they are given

by
inner lque—iqne (‘/1 B i%)ei¢
X10 O(R) = 4q(AZRiqn€fiqn[ + B,R—ian¢iane)
pBee' (Vi + iVa)e ™
4q<AZRiqn€7iqng + BZR*iqneiqnz)

RR™ 4 3R

R(R™'™ 4 yp RYT™). (4.88)
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As it happened in the leading order matching, we now have the whole g¢-
expansion in the outer limit of the inner, but only the first two terms in the
inner limit of the outer. Again, this implies that the right way to proceed with
the matching is by comparing both series in terms of the outer variable, that
is to say, we will now expand expression (4.88) in powers of ¢ and afterwards
we will compare the first two terms to those in (4.87).

The denominator in (4.88) is expanded as

Aﬂefiqn[ loge + Bﬂeiqn[ loge + (Amefiqng loge Bmeiqng log E)ing logR
—1 1 i 1
+ Q(AEQG iqny log e + B@ezqng oge
. —1 1 i 1
4 Z’IW(AQG wgny loge Baezqne oge> log R)) N 7

and we have already found that

EO :Aﬂe—iqng loge + Bﬂeiqng loge

—F(Agoe_iqne loge Bgoeiqne 10g€)’ing lOg R
Hence, the expansion of (4.88) reads

_Agge” "8 (V) — Vo) (1 + )

lenongER) ~T 4QEO R
A iqng log € ,—i¢ Ve Vo) (1
i e e (_1"‘Z 5)( _’_%)R
4Ty
A —igny log € i Vi —iVo)(1 —
— i ¢ ‘ <_1 Wa)( %)ileogR
4Ty
A iqng log € ,—i¢ V; Vo) (—1
— (¢ e _I—H 2)( +72)ingRlogR
A A 4hg
_ﬂAéle_zqm logsewﬁ({_/l _ Z‘/é)(l + VI)R
4hg
B igng log e ,—i¢ V; Vo) (1
i ne e (_1+Z 2)( +72)R
4Ty
~A —igny log e i Vi — V- 1+ A —|—B
y 20€ € (_1 iVa)( Y1) Aot “4p
4qhy 2A40
A iqng log € ,—i¢ Vi ) (1 A B
Lo et Vit Va) L4 ) Aat Bup 0y (a.80)
4hy 2440

Comparing (4.87) and (4.89) and expanding the unknown constants in ¢ as

Y1~ Y10+ g+ Y2 ~ Y20+ QY21+ - -

75



CHAPTER 4. INTERACTION OF SPIRALS IN THE CANONICAL SCALE

gives the following conditions on the constants ;9 and s,

Mﬁzo

5 (Vim0 +720) +iVe(no = 720)) = T Vi + 5 (4.90)
[ A
N?O( Va(y10 + Y20) — iVi(y10 — 720)) = #‘/2 + 72, (4.91)

where A; cos ¢ + Aysing = 2ny VGy(Xy) - €,. Solving (4.90) and (4.91) and
substituting A; and As,

dny (dX,/dT) - VG(X)t  4ng (dX,/dT) - VG((Xy)

=—1—— — — ,
o i [dXe/dT] B |dX. AT
0 i [dXe/dT] B |dX. AT

After having determined all these constants we can write the first order outer
limit of the inner in terms of r, that is actually the term that will give the law
of motion,

T~ 5 (Vicoso + Vasing) + ZEVG(X) 00+ Ola)  (492)
20

If we write the corresponding expansion for ¢ we have

W ~ it gHo)(l _ 2% (V1 cos ¢ + Vi sin @)
neer
+ zé—eva(xg) ey + O(1/r7))(1+ O(q)), (4.93)
00
which shows that the outer limit of the inner is only valid provided r >
O(1/€'/3). Putting this together with the fact that the inner limit of the
outer is valid when R < O(1), that is r < O(1/e), gives that the overlap
region is defined by

1 1 1 1

Y2 <r < — or alternatively e <r< e

This implies that the outer limit of the inner in the form of series (4.45) breaks
its asymptoticeness in the overlap region and is not valid at these distances.
It is hence now more clear the need to find the sum of series (4.45) to compare
it with the outer.

Solvability Condition

When we analysed the inner region we found that the first order equation
(4.40) was a non homogeneous linear equation. As a consequence, in order to
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have a solution, a certain condition on the non homogeneous term must be
satisfied. This solvability condition is provided by the Fredholm Alternative
for linear operators.

We recall that equation (4.40) is of the form

L(q, o) [¥1] = b(bo, q, 1, dX(/dT)

where
L(q,vo)[th1] = (1 —iq) Athr + ¥1(1 — [¢ho]?) — Yo (ot} + ¥gibr) (4.94)
(o, . X/ dT) = —p ot T (4.95)

Let us define the following inner product

(u,v) = /Da%{uv*} aD,

where D is any given ball in R? and R{uv+*} is the real part of the product of
the complex function u and the complex conjugate of v. Using the integration
by parts formula

/DuAv dD = /DvAu aD + /aD(ug—Z — vg—Z) dl (4.96)
we can compute the adjoin of L and it is given by
L(q,vo)[v] = (1 +iq)Av +v(1 — [¢o]*) = vo(vov” + ¢5v) (4.97)
And comparing the linear operators (4.94) and (4.97) we find that
L(q; o)[v] = L(—q, %) [v] (4.98)
Choosing v to be the solutions to the homogeneous equation

L(—q,%0)[v] = 0

and using the Fredholm Alternative we obtain the following solvability condi-
tion

aX, O Ov*

—/l)ére{ﬁﬁ.v@z)ov*}dz) =/ R{(1 —ig) (v “n " on Y1) tdl o (4.99)

By studying the operator (4.94) it is clear that the solutions of L(q,1o)[v] =0
are actually the derivatives in any direction of ¢y, that is Vi), - d, being d any
vector in R2. Then, in order to compute v we just need to differentiate 1)y and
substitute ¢ by —g. We note that this condition is independent of the size of
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q, so it would still be valid if we analysed the problem for order-one values of
q.

To simplify the solvability condition we use that the left-hand side is O(u)
while the right-hand side is O(1). Thus, to leading order, the solvability con-
dition is

O O(d - Vi)

0= [ R V) G - TS

We write it in polar coordinates and choose a ball D such that its radius lies
in the overlap region where we have matched the inner and the outer and the
condition to leading order becomes

B 2m *awl Ov*
0 _/0 R{(v - " B Y1) brdg. (4.100)

Now in the inner region as r — oo we have

Vxo ~ —es — . e+ (4.101)
fo~r 1407, (4.102)

1 ) 1
fr==5IVxol" ~ =53 (4.103)

X1~ 55 (Vicoso 4 Vasing) + e, - VG(X,)
20

wodXy ner

_ M A et X 4.104
2q dT X 5,0 VG(Xy) (4.104)
1 C ;
Uweeﬁweﬁ...).dew (4.105)
ov T i

ity de (;5' (4.106)
Yy = (f1 +ifox1)e™°

~ 16, (4.107)

When we substitute all these expressions in (4.100) we obtain, to leading order,
the simpler equation

27 1
rhs ~ R {/0 <;e¢ : d% + T—12e¢ . dX1) rd¢}

_ /0%(% -d) (% i &) dé (4.108)



4.4. LAW OF MOTION

4.4 Law of motion

Finally, to obtain the law of motion we use expression (4.104),

W dXy ner
~ 22 —2 X
X1 2¢ dT X+ e¢ VG( g)
where
Zﬁjo ) Ko(a]X — X,]),
J#e
and hence,

N
VG(X) =) BoaKy(alX — X)) epe.
it
Substituting (4.104) in (4.108) in the same way that we did in Chapter 2 we
find:

Result 4.2 (Law of motion). For a system of N spirals, with winding num-
bers of either plus or minus one, that are separated by distances of order 1/e
such that the parameter o = kq/e is of order one, the centres of the spirals
move with a law of motion that reads

ng Qqng n
= VGH(X,) + O
T G O KOO0
2
_ ﬁ‘ZWZ@OQK (X = X,|) eje + O(q), (4.109)

where the time scale is T = €*ut where

1
|loge|

IU/:

We note that this is the same time scale as in the case of ¢ = 0. This is
what one would expect to happen because in the limit ¢ — 0 one expects to
meet the results for ¢ = 0. But we now show that although the time scale
agrees with the ¢ = 0 case, the law of motion itself does not agree with the one
we obtained in Chapter 2. In fact, if we observe the law of motion in (4.109)
we realise that the interaction takes place in the direction orthogonal to the
line along the centres of the spirals, which is in clear contradiction with the
law of motion for ¢ = 0. Let us show how this works by considering the simple
example of two interacting spirals.
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Law of motion for two spirals For two spirals at positions (Xi,0) and
(XQ,O), with X; < XQ,

VG(X71,0) ~ (BaoaKy(a(Xe — X71)),0),

and, as we showed, (19 = fa0. Using u = 1/|loge| and ¢ = 7/(2|loge|), the
law of motion is

ax,

o = ~ko(a(Xz - Xi))e + O(q). (4.110)

When the spirals are close and X, — X; < 1 this is approximately

dXy _( | - T )

dar -\ Xo - X,

4111
- X, (4.111)

In figure 4.1 we represent the direction in which a pair of spirals would move,
which depends only on the own degree and not on the degree of the other spiral.
This is exactly the opposite to what happens in fluid dynamics vortices. Fluid
vortices move depending on the vorticity of the surrounding vortices and it
does not matter what the own vorticity is. In this case we have the opposite
situation: spirals move in a direction that is determined by their own winding
number, regardless of what the other spiral’s winding number is. On the other
hand, we note that only when the spirals have the same winding number they
may rotate around each other composing an equilibrium or a bound state, but
this would never happen for oppositely charged spirals. However, as we will
show in Chapter 5, when the spirals are closer there is a component along
the lines of the centre that could correspond to an order ¢ term in the law of
motion in the canonical scale.

The singular limit as ¢ — 0 Equation (4.111) has been found by taking
closer the two spirals that are interacting, but keeping the parameter a of
order one. But when we considered ¢ = 0 we did not put any restriction on
the distances of separation apart from requiring € to be small. This means that
since there are not ¢’s left in equation (4.111), it should be the same law of
motion as the one obtained when ¢ = 0. It is obvious that this is not the case,
on the contrary, the spirals move now perpendicularly to the line along the
centres. But this is not a real inconsistency and we will show that both laws
are actually correct. The key point lies on the size of o and we must consider
now the situation where « is of order less than one. This is done in Chapter 5
where we reach a different law of motion that will interpolate between (4.109)
and (2.42).
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Figure 4.1: Direction of the velocity for a pair of spirals in the canonical scaling
with positive and negative winding numbers.
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Chapter 5

Interaction of spirals in the
middle scale

In the previous chapter we derived the spiral law of motion in the case where
q is small and for typical vortex separation 1/e = O(e™ (24D} that we called
the canonical separation; the latter turns out to be equivalent to assuming
that the parameter « is of order one. But we also realised that in the limit
of ¢ tending to zero, this law did not agree with the law of motion for spirals
when ¢ = 0 precisely because of the imposed vortex separation. When we then
consider the limit as ¢ tends to zero we are therefore taking the spirals to even
larger distances so it makes sense to expect that the interaction will become
weaker rather than algebraic as it is when ¢ = 0. This is quite subtle and what
we must do now is to take the limit as ¢ goes to zero but keep e the same,
that is to say, in this chapter we will consider smaller vortex separations by
taking « itself to be small. By doing so we will find a new law of motion which
in the limit as ¢ — 0 does agree with the one when ¢ = 0 and, on the other
hand, as |qloge| — 7/2 we find again the law that we obtained in the previous
chapter. Furthermore, we will now find that the asymptotic wavenumber when
the spirals are closer than the canonical separation is almost like the one of a
spiral in isolation with a degree that is the sum of the degrees of the interacting
spirals, except of a multiplying constant that accounts for the fact that there
are many spirals. We will find that in the limit as the spirals come closer we
actually have the asymptotic wavenumber corresponding to a single spiral. As
for the time scale for the velocity, again it will be logarithmic, that is to say,
the spirals move at a rate of order €2/|loge|.

Hence, we now consider equation (3.1) in the limit in which the separation
of spirals 1/e is such that o = gk/e < 1. As before we rescale time and space
by setting X = ex and T = pue’t, to give

eppr = M+ (1= [0y +ig(1 — & = [U*)¢. (5.1)
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Expressing the equation in terms of o = gk /e

ie2a?

Eppr = AP + (14 iq) (1 — |[¢*)y — V. (5.2)

5.1 QOuter Region

Again we start by writing ¢ = feX and separating real and imaginary parts
in (5.2) to give

pe fr =€ Af — EfIVx* + (1 - f2)f, (5.3)
2
e
pe’ fPxr =€V - (f*Vx) +qf*(1 = f?) —62?f2- (5.4)
Expanding in powers of € as

f~ folg.m) +€filgm) + .. (5.5)
X ~ xo(q, 1) + € xa(q, ) + - -

we find
fo=1, (5.7)
fi=—31V0l? 653
fxor = Axo + 4|Vxol, (5.9)

where we are assuming that now « is of order less than ¢ or u. As for the
parameters ¢ and p are both small parameters, we may therefore write u = fiq.
If we now expand x, as

]‘ 2
Xo ~ 5(X00+MX01 + 45 xo2 + - ),

and assume that the the time derivative yor is of order one or less, we find the
following equations

0= Axoo + | Vxool, (5.10)
Xoor = AXo1 +2Vx00 - Vxo1, (5.11)
Xoir = Axo2 + 2Vx00 - Vxoz + | Vxoi |- (5.12)

By inspecting the asymptotics of a single spiral and also the calculations in the
previous chapter we expect the first equation to have a constant as a solution
that will be determined when we compare the outer and inner solutions. We
thus take

Xo0 = C1(T). (5.13)
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5.2. INNER REGION

As for equation (5.11), since it is the order one term in the outer expansion, it is
the one that should account for the presence of N spirals with its corresponding
topological singularities. We then choose as a solution to (5.11) for a system

of N spirals,
N

j=1

where Cy; and Cs; are also unknown constants at this stage that will be found
when matching with the inner solution. As before, we use the notation R; and
¢; to represent the polar coordinates centred at the spiral number j.

Finally, to compute the solution of (5.12) it is very useful to take advantage
of the fact that it is linear to decompose the solution in two parts, ygo = v1+vs
where each part satisfies

Xoir = Avy, (5.15)
0= A’Ug + |VX01|2. (516)

Equation (5.15) has the solution

N
dX; dX;
Z (R log R; ( n] o7 + Coj—— o ce,;) + Cuj logR) (5.17)

j=1

wl»—‘

Equation (5.16) does not have an explicit solution in the outer region, but it
will be solvable in the limit as we approach one of the spirals. This will be
enough to match the outer solution with the inner.

By the way it is written the outer so far it is clear that the corresponding
function 1 is single valued.

5.2 Inner Region

We rescale near the ¢ th vortex by setting X = X, + ex to give

dXy

eulefr = —= V) =Af = fIVXI* + (1= f2)f (5.18)
2 242
nf o — TN =V (P9 +a - P - S (sag)
q
or equivalently
ng , 9 e2a?
ep(er — —= - V) = Ay + (1 +ig) (1 — [¢7) — z—w (5.20)
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

Expanding

[~ fola, ) +efi(a, ) + € falg, ) + ..., and (5.21)
X ~ Xo(q, 1) +exa(g, p) + .., (5.22)

gives the leading-order equations

0=Af — folVxol> + (1 = f) fo, (5.23)
0=V-(f5Vx0)+q(1—f3)f5 (5.24)

Assuming that fo = fo(r,T) and xo = nep + po(r, T) gives
" 1 / n? ’\2 2
R N e e D R T (5.25)
1
Jolel + —¢6) + 2fo¢0 + (1 = f5)fo = 0. (5.26)

Equations (5.23), (5.24) can be also expressed as

0 = Aghy + (1 +iq)tho(1 — |1bo]?). (5.27)
We now pose the expansion

fo~ foo+ for@® + food* -+, (5.28)

Yo ~ % + 9019 + Po2q”® + - - - . (5.29)

Substituting these expansions into (5.25) and (5.26) and equating powers of ¢
gives

®00 = woo(T), (5.30)

" féo 2f00 1 2 =0 5.31

00+T—néﬁ+( — fo0) oo = 0, (5.31)

" fo/l 2f01 1 3 2 =0 5.32
01+7_”zﬁ+( - foo)fm— ) (5.32)

1 T
el =~ [ sfh1- R)ds, (533)
rfoo Jo
with the boundary conditions
foo(0) = 0,
foo(o0) = 1

At first order in € we find

dXy

—p Vb = V21 + (1 +iq) (1 (1 = [o]”) — o (ot} + wgihr)), (5.34)
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5.3. ASYMPTOTIC MATCHING

or equivalently

dX
_Md—TZ . VfO = Afl - f1|VXO|2 . 2f0VXO . VXl + fl _ 3]002]01’ (535)
5 dXy )
—pfo—— dT “Vxo=V-(fiVx1) +V-(2fofiVxo) (5.36)

+2qfof1 — 4qfi fi.

5.3 Asymptotic matching

5.3.1 Outer limit of the inner
From the expressions (5.30)-(5.33) we find that when r — oo

0po1 , logr + ¢,
~ — =t . 5.37
o qny . + ( )

where c,, is a constant given by

C"f:_rlilﬁlon_g(/ fe(s fo s)? —1)Sd8+10g( ))

However, in order to match with the outer expansion we need the outer limit
of the whole expansion in ¢. This can be found to be of the form

N
1 _
fore T4 5 > aifani(log(r) + e P+ (5.3)
1=0
0 ‘
ﬂ ~—— Zﬁz qni(log(r) + ¢ )} 4+ | (5.39)

where a; > 0 and 3; > 0 are constant values independent of ¢ and n?. The
necessity of taking all the terms in ¢ when matching can be seen, since the
expansion in ¢ is valid only when ¢(log(r) + C1) < 1.

Again we can use the same trick as in Chapter 3 which allows us to sum all
these terms in the outer limit of the inner expansion. We note that the outer
limit of the inner looks the same for a single spiral, for spirals in the canonical
separation and in this case. Thus, we just rewrite what we have done before
for the sake of clarity.

We begin then by rewriting the leading-order inner equations (5.23) and
(5.24) in terms of the outer variable Ry = er to obtain

0=e(Afo— fol Vxol*) + (1 = f5) fo (5.40)
0=¢V - (ffVxo) +a(l = f)f3 (5.41)
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

We now expand in powers of € as

Xo ~ Xoo(q) + X0 (q) + -+, (5.42)
Jo~ J?OO(Q) + 62?01(‘]) +o (5.43)

The leading-order term in this expansion Xoo(g) is just the first term (in €) in
the outer expansion of the leading-order inner solution, including all the terms
in ¢. Substituting (5.42), (5.43) into (5.40), (5.41) gives

oo =1, (5.44)

. 1

Jor = —§|VX00|2, (5.45)
0= ASC\OO + q|V)?00|2. (546)

Since (5.46) is a Riccati equation it can be linearised with the change of variable
Xoo = (1/q) log hy to give

Aﬁo =0.
Since Yoo = e + P(R) we set /ﬂo = et9ea?(R) — ced [](R) to give
H} , Hy
H(l)/ + f + (qng) ﬁ =0 (547)
with solution _ _ _ A
Hy = Ay(q)e "™ R ™ + By(q)e' ™ R~ (5.48)

where A, and B, are constants that depend on ¢ which may be different at
each vortex, and the factors e have been included to facilitate their deter-
mination by comparison with the solution in the inner variable. To determine
A, and B, we need to write Yoo in terms of r, expand in powers of ¢, and
compare with (5.37). Expanding the constants in powers of ¢ as

1
Alq) ~ 5Azo +Apn +qAp+---,

1
Bi(q) ~ 5340 + By +qBp + -+,

and writing Hy in terms of r we find

Ho(T‘) = Az(q)elqnf logr + Bﬁ(q)e—zqng logr

1
~ <§Azo + Ap + qAp + - ) (1 + ignglogr — (qne)®/2log?r+--+)

1
+ <§Bzo+Bz1 +q332+-~-) (1 —iqnelogr — (qng)2/210g27"+~..)

Ap + B .
~ zoiq O 4 Ap+ B+ (Ag — Buo)inglogr
, A+ B
+ q (Azz + By + (Agy — Bey)inglogr — Lﬂn? log? r) 4
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5.3. ASYMPTOTIC MATCHING

so that
NXoo _ Ho(r)
or qHo(r)

e (A — Buo)i + (Apr — Bp1)ig — (Ag + Beo)gqnelogr + ...
qr @ + Ap + B + (Aw — Boo)inglogr +q. ..
n¢(Aw — Bu)i <(Ae1 — Bu) i 2 logr
(A + Buo) (Aw + Bu) 7 ‘o
n (n? (A — Bzo)z) logr (i(Azo — Byo)(An + Ba)) @) .
(Aw + Bp)?) r (A + Bio)? r

Comparing with (5.37) we see that

Ago - Bgo :0, (549)
(Am - Bm) .
a2 eony fork=1,..., N. 5.50
A+ B 7 Cn,N¢  TOT ( )

The remaining equations determining A, and B, will come from matching with
the outer region.

Outer limit of the first-order inner We play the same game with the
first-order inner solution. We first write equation (5.35)-(5.36) in terms of the
outer variable to give

dX
—Eﬂd—Tz Vo = EVii—EAlVxl? = 2€ foVxo - Vxu + f1 = 33/,

dX
—pefi—m Vo = EV-([5V) + €V (26 VX0) + 2o fy — 4afS .

We now expand in powers of € as

- X10(q)

1 +Xulg) +--, (5.51)
fr~ o) +efu(@) +-- (5.52)
to give
Jr0 =0, (5.53)
i1 == Voo - Vo, (5.54)
dX, N ~ R R R
—H VXoo =AX10 — 2¢/11 = AX10 + 2¢VX00 - VX10- (5.55)

Motivated by the transformation we applied to Yoo we write

X100 = —= = >
qho 4
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

so that if we had written for the outer limit of the inner x = 1/q logﬁ then h
has the expansion h ~ hg + €hy + - --. In (5.55) this gives

dXﬁ . e*CIX\OO —~ ~ . ~ ~ 27 ~ 12
_“ﬁ VX0 = . (Ah1 —2qVhy - VXoo — ¢h1AXoo + ¢°h1|VXool
+2¢VX00 - Vi — 2q2ﬁ1|v>?00‘2)
—aXoo .
= S AR
q

Writing Yoo in terms of ho gives

dXy

Denoting
X
7 = (A1)

and recalling that ho = e?? Hy(R), equation (5.56) becomes
dX, <qn46q"‘¢Ho(R)

— . / qne¢
b = e, + H'(R)e er)

Hy(R)
R

- vaH'(R))

H
— ”eqnmﬁ oS ¢ (qngVQ O}gR)

= pe™Pqngsin (R Age M (Vi — iVa) + R B (Vi +iV3)
pe P qny cos (R Age M (Vo 4 V) — RTCTI B (Vy — iV4))
_ qned (ei¢ — e_i¢) iqne—1 —igny 2
e TR R qneAge (Vi — V)
i
(69 — &%)
21
(€' + e
2
(€' + e7?)

2
qnep , 4 4 .
_ L”ﬁ; (€ Ri™ Age ™0 (Vy + iV3) — e R4 Byt (Vy — iV3)),

= pe™sing <qngV1

+ VlH’(R))

+ pet? R qny Boe' ™ (Vi + i)

— Iueqnm RiqnlflqnéAge—ian <‘/2 + Z‘/l)

— pee? R qny Byl (Vo — iVy) =

= Ay(q)e e Rl By(q)eme R
H'(R) = iqneAi(q)e "™ R~ —ignyBy(q)e' ™ R,
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5.3. ASYMPTOTIC MATCHING

Writing
T = —puqne e (VotiVi ) g (R) €909 gy Byl (Va—iVi ) go(R) e(@me=99
gives

g;  (qne+i)’q

JL 2 I Rigwl
g5 (qne—1i)%gs igne—1
J2 — R iqny
with solution
Riqng—f—l ,lel—iqng L
= T R,
4aqmny dagny
Rfiqnﬁl R1+iqng )
g2 = —— _ 2 : + R
digny digny

where 71, 72, 73 and 4 are arbitrary constants. We first note that this solution
does not agree with the inner solution unless v3 = 74 = 0. As for v, and s,
they will be determined by matching to the inner limit of the outer. Hence,
we have that the first order outer limit of the inner is given by

ﬁl — _MAKE*anZ(Vvl - Z‘/Q) (Riqnngl + ,lelfiqng) e(qnngi)(b
4
B (Vi + iVy)

(R*iqnfrl + ,yleJrz'qnz) elane—i)¢

4

5.3.2 Inner limit of the outer

To compute the inner limit of the outer we rewrite solutions (5.13), (5.14) and
(5.17) in terms of the inner variable X = X, + ex and expand in powers of e.
This gives

Xo1 N%nng + Cylog R+ Cy + G(Xy) + VGo(Xy) - X+ .., (5.57)
Xo02 ~ — —RlogR( W% ey + sz% 'er) — G1(Xy)
+ Cylog R+ va(R/e) + ..., (5.58)
where
N
Go(Xy) = Z %njéf)jz + Cy;log(|1Xe — X[) + Cs;,
it

N
X=X qne dX; dX;
G1(Xy) = Z (|€27| log [ X, — X ‘( /f dT “€gje + Coj——= a7 erﬂ)
it

— —Cyjlog |X, — Xj\)
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

As for vy, we can find its value locally, close to vortex ¢. We thus rewrite
equation (5.16) in terms of the inner variable r,

2 2
_ _oNn 70 _ e'VG()Xg _
62AU2N—€2—£—62 24_61W¢> ( )_61

» - VGo(X

and by expanding vy ~ Vg + €1 + €209 + ... we find that

1
va ~ = 5 ((a/ 1) + C3) log er
— (ne(g/p)ey - VGo(Xy) + Cope, - VGo(Xy)er loger + O<62).

With all this, the inner limit of the outer, in terms of R, reads

C
Xguter ~ ?1 + neg + gcﬂ log R + 5035 + gG(Xz) + §VGO<XZ) - X

2 2
pol q dXy dX, K

— EéRlog R(;TL[W = + ngﬁ . er) — EGl(Xg)
N2 1 2 2 2 N2

— Eé((q/u) n; + C3,)log R + ;C’u log R (5.59)
MZ

- ;(%Weqﬁ - VGo(Xy) + Cue, - VGo(Xo)Rlog R + O(R2).

We can now match this inner limit of the outer with the outer limit of the
inner, given by (5.48). As it happened before, for a full matching we need to
take infinitely many terms in both logarithmic series. However, we will then
write the series in terms of one variable and compare their terms. Thus we
can match providing we have all the terms in just one series and we write
both expansions in terms of the other variable. In our case we have the full
logarithmic expansion in the inner region, but only some terms in the logarith-
mic expansion of the outer region. We must therefore write both expansion in
terms of the outer variable before comparing terms.
Expanding (5.48) in powers of ¢ and writing the corresponding Yoo,

log(Amefiqngloge + Bzoeiqngloge)

Xo00 ™~ + ngp
q
+Aﬁe—zqn5 loge + Bglezqng loge . Ame—zqng loge Bmezqng loge | R
A —ignyg log e Bnetane loge anA —igny loge Bnetane loge 08
€ + byoe € + byoe
Ame—iqng loge + B@eiqng loge Ame—iqng loge Bmeiqng loge
+q( —ignyg log e inloe—i_znz —igqny loge igny lo, elOgR
Agpetaneloge + B, etanelog Agpetaneloge - Bqetanelog
1 ) | ) R 1 (Ame—zqng loge + Bﬂezqng loge>2
—=n, 1o — = - -
2 ¢ 108 9 (Amefzqn[ loge + Bgoezqng loge)2

Ny (Ame—iqne loge __ Bgoeiqng loge)Q ,
2 ' ' ! R) O(q°). 5.60
2 (Aéoeﬂqw loge 1 Bygeianelog 6)2 ) + (q ) ( )

92



5.3. ASYMPTOTIC MATCHING

Leading order matching (1ti)(1to)=(1to)(1ti).

We can now match the

leading order terms by comparing (5.60) with the leading order terms in € in

the expression for the outer (5.59). Then,

Agoe_iqne loge + Bmeiqn(g loge _ 601
Aﬂe—iqng loge + Bﬂez‘qn(g loge
Agoefiqn[ loge + Bmeiqn[ loge
. Azoefiqng loge __ BEO eiqn[ loge o
m - - = —

gAeoe—zqn(gloge + Bgoezqngloge q 2¢
Aae—iqng loge Bél eiqng loge

- - m
Amefzqng loge + Bmezqng loge ¢

(C3 + Go(Xy))

SHES

Aae—iqng loge + Bél eiqng loge Ame—iqng loge Bmeiqng loge .

— Agoefz’qnz log e + Bgoeiq"f loge Agoefiq"f log e + Bgoeiq"f log e

2
- %CM

(5.61)

(5.62)

(5.63)

My

(5.64)

Using these conditions the log? R terms do automatically match and they do

not introduce any other condition on the constants.

First order matching (2ti)(1to)=(1to)(2ti). To match the € terms in
the outer and in the inner we must compare the terms in (5.59) that have a
multiplying R with the first order outer limit of the inner that is given by

X10 ™~

L Aeefiqn[ loge(v'l _ ’L‘/Q)R(quw + ,lefiqng)eiqﬁ
@ AZRiqnge—iqnglogE + BZR—iqngeiqngloge

X10 = —

1 Bgeiqn(g loge(‘/l + Z%)R(R—ang + ’)/QRiqn[>€_i¢

- 4q AgRian efiqng loge + BzRfiqng eiqng loge

This last expression may be expanded as

1 No/g+Ni+ Nog+ ... N_ﬂ(No

FO+Q(DO Do Dy )

where, by expanding the velocity like V; ~ Vo +¢V;; + ..., for ¢ = 1,2 and the

parameters 1 and v, as y; ~ Yio + qVi1 + - - -

Ny =Age” 18 (Vig — iVag) R(1 + v10)€™®
—+ Bgoeiqnz lOgE(‘/lo + Z‘/Q())R(l + ’}/20)67%),
DO :Agoefiqn[ loge 4 Bmeiqn[ loge’

D1 :Aﬂe—zqng log e + Bﬂezqng log e + Z.TLg(Agoe_zqne loge Bgoezqng loge) log R,
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

and
Ny =Age "8 (Vi — iVar ) R(1 + y10)€™

+ Boe' ™ 2 (Vg + iVor ) R(1 + 7a0)e ™

+ Ape "5 (Vg — iVag) R(1 + y10)e™

+ Bp ™18 (Vig + iVao) R(1 + ya0) e

+ Agemeoe (Vg — Vo) Rigny(1 — y10) log Re™®
— Byt 8 (Vi + iVag ) Rigng(1 — 90 log Re ™™
+ Age 18 (Vi — iVag) Rypp€™

+ Byoe" ™18 (Vyg + iVao) Ryme™ .

Therefore, matching the terms of order 1/q the parameters ;9 and -9 are
fixed and satisfy

: 1 —igqng log e :

P —iks = "~ Zcos(qneloge) e (Vig — iVao (1 + 710)), (5.65)
; 1 igny log e :

b ik = "~ Zcos(qneloge) e (Vig + iVao (1 +720)), (5.66)

where we have used that Go(X,) is a two dimensional vector with components
(k1, ko). Using this parameters and also the matching conditions found to
leading order the coefficients of log R in the inner and the outer do match.
Finally we are ready to write Y19 back in terms of the inner variable r to
give
p dX,

X0 = —T4—qﬁ e, + T4ﬂq (V1 cos(¢ — 2qngloge) + Vasin(¢p — 2gny log e))

+7‘4ﬂ cos(qngloge) (k1 cos(¢ — qnelog€) + ko sin(¢ — gneloge)).
q
To find the overlap region where both the inner limit of the outer and outer

limit of the inner are valid we write the corresponding outer limit of the inner
for ¢ that is

. log C dX_
W~ it ™, 1)(1 — ierﬁd—Tg ce, + ier%q (V1 cos(¢ — 2qngloge)

+ Vasin(¢ — 2gqngloge) + ’5'67“4ﬂ cos(gqngloge) (k:1 cos(¢ — qngloge)
q
+ kysin(é — qneloge) + O(1/r2)) (1 + O(g), (5.67)

which together with the inner limit of the outer shows that the overlap region

is defined by



5.3. ASYMPTOTIC MATCHING

Solvability Condition

In the same way that we did in Chapters 2 and 4, the first order equation, that
is a linear equation, provides a solvability condition that forces the velocity to
have a particular form.

We recall that equation (5.34) is of the form

L(q,vo)[¥1] = b(vo, q, p, dX¢/dT),

where
L(q,v0)[t1] = (1 —iq) Ay + 1 (1 — [¢ho]?) — Yo (ot} + ¥gibr) (5.68)
bW, . . X fdT) = —p ot T, (5.69)

Again, we define the inner product

(u,v) :/D%{uv*}dD, (5.70)

where D is any given ball in R2. Using the integration by parts formula

v Ju
uV?vdD = / vV udD +/ Uu— — v—)dl, 5.71
we can compute the adjoin of L and it is given by

L(g,vo)[v] = (1 +ig)Av +v(1 = [¢o]*) — o (vov” + gv). (5.72)
Comparing the linear operators (5.68) and (5.72) we find that
L(g, vo)[v] = L(—q, o) [v]. (5.73)
Choosing v to be the solution to the homogeneous equation
L(—q,%0)[v] =0,

and using the Fredholm Alternative, we obtain the same solvability condition
as in Chapter 4, that is

ng . 81/11 ov*
g VD = 1 —iq) (v 2L — . 74
/Dﬂ?{u o7 Vipov*}d . R{(1 —iq)(v 5 " B o) Ydl.  (5.74)
Now, the solutions of L(q,)[v] = 0 are actually the derivatives in any di-

rection of vy, that is Vg - d, being d any vector in R%. Then, in order to
compute v we just need to differentiate 1y and substitute ¢ by —q.
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

To simplify the equation we can use that the left-hand side is O(u) while
the right-hand side is O(1). Thus, to leading order, the solvability condition

s ou od- wo)
n

0= aD%{(d Vi) U1}

Using polar coordinates and choosing D to be a ball such that its radius lies
in the overlap region, the solvability condition to leading order becomes

rhs = /zﬂ RA(1+ i) (v % _ aizpl)}r do. (5.75)
Now in the inner solutioon as r — 00 we have
Vxo N%% qn?(logrr + Cl)er + (5.76)
Jo~140(r™) (5.77)
fi= Lol -2 (578)
i~ — rﬁ% “r 4 (Vi cos(o — 2gnilog o

+ Vasin(¢ — 2gngloge))
+ 'r’4ﬂ cos(gn log €) (k1 cos(¢ — gngloge)
q

+ ks sin(¢ — gngloge)) (5.79)
2
1 :
’UN’L(geqb+ néQ( OgT+Cl)er+_‘_) _dez¢ (580)
r

ov Ty i
o~ T e de' (5.81)
U1 =(f1 +ifox1)e™ (5.82)
~ix e (5.83)

If we substitute (5.76)-(5.83) in (5.75) we obtain, to leading order

2m 1 1
rhs ~R {/0 <;e¢ . d% + 2% Xm) rd¢}

_ /0 (e d) (% 4 %) ds. (5.84)

5.4 Law of motion

Now, to obtain the law of motion we put expression (5.79) in the equation
(5.84) from where we find that the velocity is given by

X 1
dXe _peoslanlose) o 1 (5.85)

dT" “sin(gngloge)
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where
N
q €pje €rj¢
VG0 = 3 (L S 0y S Y,
olX) ; TlX =X X - X

Therefore, using the matching conditions to substitute Cy; we find that:

Result 5.1 (Law of motion). The velocity for spirals that are separated by
distances such that gk /e is small is given by

dX, Y cos(qny|loge|) i (n €0

dT " psin(gne|loge|) X5 =Xl

J#L
sin(gn;|logel)  eyje )

, 5.86
I cos(gns| og ) IX; — X (5:86)

where the time scale, T = €*ut, is such that u = 1/|loge].

In appendix A we consider systems with two and three spirals in the middle
scale and integrate numerically equations (5.86) to represent the trajectories
of the spirals. We also analyse the effect of changing the value of ¢ while
remaining in the middle region.

Interpolation between ¢ = 0 and the canonical separation. If we now
take the limit as ¢ tends to zero and use that

sin(gn,|loge|) ~ gn;|loge| and cos(gn;|loge|) ~ 1,

and also that u = 1/|loge|, it is clear that we obtain the corresponding law for
vortices when ¢ = 0 (see equation (2.42)). The condition on the magnitude of
p is still not obvious, but it will be clear in the following section that 1/|log €|
is the right value of p in order for the law to be self consistent.

On the other hand, for spirals with unitary winding number the law of
motion is simply

X, g = cos(q|loge]) e
—— =2n—= (n - J
> 7sin(g|loge]) |X; — X,|

Cojt )
)
X — X

and taking the limit as ¢|loge| goes to /2 we obtain the law of motion that
we found for « of order one (see equation (4.109)). This means that the law in
(5.85) interpolates between the two regimes and it is actually the perturbation
to the case of ¢ = 0.
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

In what follows we will show that the law of motion given in (5.86) is
only valid provided glog |e| < 7/2, for spirals with unitary degree, and as a
consequence p must be 1/|loge| to ensure that ¢/u is small in all the range
where the law (5.86) is valid. This agrees with the idea that once the spirals
reach the canonical separation, the law of motion has to be the one given in the
previous section. Not only that, we will show that the asymptotic wavenumber
is slowly changing and also becomes the one given in the previous chapter,
when the spirals reach the canonical separation.

5.5 Boundary conditions and the asymptotic
wavenumber

So far we have not found the corresponding asymptotic wavenumber for a
system of N spirals in the middle region where « is of order less than one. To
do so we must impose the boundary conditions at infinity, that we have not
used yet. Thus, to impose the boundary conditions at infinity what we will
do is find the right scale that place us ”far enough” to impose them. In other
words, we have assumed that a was a small parameter, but if we start the
problem from the beginning by rescaling in such a way that the corresponding
new value of @ becomes of order one, then all the centres of the spirals look
as if they were at the origin. In this region, as we will show, we have the
contribution of all of them in the same way as if we only had one spiral in the
centre.

We then start by rescaling with a small unknown parameter § such that
a = kq/§ becomes of order one. We will see that this is actually the condition
that is satisfied when we are far enough to ”see” the corresponding asymptotic
wavenumber.

Hence we rescale with X = dx and T = pé*t. Writing ¢ = fe'X and
separating real and imaginary parts gives

08 fr =Af — 8 fIVX+ (1 - f2)f (5.87)

—9
p0 PP =8V (P9X) +af (1= ) = 8 (5.88)
Expanding in powers of § as

f~ fola )+ 0% filg pm) + ... (5.89)
X ~ Xo(aq, 1) + 8 xa(q, ) + - .. (5.90)
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we find
fo=1, (5.91)
1
fi= —§|VX0|2> (5.92)
2 , @
wxor = Vxo +q|Vxo|” — o (5.93)
Again we expand yq as
1 %

1
Xo ~ —Xoo+ —Xo1 + —Xo2+ ...,
q q q

and the leading order term satisfies
0= Axoo + [Vxoo|* — @,
that has the solution

Xo ~ élog(— log(@/2) —v —log R) + (’)(EQ), (5.94)

as R becomes smaller. This expression should agree with what we find when
we express the previous outer solution in terms of this new variable R.

Leading order outer solution in terms of R The leading order outer
equation that we had before was given by

fxor = Axo + ¢/ Vxol?, (5.95)
that expanded in terms of u gives, to leading order
0 = Axoo + |Vxool*.

Now, the solution to this equation far from all the vortices, that is to say, in
terms of the new variable R reads
R

: )iqn +§(£)iq") +.... (5.96)

1 _
Xo ~ 5108; (A( 5

If we now allow the unknown constants A and B to depend on q as
_ 1— _ _ — 1— — —
AN6A0+A1+(]A2+ B"\";BO‘FBl‘FqBQ‘Fa
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CHAPTER 5. INTERACTION OF SPIRALS IN THE MIDDLE SCALE

and expand the solution in terms of ¢ we find

1 Zoefiqn log(8/¢€) + Eoeiqn log(é/€)

Xo ~— lOg (
q q
+ log E(Zoe*iqn log(d/€) __ Eoeiqn log(é/e))
_'_Zlefiqnlog(ts/e) + Eleiqnlog(é/e)) N (5.97)

Comparing (5.94) and (5.97), we find the following conditions on the constants,

Zoe—iqn log(d/¢) + Eoeiqn log(é/€) _ 0’ (598)
inlog R(Age "800/ — Byelin1oel0/9) — 1, (5.99)
Zle—iqnlog(é/e) + Eleiqnlog(ts/e) — _ log(a/Q) — . (5100)

By solving together equations (5.98) and (5.99), we find that

_Leiqnlog@/e) By = Le—iqnlog(é/f). (5.101)

2in 2in

Matching ’inwards’ It is clear that the equations in (5.98), (5.99) and
(5.100) are not enough to solve the eigenvalue problem for @. Thus, the next
thing to do is compare the expression (5.96) with the outer solution in terms
of R. This way we will relate A and B to the inner constants A, and B, and
therefore, the matching conditions between the inner and the outer will also
play a role here and will actually allow us to find the equation that & satisfies.
This, in turn, will provide the corresponding asymptotic wavenumber.

We then take (5.96), write it in terms of the outer variable R, and expand
in terms of ¢ to find

1 A ~By A +B
Xow—log( 0t 0)—|—mlogR_0 —90 et
q Ao+ By Ao+ By
Ay + B A - B 2 Ay —
( 2+_ +mlogR_1 -t g2R+n—(_0 _O)ZIOgZR
Ao+ By Ao+ By 2 2 Ay + By
1 A +B Ay — By A, +B
_ = 1+_1)2—2nlogR 0 0_1_'_ 1)+ngb+(’)(q2)
2 Ay + By Ao+ By Ay + By

If we write the leading terms in the outer expansion for large values of all R;,
we realise that all R; become the same and we call them just by R. The same
happens with the angular variables that, to leading order, they are all equal
and we will denote all of them by ¢. By comparing this last expression with
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the leading terms in the outer for large values of R,

C N " N " N
XONJ+an¢+—202legR+—ZC&3]
¢ = 7= 7=

1 1 =
+5) CylogR— (550 " nj)? + (D Cy)?) log” R+ ...
q j=1 2q " p Jj=1 Jj=1
we find that
N
Sy —n
j=1
ZO—FEO—qul,
Ay — B 1 al
0o — bo
M= = — Cy;j,
A0+BQ qz 2

A, — B B ,nZO—FOZ1 + B

5 N
i
Ne——— — IN=—="= __—EC'-.
Ag + By Ao+ BoAy+ By ¢ i K

(5.102)
(5.103)

(5.104)

(5.105)

(5.106)

and the log R terms do not introduce any other restriction on the constants.

The first equation, (5.102) shows that the system of N spirals is seen

at infinity

as if there was only one spiral with a winding number that is the sum of the
degrees of all of them. We now consider the case were the sum of the degrees
is not zero, and we will study this other situation separately afterwards.

The matching conditions that we found for the inner and the outer were

Agoefzqnz loge 4 Bmezqn[ loge __ 601
Agle_iqnl loge + lee’iqng loge 1
Ayne—taneloge iqneloge _(03 + GO(XK))a
20€ + Bygetanelog q
Agoe_iqni loge __ BZOe’iqng loge
Ame*iqnz loge -+ Bgoeiqng loge
—iqngloge __ igny log e
1€ 1€
- - m
Ame—zqngloge + Bmezqnglogs ¢
Aﬂefz’qnz log e + Bgl eiqnz loge Amefiqng loge Bgoeiqnz log e .

— Azoe_iqne log € + Bgoeiq"‘f loge Agoe_iqnf log € + Bgoeiq"lf log €

Z"n,g

2
U
= ?040

101

(5.107)

(5.108)

(5.109)

My

(5.110)
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and by comparing with the inner we already new that

A — B =0, (5.111)
(A — Ba) .

85— _ ¢ . 5.112

Aw+ By | et ( )

We first solve the problem for the simpler case where all n; = £1. In this case,
we see from (5.111) and (5.107) that Ay have the same value for all the spirals
and it is given by
o2
7 cos(qloge)

From (5.108) we also have that the same happens for Cyy,

sin(qlog e
I, — Snlaloge) o

q ~  cos(qloge)

Now, putting together (5.102), (5.104) and (5.107) and using the expressions
we have just found for Ay and Cy we find that the following condition must
hold,

cos(qnlog(d/e)) N sin(qloge)

sin(gnlog(d/€))  n cos(qloge) (5.113)

where N = Z;VZI |n;|, that in this case that all n; are unitary is the same as
saying that N stands for the number of vortices.

In the particular case where n = N, that is to say, all the spirals have the
same plus one degree, the condition (5.113) is equivalent to

cos(qnlog(d/e) + qloge) =0 and hence gnlog(d/e) + qloge = —g.

Now, equation (5.100) along with what we know of A;; and Bj; will give us
the equation for the eigenvalue @. Therefore, we must find the way to express
A; and By in terms of the constants A;; and Bj;. We thus use (5.105) and
(5.108) to find

N N
A+ By =—pe™ ) Go(X)) + > (Aje 8 4 Bl (5.114)
j=1

Jj=1
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And upon using equation (5.106), (5.110), and (5.114) we obtain

in(A, — By) = — N tan(qlog €) e ZGO
7j=1

N
+ (N — 1 tan qugE Z A,lefl'qnj log e + leeiqnj loge)
j=1
N

+ ) (AjeTiamlore — g elinslose) (5.115)

j=1

From these two equations we find that

WE

2inA; = —pue® (N tan(qloge) +in) ¥y  Go(X;)

1

MZ W

+ ((NV — 1) tan(qloge) + in) (A-lefiq”f loge | leeiqnj loge>

1

J

+ (Ajle—iqnj loge leeiqnj loge)’ (5116)

WE

<.
Il
—

N
2inB, = pe (N tan(qloge) — in) Z Go(X;)

—1
N
— ((N — 1) tan(qloge) — in) Z(Ajlefiqnj loge | 3. eidns los<)

-

(Ajle—iqnj loge leeiqnj logs)' (5117)
1

J

Determination of the eigenvalue a. Now, if we put these expressions into
(5.100) we finally obtain:

Result 5.2. The value of the eigenvalue @ is given by

2sin2(qn log(d/€)
n? cos?(qloge)

— log(@/2) + 1, (5.118)

where ¢y is the constant in (5.112) when n, = 1. Therefore @ depends on the
separation of the spirals. When all the spirals have a positive unitary winding
number, that is to say, n = N, this expression simplifies to

kq

a=s = 21/, (5.119)
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where the scale parameter 0 is given by (5.113).

This last expression is actually the same expression that we found for an
n-spiral in isolation, except for the constant term c; that is slightly different
in this case due to the fact that the spirals are indeed separated. We also note
that @ is an order one magnitude, as we had assumed at the beginning.

The asymptotic wavenumber is therefore defined by (5.113) along with
(5.119). We note that the relation between a and @ is given by a = ad/e.
Therefore, our assumption on « to be of order less than one is only valid
provided ¢ /€ is also of order less than one. By inspecting the expression (5.113)
we find that this is only true provided ¢|loge| < 7/2.

In the particular case that n = N, the asymptotic wavenumber can also be
found explicitly and it is given by

2 ™ <
k(q) = 2wz ta (14 o(1)), (5.120)
q
while the relation between 6 and € is § = ¢!~ e 2an. This shows that
é _ equLnf%loge

and therefore, it is also clear that ¢ is much smaller than € only if ¢|log €| < /2.

Asymptotic wavenumber when n = 0 We now consider the situation
where the total sum of the winding numbers of all the spirals is zero. In this
case, the solution in terms of the new variables X and 7T is again

1 —
Xo ~ glog(— log(@/2) —v—1logR) +.... (5.121)

The difference lies in the outer solution when it is written in terms of R that
it should be expressed as

1 _ — —
Xo = glog (Alog(eR/6) + B). (5.122)
Again we allow the unknown constants to depend on ¢ like
S _ T _
AN§A0+A1—|—QA2—|— BNgBO_'_Bl_'_qBQ_'_’

and we must remember that we are assuming ¢log(e/d) to be an order one
magnitude. Therefore, the expansion of (5.122) now reads

1. By — A - =
Xo ~y log (70 + Ajlog(e/d) + ?0 log(e/0) + Ay log R

+ By + Asqlog(e/d) + ...). (5.123)
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Thus, by comparing (5.121) with (5.123) we find that

Ay =0, (5.124)
Bo + Aiqlog(e/8) =0, (5.125)
A =1, (5.126)
B + Ayqlog(e/d) = —y — log(a/2). (5.127)

We now compare (5.122) with the expression for the outer that we have in
terms of R. Thus, we take (5.122), write it in terms of R and expand again in
q to find

1 By A B,
Xo ~—log (—) + =log R+ =
*y (q) By By
ZQ EQ 1 Zl El 2
I (:10 R+ 22 - (2100 R+ 2 10g(R ) 5.128
a(F los B+ 2(30 sR+ o g(R)) (5.128)

Finally, we take the outer as we had it before, write it in terms of R, expand
again in €, and write the expansion back in R to obtain

o N " N
XON_1+_ZCQZIOgR+_ZC3Z
¢ 4 q =

2 N 2 N
+”—ZC4glogR—M—(ZCQg)long+..., (5.129)
9 = q
which gives the following relations
B
Cy = log (—°> (5.130)
4q
Z N
A H Z Ch, (5.131)
o 9 =
o N
B
Y 3 G, (5.132)
o 9 =
A, AB 2 ¥
222 BN, (5.133)
By obo 4

and considering again the case of n; = =£1, equations (5.133) and (5.134)
simplify very much and we find that

1 = N tan(qloge)qlog(d/e), (5.134)
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which gives us the relation between e and the new parameter J and again shows
that if gloge becomes —7/2, then § = e. Using now the matching conditions
(5.107)-(5.110) we find that

N N
By = (Ape s 4 Byyeimeone) _ e 3 G(X,), (5.135)
j=1 J=1
N
zg _N tan(q 10g G)Fl . tan(q 10g 6) Z(Ame—iqnz log e + Bﬂeiqnz logs)
j=1
N
+ Z(Agle’iq”‘ loge _ By emelosc)ip,, (5.136)
j=1

If we now substitute A, and B, into (5.127) and use also (5.134) we find that
the eigenvalue a satisfies

(N sin(qloge))

5 =7 + log(a/2). (5.137)

and using that @ = kq/0, we find that the asymptotic wavenumber is given by

26 _ 1 cos(qloge) c

k(q) = —e Nasnlalogo _’Y+(Nsin(qlloge))2. (5.138)
q

Analysis when not all the winding numbers are unitary. For the most
general situation of having a set of well separated spirals with arbitrary degrees,
we can still compute the equation that the eigenvalue @ satisfies. The main dif-
ference lies in the fact that it is not true now that n, sin(gn,loge€) = sin(qloge)
or cos(qneloge) = cos(qloge). As a consequence, the relation between ¢ and
e, for n # 0, is now given by

LN
=— an tan(gn; loge), (5.139)
n

j=1

cos(gnlog(d/e))
sin(gnlog(d/€))

where again
N
E TLj = n.
j=1
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As a consequence the relation between A;, By and Ay, By reads now

N N
A+ By =pe™ > G(X)) + Y (Aje e 4 Byeiose) (5.140)

J=1 J=1

N
in(A; — B1) =(A, + B)) Z njtan(gn; loge€)
=1
N
+ Z(Ajlefiqnj loge leefiqnj loge>inj
j=1

— Z n;tan(gn;log e)(Aj e " 18¢ | Bjemimilose) - (5.141)

J=1

and the eigenvalue is now given by

N
1
log(@/2) +~ = = Z N’ cn; tan®(qn; log(d/¢)). (5.142)
j=1

We observe that in particular, for a system with a single spiral with a winding
number of n;, we obtain again the same relation that we had found in Chapter
3 when we dealt with single spirals in isolation.

On the other hand, when n = 0, we find that the relation between § and €
reads

N
qlog(d/e) an tan(gn; loge) =1, (5.143)
j=1

and the eigenvalue now is

N

log(@/2) + Z ’cos2q ;Zg(lz/g‘s()g ok (5.144)

Finally, if we inspect (5.139) and (5.143) we observe that the values of e
that guarantee that the spirals are in the middle region where « is of order less
than one are not so simply defined as before. On the contrary, the condition
on the distances of separation of the spirals is now given by € to be such that

N
Z nj tan(gn;loge) # 0.
j=1

As soon as this value vanishes it is clear from expressions (5.139) and (5.143)
that 0 = € and therefore we have reached the canonical scale.
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Chapter 6

Some conclusions and final
remarks

The aim of this last chapter is to give a ’global picture’ of the way the inter-
action between spirals takes place as the parameter ¢ moves from ¢ = 0, that
is the Ginzburg-Landau equation with real coefficients, to ¢ = —7/(2loge),
and also to show that the results in this thesis are also valid when the original
parameter b is not zero and we also discuss about the changes that a non-
vanishing value of b would introduce in higher order terms in the spiral’s law
of motion.

We will first go back to the expressions that we found for the leading order
phase function, xg, and we will use them to show what happens when we
take larger distances of separation for the spirals. We will see that we can
interchange the role of the parameter ¢ and the length scale e.

6.1 Equivalence between the parametric prob-
lem in ¢ and the distance of separation of
the spirals

In the previous chapters we introduced the new parameter « as a function of
the unknown asymptotic wavenumber k in the shape of o = kg/e. In terms of
this new parameter, the equation for the leading order phase, xq, reads

2
a
Yo = Axo + q\VX0|2 — ? (6.1)

In this equation we had already shown that « is actually an unknown parameter
that depends on ¢ and that, given a configuration of vortices, it is uniquely
defined. In the so called canonical scale (see Chapter 4) in which the typical
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spiral separation is 1/e = O(e™/(24m0)) the parameter o was supposed to be
an order one parameter and was indeed found to be

o = 2ecr 7 HRX=Xal) (1 4 5(1)),

for a system with two vortices with a degree of either plus or minus one.
The consistency of the result gives its validity since it is in fact an order one
parameter, as it was assumed to be at the beginning. On the other hand we
found that in this scale e takes the specific value of

T
loge| = —.
qllog €| 5

At a first glance this condition may be a bit surprising since one usually does
not expect to find such a restricting condition on e. But actually, if the spirals
approach in such a way that this relation stops being true, say for instance
that we are in a situation where

T
Q|10g€| = 5 +a,

the effect of this change on the final value of the corresponding « is such that
not only « stops being small but it becomes exponentially small in ¢q. This
is seen by recalling some results from what we have named the middle scale
(see Chapter 5). We started by assuming that o was small to find that it was
indeed given by

a =2 e (1 + 0(1)),

so « is now exponentially small in ¢g. This shows that the transition from the
canonical to the middle scale is somehow singular due to the fact that if we
think of a as a function of €, there is a critical € where a jumps from being
almost zero to become an order one constant (see figure 6.1). Furthermore, this
critical length scale, €*, depends on ¢ so that given q; > ¢, the corresponding
critical lengths are given by €] > €5, as it is also shown in figure 6.1. This
means that in the limit where ¢ — 0 the corresponding critical length would
be at infinity. In other words, when we consider the real Ginzburg-Landau
equation (¢ = 0), the corresponding canonical scale would be at infinity. It is
now clear that it is equivalent to study the parametric problem of changing ¢
and once ¢ is fixed to take the spirals further apart which would mean that we
are changing e.

6.2 Change of the isophase lines when moving
from the middle to the canonical scale

One important feature of the problem that has enabled us to find a law of
motion for the spirals is the fact that the inner region equations happen to
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6.2. CHANGE OF THE ISOPHASE LINES WHEN MOVING FROM THE MIDDLE TO
THE CANONICAL SCALE

a(e)

,,,,,,,,,,,,,,,,,,,,,,,,,

vh@  Uex@ ve
Figure 6.1: Representation of a as a function of €

be exactly the same for the middle and canonical scale. Actually, the leading-
order inner equation is the same one that we find when considering a spiral in
complete isolation. This is due to the fact that when the spirals are far apart
they only interact weakly producing only small perturbations on the core of
each spiral.

Restricting ourselves to the case of unitary winding numbers, figure 6.2
show how the inner solution vector, 1, looks like close to spirals of degree plus
and minus one respectively. Now, if we analyse the structure of the far field
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= m E\\s\\\\\ SN ]
2N N7
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6 -4 2 0 2 4 6 -6 -4 2 2 4 6

Figure 6.2: Inner solution for a spiral of degree +1 (left) and —1 (right)
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for the three different possibilities:

N
Xo ~ Z(n]@) when q = 0, (62)
j=1
N
Xo ~ Z(njgbj + tan(qloge)log R;) in the middle scale (6.3)
j=1
N
1 . .
Xo ~ — log (Z(ﬁjKo(aRj))) in the canonical scale (6.4)
q .
7j=1

we realise that the weights of the radial and angular parts switch from balanc-
ing, in the middle region, to a dominance of the angular part, when ¢ = 0, and
to a dominance of the radial part, in the canonical scale. To understand how
this affects the contour lines in the far field, we have plotted the outer solution
for ¢ = 0 in picture 6.3, and the far fields in the canonical and middle region
in figures 6.5 and 6.4. These plots are representations of the contour lines for
the far field phase solutions, that is to say, the isophase lines where y, takes a
constant value. The figures show that the middle scale is very similar to the
q = 0, it is actually the perturbation to the Ginzburg-Landau vortices. But
on the contrary and roughly speaking we could say that when the spirals sit
in the canonical scale (figure 6.5) the spiral branch has completely 'bent’” and
the wavelength is now 'noticeable’ to the other vortex.

If we now consider pairs of spirals in the middle and canonical scale, we
note that when we are in the canonical scale the isophase lines arrange in such
a way that one can guess that some sort of "ridge line” starts to appear in the
line that lies in the middle of the two vortices (see figures 6.6 and 6.7). This is
actually what happens for values of ¢ that are of order one, as it is explained in
[10]. Indeed, if we consider larger values of ¢, the corresponding critical €* that
indicates the beginning of the canonical scale becomes eventually too large,
which means that the spirals are too close and our analysis stops being valid.
But nevertheless, from our analysis one can guess that as ¢ becomes larger
the middle region may no longer make sense and the spirals will actually be
even ”further” than our canonical scale. This seems to imply that for values
of ¢ of order one the spirals would interact in an exponentially weak way
leading to metastable patterns, like the ones presented in figure 6.12 *, which
correspond to the numerically integrated equation for order one values of q.
This phenomenon of metastability of the many-spiral solutions for order one
values of ¢ has already been observed in numerical experiments (see [10]), but,
to our knowledge, the problem of the interaction of spirals for general values
of ¢ remains still not well understood. Nevertheless, some authors (see for

!Simulation obtained from www — chaos.umd.edu/gallery/pattern.html
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6.3. ABOUT THE EXTENSION OF ALL PREVIOUS RESULTS TO GENERAL VALUES
OF THE PARAMETER b
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Figure 6.3: Single spiral isophase lines for the Ginzburg-Landau equation

instance, [9], [3] and [4]) have contributed to this problem by giving partial
answers, using asymptotic analysis techniques, to the problem of interaction
of spiral waves in the complex Ginzburg-Landau equation and comparing their
results with the numerically obtained solutions. However, since the validity of
asymptotic analysis results rely so much on the fact of being self-consistent,
partial answers are quite likely to be not completely correct. On the other
hand, if we inspect the far field solution when the two spirals lie in the middle
region we notice that the isophase lines are only a small deformation of the
ones that we had when we considered the Ginzburg-Landau equation (¢ = 0).
In figures 6.8 and 6.9 we plot the isophase lines and the far field solution for
a pair of spirals with the same degree, while in figures 6.10 and 6.11 we plot
spirals with opposite winding number.

6.3 About the extension of all previous results
to general values of the parameter b

For the sake of clarity in Chapters 4 and 5 we have taken the parameter b that
was initially in equation (3.1) to be zero. But the extension to general values
of b is quite straight forward and in fact it does not introduce any change to
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Figure 6.4: Isophase lines for a spiral in the middle region

the results in this thesis. In what follows we show the effect of a non-vanishing
value of b on the calculations.

The outer equation including the parameter b reads

ie2a?

(1 —ib)upy = €AY + (1 +iq)(1 — [¢*)y — . (6.5)
and in terms of modulus f and phase y becomes
pe*(fr+ofxr) = EAf = EfIVXP + (1 - ) f, (6.6)

e (f2xr = bf fr) = EV - (f2Vx) + ¢f*(1 — f2) - %f (6.7)

Upon expanding y and f in powers of € in the same way that we did in Chapters
4 and 5 we find that the leading order terms satisfy the equations

fO = 17
pxor = Axo + q|Vxol> — a?/q.

where the parameter b does not appear anymore and therefore the rest of the
outer calculation remains the same.

As for the inner equations close to the ¢-th vortex when b # 0 they are
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Figure 6.5: Isophase lines for a spiral in the canonical region
given by
dX, dX,
it b _pft,
EM(GJPT IT Vf+ebfxr—>bf a7 VX)’
=Af = fIVXIP+ (1= fA)f (6.8)
ng dXK
b— - —e€b i ey
5#( a7 IVf—ebffr+efixr—f qT VX)
, , 202
=V-(f VX)*Q(l—f)f—T, (6.9)
and expanding in powers of ¢ we obtain, to leading order, the equation for v
0= Agy + (1 +ig)o(1 — [to*), (6.10)
and for the first order term 1, we have now the new equation
L dXy B , 9 . s
—p(1=ib)—-Viho = Athr+ (1+ig) (¥ (1= [¢o]") = Yo (voti +¥5¥1)), (6.11)

that expressed in terms of the expanded modulus and phase terms f; and y;
gives the set of equations

_M% . (va + bfoVXo) = Afl — f1|vXO|2 o 2f0VX0 ‘ le
+fi =355 h (6.12)
_u% (f2Vx0 — bfoV i) =V - (f2Vx1) + V- (2fo 1V x0) (6.13)

+2qfof1 — 4qfs fir.
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Figure 6.6: Isophase lines for two spirals in the canonical region

Upon expanding in € as

+Xulg) +-- -, (6.14)

fi~ Fio(@) +efula) + -, (6.15)

Y1 ~ )?106(‘])

we find the equation for X given by

dXy

T Voo = A% — 2¢f11 = AX10 + 20V %00 - VX, (6.16)

where again b has disappeared due to the fact that it was multiplying some
higher order term. This implies that the whole process of matching stays the
same for general values of b.

Finally we must derive the law of motion when b is not zero. To do so we
start by defining the same inner product as before and consider the first order
linear operator given in (6.11) that is of the form

L(q, %o) (1] = w(o, q, p, b, dXe/dT)

where L does not depend on b but where the non-homogeneous term is now of

the form
dXy

w(vo, q, i1, b, dXe/dT) = —p(1 — ib)ﬁ - V.
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Figure 6.7: Far field for two spirals in the canonical region

Since the linear operator L is the same that was in Chapters 4 and 5 the only
place where b has an effect is in the solvability condition itself that is obtained
through the Fredholm Alternative that now reads

L AX
— | R®{u(l —ib)—Vgv*}dD
[ Rt = ) vy

U*
=/ R{(1 - iq)(v*% - %—nwl)}dl. (6.17)
Since b is only part of the left hand side that is a term of order p it will not
be present in the leading order terms coming out of the solvability condition
unless b depends on €. But if we consider that it is not the case, that b is just a
constant of the problem, the leading order velocity is not affected by the value
of b and only the next term in the velocity will have a term coming from the
left hand side of equation (6.17) with b as a multiplying constant.
If b depends on € then essentially the same analysis that was done in Chap-
ter 2 holds. This means that only when b is of order greater or equal than loge
does the leading order law of motion change.
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118

degree



6.3. ABOUT THE EXTENSION OF ALL PREVIOUS RESULTS TO GENERAL VALUES
OF THE PARAMETER b

40 T T T T T T T

20r .

10F ]

of oo ]

2 \//

5 10 15 20 25 30 35 40 45

Figure 6.10: Isophase lines for two spirals in the middle region when the left
one has +1 degree and the right —1
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Figure 6.11: Isophase lines for spirals in the middle region when the left one
has +1 degree and the right —1
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Figure 6.12: Phase field resulting from a simulation of the complex Ginzburg-
Landau equation
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Appendix A

Trajectories of the spirals in the
middle scale

In this appendix we focus on spirals that interact in the middle scale region.
We present the numerically computed trajectories of a pair and three spirals
with winding numbers of either plus or minus one. The numerical method that
has been used is based on a Runge-Kutta algorithm of order seven and eight
with automatic stepsize control.

A.1 Trajectories of a pair of spirals

As we showed in Chapter 5, spirals that are separated by distances such that
the auxiliary parameter « is of order less than one, have a law of motion that
is given by

ka _ q Z ( cos(q|logel)  enj N €pik ) (A1)
’sin(q| log €) X, — X X — X] /'

when their degrees are either plus or minus one. We recall that the parameter
p is actually 1/|loge|, and 1/e stands for the separation of the spirals, and
therefore it also depends on the spirals’ position, Xj.

An interesting question regarding this equation is wether or not periodic
solutions are possible. If periodic orbits were possible, spirals could eventually
reach them and stay forever in this middle scale. If we take for instance the
particular case of a pair of spirals, the differential equation (A.1) reads

X 1
aXy Q< cos(q|loge|) €2 n €421 |> (A.2)

= 2 —
dar ~ " \"sin(gllogel) Xz — Xq| | Xz —

where e,9; and ey are the polar vectors corresponding to the position of the
spiral 1 when the centre of spiral 2 is taken as the origin of coordinates. By
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symmetry, the second spiral has the same equation but we must interchange
the 1 and 2 subindexes.

The most simple periodic solutions that we could find in equation (A.2)
are those were the two spirals would spin around each other in a circle. This
would correspond to a distance of separation such that the radial component
of (A.2) vanishes and only the tangential component of the velocity survives,
that is to say,

cos(q|loge|) =0, and thus ¢|loge| = gn, ,n € Z. (A.3)

But if the spirals are separated by distances such that ¢|loge| = /2, this
means that they have already left the middle scale and are now in the canonical
region where equation (A.2) is no longer valid. This seems to imply that
periodic solutions, that are also called bound states in some physics context,
do not exist in this middle region. Actually, the equations for two spirals
are simple enough to see clearly that bound states will indeed never appear,
regardless of the degree of the spirals. If for instance we start with a pair of
spirals with the same degree, we observe that they rotate around each other at
the same time that they separate in a spiralling way. As one would expect by
analysing equation (A.2), spirals rotate counterclockwise when their degrees
are +1, as it is seen in figures A.1 and A.2, and clockwise when their winding
number is —1, see figures A.3 and A.4. Another interesting issue is that,
when we take larger values of ¢, the rate of separation clearly slows down.
Nevertheless, and as we mentioned above, they will never stop separating, on
the contrary, they will slowly reach the canonical scaling.

As for the case of spirals with opposite degrees, they attract each other
rather than repel and they would eventually coalesce, although we must say
that the middle region equations stop being valid when the separation of spi-
rals become of order one, which means that this equations do not model the
interaction of spirals when they are too close. In figures A.5, A.6, A.7 and
A.8 we start with spirals in positions on the z-axe, and it is clear that they
approach each other in different directions depending on which spiral has the
positive and negative degree. It is also noticeable that this approach is faster
as ¢ becomes larger.

A.2 Trajectories for systems of three spirals

If we now consider a system of three spirals, again the simplest periodic solu-
tions would arise at distances such that g|log €| = 7/2 where three spirals with
symmetric initial conditions would rotate on a circle. But as we mentioned
above this distance corresponds to the canonical scale and equation (A.1) does
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not hold. However, for three spirals we have a system of six nonlinear ordi-
nary differential equations whose dynamics can be very complicated. To have
a feeling of the kind of trajectories that a system of three spirals would have
we have numerically integrated equations (A.1) with different initial conditions
and changing the values of q.

We first consider a set of three spirals that are initially aligned on the z-
axis (see figures A.9 and A.10), and we find that if we take a bigger value of
q it looks as if the first spiral, the one starting at the origin, tends to remain
almost at the same place while the other two seem to move around this one.
We recall that as we increase ¢ spirals are closer to the canonical scale, but
nevertheless, when we have three spirals it is perfectly possible that one of
them separates from the other two so that this first one starts satisfying the
canonical scaling equations while the other two remain close enough to be one
inside the middle scale with respect to the other, but both of them interact
with the third in the canonical regime. This situation has not been considered
in this work but the behaviour of the three spirals in A.9 can as well be the
limit to this situation of asymmetric separation that we have just described.

The next pair of plots, A.11 and A.12 correspond to three spirals that
are initially on a equilateral triangle. The symmetry of the initial conditions
and of the equations with respect to the centre of the triangle makes the
vortices separate at a constant rate. As we increase ¢ again the solutions
rotate in a more abrupt way but they still keep separating, as it is expected. In
figures A.13 and A.14 we have chosen initial conditions that are not symmetric
and as a consequence the spirals still separate but the distance of separation
between them is now not constant. In figures A.15 and A.16 we have changed
the winding number to minus one for the three spirals and we find that the
spirals now approach each other while spinning in the same direction as before.
Finally, the plot in A.17 shows that if we consider three spirals where one has a
positive degree and the other two have a negative degree, the two spirals with
opposite degree that are closer start attracting and would eventually coalesce.

123



APPENDIX A. TRAJECTORIES OF THE SPIRALS IN THE MIDDLE SCALE
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Figure A.1: Spirals in the middle region with degrees of +1, when ¢ = 0.2.

Figure A.2: Spirals in the middle region with degrees of +1, when ¢ = 0.5.
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Figure A.3: Spirals in the middle region with degrees of —1, when ¢ = 0.2.

Figure A.4: Spirals in the middle region with degrees of —1, when ¢ = 0.5.
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Figure A.5: Spirals in the middle region with degrees of —1 and +1, when
q=0.2.
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Figure A.6: Spirals in the middle region with degrees of —1 and +1, when
q = 0.5.
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Figure A.7: Spirals in the middle region
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Figure A.9: Three spirals in the middle scale with degrees of +1 and with
initial positions on the z-axis when ¢ = 0.1.
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Figure A.10: Three spirals in the middle scale with degrees of +1 and with
initial positions on the z-axis when ¢ = 0.3.
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Figure A.11: Three spirals in the middle scale with degrees +1 and with initial
conditions on an equilateral triangle when ¢ = 0.1.

60

Figure A.12: Three spirals in the middle scale with degrees +1 and with initial
conditions on an equilateral triangle when ¢ = 0.3.
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Figure A.13: Three spirals in the middle scale with degrees +1 and with initial
conditions on a non equilater triangle when ¢ = 0.1.

Figure A.14: Three spirals in the middle scale with degrees +1 and with initial
conditions on a non equilater triangle when ¢ = 0.3.
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Figure A.15: Three spirals in the middle scale with degrees —1 and with initial
conditions on a non equilater triangle when ¢ = 0.1.

Figure A.16: Three spirals in the middle scale with degrees —1 and with initial
conditions on a non equilater triangle when ¢ = 0.3.
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Figure A.17: Three spirals in the middle scale with degrees —1, +1 and —1
and with initial conditions on a non equilater triangle when ¢ = 0.1.
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