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Abstract

This thesis focuses on the various aspects of autonomous environment learning for in-
door service robots. Particularly, on landmark extraction from sensor data, autonomous
map building, and robot localization.

To univocally identify landmarks from sensor data, we study several landmark rep-
resentations, and the mathematical foundation necessary to extract the features that
build them from images and laser range data. The features extracted from just one sen-
sor may not suffice in the invariant characterization of landmarks and objects, pushing
for the combination of information from multiple sources. We present a new algorithm
that fuses complementary information from two low level vision modules into coherent
object models that can be tracked and learned in a mobile robotics context.

Illumination conditions and occlusions are the most prominent artifacts that hinder
data association in computer vision. By using photogrammetric and geometric con-
straints we restrict the search for landmark matches in successive images, and by lock-
ing our interest in one or a set of landmarks in the scene, we track those landmarks along
successive frames, reducing considerably the data association problem. We concentrate
on those tools from the geometry of multiple views that are relevant to the computation
of initial landmark location estimates for coarse motion recovery; a desirable character-
istic when odometry is not available or is highly unreliable.

Once landmarks are accurately extracted and identified, the second part of the prob-
lem is to use these observations for the localization of the robot, as well as the refine-
ment of the landmark location estimates. We consider robot motion and sensor obser-
vations as stochastic processes, and treat the problem from an estimation theoretic point
of view, dealing with noise by using probabilistic methods.

The main drawback we encounter is that current estimation techniques have been
devised for static environments, and that they lack robustness in more realistic situa-
tions. To aid in those situations in which landmark observations might not be consistent
in time, we propose a new set of temporal landmark quality functions, and show how
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by incorporating these functions in the data association tests, the overall estimation-
theoretic approach to map building and localization is improved. The basic idea consists
on using the history of data association mismatches for the computation of the likeli-
hood of future data association, together with the spatial compatibility tests already
available.

Special attention is paid in that the removal of spurious landmarks from the map
does not violate the basic convergence properties of the localization and map building
algorithms already described in the literature; namely, asymptotic convergence and full
correlation.

The thesis also gives an in depth analysis of the fully correlated model to localization
and map building from a control systems theory point of view. Considering the fact that
the Kalman filter is nothing else but an optimal observer, we analyze the implications
of having a state vector that is being revised by fully correlated noise measurements.
We end up revealing theoretically and with experiments the strong limitations of us-
ing a fully correlated noise driven estimation theoretic approach to map building and
localization in relation to the total number of landmarks used.

Partial observability hinders full reconstructibility of the state space, making the
final map estimate dependant on the initial observations, and does not guarantee con-
vergence to a positive definite covariance matrix. Partial controllability on the other
hand, makes the filter beleive after a number of iterations, that it has accurate estimates
of the landmark states, with their corresponding Kalman gains converging to zero. That
is, after a few steps, innovations are useless. We show how to palliate the effects of full
correlation and partial controllability. Furthermore, given that the Kalman filter is an
optimal observer for the reconstruction of fully correlated states; it seems pertinent to
build an optimal regulator in order to keep the robot as close as possible to a desired
motion path when building a map. We show also how the duality between observability
and controllability can be exploited in designing such an optimal regulator.

Any map building and localization algorithm for mobile robotics that is to work
in real time must be able to relate observations and model matches in an expeditious
way. Some of the landmark compatibility tests are computationally expensive, and their
application has to be carefully designed. We touch upon the time complexity issues of
the various landmark compatibility tests used, and also on the desirable properties of
our chosen map data structure. Furthermore, we propose a series of tasks that must
be handled when dealing with landmark data association. From model compatibility
tests, to search space reduction and hypothesis formation, to the actual association of
observations and models.

The work presented in this thesis spans several areas of engineering and computer
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science, from new computer vision algorithms, to novel ideas in mobile robot localiza-
tion and map building. The key contributions are the proposal of a new technique to
fuse visual data; the formulation of new algorithms to concurrent localization and map
building that take into account temporal landmark quality; new theoretical results on
the degree of reconstruction possible when building maps from fully correlated obser-
vations; and the necessary techniques to palliate partial observability, partial control-
lability, and the nonlinear effects when solving the simultaneous localization and map
building problem.
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Resum

Aquesta tesi tracta el problema de l’aprenentatge autom`atic d’entorns estructurats en
robòtica mòbil. Particularment, l’extracci´o de caracter´ıstiques a partir dels senyals dels
sensors, la construcci´o autònoma de mapes, i l’autolocalitzaci´o de robots.

S’estudien els fonaments matem`atics necessaris per a l’extracci´o de caracter´ıstiques
a partir d’imatges i registres d’un l`aser, els quals permeten la identificaci´o unı́voca dels
elements de l’entorn. Els atributs extrets a partir del senyal d’un sol sensor poden ser
insuficients quan es volen caracteritzar els elements de l’entorn de forma invariant; aix`o
es pot millorar combinant informaci´o de múltiples fonts. Es presenta un nou algoris-
me per la fusi´o d’informació complement`aria extreta de dos m`oduls de visió de baix
nivell. Aquesta fusi´o d’informació produeix descripcions m´es completes dels objectes
de l’entorn, els quals poden ser seguits i apresos dins el context de la rob`otica mòbil.

Les variacions en les condicions d’il·luminació i les oclusions fan que l’associa-
ció de dades en visi´o per computador sigui una tasca dif´ıcil de completar. Tot i aix`o,
l’ ús de restriccions geom`etriques i fotogram`etriques permeten reduir la cerca de cor-
respond`encies entre imatges successives; i al centrar l’atenci´o en un redu¨ıt nombre de
caracter´ıstiques, aquestes poden ser seguides en imatges successives, simplificant aix´ı el
problema d’associaci´o de dades. Es recalquen les t`ecniques de la geometria de m´ultiples
vistes que s´on rellevants pel c`omput d’una estimaci´o inicial de la posici´o dels elements
de l’entorn, el que permet la reconstrucci´o del moviment del robot entre imatges suc-
cessives; situaci´o desitjable quan no existeix odometria o quan las seves lectures s´on
poc fiables.

Quan els elements de l’entorn s’han extret i identificat, la segona part del problema
consisteix en utilitzar aquestes observacions tant per estimar la posici´o del robot, com
per refinar l’estimaci´o dels mateixos elements de l’entorn. El moviment del robot i
les lectures dels sensors es consideren com dos processos estoc`astics, i el problema es
tracta des del punt de vista de la teoria d’estimaci´o, on el soroll inherent als sensors i al
moviment del robot es consideren com a seq¨uències aleat`ories.
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El principal inconvenient existent en l’´us de tècniques d’estimaci´o pel còmput con-
current de la posici´o del robot i la construcci´o d’un mapa, ´es que fins ara s’ha considerat
la seva aplicaci´o únicament en entorns est`atics, i que el seu ´us en situacions m´es rea-
listes ofereix poca robustesa. Es proposa un conjunt de funcions per avaluar la qualitat
temporal de les observacions per tal de resoldre les situacions en que les observacions
dels elements de l’entorn no siguin consistents en el temps. Es mostra com la utilitzaci´o
d’aquestes proves de qualitat temporal conjuntament amb les proves de compatibilitat
espacial milloren els resultats quan es fen servir amb un m`etode d’estimaci´o òptima
de la construcci´o concurrent de mapes i l’autolocalitzaci´o de robots. La idea principal
consisteix en emprar un hist`oric dels errors en l’associaci´o de les dades per calcular la
possibilitat d’incórrer en nous errors d’associaci´o; i excloure del mapa aquells elements
dels quals les observacions no siguin consistents.

Es posa especial atenci´o en el fet que l’eliminaci´o dels elements inconsistents del
mapa no violi les propietats dels algorismes de construcci´o concurrent de mapes i au-
tolocalització descrits en la literatura; ´es a dir, converg`encia assimpt`otica i correlació
completa.

Aquesta tesi proporciona tamb´e un profund an`alisi del model de construcci´o con-
current de mapes i autolocalitzaci´o totalment correlat des d’un punt de vista de la teoria
de control de sistemes. Partint del fet que el filtre de Kalman no ´es més que un estima-
dor òptim, s’analitzen les implicacions de tenir un vector d’estats que es revisa a partir
de mesures totalment correladas. Es revela de manera te`orica i amb experiments les
limitacions d’utilitzar un enfocament per la construcci´o concurrent de mapes i l’autolo-
calització a partir de mesures totalment correladas.

El fet de tenir un model parcialment observable inhibeix la reconstrucci´o total de
l’espai d’estats, produint tant mateix una estimaci´o de la posici´o dels elements de l’en-
torn que dep`en en tot cas de les observacions inicials, i que no garanteix la converg`encia
a una matriu de covari`ancia definida positivament. D’altra banda, el fet de tenir un vec-
tor d’estats parcialment controlable fa que, despr´es d’un redu¨ıt nombre d’iteracions el
filtre cregui tenir una estimaci´o perfecta de l’estat dels elements de l’entorn; amb els
corresponents guanys de Kalman convergint a zero. Per tant, despr´es d’un redu¨ıt nom-
bre d’iteracions del filtre, els innovacions no s’utilitzen m´es. Es mostra com reduir els
efectes de la correlaci´o total i de la controlabilitat parcial. A m´es a més, suposant que el
filtre de Kalmanés un observador `optim per a la reconstrucci´o dels estats, ´es pertinent
construir un regulador `optim que permeti conduir el robot el m´es a prop possible a una
trajectòria desitjada durant la construcci´o d’un mapa. Es mostra com la dualitat existent
entre l’observabilitat i la controlabilitat es pot fer servir en el disseny d’aquest regulador
òptim.

Qualsevol algorisme de construcci´o concurrent de mapes i autolocalitzaci´o de robots
mòbils que s’ha d’usar en un entorn real ha de ser capac¸ de relacionar les observacions
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i els seus corresponents elements del mapa de manera expedita. Algunes de les pro-
ves de compatibilitat de les observacions s´on costoses des del punt de vista de la seva
complexitat computacional, i la seva aplicaci´o s’ha de dissenyar amb especial atenci´o.
Es comenten els costos computacionals de les diferents proves de compatibilitat entre
observacions; aix´ı com altres caracter´ıstiques desitjables de l’estructura de dades que es
fa servir per a la construcci´o del mapa. A m´es a més es proposen una s`erie de tasques
que han de realitzar-se durant l’associaci´o de dades. Comenc¸ant per les proves de com-
patibilitat amb un model b`asic dels elements del mapa, i continuant amb la reducci´o de
l’espai de cerca quan es generen hip`otesis d’associaci´o, aixı́ com les proves espacial i
temporal d’associaci´o de dades.

El treball que es presenta en aquesta tesi proposa noves t`ecniques en `arees de l’en-
ginyera i ciències computacionals, que van des de nous algorismes per la visi´o per
computador, a idees novells de la construcci´o concurrent de mapes i l’autolocalitzaci´o
de robots m`obils. Les contribucions principals s´on la proposta d’una nova t`ecnica per la
fusió de dades visuals; la formulaci´o d’un nou algorisme per la construcci´o concurrent
de mapes i l’autolocalitzaci´o de robots que considera la qualitat temporal dels elements
del mapa; nous resultats te`orics en el nivell de reconstrucci´o possible quan es construei-
xen mapes a partir d’observacions totalment correladas; i les t`ecniques necess`aries per
pal·liar els efectes de l’observabilitat i la controlabilitat parcials, aix´ı com els efectes
de les no linealitats en la soluci´o del problema de construcci´o concurrent de mapes i de
l’autolocalització.
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Resumen

Esta tesis aborda el problema del aprendizaje autom´atico de entornos estructurados en
robótica móvil. Particularmente, la extracci´on de caracter´ısticas a partir de las se˜nales
de los sensores, la construcci´on autónoma de mapas, y la autolocalizaci´on de robots.

Se estudian los fundamentos matem´aticos necesarios para la extracci´on de carac-
terı́sticas a partir de im´agenes y registros de un l´aser, las cuales permiten la identifica-
ción unı́voca de los elementos del entorno. Los atributos extra´ıdos a partir de la se˜nal de
un solo sensor pueden ser insuficientes a la hora de caracterizar los elementos del entor-
no de forma invariante; lo que conlleva a la combinaci´on de informaci´on de múltiples
fuentes. Se presenta un nuevo algoritmo para la fusi´on de informaci´on complementaria
extraı́da de dos m´odulos de visi´on de bajo nivel. Esta fusi´on de informaci´on produce
descripciones m´as completas de los objetos presentes en el entorno, los cuales pueden
ser seguidos y aprendidos en el contexto de la rob´otica móvil.

Las variaciones en las condiciones de iluminaci´on y las oclusiones hacen que la
asociación de datos en visi´on por computador sea una tarea dif´ıcil de llevar a cabo.
Sin embargo, el uso de restricciones geom´etricas y fotogram´etricas permiten reducir la
búsqueda de correspondencias entre im´agenes; y al centrar la atenci´on en un reducido
número de caracter´ısticas, estas pueden ser seguidas en im´agenes sucesivas, simplifi-
cando as´ı el problema de asociaci´on de datos. Se hace hincapi´e en las t´ecnicas de la
geometr´ıa de múltiples vistas relevantes para el c´omputo de una estimaci´on inicial de la
posición de los elementos del entorno, lo cual permite la reconstrucci´on del movimiento
del robot entre im´agenes sucesivas; situaci´on deseable cuando se carece de odometr´ıa o
cuando sus lecturas son poco fiables.

Una vez que los elementos del entorno han sido extra´ıdos e identificados, la segunda
parte del problema consiste en usar estas observaciones tanto para estimar la posici´on
del robot, como para refinar la estimaci´on de los mismos elementos del entorno. El
movimiento del robot y las lecturas de los sensores se consideran como dos procesos
estocásticos, y el problema se aborda desde el punto de vista de la teor´ıa de estimaci´on,
en donde el ruido inherente a los sensores y al movimiento del robot se consideran como
secuencias aleatorias.
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La principal desventaja existente en el uso de t´ecnicas de estimaci´on para el c´ompu-
to concurrente de la posici´on del robot y la construcci´on de un mapa, es que hasta ahora
se ha considerado su uso en entornos est´aticosúnicamente, y que su aplicaci´on en si-
tuaciones m´as realistas carece de robustez. Se propone un conjunto de funciones para
evaluar la calidad temporal de las observaciones con el fin de solventar aquellas situa-
ciones en que las observaciones de los elementos del entorno no sean consistentes en
el tiempo. Se muestra como el uso de estas pruebas de calidad temporal junto con las
pruebas de compatibilidad espacial existentes mejora los resultados al usar un m´etodo
de estimaci´on óptima para la construcci´on concurrente de mapas y la autolocalizaci´on
de robots. La idea principal consiste en usar un hist´orico de los errores en la asociaci´on
de datos para el c´omputo de la posibilidad de incurrir en nuevos errores de asociaci´on;
y eliminar del mapa aquellos elementos cuyas observaciones no sean consistentes.

Se presta especial atenci´on a que la eliminaci´on de elementos inconsistentes del ma-
pa no viole las propiedades de los algoritmos de construcci´on concurrente de mapas y
autolocalizaci´on descritos en la literatura; es decir, convergencia asint´otica y correlaci´on
completa.

Esta tesis proporciona a su vez un an´alisis en profundidad del modelo de construc-
ción concurrente de mapas y autolocalizaci´on totalmente correlado desde un punto de
vista de la teor´ıa de control de sistemas. Partiendo del hecho de que el filtro de Kal-
man no es otra cosa que un estimador ´optimo, se analizan las implicaciones de tener
un vector de estados que se revisa a partir de mediciones totalmente correladas. Se re-
vela de forma te´orica y con experimentos las limitaciones de usar un enfoque para la
construcción concurrente de mapas y autolocalizaci´on a partir de mediciones totalmente
correladas.

El hecho de tener un modelo parcialmente observable inhibe la reconstrucci´on total
del espacio de estados, produciendo a su vez una estimaci´on de la posici´on de los ele-
mentos del entorno que depender´a en todo caso de las observaciones iniciales, y que no
garantiza la convergencia a una matriz de covarianza positivamente definida. Por otro
lado, el hecho de tener un vector de estados parcialmente controlable, produce despu´es
de un reducido n´umero de iteraciones que el filtro crea tener una estimaci´on perfecta
del estado de los elementos del entorno; con sus correspondientes ganancias de Kalman
convergiendo a cero. Esto es, despu´es de un peque˜no número de iteraciones del filtro, las
innovaciones no se usan. Se muestra como reducir los efectos de la correlaci´on total y
la controlabilidad parcial. Adem´as, dado que el filtro de Kalman es un observador ´opti-
mo para la reconstrucci´on de los estados, es pertinente construir un regulador ´optimo
que permita conducir al robot lo m´as cerca posible de una trayectoria deseada durante la
construcción de un mapa. Se muestra como la dualidad existente entre la observabilidad
y la controlabilidad se puede emplear en el dise˜no de este regulador ´optimo.

Cualquier algoritmo de construcci´on concurrente de mapas y autolocalizaci´on de
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robots móviles que deba funcionar en un entorno real deber´a ser capaz de relacionar
las observaciones y sus correspondientes elementos del mapa de manera expedita. Al-
gunas de las pruebas de compatibilidad de las observaciones son caras desde el punto
de vista de su complejidad computacional, y su aplicaci´on debe dise˜narse con riguroso
cuidado. Se comentan los costes computacionales de las distintas pruebas de compati-
bilidad entre observaciones; as´ı como otras caracter´ısticas deseadas de la estructura de
datos elegida para la construcci´on del mapa. Adem´as, se propone una serie de tareas
que debe llevarse a cabo durante la asociaci´on de datos. Partiendo por las pruebas de
compatibilidad con un modelo b´asico de los elementos del mapa, y continuando con
la reducción del espacio de b´usqueda al generar hip´otesis de asociaci´on, as´ı como las
pruebas espacial y temporal de asociaci´on de datos.

El trabajo que se presenta en esta tesis propone nuevas t´ecnicas en ´areas de la in-
genier´ıa y las ciencias computacionales, que van desde nuevos algoritmos de visi´on
por computador, a ideas noveles en la construcci´on concurrente de mapas y la autolo-
calización de robots m´oviles. Las contribuciones principales son la propuesta de una
nueva técnica para la fusi´on de datos visuales; la formulaci´on de un nuevo algoritmo
para la construcci´on concurrente de mapas y autolocalizaci´on de robots que toma en
cuenta la calidad temporal de los elementos del mapa; nuevos resultados te´oricos en
el grado de reconstrucci´on posible al construir mapas a partir de observaciones total-
mente correladas; y las t´ecnicas necesarias para paliar los efectos de la observabilidad y
controlabilidad parciales, as´ı como los efectos de las no linealidades en la soluci´on del
problema de construcci´on concurrente de mapas y autolocalizaci´on.
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Notation

Data fusion

d Mahalanobis distance

d disparity

γ initial sample

Γ small regions

n normal vector

ω initial class

Ω large regions

Ω′ object regions

p region perimeter

p a point in a large region

r a point in the disparity image

R image region

R segmented image regions

Σ class covariance

S smooth surface segments

V class association votes

Motion recovery

a quadratic combination of the elements ofx̃ andx̃′

C largest consensus set

δ distance threshold (algebraic or symmetric)

d disparity vector

e, e′ right and left epipoles
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f fundamental matrix in vector form

F fundamental matrix

h homography in vector form

H homography

Ik, Ik+1 consecutive image frames

K camera intrinsic parameters

m image point

N number of samples in Ransac

p̃e Euclidean coordinates of a point

p̃p projective coordinates of a point

P̃, P̃′ canonical perspective projection matrices

P̃e, P̃
′
e perspective projection matrices for Euclidean reconstruction

S random sample set

x̃, x̃′ homogeneous coordinates of image point correspondences

X,X ′ set of image point correspondences

Robot localization

0 a vector or a matrix of zeros

αd, αψ, αθ dead reconing error factors

βd, βψ measurement error factors

f(·) robot motion model

Fv motion error Jacobian

Fx motion Jacobian

h(·) measurement model

Hw measurement error Jacobian

Hx measurement Jacobian

k + 1|k a priori estimate, i.e, given observations up until stepk

k + 1|k + 1 a posteriori estimate, i.e, given observations up until stepk + 1

K Kalman gain

m total number of filter iterations

n total number of landmarks in the map

P·|· error covariance estimate
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Pff,·|· map error covariance estimate

Pqq,·|· landmark quality error covariance estimate

Prr,·|· robot pose error covariance estimate

R, t robot pose

S innovation covariance

uk motion command

u
(i)
q,k landmark identification stamp

Un set of motion commands

vk motion error

Vk motion error covariance

wk measurement error

Wk measurement error covariance

x
(i)
f landmark with labeli

xk desired robot pose

x
(i)
q,k landmark quality

xr,k robot pose

xr,·|· robot pose estimate

Xn desired path

x̃r,·|· robot pose error estimate

zk measurement vector

z̃·|· measurement error estimate

zk hypothetical noise-free measurement

Zk set of observations up until time stepk

Fully correlated maps

0m×n a matrix of zeros of sizem by n

1m×n a matrix of ones of sizem by n

α angle between two subspaces

I regulator performance index

J Fisher information matrix

Λ(·) likelihood function

ImQ controllable subspace
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ImR� observable subspace

KerQ� uncontrollable subspace

KerR unobservable subspace

Q controllability matrix

Q̃ Kalman controllability matrix

R observability matrix

ûk optimal motion command

U orthonormal basis

UΣV� singular value decomposition

Map building

A set of landmark appearance properties

D set of landmark observations

F set of erased landmarks

H set of landmark match hypotheses

k number of features per landmark

m number of observations

M set of landmark matches

n number of landmarks in the map

N set of new map entries

T total map

T ′ pruned map

Landmark extraction

αu, αv focal lengths

∇2 image Laplacian

∇I image gradient

∇x,∇y edge detection operators

C laser scan raw data

C smoothed square image gradient

d, θ Hough space features

d,D affine motion parameters
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ε energy sum of gray level intensity variances

E inter-pixel image color distances (as graph edges)

F gradient square

G image graph

G Gaussian operator (smoothing operator)

h one dimensional Canny operator

H image Hessian

I identity matrix

I, J image intensities

Ix, Iy one directional image gradients

KB, KH , KK corner response functions

m image point

P̃ perspective projection matrix

Ri image region

R, t camera pose

Σ,Λ, xmax Canny criteria

S region pixels

S ′ border pixels

S̄ region complement

(u0, v0) principal point

vi laser range point

vivj laser range line

V image pixels (as graph nodes)

W window of interest

(x, y) pixel coordinates

x̃ homogeneous coordinates of an image point

Camera calibration

αu, αv focal lengths in pixels

f focal length

I image plane

k1, k2 radial distortion parameters
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O origin of camera coordinate frame

P̃ perspective projection matrix

q image point coordinates

q̃ homogeneous image point coordinates

R, t camera pose

(u0, v0) principal point

x Euclidean point coordinates

x̃ homogeneous 3D point coordinates

Kalman filter

e·|· state error estimate

f(·) nonlinear plant model

F linear plant model

h(·) nonlinear measurement model

H linear measurement model

∇x,∇h model Jacobians

K Kalman gain

P·|· state error covariance estimate

u input vector

v plant noise

V plant error covariance

w measurement noise

W measurement error covariance

x state vector
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Chapter 1

Introduction

Efficient mobile robot navigation is limited mainly by the ability of a robot to perceive
and interact with its surroundings in a deliberative way. A desirable characteristic a
mobile robot must have are the skills needed to recognize the landmarks and objects that
surround it, and to be able to localize itself relative to its workspace. This knowledge
is crucial for the successful completion of intelligent navigation tasks. But, for such
interaction to take place, a model or description of the environment needs to be specified
beforehand.

If a global description or measurement of the elements present in the environment
is available, the problem consists on the interpretation and matching of sensor readings
to previously stored object models. Moreover, if we know that the recognized objects
are fixed and persist in the scene, they can be regarded as landmarks, and can be used
as reference points for self-localization. If on the other hand, a global description or
measurement of the elements in the environment is not available, at least the descriptors
and methods that will be used for the autonomous building of one are required. This is,
either the robot has a global map, or it is given the means to learn one.

Consider for example the case of the recently deployed robotic museum tour guides
Rhino and Minerva [77, 192]. These robots carry a description of the geometry of
the exhibition galleries where they navigate, and of the actual position of the items in
display within each gallery. By matching sensory readings to previously stored map
representations, they are able to navigate for long periods of time without bumping into
the objects in display, and keeping track of their location at all times, even in crowded
areas. Another system capable of navigating in cluttered indoor environments is the
FINALE system [61, 119, 153]. The robot can navigate and self-localize with respect
to a previously stored CAD model of the environment at an average speed of 17m/min
by the examination of those portions of the camera image that contain low-level features
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2 Chapter 1 : Introduction

in the vicinity of reprojected model features, the extent of the vicinity being determined
by the uncertainty in the position of the robot.

In contraposition, consider the case of automated highway systems (AHS) [27, 51,
188, 189, 190]. These navigation systems usually have a model definition of typical
road landmarks, such as the centerline or the sidelines, that when compared to sensor
data, aid on the automatic detection of lane changes. In the AHS problem domain,
an explicit map description of the environment may not be required. Instead, object
model descriptions of the possible obstacles are included in the AHS core algorithms
in order to reduce the risk for collisions. While local positioning within the lane and
with respect to neighboring vehicles is crucial for reactive behaviors such as obstacle
avoidance or lane changing, global position estimates are required only if one wants
to achieve more intelligent navigation tasks. That is, tasks that include the reach of a
particular goal through path planning and execution. Coarse global positioning in AHS
is usually accomplished via satellite GPS signals.

The research reported in this thesis focuses on the various aspects of autonomous
environment learning for indoor service robots; particularly, on landmark extraction
from sensor data, autonomous map building, and robot localization.

Many systems that incorporate human-made models of the environment for indoor
mobile robot navigation have been successfully developed, even when only an approx-
imate map is given, or in crowded environments. Some recent examples include the
ones by Foxet al. [77], Kosaka and Kak [119], Ohyaet al. [153], or Thrun [192].
However, little success has been attained in the autonomous building of a global, and
possibly dynamic, map of the environment for a mobile robot.

Several difficulties arise during self-localization, and consequently, during the au-
tonomous building of an environment map for an indoor mobile robot:

Lack of global references: Unlike AHS, it is not common for service robots to include
satellite GPS or other global positioning mechanisms. Their current location in
the environment has to be interpreted from local sensor readings, without the aid
of global references.

Dead reckoning: As a robot moves, its position estimate from encoder readings accu-
mulates drift errors, due to wheel slippage or encoder quantization. And, after a
small period of time, unless corrected, that estimate is unreliable.

Sensor uncertainty: Obstacle and landmark position estimates are restricted by the
type of sensors used, and by the finesse of the algorithms used for extraction,
location, and identification. For example, in the case of sonar sensors, false re-
flections are typical, and a large amount of obstacle position readings might be
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inaccurate. If on the other hand, computer vision methods are utilized, illumina-
tion and pose invariance might be difficult to achieve; and even if these are over-
come, the effective and accurate extraction of landmarks might be prohibitive for
real-time systems.

Data association: The matching of observations with previously learned elements in
the environment is a daunting task. More than often, false data association hy-
pothesis are generated in the presence of occlusions. False data association is
critical in the sense that it induces large deviations to the robot localization esti-
mate.

Dynamic environments: In a restricted number of applications, the environment re-
mains static. However, for the general case, obstacle locations usually change
over time, pushing for stochastic map models that continuously update the envi-
ronment map to reflect these changes.

The problems of landmark extraction, location, and identification can be associated
to the well knownobject recognition problem in the computer vision and pattern recog-
nition research communities. We adapt its definition from our own survey [7] to the
scope of this study. Given one (or a sequence of) scene image of the environment for
a particular robot pose (motion), can we identify and localize those landmarks that are
sufficiently visible to the sensory system? To answer this question, we study inChap-
ter 2 several landmark representations for various types of sensors. The discussion
includes the mathematical foundation necessary to extract points, lines, and regions
from images, and lines from laser range data. We conclude with some commentary on
the invariant characterization of landmarks for mobile robotics.

This part of the work was carried out during my stay at the Robot Vision Laboratory
at Purdue University, and as a consequence of this study, we have contributed the afore-
mentioned survey to the Wiley Encyclopedia of Electrical and Electronics Engineering
in its year 2000 edition.

It is often the case, that the information extracted from just one sensor, or only one
low level processing technique, does not suffice in the invariant characterization of land-
marks and objects; pushing for the combination of information from multiple sources.
In Chapter 3 we introduce a new algorithm that fuses complementary information from
two low level vision modules, namely color image segmentation and depth from stereo,
into coherent object models that can be tracked and learned in a mobile robotics con-
text. Special attention has been taken so that the time complexity of the algorithm does
not exceed that of the individual acquisition modules.

Results from this part of our research were presented at ICPR 2000 in Barcelona [8],
and in a collective work on the use of graphs as topological data structures for computer
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vision, which appeared in the March 2002 issue of the journal Pattern Recognition
[172].

We have seen that the search for robust landmark representations with the combi-
nation of information from multiple sensors is crucial. However, the comparison of
observed landmarks between successive sensory inputs is not an easy task, even with
such rich landmark models. Illumination conditions and occlusions are the most promi-
nent artifacts that hinder data association in computer vision. Nevertheless, by using
photogrammetric and geometric constraints we can restrict the search for landmark
matches in successive images. Furthermore, by locking our interest in one or a set
of landmarks in the scene, we could track those landmarks along successive frames,
reducing considerably the data association problem. InChapter 4 we present a small
discussion on these issues, which could give rise to a dissertation topic on its own. In
our discussion we concentrate only on those tools from the geometry of multiple views
that are relevant to the computation of initial landmark location estimates for motion re-
covery. A desirable characteristic when odometry is not available or highly unreliable.
We present results on projective and Euclidean motion recovery from the tracking of
simple landmarks in outdoor environments.

Our study of multiple view geometry is documented in two technical reports. One
on stereoscopic vision [144], and one on pattern based camera calibration [5].

Once landmarks are accurately extracted and identified from sensory inputs, the sec-
ond part of the problem is to use these observations for the localization of the robot, as
well as the refinement of the landmark location estimates. We consider robot motion
and sensor observations as stochastic processes, and treat the problem from an estima-
tion theoretic point of view. In the robotics and artificial intelligence communities this
is known assimultaneous localization and map building or asconcurrent map building
and localization, and consists precisely on the incremental refinement of the robot and
landmark location estimates from observations and dead reckoning.

The technique requires that the initial location of the robot be known, and works
as long as observations can be matched sequentially. Furthermore, once a map is built,
we can relocate the robot, turn on their sensors again, and test for multiple localization
hypotheses in the quest for global localization.

Both the local and global estimation theoretic approaches to localization deal with
noise by using probabilistic methods. The main drawback we encounter is that these
techniques have been devised for static environments, and that they lack robustness in
more realistic situations; for example, in situations in which illumination conditions
change, or in which occlusions are possible. InChapter 5 we propose an extension
to the estimation theoretic approach to robot localization and map building taking into
account the dynamics of the environment. This is achieved by incorporating novel
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robust tests for temporal data association.

Spatial compatibility tests are crucial for the solution of data association in localiza-
tion and map building [150], but they can still be insufficient in situations with moderate
scene dynamics. Consider for example the case when a landmark is occluded for a short
period of time. A spatial compatibility test would not provide any information on the
history of observations of such landmark, and might still be trying to wrongly associate
it with a neighboring observed feature. If the localization algorithm succeeds in incor-
rectly associating the occluded feature, it most probably will induce localization error
to the rest of the map, and depending on the algorithm used, this error might propagate
recursively, ultimately breaking down the entire localization technique. For this reason,
we deem necessary not only spatial, but temporal landmark compatibility tests as well.

To aid in those situations in which landmark observations might not be consistent in
time, we propose a new set of temporal landmark quality functions, and show how by
incorporating these functions in the algorithm, the overall estimation-theoretic approach
to map building and localization is improved. The basic idea consists on using the
history of data association mismatches for the computation of the likelihood of future
data association, together with the spatial compatibility tests already available.

Special attention is paid in that the removal of landmarks that do not pass the tem-
poral landmark quality tests, does not violate the basic convergence properties of the
localization and map building algorithms already described in the literature; namely,
asymptotic convergence and full correlation [64, 151].

Once the theoretical foundation for the revised model to map building and localiza-
tion is set forth, we delve into explicit formulation of motion and measurement models
for two mobile robot platforms. First, we study a simple linear one-dimensional mo-
bile robot, themonobot. Then, we extend our analysis to the more realistic case of a
nonlinear bidimensional planar mobile platform. The latter robot configuration is used
to compare the performance of our extended map building algorithm with the origi-
nal model discussed in the literature; both in the presence of various noise levels, and
ultimately, in cases with limited field of view and extreme data missassociation.

Our initial temporal landmark quality studies were first reported in a national meet-
ing on May 2001 [10]. Later on, we came up with a simpler temporal quality model
and presented it in Baden-Baden on August 2001 [9]. On the other hand, our study of
estimation theory gave birth to a technical report on Kalman filtering [6], and to a pair
of contributions on its use in a related application, the tracking of human faces by our
mobile robot [145, 146].

The first article covering in detail the theoretic foundation of our new map building
algorithm was presented in ICPR 2002 [12]; and a more complete version has been
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accepted for presentation at ICRA 2003 [13].

The use of estimation theory gives a clean and concise solution to the simultane-
ous localization and map building problem. Or that has been the general belief so far.
However, some researchers have observed scaling difficulties in the actual implemen-
tations of current map building algorithms. As the number of iterations grows to the
thousands, Kalman filter based algorithms tend to diverge, in spite of the convergence
theorems proved in the literature. The reason for such divergence has been attributed
to nonlinearities of the models chosen. We believe that partial observability and partial
controllability have also something to do with such behavior.

Chapter 6 is devoted to an in depth analysis of the fully correlated model to lo-
calization and map building from a control systems theory point of view. Considering
the fact that the Kalman filter is nothing else but an optimal observer, we analyze the
implications of having a state vector that is being revised by fully correlated noise mea-
surements. This is, we end up revealing theoretically and with experiments the strong
limitations of using a noise driven estimation theoretic approach to map building and
localization in relation to the total number of landmarks used, regardless of the vehicle
model chosen.

One revealing conclusion drawn in this chapter is that the number of landmarks
plays an important role in the error levels achieved during the localization of a mobile
robot purely from noise driven landmark observations. There are directions along the
map state vector which cannot be observed, and must be recovered from the correlated
observation of motion and landmarks. However, as the number of landmarks grows,
these estimates improve; but up to a point in which adding more landmarks to the map
model is of no benefit and does no more than introducing noise into the system.

Partial observability hinders full reconstructibility of the state space, in that it makes
the final map estimate dependant on the initial observations, and does not guarantee
convergence to a positive definite covariance matrix. Partial controllability on the other
hand, makes the filter beleive after a number of iterations, that it has accurate estimates
of the landmark states, with their corresponding Kalman gains converging to zero. That
is, after a few steps, innovations are useless. In Chapter 6 we show how to palliate the
effects of full correlation and partial controllability in CML.

Furthermore, given that the Kalman filter is an optimal observer for the reconstruc-
tion of fully correlated states; it seems pertinent to build an optimal regulator in order
to keep the robot as close as possible to a desired motion path when building a map. We
show also in Chapter 6 how the duality between observability and controllability can be
exploited in designing such an optimal regulator.

Part of our findings about using fully correlated maps will be submitted to IROS
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2003. The rest, and their relation with the structure-from-motion problem in computer
vision, is waiting for time in our agenda for a journal submission.

Any map building and localization algorithm for mobile robotics that is to work in
real time must be able to relate observations and model matches in an expeditious way.
Some of the landmark compatibility tests are computationally expensive, and their ap-
plication has to be carefully designed. In Chapter 5 we touch upon the time complexity
issues of the various landmark compatibility tests used, and inChapter 7 we concen-
trate on desirable properties of our chosen map data structure, which in turn allows for
expeditious landmark search, insertion and deletion. Furthermore, we propose a se-
ries of tasks that must be handled when dealing with landmark data association. From
model compatibility tests, to search space reductions and hypothesis formation, to the
actual association of observations and models.

The algorithmic details of our map update algorithm appear in an article published
in the August 2002 issue of the International Journal on Pattern Recognition and Ar-
tificial Intelligence [11]. A schematic overview of the proposed localization and map
building architecture is shown in Figure 1.1. Finally, the mobile robot platform Marco,
developed as part of this thesis, is shown in Figure 1.2, and was described in great detail
in two research reports [173, 174].

Finally, Chapter 8 contains a collection of images that visually exemplify some of
the tools that were developed as part of this thesis.

The work presented in this thesis spans several areas of engineering and computer
science, from new computer vision algorithms, to novel ideas in mobile robot localiza-
tion and map building. The key contributions are the proposal of a new technique to
fuse visual data; the formulation of new algorithms to concurrent localization and map
building that take into account temporal landmark quality; new theoretical results on
the degree of reconstruction possible when building maps from fully correlated obser-
vations; and the necessary techniques to palliate partial observability, partial controlla-
bility, and the nonlinear effects in CML.



8 Chapter 1 : Introduction

Path plan

Landmark

matching

Robot

<pose>

Map pruning

within view

cone

Feature

detection on

images

Measurement error sources:

pixel quantization, false stereo matches, camera

calibration errors, laser calibration errors, noise,

reflections, linearization of observation model

Prediction

3DFeatures

<loc, unc>

matched

Motion <cmd, unc>

Landmark Extraction

Vehicle Motion

Map Update

Feature

tracking

Stereo

correspondence

Feature

detection on

range data

Data fusion

add

new

Map

Filter

System error sources:

dead reckoning, encoder quantization,

linearization of motion model

3DLandmarks

<loc, unc>

<qlty, unc>

Correction

revised

3DLandmarks

<loc, unc>

<qlty, unc>

Robot <pose, unc>

delete

weak

Figure 1.1: System architecture.



9

Figure 1.2: Marco mobile robot.
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Chapter 2

Landmark Extraction for Mobile
Robotics

In this Chapter, we provide a qualitative discussion of the various tools we have chosen
for the extraction of features from vision and laser sensors. These tools constitute the
bulk of the input that will be used in our robot localization algorithms discussed in later
chapters. More than an extensive review of fundamental computer vision techniques,
we only focus on a somewhat detailed explanation of a limited number of algorithms
that we have chosen for the extraction of landmarks with the task of mobile robot lo-
calization in mind. The advantages and drawbacks of the selected algorithms will be
underpinned here; and the details of all of the chosen techniques are presented in Ap-
pendix A.

2.1 Low-level processing of 2d intensity images

There exist a mirage of methods for edge detection on images, since it is a primary
element of computer vision technology; from the very well known Sobel, Prewitt, or
Roberts masks that use first-order derivative operations over images, or theLOG detec-
tor that uses second-order derivatives, to a family of optimally designed methods for
edge extraction based on the detection of extremes in the output of the convolution of
the image with an impulse response, namely the Canny, Deriche, and Spaceck detec-
tors [7, 35, 36, 74, 137]. Another widely used operator, the Heitger edge detector, uses
energy oriented maps, yielding good continuity of features near junctions and precise
estimation of gradient orientation [94]. A comparison on the performance of some of
these operators is by Heathet al. [93]. We have chosen the Canny edge detector as
our workhorse for the extraction of edges from images. It is from our own perspective
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the most reliable edge extraction algorithm to date. Some of its advantages over other
techniques include its opitmality by construction, and being isotropic.

All of the above discussed methods produce edges that are not connected, and be-
fore attempting higher-level scene interpretation, we need to repair broken edges in the
case that noise or other artifacts caused such breakages. Edge repair can sometimes
be carried out by expanding and shrinking the edges through morphological operations
[24, 165]. Another tool for grouping together the edge elements that form straight lines
in an image is based on the concept of the Hough transformation [100] that basically
consists on mapping the image space to a space parameterized by the position and ori-
entation of the edges in the image, such that each straight line in the input image maps
to a point in the parameterized space. Moreover, an approach to boundary localization
calledsnakes, first introduced by Kasset al. [115], includes the use of active contours.
The classical snakes approach is based on deforming an initial contour curve towards
the boundary of the object to be detected, by minimizing an energy function designed
so that a local minimum is obtained at the boundary of the object. The use of active
contours has been extended, with the use of deformable surfaces, to the processing of
three-dimensional data, such as that obtained from stereovision or an array of sonar sen-
sors [42]. The main disadvantage on the use of most of the techniques for edge repair
and on the use of active contours in particular is that none of these methods is tailored
for its application on real-time systems. The iterative nature of the minimization tech-
niques used on the snakes algorithm make it very time consuming, and unsuitable for
our purposes.

Another popular salient feature extracted from images are corners or vertices. Fif-
teen years ago, solutions to the corner location problem consisted on searching for
points with high curvature along edges. These techniques, which relied on the results
of preceding edge extraction modules, are no longer popular due to their high com-
putational cost [60, 98, 199]. More recent methods for corner detection are based on
the direct computation of the gradients and curvature of an image. One of the first
functions used to characterize corner response that did not require a previous edge ex-
traction step is due to Beaudet [28], and consisted basically on the computation of the
determinant of the Hessian for each image point. Variations on this approach include
that of Kitchen and Rosenfeld [116], Dreschler and Nagel [67], and Harris and Stephen
[90]. Another corner detection method based on image surface curvature is by Wang
and Brady [208]. Lastly, the extraction of point features from images in the context
of tracking from video sequences has gained recent popularity. Shi and Tomasi [181]
proposed an optimal salient point feature function derived directly from the model of
affine motion.

All of these techniques for corner extraction require the computation of second-
order derivatives of the image, which makes them not only very noise sensitive, but
also inaccurate for precise localization. To resolve this issue, Deriche and some of his
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students have proposed algorithms for vertex localization and refinement, that although
initially based on the same principle of using second-order derivatives, they make use
of other techniques such as multiresolution, non-maximum suppression, and energy
minimization to come up with refined corner localization estimates [32, 59, 60, 84, 142].

When dealing with structured indoor environments, our corner detection module
relies on the Beaudet operator with further refinement by energy minimization. We have
used, on the other hand, the Shi and Tomasi operator for the extraction of landmarks in
outdoor scenes.

The use of more than one camera for the extraction of points of interest from a
scene gives several advantages. First, it reduces significantly the consideration of noisy
points as landmarks, as it is most likely that the same noise points will not appear
in more than one image at the same location due to their stochastic nature. Secondly,
when feasible, the three-dimensional coordinates of an image point can be computed by
triangulation. However, in order to speed up the matching of stereo correspondences,
epipolar rectification of the images is required. The following references provide an in
depth analysis of image rectification [80, 131, 159, 160].

There exist multiple stereo matching methods that solve the correspondence prob-
lem producing what is known as depth maps. From the commonly used area-based
correlation techniques tailored for dense mapping [2, 74, 124], to feature-based meth-
ods that compromise density for accuracy during reconstruction [97, 148, 210]. From
our point of view, the most impressive demonstration of dense depth map computation
comes from the group of Kanade at the Robotics Institute, Carnegie Mellon Univ. Start-
ing with their seminal work [152], Prof. Kanade and his students have now been able to
produce dense depth maps in real-time thanks to a video-rate stereo machine developed
at the expense of large computational power [113, 149, 204]. There exist many more
modest systems that provide acceptable results, including the ones by Aranda [15] or
Konolige [117], and our own laboratory version [144].

Once a reliable depth map is obtained, further processing is sometimes required to
extract the desired landmarks. A sample of contributions on line labeling and surface
segmentation from stereo include the ones by Chen and Lin [46], Huynh and Owens
[101], or Venkateswar and Chellapa [205]. Broad reviews on stereo matching tech-
niques can be found on Aranda’s PhD thesis [15], or the book by Faugeras [74]. A
comparative study on the use of stereovision and laser sensors for mobile robot local-
ization is due to P´erezet al. [163].

Geometric reconstruction from stereo matching is only possible provided the cam-
eras have been calibrated a priori. We have implemented a calibration algorithm and it
is presented in Appendix B for completeness.
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2.2 Low-level processing of laser data

We can also use computer vision techniques to process three-dimensional laser points
for the extraction of landmarks, in the same manner as with the depth maps computed
from stereovision or structured light. The tasks of edge extraction, labeling and seg-
mentation are usually performed via morphological operations. In our survey on object
recognition [7], we provide a detailed description on the methods to compute surface
normals from sets of points in space via planar patch fitting; on recursive techniques for
3d surface segmentation; and on the characterization of surface segments according to
their curvature properties thanks to theExtended Gaussian Image [99].

As an example of their applicability, one such system that extracts landmarks purely
from range data for grid-based map building relying on morphological processing tech-
niques is presented in an article by Bas¸kent and Barshan [22]. Another example due to
Uteteet al. [202], uses voting techniques for landmark classification from range data.

Due to its simplicity and low computational time complexity, our approach to the
detection of straight landmarks from laser data is based primarily in the line simplifica-
tion algorithm described in [65, 96]. It is discussed in detail in Section A.2; need to say
only that our implementation of the algorithm is recursive, and that it has worst case
time complexity ofO(n logn) with respect to the number of points in the laser scan.

2.3 Landmark characterization

Once a set of features such as corners, lines or segments has been extracted, we need
to store their appearance properties in a feature vector. The kind of feature properties
to save depend in the type of feature extracted. In the case of simple geometrical enti-
ties such as the lines extracted from range data for example, the end points coordinates
would suffice. For the case of image segmented regions, one would like to store other
geometric attributes such as its area, perimeter, elongation, moments of inertia, or spa-
tial frequency descriptions such as the discrete cosine transform, Fourier descriptors,
wavelets, or eigenimages. Since motion is our main concern, the attributes selected
must be as invariant to changes in the feature pose as possible.

We will describe next the specific appearance properties chosen to characterize land-
marks for the localization and map building algorithms developed as part of this thesis.
For the characterization of image points, the feature vector is simply composed of the
image pixel coordinate, as well as the normalized image intensity values for every point
in a region of interest around such pixel. The same region that was used during the
convolution operations for the extraction of such feature. Typically,7 × 7, 9 × 9 or
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11 × 11 window sizes.

Along with the normalized intensity values (three dimensional intensity vectors in
the case of color images), we stored also the result of the corner detection operator.
Namely, a scalar value with the result of the Beaudet, Harris or Shi-Tomasi corner
measure.

Now, if these same points were correlated for the computation of stereo, a few more
parameters were added to the feature vector. These are the disparity value obtained, and
ultimately the camera centered 3d coordinates of the point.

Lines extracted from monocular and stereo images were characterized by their end-
ing points. So, their representation was seeminglessly extended from the aforemen-
tioned description for points. In the case of lines extracted from laser range data in the
other hand, much simpler feature properties were saved. Since depth information is
readily available from the laser range scan, the coordinates of points in the scan plane
were stored. As an alternative, we also stored the parametric representation of such
lines, given by the slope and they intercept with respect to the laser coordinate frame.
Given the limited properties of a laser scan, these were the only geometric properties
they could bear for the description of the environment. Nevertheless, these descriptions
constitute sufficient data for the construction of maps and the localization of a mobile
vehicle in indoor areas.

Although we have not specifically used image segments for the building of maps,
these were used for the extraction and description of object models. The related appli-
cation of image segmentation along with depth from stereo for object characterization
is discussed in detail in Chapter 3. Similarly, Chapter 7 describes the techniques used to
infer higher level features such as walls, from the lines extracted from laser range data.

Landmark attributes extracted from sensor data should, under ideal circumstances,
be invariant to the robot viewpoint, illumination conditions, and background clutter.
If three-dimensional sensors such as stereovision or sonar sensors are utilized, the very
nature of the data generated guarantees viewpoint invariance, provided a sufficient num-
ber of data points are collected for a given landmark. With such sensors, the shape of
a landmark surface will remain the same, as long as the surface remains unobstructed
and discounting the effect of highly oblique angles between the surface normal and the
line of sight of the sensor. Conversely, lack of invariance poses a bigger problem when
using 2d sensors, such as monocular images, and for these cases, it is necessary to use
projective invariants and quasi-invariants, such as the angle between two segments and
the length ratio of these segments [87].

A description of some invariants for the recognition of planar landmarks from two-
dimensional images appears in our survey [7]. Various contributions from our research
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group to the study of geometric and projective invariants for three-dimensional object
recognition from images are due to Sanfeliuet al. [73, 170, 171, 175]. More recent con-
tributions from other authors include the ones by Berthilsson and Heyden [30], Carlsson
and Weinshall [38, 39, 40], Groset al. [87], or Rothwellet al. [166].

2.4 Conclusions

In this Chapter we have presented a qualitative discussion on the various tools and
techniques used in the characterization of landmarks from images and laser range data.
We deem important to remark at this point that it was not our intention to develop new
image or signal processing algorithms, but only to study and implement the ones we
have found suitable for the invariant extraction of landmarks in the context of mobile
robotics. The details of the algorithms chosen are presented in Appendix A.



Chapter 3

Data Fusion for Object and Landmark
Characterization

A step forward towards achieving intelligent mobile robotics tasks is the identification
of objects. Sometimes, the information extracted from just one sensor does not suffice
in the invariant characterization of landmarks and objects; and it may prove useful to
combine data from multiple sources in order to be able to produce robust generalization
of the objects that lay in the mobile robot workspace. To this aim, we introduce what we
believe is a robust algorithm that fuses the type of information extracted from camera
images as discussed in Chapter 2, into coherent object models that can be tracked and
learned in a mobile robotics context. This new algorithm has two major advantages
over other contributions. The time complexity is linear with respect to the number of
pixels in the image, and it does not exceed that of the individual acquisition modules.

Different data acquisition methods are tailored at extracting particular characteris-
tics from a scene and by combining their results a more robust description of the envi-
ronment can be created. We propose here a new method to fuse perceptual groupings
extracted from color-based segmentation and depth information from stereo using su-
pervised classification. The merging of data from these two acquisition modules allows
for a spatially coherent blend of smooth regions and detail in an image. Depth cues
are used to limit the area of interest in the scene and to improve perceptual grouping
solving subsegmentation and oversegmentation of the original images. The complexity
of the algorithm does not exceed that of the individual acquisition modules. The re-
sulting scene description might then be feed to an object recognition module for scene
interpretation.

Our contribution is mostly related to the works by Jainet al. [147, 156], but has
a critical difference. In Pankanti and Jain’s contribution [156], segmentation results of

17
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grey-scale images are used, namely the segmented boundaries, to limit the enforcement
of smoothing constraints in the stereo module, and to prevent the propagation of depth
values across uniform regions. We believe that the flow of information should also be
considered in the opposite direction. This is, depth cues should be considered as an aid
to perceptual grouping as well, rather than only using perceptual boundaries to limit the
adjustment of depth estimates.

The reasoning behind this assumption is based on the fact that segmentation of
intensity images is prone to illumination conditions and surface properties, and the per-
ceptual groupings thus produced by most segmentation algorithm might have consider-
able error. On the other hand, depth estimation at scene discontinuities is less sensitive
to these factors and can be used more robustly to further group segments into higher
level perceptual entities that could match an object model, or to discriminate from noisy
or undesirable segmented regions.

3.1 Integration of perceptual grouping and depth using
supervised classification

Consider the set of regionsR = {R1, R2 . . . RN} that indicate good color continuity
in the original image as extracted by the color segmentation algorithm described in
Section A.1.4. Our implementation of the segmentation algorithm differs from the one
presented by Verg`es [206] in that regions inR are divided in two subsets. If|Rj | > tA
andp2

j/|Rj | < tC ⇒ Rj ∈ Ω, otherwiseRj ∈ Γ. R = Ω∪Γ. Ω represents the regions
with area greater thantA and compactness smaller thantC , Γ represents the detail in
the image, andpj is the perimeter ofRj.

To solve for subsegmentation, in each regionΩj the set of pointsrj = {pi|xi ∈ Ωj}
is extracted from the depth map, and for each coordinatexi ∈ Ωj from the segmented
image a new pointpi is added torj, where the correspondingdi is obtained from the
average disparity from the points in the3 × 3 window around pixelxi with entry inrj .
The process is repeated iteratively until all pixels inΩj have a corresponding entry in
rj. This is, until all pixels inΩj have been assigned a depth estimate.

Smooth surface segmentsSjl are recursively generated by starting at any pointpi ∈
rj and growing outwards while meeting the following two criteria for the neighboring
pointspi andpk:

‖pi − pk‖ > tJ Jump Edge Criterion (3.1)
cos−1(n�i nk)

‖pi−pk‖ > tU Curvature Criterion (3.2)
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The normalsni are computed minimizing the error of fitting a local planar patch in
the vicinity ofpi [45]. The regionRj ∈ Ω is then replaced inR by the segments inSj .
The user thresholdstJ andtU are application dependant, and must otherwise be trained
by example. A new division ofR into Ω andΓ is necessary.

For the case of oversegmentation we first generate a set of initial classes

ωl = {(xi,di)|(xi,di) ∈ Ωl} (3.3)

and the sets of points to be classified

γm = {(xi,di)|(xi,di) ∈ Γm} (3.4)

The task at hand is to associate eachΓm to its parent regionΩl based on their spatial
proximity. This classification constitutes the merging of smooth and detail into spatially
coherent entities. Consider one detail regionΓm. We must compute the distance from
the points(xi,di) ∈ γm to the classes inω. It is clear that the distribution of sample
points in the classes inω does not follow any typical probability distribution, but in those
areas where the image is rich in detail, the samples resemble a uniform distribution if
projected on the image plane; the minimum distance between points being the pixel
width and length. This observation suggests the use of a parametric distance measure
for classification. The normalized distance from point(xi,di) ∈ γm to classωl is

dil = tr
(
Σ−1
l

(
(xi,di) − (x̄i, d̄i)

) (
(xi,di) − (x̄i, d̄i)

)�)
(3.5)

where(x̄i, d̄i) is the mean vector of classωl, andΣl the covariance matrix. The votes
Vi = minl(dil) are accumulated for each(xi,di) ∈ γm, and the region inΩ associated
to the classωl with most votes is considered the parent region forΓm.

The result is a new set of regionsΩ′ where each elementΩ′
j = {Ωj ∪ Γm . . .Γn},

represents a region in the scene where color continuity and depth continuity are merged
to constitute spatially coherent entities. A set of characteristics can be measured on each
of these regions, such as position, normal orientation, curvature, level of detail, area,
compactness, etc. The immediate step to follow from these results will be an attempt to
learn and recognize these groups of segments as objects.

The time complexity of the depth from stereo module isO(dk2n), wherek is the
width of the kernel window,d is the maximum expected disparity, andn is the number
of pixels in the image. If the edges inG are sorted in linear time, the segmentation
module is bounded byO(n).

The time required to compute Equation 3.5 is bounded byO(m2/a), wherem is the
number of points in the disparity map associated to regions inΩ, anda = |Ω|. Given
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that the disparity map is dense in the perimeter ofΩj and negligible inside smooth
regions

m ≈
∑
a

pjk/2 (3.6)

and from the compactness constraint

p2
j < tC |Rj | (3.7)

The overall cost of the oversegmentation part of the algorithm is bounded by

O
(
m2/a

) ≈ O(ap̄2
jk

2)

< O(ak2tC |Ωj |)
< O(k2tCn) (3.8)

The time complexity of our algorithm is linear with respect to the number of pixels
in the image, and is asymptotically comparable to that of the individual data acquisition
modules.

Figure 3.1 exemplifies the advantages and drawbacks of our algorithm. The original
left color image from the stereo pair is shown in Figure 3.1(a). Both the left and right
images were rectified to meet the parallel epipolar constraint. The results of the color
segmentation algorithm applied to the rectified left image are shown in Figure 3.1(b).
Note that labels assigned to each segment do not resemble the intensity values in the
original image, as would be expected from a color based segmentation algorithm. This
was done only to ease visual identification of large segments from small or highly com-
pact ones. In this figure, the textured regions represent the small segments that need to
be classified as belonging to the nearby objects.

Figure 3.1(c) shows the disparity map obtained from the stereo module. It is most
clear from this image how depth information is dense at highly detailed areas in the
scene, whereas smooth regions are poorly represented. Although the left-to-right right-
to-left constraint could have been relaxed from equality to similarity when creating the
depth map, this was not implemented; letting the segmentation module overcome the
weaknesses of any typical depth-from-stereo module.

An initial pruning of the segmented image is done based purely on the mean dispar-
ity value of each segment. We eliminated from our three-dimensional region of interest
those segments that fall too close or too far from the camera by computing their mean
disparity. Also those segments with very low points-in-depth-map to segmented-area
ratio were discarded, as they do not contain enough disparity information to accurately
estimate their depth, and are not suitable for later attempts at object characterization.
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(a) Original left (b) Initial segmentation (c) Disparity map
color image results

(d) Initial pruning (e) Data fusion (f) Graphs due
results for recognition

Figure 3.1: Data fusion steps.

Figure 3.1(d) shows how the boxes behind the four objects of interest are virtually elim-
inated, as well as the table and the vertical bar in the back.

Results from the data fusion algorithm are shown in Figure 3.1(e). The image shows
our four objects of interest easily identifiable. These segment groups and their attributes
can be used to characterize the objects they represent. Figure 3.1(f) shows a set of
graphs representing the hypothesized objects that are due for recognition.

3.2 Bibliographical notes

The fusion of 3D information from different acquisition methods allows for more ro-
bust scene descriptions. The shortcomings of individual low level processing modules
can be overcome in an integrated environment. However, the inherent variability of the
acquisition methods and the data formats and noise levels they produce make sensor fu-
sion a challenging task. In the field of computer vision several attempts have been made
at coupling data from different sensors. Integration models proposed in the literature
vary in the number and type of sensor inputs, in the level at which fusion takes place,
and in the rules used for data fusion.

Citing some relevant contributions, in Pankanti and Jain’s work [156] an integration
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framework that encompasses four vision modules is presented. The merging of data
from stereo, shape from shading, perceptual organization, and line labeling is used to
estimate accurate depth maps of a scene. Other contributions consider the fusion of 2-D
and 3-D data in the form of intensity images and stereo or range data [19, 147], or only
3-D data acquired from stereo and range data [95, 123]. Methods that merge data from
stereo and shape from shading include those by Blakeet al. [31], Bulthoff and Mallot
[34], and Cryeret al. [52].

Most of the methods that fuse depth information are designed to work at a point
or pixel level, whereas those methods that include perceptual grouping in 2-D images
are mostly directed towards fusing higher level primitives [156], or more specifically,
at labeling primitives such as contours or edges based on their low-level properties, i.e.,
depth estimates. In the works by Austin and Wallace [19], and Lacroixet al. [123],
emphasis is made in that an integration architecture should be made at both the pixel
and higher perceptual grouping levels.

The methods used for fusing different types of data vary extensively, from ad-hoc
implementations that use empirical thresholds to select which sensor contributes to
scene formation, to the more elegant techniques of Extended Kalman Filtering to update
depth estimates [95, 123], or Bayesian networks to integrate top-down and bottom-up
visual processes [177]. Some exploit the fact that one of the data acquisition mod-
ules can be viewed as a multiresolution system and have embedded their data fusion
techniques in between each level of resolution [156].

The typical data structure used for the representation of objects in the context of
object recognition is the attribute graph [7]. In our particular domain, the nodes of such
a graph can represent each of the labeled segments in an object, and the edges represent
Euclidean distance or any other relationship between these segments. However, some
difficulties in the applicability of matching techniques over graphs have reduced their
practical use. The search for a specific node or edge in a graph, or for the relationship
between two nodes (i.e., shortest path) requires polynomial time. However, the search
for a match of a scene graph with a model graph, known as the isomorphism problem, is
intractable. This is, its computation has an exponential time complexity. Nevertheless,
if we constrain the search for a match with the appropriate heuristic, the time complexity
of the problem can be reduced at the expense of a sub-optimal solution [48, 217]. A
detailed description on some of these heuristics for graph matching can be found in
our survey [7], including discrete relaxation, bipartite matching, or with the use of hash
tables.

In our research group, a new type of probabilistic graphs calledfunction described
graphs has been developed [3, 176, 179, 180]. FDG’s augment the capability of first-
order probabilistic modeling of structural and attributed information from random graphs
by incorporating qualitative knowledge of the second-order probabilities of the graph
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elements in the form of binary relations on arcs and nodes. We propose here as an open
research topic the possibility of using FDG’s for object representation, provided the
correct heuristics for fast graph matching are developed for this type of graphs.

3.3 Conclusions

In this Chapter, we have shown how the shortcomings of two individual low-level pro-
cessing modules can be overcome in an integrated environment in the characterization
of objects and landmarks for mobile robotics. The inherent variability of the data for-
mats is tackled by exploiting their individual characteristics. While color-based seg-
mentation methods are robust in smooth regions and tend to fail in areas where detail is
prominent, the opposite is true for a depth from stereo module. We have provided the
necessary framework to exploit this situation by relabeling those areas where segmen-
tation fails based on depth cues, both in sub- and oversegmentation situations. It is of
major relevance that the time complexity of our algorithm is linear with respect to the
number of pixels in the image, and does not exceed that of the individual acquisition
modules.
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Chapter 4

Combining Information from
Sequential Views

In Chapter 2 we commented on the various types of landmarks that can be extracted
from vision and laser range data, one snapshot at a time. We now turn our attention to
the tracking of visual landmarks only, but along a set of consecutive images. Firstly,
with the purpose of alleviating the association of observations in between views. Sec-
ondly, to compute coarse motion estimation when dead reckoning is unreliable or sim-
ply unavailable. The material presented in this Chapter represents a tiny portion of the
widely known area of structure from motion within the computer vision community.
Most of the techniques herein described can be found in traditional multiple view ge-
ometry books, such as the one by Hartley and Zisserman [91]. Our contribution resides
in using such techniques within the map building and localization context.

In Section 4.1 we revise the area based correlation technique used for establishing
image point correspondences. In Section 4.2 we compute the fundamental geometry
between two views. The methods described in these two sections are only touched upon
given their wide dissemination in modern computer vision literature. They serve as an
introductory framework to the technique presented in Section 4.3, in which we study the
recovery of camera motion from image correspondences. We use a stratified approach
in which an already available technique for the computation of projective reconstruction
is presented. Next, we show a simple technique with closed form formulation for the
computation of Euclidean reconstruction provided at least five ground truth points in
the scene. When no knowledge of the scene is available a priori, we can still recover
Euclidean reconstruction up to scale ambiguity. The technique for doing so is presented
in Section 4.3.3. However, it is often the case that no metric information of the scene
is available. Full metric reconstruction is still achievable if we add metric information
directly to our sensor. For example, by using a calibrated stereoscopic rig. We show
some exemplary results of the method in Section 4.3.4.

25
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4.1 Feature tracking

We consider the tracking of visual features as the search for image correspondences in
consecutive frames. Image correspondences can only be evaluated at those points where
sufficient detail is present in the scene. That is precisely the reason why we consider
corners and Shi and Tomasi features as the visual landmarks to track.

4.1.1 SSD, SAD

The matching of image features is usually evaluated by minimizing area based correla-
tions over a window of interest as discussed already in Section A.1.5. However, since
what we are estimating is precisely the camera motion for a given image sequence, we
do not have access to the entire perspective projection matrices that generated such se-
quence. Being that the case, it is impossible to perform image rectification beforehand;
consequently, one must compute image correspondences taking into account the two
dimensions of the image plane.

Given a consecutive pair of image framesIk andIk+1, the match for an image feature
atm in Ik would be located atm+d in Ik+1. The disparity vectord = [dx, dy]

� can be
computed either with anL2 distance, the argument that minimizes the sum of squared
differences (SSD) over a windowW of interest

d = arg min
d

∑∑
W

(Ik(m) − Ik+1(m + d))2 (4.1)

or anL1 distance, the argument that minimizes the sum of absolute differences (SAD)

d = arg min
d

∑∑
W

|Ik(m) − Ik+1(m + d)| (4.2)

Both techniques give similar results. The latter being less computationally expen-
sive. Extensions to these area based correlation methods include the zero mean shift or
the normalized cross correlation. For a detailed description of these and other formulas
for the computation of image correspondences see our technical report [144]. Figure 4.1
shows three consecutive frames of an indoor image sequence obtained by our mobile
robot Marco.
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Figure 4.1: Three consecutive frames of a sequence acquired by a
mobile robot in motion. The rough characteristics of the
terrain make dead reckoning computation unreliable.
The red dots indicate the set of tracked Shi and Tomasi
features.

4.1.2 Illumination changes and occlusions

In computing image correspondences with Equations 4.1-4.2 we are relying strongly on
the assumption of small inter-frame motion. However, this simplified motion model is
by no means complete, and does not take into account the perspective transformation the
patterns of image intensities suffer when a scene is observed from different viewpoints.
Furthermore, the model has no way of incorporating the image intensity fluctuations
caused by occlusions and illumination variations.

A simple technique to validate image correspondences even in the presence of oc-
clusions, is to maintain a cumulative root mean squared residue of each feature window
with respect to a key frame. That is, by maintaining an initial feature appearance model
to which compare the tracked feature at all instances. The cumulative residue surpass-
ing a certain threshold may indicate occlusion or sharp illumination fluctuations. The
technique is further described in a technical report by Tomasi and Kanade [196].

4.2 Epipolar geometry

Given a set of corresponding featuresmi ↔ mi + di from a sequential pair of images,
it is possible to estimate the geometry between the two views given by

x̃′
i
�Fx̃i = 0 (4.3)
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in which x̃i are the homogeneous coordinates of image pointmi in Ik, andx̃′
i are the

homogeneous coordinates of its correspondence inIk+1, the image pointmi + di. The
matrixF is known as thefundamental matrix and is a3 × 3 matrix of rank 2.

The above expression can be written as a vector inner product in the entries ofF
a�f = 0, wherea is a 9-dimensional vector made up of quadratic combinations of the
elements of̃xi andx̃′

i, andf is a vector made up of the entries ofF. If more than eight
point correspondences are available, we can build an augmented linear systemAf = 0
by combining each individual inner product into a larger over-determined system of
equations. Moreover, sinceF is defined up to scale, we add the additional constraint
that‖f‖ = 1. When more than eight point correspondences are available, a solution,
in the least squares sense, to the augmented linear system is obtained by computing the
optimumf that minimizes the norm‖Af‖ subject to the constraint‖f‖ = 1. This is,
the unit normalized singular vector that corresponds to the smallest singular value ofA.
The details of the formulation can be consulted in the book on multiple view geometry
by Hartley and Zisserman [91].

One must not forget however that image correspondences, even when tracked effi-
ciently, are the product of an extraction technique with inherent noise sources. When
the only source of error is in the accuracy of the measurement of point positions, we
can assume a Gaussian noise distribution. However, when point correspondences are
mismatched in between frames, such assumption no longer holds, and the mismatched
points should be considered as outliers to the Gaussian error distribution.

4.2.1 RANSAC

Robust estimation requires the detection of such outliers in the distribution. An in-
creasingly popular technique for the computation of robust estimators is the Random
Sampling Consensus (RANSAC) algorithm [76]. The idea of the algorithm is very
simple. In the paragraphs that follow we rephrase it in the context of estimating the
fundamental matrix between two views.

A minimum set of point correspondences is chosen at random (eight), enough to
compute an estimate ofF. The support for this estimate is measured as a vote count of
the number of points in the entire data set that lie within a distance thresholdδ to our
estimate. The distance function being for instance, the algebraic distance

‖a�f‖2 (4.4)

or the symmetric residual error

‖x̃′
i − Fx̃i‖2 + ‖x̃i − F�x̃′

i‖2 (4.5)
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Ransac(X,X ′)

repeat N times
S = SelectRandomSampleSet(X,X ′)
F = ComputeFundamentalMatrix(S)
repeat for entire data set (X,X′)

if Distance(xi,x
′
i,F) < δ

AddInliertoConcensusSet
C = SelectLargestConcensusSet
F = ComputeFundamentalMatrix(C)
return F

Table 4.1: The random sample consensus algorithm, adapted from
[91] to the robust estimation of the fundamental matrix
from point correspondences.

This random selection is repeated a number of times, and the point set with most
support (largest number of votes) is deemed the robust fit. The image correspondences
within the threshold distance are the inliers, and constitute the consensus set. Thus if a
point correspondence is an outlier, the estimated fundamental matrix will not gain much
support (low vote count from the rest of the point correspondences). The computation
of the final fundamental matrix is then estimated with the entire consensus set.

As for the value of the error thresholdδ, it can be restricted to say6σ2, so that there
is a 95% probability that a point classified as inlier is so. The standard deviationσ
is computed as the average of either Equation 4.4 or 4.5 for the entire data set. This
scheme for the selection of the thresholdδ is discussed in further detail in Section 5.4,
for the analogous problem of computing a threshold for the landmark compatibility
tests.

The number of samplesN to try is chosen sufficiently high to ensure with a99%
probability that at least one of the random sample sets of points is free from outliers,
with an overly pessimistic proportion of outliers of50%. A value ofN = 100 would
suffice (see [91]). Table 4.1 summarizes the steps of the algorithm.
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4.3 Motion recovery

4.3.1 Projective reconstruction

With the assumption thatIk was acquired at the world origin, and that the camera mo-
tion incurred before the acquisition ofIk+1 is simply[R|t]; we can compute a canonical
set of perspective projection matrices for our pair of images simply with

P̃ = [I|0] P̃′ = [[e′]×F|e′] (4.6)

The terme′ is the left epipole ofF and is given by the singular vector associated
to the null singular value ofF�. Moreover,[e′]× is a skew symmetric matrix indicating
the vector cross product ofe′ (see Equation B.36).

Projective reconstruction of image correspondencesx̃ andx̃′ can thus be computed
with

ỹp =
x̃(e′�e′x̃′�x̃′ − (x̃′�e′)2)

x̃′�[e′]×Fx̃e′�x̃′ (4.7)

Figure 4.2 shows an example in which we perform projective reconstruction of a
calibration pattern from a pair of sequential views of the pattern.

4.3.2 Euclidean reconstruction from knowledge of the scene

The next step in the reconstruction process is to obtain the homographyH that re-
lates projective to Euclidean reconstruction. Given the two view fundamental matrix
F, the general forms for̃P andP̃′ from Equations 4.6, and at least 5 projectiveỹp and
Euclideanỹe homogeneous point correspondences, we propose the following simple
technique for the computation ofH.

The homogeneous image coordinates of the projective pointỹp are given by

x̃p = P̃ỹp x̃′
p = P̃′ỹp (4.8)

and the same image point but as computed from its Euclidean correspondence obeys
the relation

x̃e = P̃Hỹe x̃′
e = P̃′Hỹe (4.9)

Note that the homogeneous scale factor in Equations 4.8 and 4.9 is not equal in
general. However, substituting the normalized image coordinatesx̃1/x̃3, x̃2/x̃3 from
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Original Left Image. Point reprojection.

a) Projection of point correspondences
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Figure 4.2: Projective reconstruction of structure from sequential
views. Point correspondences in between two views of a
three-dimensional calibration pattern are computed.
Frame (a) shows the projection of all point
correspondences on top of an image of a portion of a
calibration model (made up of three planes as shown in
Figure B.1.2. The camera was then moved, and a second
series of snapshots of the calibration pattern were taken.
Frame (b) shows the projective reconstruction, estimated
only from the computed fundamental matrix.
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Figure 4.3: Euclidean reconstruction of structure from sequential
views. Full metric reconstruction is possible to attain
when some ground truth of the scene is available. The
recovered camera motion is represented by the plotted
coordinate frames. In this example, we consider the
knowledge of the real coordinates of only five points of
the calibration pattern, two on extremes of first plane,
one on the middle of the second plane, and two on
opposite extremes of the last plane, all shown in red on
frame (b).
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the Equation set 4.8 into the Equation set 4.9 we end up with four equations in 16
unknowns, the entries ofH (h in vector form). The resulting systemAh = 0 has the
explicit form

x̃p,1x̃e,3 − x̃e,1x̃p,3 = 0 (4.10)

x̃p,2x̃e,3 − x̃e,2x̃p,3 = 0 (4.11)

x̃′
p,1x̃

′
e,3 − x̃′

e,1x̃
′
p,3 = 0 (4.12)

x̃′
p,2x̃

′
e,3 − x̃′

e,2x̃
′
p,3 = 0 (4.13)

Piling up as many systems of the formAh = 0 as Euclidean and projective point
correspondences are available, we end up solving an over determined system of equa-
tions, in which again,H is made up of the entries of the right singular vector associated
to the smallest singular value ofA.

The last step in the computation of the camera motion is the extraction of the extrin-
sic parameters from each of the resulting projection matricesP̃e = P̃H andP̃′

e = P̃′H

[R|t] = [U−1|Bp̃e] (4.14)

with P̃e = [Pe|p̃e] andUB the QR decomposition ofP−1
e . The camera motion between

image frameIk andIk+1 is consequently,[R′|t′][R|t]−1.

Figure 4.3 shows the full metric reconstruction of our three-dimensional calibration
pattern achieved with this technique. The estimated inter-frame motion of the camera
for this example was near18cm along thex axis, with a small rotation along they axis
of about18◦. The entire homogeneous transformation matrix of the incurred camera
motion is

[R′|t′][R|t]−1 =




0.9447 0.0621 −0.3220 181.9991
−0.0532 0.9979 0.0363 −7.0261
0.3236 −0.0172 0.9460 34.0684

0 0 0 1.0000


 (4.15)

4.3.3 Euclidean reconstruction from the camera intrinsic parame-
ters

Suppose that the intrinsic parametersK of the camera that generated the image se-
quence have been calibrated a priori (equivalent to matrixA from Appendix B). More-
over, with the assumption thatIk was acquired at the world origin, and that the camera
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a) Tracked stereo correspondences at frames 3 and 4

b) Tracked stereo correspondences at frames 4 and 5

Figure 4.4: Point correspondences for a calibrated stereo pair for an
outdoor mobile robot sequence.
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Figure 4.5: Recovered robot motion in between frames 3 and 4 of
the outdoor image sequence.
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motion incurred before the acquisition ofIk+1 is simply [R|t]; we have that the per-
spective projection matrices of our pair of images are simply

P̃e = K[I|0] P̃′
e = K[R|t] (4.16)

Knowledge of the fundamental matrixF and the intrinsic parametersK suffice in es-
timating the camera motion[R|t] up to a scale, i.e., in obtaining a scaled coarse estimate
of dead reckoning from image correspondences. The procedure for the computation of
such scaled motion estimate is as follows (see [91]).

The essential matrixE = [t]×R is related to the fundamental matrix by the expres-
sion

E = K�FK (4.17)

Once the essential matrix is evaluated, we compute its singular value decomposition,
which in turn obeys the formE = Udiag(1, 1, 0)V�. Furthermore,

R = URotz(π/2)V� t = U(0, 0, 1)� (4.18)

However this last result is defined up to scale only, and it is necessary to have some
metric information in order to resolve the projective ambiguity in reconstruction. Next
we explore the geometry of binocular vision to solve this situation.

4.3.4 Euclidean reconstruction from a fully calibrated stereo rig

It is not always possible to extract metric information from the environment. However,
we can still perform full Euclidean reconstruction if we add such metric information to
the sensor directly. Such is the case of using fixed binocular vision. Fully calibrating
a stereo rig a priori, we estimate the fixed inter-camera displacement[R|t] with the
camera calibration technique described in Appendix B. Next, we provide a large enough
set of image correspondences in the stereo pair for two consecutive frames, and we build
the following set of equations for the computation of the homographyH describing the
entire rig motion

x̃1 = K1[I|0]ỹ x̃′
1 = K1[R|t]ỹ (4.19)

x̃2 = K2[I|0]Hỹ x̃′
2 = K2[R|t]Hỹ (4.20)

Solving for the Euclidean coordinates ofỹ in Equation set 4.19, and plugging into
the Equation set 4.20, we build again an overdetermined system of equations of the form
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Ah = 0. The solution forh, and consequentlyH, is computed in the same manner as
in Section 4.3.2.

Figure 4.4 shows two instances of an outdoor stereoscopic image sequence acquired
with our mobile robot. The blue dots in the sequence indicate the tracked image corre-
spondences. The recovered forward vehicle motion is shown In Figure 4.5.

4.4 Bibliographical notes

An in depth discussion of the various area based correlation operators used in the com-
putation of images correspondences for stereo and tracking can be found in our tech-
nical report [144]. The tracking of Shi and Tomasi features is discussed in [181] and
[196]. Robust parameter estimation and stratified reconstruction are covered in great
detail in the books by Hartley and Zisserman [91] and Xu and Zhang [219].

4.5 Conclusions

In this Chapter we merely touch upon the vast research area of structure from motion.
We use tools from the recently developed theory of multiple view geometry for the
computation of initial mobile robot motion estimates given a sequential set of image
correspondences. Different from current research directions in multiple view geometry,
we take advantage of the possibility of fully calibrating our stereo rig in advance. We
end up showing in Section 4.3.4 a motion estimation algorithm for a stereoscopic head
equipped mobile robot in environments in which odometry is unreliable.
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Robot Localization

Perception happens locally, in the egocentric frame of reference of the robot. In order
to ensure correspondence between the local representation of the environment built by
the landmark extraction processes, and the global representation contained in a map,
the robot must estimate its own position with respect to this map.

The use of stochastic models for map building and localization in mobile robotics
has gained much popularity in recent years [53, 77, 122]. Of particular interest is the
use of predictive filters to estimate the robot position and uncertainty, and to update
these estimates from sensor readings while at the same time building an incremental
map of the environment [11, 20, 43, 64, 126, 182, 187].

One of the most critical limitations to the application of such estimation-theoretic
approaches to map building and localization is the data association problem. Data as-
sociation refers to the issue of matching observations with previously learned elements
from the environment. Some techniques can be used to alleviate the data association
problem, such as the tracking of landmarks from one robot position to the next, or by
using efficient tests for scene-to-model landmark match hypothesis verification. Obvi-
ously there is always a compromise between the possibility of fully invariant landmark
characterization and the difficulty to extract such characterizing features from raw sen-
sor data.

As we address issues such as viewpoint invariance and feature extraction from sen-
sor data, it is overwhelming how undesired environment dynamics, occlusions, and sen-
sor noise can still make data association a daunting task. One possibility to overcome
the data association problem altogether is with the deployment of uniquely identifiable
man-made beacons to aid in localization. Unfortunately, there exist multiple situations
where this is not possible, and a map must still be constructed without environment
contamination. An alternative approach explored in this work is the use of temporal

37
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and spatial landmark quality measures to validate observations.

We start our discussion by reviewing in Section 5.1 the traditional full covariance ex-
tended Kalman filter approach to concurrent map building and localization (EKF-CML
in short), based primarily on the works by Smith and Cheeseman [182] and Dissanayake
et al. [64]. In Section 5.2, explicit formulas for two mobile platforms are presented.
First, we show the case of a simple linear one-dimensional mobile robot, themonobot.
Then, we extend the analysis to the more realistic case of a planar mobile robot. Section
5.3 deals with specific model assumptions of the second more realistic nonlinear mobile
robot platform, covering topics such as path planning, and plant and measurement noise
models.

Spatial landmark compatibility tests are needed to validate data association hypoth-
esis in terms of the estimated localization error for each landmark. Their use is crucial
for the solution of data association in CML [43, 150]. We have realized however, that
in situations with moderate scene dynamics, spatial landmark compatibility may not
suffice in the search for data association matches. Consider for example the case when
a landmark is occluded for a short period of time. A spatial compatibility test would not
have any information on the history of observations of such landmark, and might still
be trying to wrongly associate it with a neighboring observed feature. If the algorithm
succeeds in incorrectly associating the occluded feature, the new observation will not
be consistent with the initial measurement, thus producing large error in the estimate for
the localization of that landmark, while at the same time underestimating its covariance.
Given that the map covariance is fully correlated, starting with the next iteration of the
algorithm, that wrong value for the uncertainty would be propagated to the rest of the
landmark locations, and that of the robot as well; leading to divergence in the map, and
ultimately breaking down the entire estimation approach to CML.

To aid in those situations in which landmark observations might not be consistent
in time, we propose a new set of temporal landmark quality models, and show how by
incorporating these models, the overall estimation-theoretic approach to CML is im-
proved. With the aid of these models, a new temporal landmark quality test is presented
to aid in differentiating between the imprecision in the localization of a landmark, and
the uncertainty in its very existence. Thanks to this test we are able to remove weak
landmarks from the map. Landmarks that would most likely be a product of false data
association or spurious observations, and that if considered, would otherwise induce
undesired localization errors. Temporal landmark compatibility is addressed in Sec-
tion 5.4.

Finally, in Section 5.5, our planar mobile robot configuration is used to evaluate the
original full-covariance Extended Kalman Filter algorithm to Concurrent Map Building
and Localization as reported by Dissanayakeet al [64], including the spatial landmark
compatibility tests [150], versus our improved algorithm, the EKF-CML-LV, with both
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temporal and spatial landmark quality tests, both in the presence of various noise levels,
and ultimately, in cases with limited field of view and extreme data missassociation.

5.1 Preliminaries

In this Section we review the fundamentals of the stochastic estimation approach to
concurrent map building and localization. The material covered summarizes the work
of many researchers during the past 15 years, and will constitute a starting point for our
view of the mobile robot localization and map building problem.

5.1.1 Full covariance EKF approach to CML

Before delving into the mathematical formulation that builds up the full covariance
Extended Kalman Filter approach to Concurrent Map Building and Localization, we
proceed with a motivational explanation of how such a predictive filter can be used to
solve the localization problem.

Imagine, for the sake of simplicity, a planar mobile robot that we believe is located
at positionxr,k|k as shown in Figure 5.1; and that such location is known with some
level of uncertainty indicated by the area inside the ellipsePrr,k|k. The subscriptsr and
rr indicate the part of the state vectorx and of the error covariance matrixP associated
to the robot pose. The ellipse indicates a level curve of equal uncertainty, its principal
axes are the eigenvectors of the covariance matrixPrr. The termk is used to indicate
the time stamp.

Driving the robot with the motion commanduk, we would expect it to end up at
locationxr,k+1|k. Such location estimate, thea priori state estimate, posses a larger
level of uncertainty than our previous estimatexr,k|k. The reason, is the addition of dead
reckoning error and the inaccuracies of our motion model. This increase in uncertainty
is exemplified by the larger area inside the ellipsePrr,k+1|k.

Once the motion command is complete, the robot sensors acquire information about
the environment. More specifically, they measure the distance from the robot to a num-
ber of fixed landmarksx(1)

f , x
(2)
f , andx

(3)
f . It is from these observations, that the filter

corrects its estimate about the location of the robot toxr,k+1|k+1, thea posteriori esti-
mate; and at the same time, reduces the localization uncertaintyPrr,k+1|k+1. The true
robot locationxr,k+1 is still unknown; however, the idea behind the use of a predictive
filter is to minimize the estimation error(xr,k+1 − xr,k+1|k+1). In other words, we want
an estimator that keeps the uncertainty ellipse forPrr,k+1|k+1 as small as possible.
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Figure 5.1: Location estimate with a predictive filter.

Fortunately, we can resort to the Kalman filter, a recursive stochastic state estimator
for partially observed non-stationary processes that gives an optimal state estimate in
the least squares sense. In the typical full-covariance EKF based approach to CML
we use such a filter precisely to iteratively estimate the robot and landmark locations,
optimally reducing the error between the true robot location and our computed estimate.

5.1.2 Map model

Formally speaking, the motion of the robot and the measurement of the map features
are governed by the discrete-time state transition model

xk+1 = f(xk,uk,vk) (5.1)

zk = h(xk,wk) (5.2)

The state vectorxk contains the position of the robotxr,k at time stepk, and a vector
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of stationary map featuresxf , i.e.,

xk =

[
xr,k
xf

]
(5.3)

The input vectoruk is the vehicle control command, andvk is a Gaussian random
vector with zero mean and covariance matrixVk, representing unmodeled robot dy-
namics and system noise. The functionf is a possibly nonlinear difference equation
that models the motion of the robot.

The Gaussian random vectorwk represents both, the inaccuracies of the also pos-
sibly nonlinear observation modelh, and the measurement noise with zero mean and
covariance matrixWk.

Provided the set of observationsZk = {z1, . . . , zk} was available for the computa-
tion of the current map estimatexk|k, the expression

xk+1|k = f(xk|k,uk, 0) (5.4)

gives an a priori noise-free estimate of the new locations of the robot and map features
after the vehicle control commanduk is input to the system. Similarly,

zk+1|k = h(xk+1|k, 0) (5.5)

constitutes a noise-free a priori estimate of sensor measurements.

The EKF approach to CML requires the linearization of both the motion and obser-
vation models. Such linearizations are formulated as Taylor series approximations with
the higher order terms dropped, i.e.,

xk+1 ≈ xk+1|k + Fx(xk − xk|k) + Fvvk (5.6)

zk+1 ≈ zk+1|k + Hx(xk+1 − xk+1|k) + Hwwk+1 (5.7)

The Jacobian matricesFx, Fv, Hx, andHw contain the partial derivatives off and
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h with respect tox and the noisesv andw:

Fx =
∂f

∂x

∣∣∣∣
(xk|k,uk,0)

(5.8)

Fv =
∂f

∂v

∣∣∣∣
(xk|k,uk,0)

(5.9)

Hx =
∂h

∂x

∣∣∣∣
(xk+1|k,0)

(5.10)

Hw =
∂h

∂w

∣∣∣∣
(xk+1|k,0)

(5.11)

Given that the landmarks are considered stationary, their a priori estimate is simply

xf,k+1|k = xf,k|k (5.12)

Thus, the elements of the non-stationary linear state transition model of the robot
and map dynamics in Equations 5.6 and 5.7 take the forms[

xr,k+1

xf

]
≈
[

xr,k+1|k
xf,k|k

]
+

[
Fxr

I

] [
x̃r,k|k
x̃f,k|k

]
+

[
Fvr

0

] [
vr,k
0

]
(5.13)

zk+1 ≈ zk+1|k +
[

Hxr Hxf

] [ x̃r,k+1|k
x̃f,k+1|k

]
+ Hwwk+1 (5.14)

with thea posteriori state error

x̃k|k =

[
x̃r,k|k
x̃f,k|k

]
=

[
xr,k − xr,k|k
xf − xf,k|k

]
(5.15)

and thea priori state error

x̃k+1|k =

[
x̃r,k+1|k
x̃f,k+1|k

]
=

[
xr,k+1 − xr,k+1|k
xf − xf,k+1|k

]
(5.16)

In the remaining of this chapter, extensive use of Kalman Filter related notation
will be used. A few terms that we deem necessary to keep in mind include: the error
covariance matrixP, the measurement innovation covariance matrixS, and the Kalman
gainK. If in doubt, please refer to the Notation section at the beginning of this thesis,
and ultimately, to Appendix C.
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5.1.3 Prediction

An a priori prediction of the location of the robot and the state of the map is computed in
Equation 5.4 purely from motion commands; consequently increasing the uncertainty
of the robot location and that of the map features. In general terms, the a priori estimate
to the map state error covariance showing this increase of uncertainty is given by

Pk+1|k = E[x̃k+1|k x̃�r,k+1|k]

= FxPk|kF�
x + FvVkF

�
v (5.17)

Writing the map state error covariance matrix in block form, and substituting the
corresponding Jacobian matrices, we rewrite Equation 5.17 as[

Prr,k+1|k Prf,k+1|k
P�
rf,k+1|k Pff,k+1|k

]
=

[
FxrPrr,k|kF�

xr
+ FvrVr,kF

�
vr

FxrPrf,k|k
P�
rf,k|kF

�
xr

Pff,k|k

]
(5.18)

5.1.4 Correction

Assuming that a new set of landmark observationszk+1 coming from sensor data has
been correctly matched to their map counterparts, one can compute the error between
the measurements and the estimates with

z̃k+1|k = zk+1 − zk+1|k (5.19)

This error aids in revising the map and robot locations. The a posteriori state esti-
mate is

xk+1|k+1 = xk+1|k + Kk+1z̃k+1|k (5.20)

and the Kalman gain is computed with

Kk+1 = Pk+1|kHx
�S−1 (5.21)

whereS is themeasurement innovation matrix,

S = HxPk+1|kHx
� + HwWf,k+1Hw

� (5.22)

Finally, the a posteriori estimate of the map state error covariance must also be
revised once a measurement has taken place. It is revised with

Pk+1|k+1 = (I − Kk+1Hx)Pk+1|k (5.23)
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or equivalently, and to guaranteepositive semi-definiteness of Pk+1|k+1, with

Pk+1|k+1 = (I − Kk+1Hx)Pk+1|k (I −Kk+1Hx)
� + Kk+1Wf,k+1K

�
k+1 (5.24)

The above expression is commonly referred as the Joseph form of thea posteriori
state error covariance matrix. Its derivation is discussed in detail in Section C.4. The
properties of positive semi-definite (psd) matrices are enumerated in Section D.1 for
completeness of the discussion.

The contribution to the revision of the robot pose and landmark location estimates is
proportional to our degree of trust in the motion and sensor models respectively. If the
plant error covarianceV is large, and the measurement error covarianceW is small,
the EKF-CML algorithm trusts more the observations than dead-reckoning, revising
more heavily the robot pose estimate than that of the landmarks. Conversely, when the
measurement error covariance is larger than the plant error covariance, the algorithm
trusts more on the motion of the robot and ends up revising more heavily the landmark
estimates.

5.1.5 Convergence properties of the full covariance EKF approach
to CML

One important property of the estimation-theoretic approach to CML is that the map
is asymptotically convergent. That is, in the original full covariance KF-based CML
formulation the map state error covariance submatrix associated with the landmark es-
timates decreases monotonically as successive observations take place. Formally speak-
ing,

detPff,k+1|k+1 ≤ detPff,k|k (5.25)

Another property indicates howin the limit, as the number of iterations tends to
infinity, the map becomes fully correlated; suggesting that if a landmark location is
given, the location of the other landmarks can be deduced with absolute certainty from
the map built.

lim
k→∞

detPff,k|k = 0 (5.26)

The third property in the analysis of the covariance in EKF-CML, is that in the
limit, the absolute location of the vehicle and map is bounded by the initial vehicle
uncertainty. And for a vehicle with no process noise

lim
k→∞

Prr,k|k = Prr,0|0 (5.27)
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These properties were first reported in Newman’s PhD work [64, 151], and will be
of use in next Chapter where we talk about partial observability, partial controllability,
and filter stability in CML.

5.1.6 Sequential innovation

EKF-CML requires that all landmarks in the map be always observed by the vehicle,
and be correctly associated to their map counterpart at every iteration. However, it is
also possible to revise the state estimate only with partial observations. Independent
landmark measurements contribute only to the revision of the map states directly asso-
ciated to that particular landmark; and, if a sufficient number of independent landmark
observations are made, it is still possible to have the system reliably estimate the lo-
cation of the robot and landmarks iteratively. The technique used to update the state
estimate one observation at a time is calledsequential innovation (see Section C.5).
The result of applying sequential innovation to all the landmarks in the map is equiva-
lent to that of using the full covariance extended Kalman filter approach, provided the
observations are independent, or that at least they can bewhitened [213].

The main advantage of using sequential innovation, is that by considering the mea-
surement vectorzk+1 as a set of single measurementsz

(i)
k+1 that can be treated sequen-

tially, the inversion of the joint measurement innovation covariance matrixS is no
longer necessary. Instead, a series of smaller individual innovation covariance matrix
inverses is computed, reducing considerably the time complexity of the algorithm.

Each landmark measurementz
(i)
k+1 provides information for the repair of the state

estimatexk+1|k in the direction spanned by thei-th set of columns ofKk+1, thus, the a
posteriori robot and map estimates are given by the sum of the a priori estimate and a
linear combination of the independent measurement errors

xk+1|k+1 = xk+1|k +
n∑
i=1

Kk+1,(i)z̃
(i)
k+1|k (5.28)

Similarly, independent landmark measurement models can be constructed taking
only the correspondingi-th set of rows of the measurement JacobiansHx andHw

z
(i)
k+1 ≈ z

(i)
k+1|k + H(i)

x x̃
(i)
k+1|k + H(i)

w w(i) (5.29)

The independent treatment of the observations is only possible ifW is block diag-
onal. This is, when the landmark observations taken during the same time interval are
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uncorrelated. Thei-th set of columns ofKk+1 is simply computed with

Kk+1,(i) = Pk+1|kH(i)
x

�
S(i)−1

(5.30)

with theindividual innovation covariance matrices

S(i) = H(i)
x Pk+1|kH(i)

x

�
+ H(i)

w W
(i)
f,k+1H

(i)
w

�
(5.31)

The required inverse in Equation 5.30 is ofdim z(i), and is considerably much
smaller than the dimensions of the entire measurement vectorz as required in Equa-
tion 5.21. However, if one still wishes to compute the inverse of the whole innovation
covariance matrixS for more than one landmark at a time, one can resort to an incre-
mental computation ofS−1 as shown in Section 5.1.10.

Another consequence of using sequential innovation is that the model Jacobians can
also be re-computed after each observation is incorporated to the filter, thus producing
even more accurate state and state covariance estimates.

5.1.7 Covariance initialization

Another crucial implementation aspect of the full covariance EKF approach to CML
is the initialization of the error covariance matrixP as new observations are added to
the map. This matrix contains the expected robot and landmark localization error, and
will only manifest the asymptotic convergence properties shown in Section 5.1.5 if it is
initialized properly.

The function that maps an observation into world coordinates is given by our lin-
earized measurement model, and has the form[

xr
x

(i)
f

]
= G

[
xr
z(i)

]
(5.32)

G is known as thefeature initialization matrix. Solving forG from Equations 5.5 and
5.7, we get

G =

[
I 0

−H−1

x
(i)
f

H
x

(i)
r

H−1

x
(i)
f

]
(5.33)

Consequently, the initialization of the corresponding map state error covariance for such
landmark is given by

P = G

[
Prr 0
0 W(i)

]
G� (5.34)
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Without loss of generality, assume a map withn− 1 landmarks at time stepk. The
map state error covariance matrix has the form

Pk|k =




Prr,k|k Prf(1),k|k . . . Prf(n−1),k|k
P�
rf(1),k|k Pf(1)f(1),k|k . . . Pf(1)f(n−1),k|k

...
P�
rf(n−1),k|k P�

f(1)f(n−1),k|k . . . Pf(n−1)f(n−1),k|k


 (5.35)

Once the robot has observed a sufficiently robust new feature which cannot be as-
sociated to any other landmark in the map, it is labeled as then-th landmark, and a new
row and column must be appended to the map covariance matrix with

Prf(n),k|k = −Prr,k|k(H−1

x
(n)
f

H
x

(n)
r

)� (5.36)

Pf(i)f(n),k|k = H−1

x
(i)
f

H
x

(i)
r

Prr,k|k(H−1

x
(n)
f

H
x

(n)
r

)� (5.37)

Pf(n)f(n),k|k = H−1

x
(n)
f

H
x

(n)
r

Prr,k|k(H−1

x
(n)
f

H
x

(n)
r

)� + H−1

x
(n)
f

W(i)(H−1

x
(n)
f

)� (5.38)

Equations 5.36-5.38 indicate that the initialization of the new feature map error
covariance is a function of the actual vehicle position and its accumulated uncertainty.

5.1.8 Landmark spatial uncertainty

The estimated uncertainty in the localization of every landmark in the map, as well as
that of the robot, is maintained in the state error covarianceP. Consequently, the un-
certainty of its location in observation space is given by the change of basis ofP plus
that of the independent sensor uncertaintiesW(i). This quantity is called the innova-
tion covariance matrix, and is precisely equivalent to the term already introduced in
Equation 5.22 from Section 5.1.4.

For any particular measurementz
(i)
k+1, the squared Mahalanobis distance

d2
i = z̃

(i)
k+1|k

�S(i)−1
z̃

(i)
k+1|k (5.39)

represents a measure of spatial disparity between the observationz
(i)
k+1 and the estimated

location in robot centered coordinates of the hypothetical landmark matchx
(i)
f .

Two spatial landmark compatibility tests that appear in the literature are the individ-
ual compatibility test and the joint compatibility test. The former considers landmark
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observations independently and has been widely used not only to validate observations
within the framework of the CML problem, but on a wide range of applications. A re-
lated example in the computer vision literature, is for example, the evaluation of visual
correspondences in the computation of the fundamental matrix of the two-view geome-
try [91]. The joint compatibility test on the other hand, due to Neira and Tard´os [150],
considers cross correlated landmark uncertainties when testing match hypotheses, at the
expense of higher computational cost.

5.1.9 Individual compatibility test

The squared Mahalanobis distance in Equation 5.39 is a weighted squared sum of
dim z(i) Gaussian variables and as such, follows aχ2 distribution. Moreover, the sub-
set of map features compatible with measurementz

(i)
k+1 are the ones that satisfy theχ2

compatibility test
d2
i ≤ χ2

dim z(i),α (5.40)

The number of degrees of freedom in the individualχ2 compatibility test is given
by the rank of the one landmark innovation covariance matrixS(i). Given thatS(i) is
invertible, it must have full rank. Consequently, the number of degrees of freedom of
the test isdim z(i). So for example, ifz(i) is an image point, the squared Mahalanobis
distance represents the sum of the squaredu andv measurement errors, weighted by
the covariance matrixS(i); and in this case, the number of degrees of freedom of the
individual compatibility test is 2. The termα indicates the desired confidence level;
so for example, a value ofα = 0.95 indicates a 95% probability that the observation
z(i) matches the map featurex(i)

f . In other words, a 5% probability that correct data
associations will not pass the compatibility test. By increasing the confidence levelα,
we are augmenting the rate of observations that pass the compatibility test, even if they
correspond to incorrect matches.

One clear drawback of the individual compatibility test is the fact that no correla-
tional information is used. An expansion ofS(i), reveals how the square Mahalanobis
distanced2

i is indeed an individual measure of landmark compatibility, and that no land-
mark correlation information is taken into account.

S(i) = H(i)
xr

Pr,k+1|kH(i)
xr

�
+ H(i)

xf
P

(i)
rf,k+1|k

�
H(i)

xr

�
+ H(i)

xr
P

(i)
rf,k+1|kH

(i)
xf

�

+H(i)
xf

P
(i)
ff,k+1|kH

(i)
xf

�
+ H(i)

w W
(i)
k+1H

(i)
w

�
(5.41)

To include the landmark correlation information in the test of measurement and map
pairings, one must recur to the joint compatibility test.
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5.1.10 Joint compatibility test

Landmark correlation is taken into account when we test spatial match hypotheses for
more than one landmark at a time. The joint measurement innovation covariance for
two or more landmarks is

S(p...r) = H(p...r)
x Pk+1|kH(p...r)

x

�
+ H(p...r)

w W
(p...r)
k+1 H(p...r)

w

�
(5.42)

or equivalently,

S(p...r) =

[
S(p...q) H

(p...q)
x Pk+1|kH

(r)
x

�

H
(r)
x Pk+1|kH

(p...q)
x

�
S(r)

]
(5.43)

The indices(p . . . r) need not be consecutive. The joint Mahalanobis distance is

d2
p...r = z̃

(p...r)
k+1|k

�S(p...r)−1
z̃

(p...r)
k+1|k (5.44)

and the joint compatibility test for two or more landmarks is

d2
p...r ≤ χ2

dim z(p...r),α (5.45)

The joint compatibility test can be computationally expensive when the number of
landmarks involved is large. It would require the inverse of a joint measurement co-
variance matrix of sizedim z(p...r)×dim z(p...r) with complexityO((dim z(p...r))3). This
complexity can be reduced however, as shown next, with anincremental computation
of S(p...r)−1

.

Without loss of generality, once the inverse up to theq-th landmarkS(p...q)−1
has

been computed, from the matrix inverse lemma for block matrices1, we have that

S(p...r)−1
=

[
S(p...q)−1

+ S(p...q)−1
MNM�S(p...q)−1

S(r)−1
MN

−NM�S(r)−1
N

]
(5.46)

with

M = H(p...q)
x Pk+1|kH(r)

x

�
(5.47)

N = (S(r)−1 −M�S(r)−1
M)−1 (5.48)

1See Appendix D.
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Feature points on image points, points, lines,
model a line lines on a plane planes in 3d

dim z(p) 1 2 3

Number of χ2
n,0.95 χ2

2n,0.95 χ2
3n,0.95

featuresn
1 3.84 5.99 7.91
2 5.99 9.49 12.6
3 7.81 12.6 16.9
4 9.49 15.5 21.0
5 11.1 18.3 25.0
10 18.3 31.4 43.8
15 25.0 43.8 61.6
20 31.4 55.8 79.1
30 43.8 79.1 113.1

Table 5.1: The Pearsonχ2 distribution needed for the computation of
the square Mahalanobis distance threshold
d2 = χ2

dim z(p...r),α
during the validation of the hypothesis

test that measurementsz(p...r) correspond to features
x

(p...r)
f with probabilityα = 0.95.

At the end, the computation of the full inverseS(p...r)−1
is simplified with an incre-

mental computation requiring a total ofr−p individual covariance matrices as indicated
in Equation 5.48. Values ofχ2

dim z(p...r),α
for α = 0.95 andα = 0.99, are tabulated in

Tables 5.1 and 5.2 respectively.

If the regions of uncertainty around each landmark in the map do not overlap, the
individual compatibility test (ICT in the sequel) might be sufficient to obtain a robust
solution to the data association problem in CML. Such is the case of sparse maps, or
when precise sensors are available.

However, in situations with large amounts of clutter, or with very uncertain sensor
models, the joint compatibility test (JCT in the sequel) might be more useful. One
should not take for granted however, the increase in the computational cost incurred by
the JCT. Testing the joint compatibility of tens of landmarks might deem impossible a
real time implementation of the algorithm.
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Feature points on image points, points, lines,
model a line lines on a plane planes in 3d

dim z(p) 1 2 3

Number of χ2
n,0.99 χ2

2n,0.99 χ2
3n,0.99

featuresn
1 6.63 9.21 11.3
2 9.21 13.3 16.8
3 11.3 16.8 21.7
4 13.3 20.1 26.2
5 15.1 23.2 30.6
10 23.2 37.6 50.9
15 30.6 50.9 70.0
20 37.6 63.7 88.4
30 50.9 88.4 124.1

Table 5.2: The Pearsonχ2 distribution needed for the computation of
the square Mahalanobis distance threshold
d2 = χ2

dim z(p...r),α
during the validation of the hypothesis

test that measurementsz(p...r) correspond to features
x

(p...r)
f with probabilityα = 0.99.

In situations where multiple data association hypotheses are to be verified, the joint
compatibility criterion to landmark matching is implemented in branch and bound al-
gorithms that search efficiently the space of compatible landmark association solutions.
An exemplary application of one of such heuristics is detailed in the aforementioned
contribution by Neira and Tard´os [150].

Figure 5.2 exemplifies the use of the ICT and JCT for data association hypothesis
validation. The left column of plots in the Figure shows a robot localization sequence
with three landmarks. For such a small number of landmark observations, the number
of match hypothesis that fail the test is similar in both cases (6.6% for ICT and 8% for
JCT). The localization error results of using the ICT and JCT in this case are nearly
equivalent.

On the other hand, the right column of plots in the same Figure shows the results of
using the ICT and JCT in a localization sequence with 10 landmarks and similar noise
parameters. In this case, the number of times that match hypothesis fail the JCT nearly
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Figure 5.2: Spatial compatibility tests. Individual and joint
compatibility test performance for a map with 3 and 10
landmarks over 100 steps.
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doubles those of the ICT (30% for JCT vs. 17.7% for ICT); indicating perhaps that the
ICT was overconfident when testing for data association. Landmark observations do not
pass the joint compatibility test unless data association is accurate for all observations,
or until the uncertaintyPrr has grown to such value as to make the all-landmark Ma-
halanobis distancẽzS−1z̃ sufficiently small. It might happen in the JCT case, that for
a large number of the filter iterations (30% in this test run), vehicle location estimates
end up being computed from dead reckoning only. It is certainly better however not
to revise the robot localization at all, than doing so with incorrect data association. As
indicated in the right bottom plot, the overall performance of the algorithm shows some
improvement when the JCT is used.

The red dots in the ICT map plots represent all of the observations that pass the test,
whereas the red dots in the JCT map plots show all landmark observations, regardless if
they passed the test or not. The estimated robot localization error is represented by the
green ellipses, which correspond to2σ level curves of the robot pose error covariance
estimate. The red ellipses on the other hand, indicate projected2σ bounds for the
landmark covariance estimates. The solid red line and the dashed red line in the two
bottom plots are used to indicate ICT and JCT localization error, respectively.

5.2 Mobile robot platforms

In this section we provide explicit expressions for two mobile robot configurations, a
one-dimensional robot moving along a straight line, and a planar wheeled mobile robot
on a two-dimensional environment.

5.2.1 Monobot

Consider the one-dimensional robot (monobot) from Figure 5.3. The robot location is
xr,k, and the motion command isur,k. The robot error dynamics isvr,k, and the vehicle
process model is simply

xr,k+1 = xr,k + ur,k + vr,k (5.49)

The map consists of the setxf of static landmark points. The measurement equation
for each landmark is

z
(i)
k = x

(i)
f − xr,k − w

(i)
k (5.50)

with w(i)
k the landmark observation error.

The study of this simple robot model might seem naive at this point. Its relevance
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xr,k|k xr,k+1|k xr,k+1

ur,k vr,k

x
(1)
f x

(2)
f

Figure 5.3:Monobot, a one-dimensional mobile robot.

will become evident in Chapter 6, where we study in detail the observability and con-
trollability aspects of the stochastic approach to CML. Suffice to say for the time being,
that thanks to the linearity of the model, the approximations in Equations 5.6 and 5.7
are exact, and that

Fxr = Fvr = H
x
(i)
f

= Hw(i) = 1 (5.51)

Hxr = −1 (5.52)

5.2.2 Planar mobile robot

For the more realistic mobile robot dynamics shown in Figure 5.4, the vehicle state
is defined byxr = [x, y, θ]� wherex andy are the center of the robot with respect
to some global coordinate frame, andθ is the vehicle orientation. The vehicle control
commandur = [ux, uy, uθ]

� indicates the desired positional increments to the vehicle
pose in robot local coordinates; with vehicle error dynamicsvr = [vx, vy, vθ]

�. We can
observe how for an error free vehicle, the input(ux,k, uy,k) would drive the robot to the
position(xk+1|k, yk+1|k) at time stepk. However, due to unmodeled robot dynamics and
noise, it ends up in the position(xk+1, yk+1). This is, the vehicle process modelfr is a
noise-corrupted discrete-time nonlinear function of the form

 xk+1

yk+1

θk+1


 =


 xk + du cos(θk + ψu) + dv cos(θk + ψv)
yk + du sin(θk + ψu) + dv sin(θk + ψv)

θk + uθ,k + vθ,k


 (5.53)
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vx,k

vy,k

vθ,k

Figure 5.4: Two-dimensional mobile robot motion model.

with

du =
√
u2
x,k + u2

y,k (5.54)

dv =
√
v2
x,k + v2

y,k (5.55)

ψu = arctan(uy,k/ux,k) (5.56)

and
ψv = arctan(vy,k/vx,k) (5.57)

Given that the map is considered static, i.e.,

ff(xk,uk,vk) = xf (5.58)

and that the landmarks are constituted by two dimensional pointsx
(i)
f = [x

(i)
f , y

(i)
f ]�; we

are able to formulate the partial derivatives of Equation 5.53 with respect tox andv for
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the state model Jacobians

Fxr =


 1 0 −du sin(θk + ψu) − dv sin(θk + ψv)

0 1 du cos(θk + ψu) + dv cos(θk + ψv)
0 0 1


 (5.59)

Fvr =


 vx,k cos(θk + ψv)/dv vy,k cos(θk + ψv)/dv 0
vx,k sin(θk + ψv)/dv vy,k sin(θk + ψv)/dv 0

0 0 1


 (5.60)

The measurement equation for thei-th landmark in this configuration is

h(i) = R�(x
(i)
f − t) + w(i) (5.61)

with w(i) the landmark observation error, and

R =

[
cos(θk) − sin(θk)
sin(θk) cos(θk)

]
(5.62)

t = [xk, yk]
� (5.63)

The i-th set of rows of the measurement Jacobian in Equation 5.14 for our planar
mobile robot are

H(i)
x =

[
H

(i)
xr 02×2(i−1) H

x
(i)
f

02×2(N−i)
]

(5.64)

H(i)
xr

=
[
−R� Ṙ�(x

(i)
f − t)

]
(5.65)

H
x

(i)
f

= R� (5.66)

Hw(i) = I (5.67)

As a motivational note to the reader, this detailed formulation of the kinematics of
themonobot and theplanarbot are to be used in Chapter 6 in which we show how the
limitations inherent in the reconstructibility of the map state space are equally present
in both vehicle models.

5.3 Model assumptions

In this section we argument on the various assumptions made during the simulations
and the real world implementations of the EKF-CML-LV algorithm. The discussion
includes a description of path planning, as well as details on the plant and measurement
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noise models. We discuss the required formulas for our planar mobile robot. The
simplification of them to the case of themonobot is trivial and shall not be commented
further.

5.3.1 Path planning

Starting from an initial positionxr,0, we generate the path planXm = {x1, . . . , xm},
where each desired robot pose at time stepk is given by the triplexk = [xk, yk, Θk]

�. The
coordinates(xk, yk) indicate the location of the robot in a fixed reference frame, andΘk
gives the desired robot orientation with respect to the aforementioned coordinate frame.
The vehicle is to move along this path inm steps; and if the robot dynamics were error
free, the statexr,k would coincide exactly with the path elementxk. Figure 5.5 shows a
simulated winding pathXm for various values ofm.

Next, we generate a set of motion commandsUm = {u1, . . . ,um}, that under ideal
circumstances would drive the mobile robot to follow this path. Solving foruk in
Equation 5.53, and assuming error-free vehicle dynamics we get

uk =


 du cosψu

du sinψu
Θk+1 − Θk


 (5.68)

with

du =
√

(xk+1 − xk)2 + (yk+1 − yk)2 (5.69)

ψu = arctan

(
yk+1 − yk
xk+1 − xk

)
− Θk (5.70)
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Figure 5.5: Winding pathXm for various values ofm.
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5.3.2 Dead reckoning error

Unfortunately, as the robot moves, drift errors due to wheel slippage and encoder quan-
tization will make it diverge from the planned pathXm. The type of motion that relies
solely on encoder readings is calleddead reckoning, and as indicated in Section 5.1, we
model the divergence of a dead reckoning motion from the planned path with zero-mean
white Gaussian plant noise.

After extensive experimentation with our mobile robot platforms, we have observed
that typical motion commands are divided in three different steps, and that the error is
proportional to these steps. One for the direction of motion change, followed by one
proportional to the length of the distance traveled, and one proportional to the final
heading adjustment. Given the motion model from Figure 5.4, and the directional and
angular dead reckoning factorsαψ, αd andαθ, the standard deviation in polar coordi-
nates of the vehicle motion error is estimated with

σψ = αψψu (5.71)

σd = αddu (5.72)

σθ = αθuθ (5.73)

The dead reckoning factorsαψ, αd, andαθ serve as indicators of the reliability of
using dead reckoning for navigation. Consequently, the robot error dynamics can be
simulated by drawing normally distributed noise samples with polar coordinates

ψv = N(0, σψ) (5.74)

dv = N(0, σd) (5.75)

vθ = N(0, σθ) (5.76)

The noise dynamics in Cartesian coordinates can be computed with

[dv cos(θk + ψv), dv sin(θk + ψv), vθ]
� (5.77)

The nonlinear transformation from polar to Cartesian coordinates destroys the nor-
mal properties of the noise distribution. The best we can do is approximate its covari-
ance with

Ru =


 cos(θk + ψu) − sin(θk + ψu) 0

sin(θk + ψu) cos(θk + ψu) 0
0 0 1


 (5.78)
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Figure 5.6: Motion noise model. Motion noise regarded as white
Gaussian. The ellipse indicates a 95% confidence bound
around the a priori motion estimatexr,k+1|k.

Vr,k = Ru


 σ2

d

(du tanσψ)2

σ2
θ


R�

u (5.79)

Figure 5.6 shows the non Gaussian characteristics of the distribution of 100 noisy
motion commands with meanuk = [1m, 0.5m, 0rad]�, from an initial pose estimate at
xr,k|k = [0m, 0m, 0.46rad]�, and withαψ = 0.5, αd = 0.05, andαθ = 0. The ellipse
represents a2σ level surface of the covariance approximationVr,k, computed from
Equation 5.79.

Figure 5.7 shows how our simulated planar mobile robot deviates from the desired
pathXn for several values ofαψ,αd andαθ over a path plan with 100 steps. The value of
the dead reckoning factors depend on the vehicle mechanics and on the characteristics
of the terrain surface. The top left plot indicates the effects of having accurate dead
reckoning, whereas the rest of the plots show an increase on dead reckoning error due
to unreliable encoders or poor soil characteristics. It can be seen in the bottom right plot
for example, the deviation in the robot trajectory produced for directional and angular
dead reckoning factors that account for as much as 10% of the motion command.
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Figure 5.7: Dead reckoning error for various values ofαψ, αd, αθ.
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5.3.3 Observation error

To simulate the observation model dynamics we placen artificial landmarks in the
environment,x(i)

f = [x
(i)
f , y

(i)
f ]�, i = {1, . . . , n}. Their location is set randomly obeying

a uniform distribution and limited by the robot workspace.

Imagine we had a noise free robot with a noise free sensor. Imagine also that this
sensor was capable of observing all landmarks at each time instance. The value of an
exact observation for any given landmark taken from this ideal robot could be computed
simply by evaluating Equation 5.61 with the hypothetical vehicle statesxk from the path
planXn, and with zero measurement error:[

z
(i)
x,k

z
(i)
y,k

]
=

[
cos(Θk) sin(Θk)
− sin(Θk) cos(Θk)

][
x
(i)
f − xk

y
(i)
f − yk

]
(5.80)

Unfortunately, sensors are also prune to error dynamics. And as it turns out, for most
sensors used in mobile robot localization (vision, laser, sonar), the measurement error
is proportional to the distance and view angle from the robot to the actual landmark
location. The further away from the vehicle a landmark is, the larger the error in its
observation the sensor will produce. The standard deviation of the measurement error
can be computed in exactly the same way as with the motion error model. To distinguish
the sensor error factors from the ones for dead reckoning, we use the nomenclatureβd
for directional error factor andβψ for the angular error factor.

If vision sensors are used for example,βd would account for the errors in the com-
putation of the disparity in stereo correspondence, which in turn translates to error in
the landmark depth estimate. On the other hand,βψ would represent camera lens ra-
dial distortion effects, and would translate to deviations along a plane perpendicular
to the sensor view axis. Such error model is no more than a linear simplification of
the perspective projection effect, in which image disparity is inversely proportional to
depth and radial distortion involves quadratic terms (see Appendix B). Nevertheless,
the approximation is still reasonable, as long as adequate noise levels are used.

The measurement error produced by a sonar range sensor would have a larger value
for βψ than its laser counterpart; for which for practical purposes angular error can be
safely neglected.
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Measurement errors can thus be simulated with

σd = βddz (5.81)

σψ = βψψz (5.82)

dw = N(0, σd) (5.83)

ψw = N(0, σψ) (5.84)

The simulated measurement in Cartesian coordinates is thus

[(dz + dw) cos(ψz + ψw), (dz + dw) sin(ψz + ψw)]� (5.85)

Once more, the nonlinear transformation from polar to Cartesian coordinates of the
sensor dynamics destroys the normal properties of the noise distribution. The best we
can do is approximate its covariance with

Wk =

[
cosψz − sinψz
sinψz cosψz

] [
σ2
d

(dz tanσψ)2

] [
cosψz sinψz
− sinψz cosψz

]
(5.86)

Figure 5.8 shows the distribution of 100 noisy observations for a sensor with pose
and orientation[0, 0, 0.46]�, and a landmark at[1, 0.5, 0]� with βd = 0.1 andβψ = 0.1.
The ellipse represents a2σ level surface of the covariance approximationWk.

Figure 5.9 shows a simulation of the error produced in the observation for various
sets of ten landmarks each, for a sensor with different values ofβd andβψ. The top
left plot shows an error free observation model, whereas the bottom right plot shows
a set of landmark observations that deviate on average 5% the distance between the
landmarks and the vehicle in polar coordinates. The large circles are centered on the
actual landmark locations, and the dots indicate the observations generated with the
aforementioned measurement model. Note how the measurements for the landmarks
located in the outer regions of the environment present larger deviations from their true
location than those found towards the center of the environment. This artifact is caused
by the observation error model chosen; one that is proportional to the distance from the
robot to the landmarks.
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Figure 5.9: Measurement error distribution for various values ofβd
andβψ.
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5.4 Temporal landmark validation

Now that we have underpinned the fundamental characteristics the original EKF-CML
algorithm, as well as the specifics of the mobile robot platforms used, we turn our
attention to the study of appropriate temporal landmark quality functions that help in
the alleviation of the data association problem.

We reviewed in Sections 5.1.8-5.1.10 thespatial landmark quality tests already
present in the literature [150]. We now introduce, in Sections 5.4.1-5.4.4 two new
temporal landmark quality models, and show the feasibility of using these in a test to
validate not only where, but when should we expect future observations for any given
landmark.

5.4.1 Landmark temporal uncertainty

As indicated in the introductory section to this Chapter, the use of spatial compatibility
tests is crucial for the solution of data association in CML, but they can still be insuf-
ficient in situations with moderate scene dynamics. Imagine that a spurious landmark
observation was sufficiently robust to be added to the map. This landmark could come
from a temporary artifact in the scene such as an open door, or an artifact in our sensor
such as a shadow or reflection that is persistent only during a small number of iterations.

With the static map model presented so far, once the spurious landmark disappears
from the scene, or at least, from the sensor return, we have no means to revise the map
and delete it. The two spatial compatibility tests presented would not have any informa-
tion on the history of observations, and would be trying to associate new observations
to that entry in the map. If the algorithm succeeds at incorrectly associating new land-
mark observations with such previously stored weak feature, i.e., the observation fell
inside the uncertainty ellipse described byS and passed the data association test; it will
most likely introduce landmark localization error in the map, while at the same time
decreasing the estimated map error covariance. Given that the map covariance is fully
correlated, starting with the next iteration of the algorithm, that uncertainty would be
propagated to the rest of the landmark locations, and that of the robot as well; ultimately
breaking down the entire estimation approach to CML.

For moderately dynamic environments we need some means to erase landmarks
from the map once we have realized they are not sufficiently robust, not only during
landmark initialization, but during the entire run of the algorithm. To aid in those situ-
ations in which the landmark observations might not be consistent in time, we propose
a new set of landmark quality functions. The idea is to use these functions as an aid to
validate temporal landmark quality.
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The first temporal landmark quality function proposed is an exponential decay rule
used to learn the persistence of landmark matching. The second function is a linear
model used to update the probability of data association from the sequence of landmark
matches. These two functions are used to validate landmark observations in time, and
ultimately to erase from the map those landmarks that are not sufficiently persistence in
the scene. In Section 5.4.4 we analyze the consequences of removing landmarks from
the map with respect to the evolution of the fully correlated covariance entries inP.

5.4.2 Nonlinear model for temporal landmark quality: the expo-
nential decay rule

One possibility in the computation of the temporal landmark quality is to have an expo-
nential decay rule. This way, each landmark in the map will have an associated memory
cell that registers how persistent, and how old that landmark is.

Imagine that at thek+1-th iteration, thei-th landmark measurement estimatez
(i)
k+1|k

falls inside the current field of view, but none of the entries in the observation vector
zk+1 has similar appearance properties, nor is sufficiently close (in the sense ofd2)
to pass the spatial landmark compatibility tests. This would be the situation if, for
example, thei-th landmark was learned from a temporary artifact in the scene that was
only tracked over sensor data for a short period of time, but is no longer present. With
the aid of an exponential decay rule to data association, its quality measure will decay
in the absence of observation matches, indicating the map building algorithm that such
landmark is no longer present in the scene and should not be considered a relevant
feature for robot localization.

We propose a nonlinear update rule for landmark quality of the form

x
(i)
q,k+1 =

1

1 + e
−
(
αu

(i)
q,k+βx

(i)
q,k

) (5.87)

whereu(i)
q,k is the landmark identification stamp

u
(i)
q,k =

{
0 : failed the spatial data association test
1 : passed the spatial data association test

(5.88)

The scalarα is an input weight used to regulate the contribution of such landmark
identification over the previous map configuration, andβ is a memory weight used to
regulate the contribution of the previous landmark quality state over its new value.
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The asymptotic lower and upper bounds of Equation 5.87 can be evaluated by solv-
ing the equations

xq,LOW =
1

1 + e−(βxq,LOW)
(5.89)

xq,HIGH =
1

1 + e−(1+βxq,HIGH)
(5.90)

Using a symbolic manipulation math package, we find for example, that forα =
β = 1, xq,LOW = 0.6590, andxq,HIGH = 0.8659. Landmark initialization is at the
middle of the scale, i.e,x(i)

q,0 = 0.7682.

5.4.3 Linear model for temporal landmark quality: the data asso-
ciation probability

Another possibility in the computation of the temporal landmark quality is to consider
the probability of correct data association of such landmark in the next iteration.

According to the relative frequency definition of probability, if an event (say, the
correct association of landmarki) occursj times ink trials (observations), and provided
k is sufficiently large, then the probability that the same landmark will be properly
matched in the next iteration can be expressed as

p
(i)
k =

j

k
(5.91)

Now, once a new observation is made, the data association probability will change
according to the new landmark association result. This change in probability is repre-
sented by the recursive expression

p
(i)
k+1 =

p
(i)
k k + u

(i)
q,k

k + 1
(5.92)

with u(i)
q,k defined as in Equation 5.88. If we make the notation changea = k/(k + 1),

andx(i)
q,k = p

(i)
k , our second model for temporal landmark quality becomes

x
(i)
q,k+1 = ax

(i)
q,k+1 + (1 − a)u

(i)
q,k (5.93)

For fixed values ofk, the constanta accounts for a memory weight with a role
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Figure 5.10: Landmark quality models.

similar as those ofα andβ from the previously discussed model. It can be fixed to
a constant value between 0 and 1, and it indicates the memory length to be used in
the computation of the new data association probability. So for example, if a memory
window of the last 5 iterations is to be considered, the memory weight becomesa =
0.8333. In this linear model for temporal landmark quality,xq is bounded between 0
and 1, and initialization is made at 0.5.

Both temporal landmark quality measures, the exponential decay rule, and the data
association probability were chosen to have similar properties. For instance, to be
asymptotically bounded by above and below by

xq,LOW ≤ xq ≤ xq,HIGH (5.94)

Any other function with such monotonicity could be also used as temporal landmark
quality function. However, such function must have some way of tuning the memory
length of the algorithm. The two functions proposed do so by means of the parameters
α, β, anda. The left plot in Figure 5.10 shows the behavior of the exponential decay
rule for the parameter valuesα = 1, andβ = 1. Similarly, the right plot shows the
data association probability with parametera = 0.5. The labels 0-1 and 1-0 indicate the
change in the landmark identification stampuq from 0 to 1, and from 1 to 0, representing
the presence or loss of data association.
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5.4.4 Temporal landmark quality test

In the same way that the spatial compatibility test is used to validate if observations are
consistent with the already learned map entries; the temporal landmark quality test must
be used to validate if any map entry is sufficiently robust to be kept in the map. The test
verifies if the history of data association has kept the value for the temporal landmark
quality above a user defined cut thresholdxq,THLD. All landmarks expected to appear
in the current field of view, and for which no occlusion has been predicted, must have
their landmark quality measure updated. Furthermore, those landmarks whose temporal
quality measure falls below the user defined threshold should be removed from the
map. The heuristics needed to handle occlusions, depend on the type of landmarks and
sensors used.

The temporal landmark quality test is

if x
(i)
q ≤ xq,THLD
RemoveLandmark(x

(i)
f )

(5.95)

In the case of the exponential decay rule with parametersα = 1 andβ = 1, for
example, the cut thresholdxq,THLD = 0.66 is reached once a landmark has not been
observed for 5 consecutive iterations, or more if these were not consecutive. Similar ef-
fects are obtained when using the data association probability with the parameter value
a = 0.5, and a cut threshold ofxq,THLD = 0.03. Figure 5.11 shows both the exponen-
tial decay rule, and the data association probability as landmark quality measures for a
test run of 100 steps and 10 landmarks, with slightly modified simulation parameters
than the ones used to create Figure 5.2b. In this test run, we have forced 25% of the
observations to be misidentified to their closest neighbor. The individual compatibility
test catches some but not all of these mismatches, and yields an identification stamp
valueuq = 0 for them. By adding the more restrictive temporal landmark quality tests,
those landmarks with a large amount of mismatches end up being removed from the
map, and are reinitialized as new landmarks once they become robust again.

We have opted for a simplified heuristic for the removal of a landmark from the map,
with the advantage of computational efficiency, but at the expense of suboptimality. Our
algorithm simply erases the low quality landmark entries from the state vector and its
corresponding row and column in the state error covariance matrix. Once the landmark
is robust again, it is considered as a new different landmark, and initialized according
to the discussion from Section 5.1.7. Note however that, given the fact that CML is
fully correlated, the contribution of a misidentified landmark estimate in revising the
error covariance matrix has already propagated to the entire map. The right thing to
do, would be to trace back the intermediate results of the algorithm up to the point in
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Figure 5.11: Landmark quality test for a test run with 10 landmarks
and 100 steps.α = 1, β = 1, anda = 0.5. The plots
show landmarks labeled 2 and 9 being reinitialized near
steps 30 and 50 respectively.

which the landmark was originally inserted, and to recompute forward once more the
map state and map error covariance up to the current iteration, without considering that
landmark, as if it had never existed.

Saving the state vector and error covariance matrix for all iterations has space com-
plexity of O(kn2), with k the number of iterations, andn the number of landmarks.
Furthermore, recomputing the state vector and error covariance matrix from the point at
which the spurious landmark was initially inserted, would most likely lead to different
values onP, and consequently onS, producing even different data association results.
So, not only the state vector and covariance matrix history must be maintained, but the
full measurement data as well, requiring for a full run of the algorithm every time a
landmark is found to be spurious. The optimal solution is rather cumbersome, and we
have opted for suboptimality, with the aforementioned simplification of just deleting
the corresponding entries inx andP, with the following insight.

Gibbenset. al. [83], show how in CML all entries in the covariance matrixP depend
on the number of landmarks used in the form of the total Fisher informationIT . This
is a measure of the total information per unit time available to the filter. For a monobot
with n landmarks, all with equal measurement covarianceW(i) = w, the total Fisher
information isIT = n/w. The more landmarks available, the more information the
filter has. That is, the greater the number of landmarks used, the smaller the asymptotic
values for the entries in the error covariances.
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The removal of a landmark from the state vector in the form discussed is consistent
with this observation. We next show, by example, how for the monobot, all the entries in
P with the removal of a landmark at some point in the algorithm are bounded by below
and above by the same entries inP, but with and without considering the landmark
for the entire run. Let us callP·,n the entry inP for a map withn landmarks, and
P·,n+1,n the entry inP for a map that went fromn + 1 to n landmarks via the removal
of landmark states. Then, for the entire run of the algorithm

Prr,k|k,n+1 ≤ Prr,k|k,n+1,n ≤ Prr,k|k,n (5.96)

P
(i)
rf,k|k,n+1 ≤ P

(i)
rf,k|k,n+1,n ≤ P

(i)
rf,k|k,n (5.97)

P
(i,j)
ff,k|k,n+1 ≤ P

(i,j)
ff,k|k,n+1,n ≤ P

(i,j)
ff,k|k,n (5.98)

Moreover, by removing a landmark from the map in the form discussed, the asymp-
totic convergence property from Equation 5.26 is maintained. That is, the revised map
is still fully correlated. Figure 5.12 shows the evolution of the entries in the covari-
ance matrix for a monobot with two and three landmarks and noise parametersV = 1,
W(i) = 1, Prr,0|0 = 1. Figure 5.13 shows the evolution of the determinant of the map
error covariance for the same monobot configuration, an indication of asymptotic full
correlation.
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5.5 Performance of the CML-LV algorithm

Having underpinned the characteristics and model assumptions of the full covariance
EKF-CML and EKF-CML-LV algorithms (LV stands for landmark validation), we
present now results on the improvement in the reconstruction achieved with the modifi-
cations presented in this chapter. Namely, we will compare the original algorithm with
the modifications induced by sequential innovation and observation range limitations.
We will then concentrate on the more realistic limitations produced by erroneous data
association, which is considered one of the most critical artifacts that might destroy the
viability of the EKF-based method to concurrent localization and map building. This is,
when one or more observed landmarks are misidentified, their location estimate might
diverge considerably, consequently inducing large errors in the localization of the robot
as well. We will show how this problem is alleviated by using both temporal and spatial
landmark quality tests to verify the correctness of data association.

5.5.1 Sequential innovation

From this point on we will consider as our standard test case, and unless otherwise in-
dicated, a planar robot with 3 dof traversing an environment with 10 landmarks in 100
steps, and with the plant and measurement noise parametersαψ = αd = αθ = 0.1,
andβψ = βd = 0.01. Figure 5.14 shows the results of applying the full-covariance
EKF-CML algorithm, and the computationally more efficient version with sequential
innovation. In the first two plots in the figure, the blue line indicates the actual robot
displacement, and underneath it, is a green version, representing the estimated trajec-
tory. The small green marks along the trajectory are projected ellipses of uncertainty at a
distance of2σ. Furthermore, the sparse light red dots indicate landmark measurements,
and the green dots indicate their location estimate as computed by the localization al-
gorithm.

As the reader can appreciate in the error plots, both implementations are practically
equivalent, the SI implementation being slightly better. The actual difference in the
localization of the mobile robot for both implementations is shown in Figure 5.15, with
a variation in the localization estimate by1.68mm on average, for a run of nearly40m, a
deviation of less than0.0042%, and for all practical purposes negligible. Given that the
two methods are theoretically equivalent, this small divergence is attributed to floating
point computations and quantization, and to the better model estimates obtained when
re-computing the model Jacobians after each measurement is assimilated by the filter.
In order to appreciate the contribution in localization error from each degree of freedom
of the vehicle, Figure 5.16 shows in red the components of robot localization error in
the EKF-CML-SI run, with2σ bounds signaled as blue dotted lines.
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Figure 5.14: Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01.
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Figure 5.17: The landmark noise covariance estimate is
monotonically decreasing in the EKF-CML algorithm.

Figures 5.17 and 5.18 help visualize the behavior of the entries in the error co-
variance matrix for the EKF-CML-SI case. Figure 5.17 shows for example how the
uncertainty in the location of the landmarks reduces monotonically, with each line rep-
resenting the landmark noise covariance estimate in both the x and y axes.

One direct consequence from Equation 5.26 is that the correlation coefficients of
the map covariancePff are monotonically increasing. So at each iteration, these corre-
lation coefficients can be evaluated with

ρ
(ij)
x,k =

P
(ij)
ffx,k|k√

P
(ii)
ffx,k|kP

(jj)
ffx,k|k

(5.99)

ρ
(ij)
y,k =

P
(ij)
ffy ,k|k√

P
(ii)
ffy ,k|kP

(jj)
ffy,k|k

(5.100)

and we show in Figure 5.18 the evolution in time of the correlation coefficients for one
such landmark with respect to the rest.
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Figure 5.18: Landmarks become more and more correlated as
iterations take place in the EKF-CML algorithm. The
figure shows the increase in the cross correlation
coefficients for landmark 1 with respect to each other
landmark, in both thex andy directions.
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5.5.2 Partial observations

Now, imagine a more realistic sensor, one with a limited field of view. Will the fact that
not all landmarks can be seen and matched at all times worsen the reconstruction re-
sults? The answer is twofold. One the one side, and as will be seen in the next Chapter,
when using a reduced number of landmarks, the angle between the observable and con-
trollable subspaces is large, thus limiting the reconstruction of the vehicle and landmark
locations. On the other hand, given the measurement noise models proposed, ones that
are proportional to the distance to the observed landmark; by neglecting measurements
from objects that are far from the robot, we also limit the value of the noise introduced
by the measurement model.

These arguments might lead to the formulation of a strategy for the computation
of the appropriate number of landmarks to use, optimal in the sense of the reconstruc-
tion results (closeness of the observability and controllability subspaces), and at the
same time limiting the impact of sensor measurement noise (by eliminating unreliable
observations in terms of the distance of the landmarks to the robot).

Let us analyze in greater detail, and with the aid of our standard test case from Sec-
tion 5.5.1, how a limited field of view undermines the accuracy in localization when
using the EKF-CML algorithm. Figure 5.19 shows a run of the algorithm with sequen-
tial innovation for a sensor with a limited field of view of2m. Notice how in between
the 5th and 15th iterations approximately, the robot pose estimate depends on observa-
tions from 2 landmarks only. The growth in size of the covariance ellipses clearly shows
the increase in the uncertainty in localization. By the time new landmark observations
enter the field of view, the vehicle has already accumulated a large amount of dead
reckoning error. Consequently, all initial landmark position and covariance estimates
are biased with such initial localization error.

A similar situation occurs near the end of the simulation, around the 85th iteration.
In this case, the map is revised with repeated observations of just one landmark only, and
even when the localization estimate remains consistent with such observation, just one
2d landmark does not suffice in localizing a 3dof vehicle. The accumulated deviation is
corrected once a previously learned landmark re-enters the field of view.

Consequently, the two most serious artifacts that can hinder accurate localization
when the sensors have a limited field of view are, the wrong initialization of land-
mark estimates due to accumulated error, and the decrease in the dimensionality of the
observed references during motion, up to the point in which pose recovery becomes
ill-posed.
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Figure 5.19: Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m.
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5.5.3 Data missassociation

A more drastic situation is the case when the landmark identification module is not
error-free. That is the case when we allow the system a percentage of landmark identi-
fication mismatches. Imagine that we observe say visual landmarks, such as corners or
lines extracted from intensity images, and that our landmark tracking algorithm is not
very accurate at matching observations in consecutive frames because of illumination
changes or other data association artifacts. To simulate this behavior we rely once more
on our standard test case. For the sample run shown in Figure 5.20, landmark matching
is performed with a 25 percent probability of missassociation within a1m radius.

The effects of landmark misidentification are much more pervasive than the lack of
observations explained in the previous section. In the sample run shown in Figure 5.20,
localization and map building proceeds smoothly until the 30th iteration, when the first
mismatch occurs. The algorithm is not able to recover from this failure, and when the
previously observed landmarks re-enter the field of view two things happen. On the one
hand, the new observations of the already learned landmarks aid in reversing the error
trend in localization. On the other hand, the same new observations are used to revise
the mere location estimates of those landmarks. Moreover, new landmark observations
will be initialized with corrupt robot location estimates.

Given the fact that the map is fully correlated, the effects of landmark mismatch
propagate to the localization estimate of all the landmarks in the model.

The estimation theoretic approach to CML, as presented by Smith and Cheeseman,
and later formalized by Leonard, Newman, and Durrant-Whyte among others, is very
sensitive to data association errors; and as formulated lacks a theoretical foundation
to deal with the problem. Efforts have been tailored at correcting the effects of data
mismatches, and at finding measures of the spatial compatibility of landmark corre-
spondence. We go one step further, providing a new formulation of temporal landmark
quality measures.
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Figure 5.20: Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of1m with a 25% probability.
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5.5.4 Landmark validation

To correct the limitations of the EKF-CML algorithm shown so far, we present now
results of the two strategies for the computation of landmark quality herein discussed.
First, we will show the results of using the compatibility test to validate landmark ob-
servations in terms of their weighted distance to their expected location (in the sense
of Mahalanobisd2). Figure 5.21 shows for our base test case, the improvement in the
localization of the mobile robot when the spatial compatibility test from Equation 5.40
(χ2 goodness of fit test) is performed, with a confidence level of 95%.

The red dots in the map plot represent all of the observations that pass the test.
Note how landmarks 2 and 9 were misidentified early after they were initialized, and
as a consequence their observations do not pass the spatial compatibility test for the
rest of the simulation. The estimated robot localization error is represented by the
green ellipses, which correspond to2σ level curves of the robot pose error covariance
estimate. The red ellipses on the other hand, indicate projected2σ bounds for the
observed landmark covariance estimates.

Also, due to the absence of observations that pass the test during the interval be-
tween the 85th and 95th iterations, the vehicle position estimate is revised by dead
reckoning only, with the immediate consequence of having the vehicle covariance es-
timate enlarged at each iteration. Once a landmark passing the test re-enters the robot
field of view, the filter kicks in again, with revised vehicle location and error covariance
estimates.

Next, we include results of applying the temporal landmark quality test to the above
results. Those landmarks whose temporal landmark quality falls below a given thresh-
old are removed from the map. This is, they can no longer be used for localization. Only
after observations for those landmarks become robust again, they can be reinitialized.
Figure 5.22 shows the improvement of using the exponential decay rule as a function
to validate temporal landmark quality, together with individual spatial landmark com-
patibility tests in CML. Furthermore, Figure 5.23 shows the results of using the data
association probability as a function to test the temporal landmark quality.

As with Figure 5.21, the red dots in the plot represent only the observations that pass
the test. Note how observations for landmarks 2 and 9 pass now the test, once they are
reinitialized and become robust again. The advantage over the previous simulation is
that these landmarks will still be used to build the map, providing more information to
the filter (IT ), and consequently converging to a lower localization error estimate. Fig-
ure 5.11 shows the evolution of both the exponential decay rule, and the data association
probability as landmark quality measures for this test run.

We plot in Figure 5.24 the norm of the robot localization error in thexy plane to
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show the improvement of using both the temporal landmark quality and spatial land-
mark compatibility tests, versus using the spatial landmark compatibility test only. The
test run is performed on our standard case of the EKF-CML-SI algorithm with a2m
limited sensor range, and25% data missassociation.

New simulations were run for varying conditions, first by increasing the number of
landmarks, and then by also incrementing the number of iterations. Figures 5.25 and
5.26 show the results of comparing the use of spatial landmark validation only versus
using temporal and spatial landmark validation.
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Figure 5.21: Results of using the individual compatibility test.
Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of1.0m with a 25% probability.
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Figure 5.22: Results of using the individual compatibility test and
the exponential decay rule to test temporal landmark
quality,xq,LOW = 0.6590, xq,THLD = 0.66,
xq,HIGH = 0.8659. Full-covariance EKF CML for a
path with 100 iterations and 10 landmarks,
αψ = αd = αθ = 0.1, βψ = βd = 0.01, and a sensor
with a limited radius of observation of2m. Data
missassociation occurs within a radius of1.0m with a
25% probability.
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Figure 5.23: Results of using the individual compatibility test and
the data association probability as temporal landmark
quality test,xq,LOW = 0, xq,THLD = 0.03, xq,HIGH = 1.
Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of0.5m with a 10% probability.
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Figure 5.24: Robot localization error estimate. Comparison between
ICT: Individual spatial compatibility test with limited
vision range and data association errors (realistic case
of CML); and the improvements proposed, ICT+DAP:
EKF-CML-LV with both spatial and temporal landmark
quality tests, using the data association probability, and
ICT+EDR: EKF-CML-LV with both spatial and
temporal landmark quality tests, using the exponential
decay rule. The simulation is run over a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of1.0m with a 25% probability.
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Figure 5.25: Robot localization error estimate. Comparison between
ICT: Individual spatial compatibility test with limited
vision range and data association errors (realistic case
of CML); and the improvements proposed, ICT+DAP:
EKF-CML-LV with both spatial and temporal landmark
quality tests, using the data association probability, and
ICT+EDR: EKF-CML-LV with both spatial and
temporal landmark quality tests, using the exponential
decay rule. The simulation is run over a path with 100
iterations and 50 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of1.0m with a 25% probability.
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Figure 5.26: Robot localization error estimate. Comparison between
ICT: Individual spatial compatibility test with limited
vision range and data association errors (realistic case
of CML); and the improvements proposed, ICT+DAP:
EKF-CML-LV with both spatial and temporal landmark
quality tests, using the data association probability, and
ICT+EDR: EKF-CML-LV with both spatial and
temporal landmark quality tests, using the exponential
decay rule. The simulation is run over a path with 200
iterations and 50 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and a sensor with a limited radius of
observation of2m. Data missassociation occurs within
a radius of1.0m with a 25% probability.
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5.6 Divergence

There is unfortunately a tradeoff in using the Extended Kalman Filter in CML. Even
with perfect data association, for nonlinear vehicle models, the algorithm diverges in
the long run. The divergence has been attributed to the linearization in Equations 5.6
and 5.7. An explanation of this behavior is by Julier and Uhlmann [108], where they
show a counter example to the EKF-CML algorithm that did not converge to a fully
correlated map in their simulations.

Their vehicle model was similar to our planar mobile robot from Section 5.2.2;
a vehicle with three degrees of freedom, two Cartesian coordinates for position, and
an orientation angle. Whilst in their model, the variables returned by the sensor were
the landmark range and bearing in robot coordinates; in our case, they correspond to
Cartesian landmark coordinates in a robot centered frame.

Despite this change of representation from Cartesian to polar coordinates, the ob-
servation model also returned two dimensional landmarks. In their simulations they
showed how such a vehicle could not reconstruct its location from continuous obser-
vations to one such landmark; even, when no motion commands were conveyed to the
robot, and when a noise free plant model was assumed.

They suggest that the divergence is due to the linearization of the system needed for
the implementation of the EKF, arguing that the no-motion condition for an error-free
model is equivalent to having a zero component in the vehicle part of the Kalman gain.
Such assumption leads to the equality

H(i)
xr

Fxrxr = −H(i)
xf

x
(i)
f (5.101)

Furthermore, they show how Equation 5.101 holds only for the linear case of CML,
and breaks down after linearization in the EKF version of the algorithm, and state that
“being this a structural condition, no tuning procedure (inflation of plant and measure-
ment noise covariances) would circumvent the problem”. For this reason they push for
nonlinear approaches to KF.

To palliate the effects of nonlinearities we analyze in the next Chapter, how the
localization error varies with respect to the number of landmarks used. Our study is
from the point of view of control systems theory.

We believe that the amount of divergence of the algorithm may also be factored by
the partial observability of the state vector, and that by keeping the state error covariance
as close to the lower boundPrr,0|0 as possible, one can reduce the divergence effects.
This can only be done if we add more landmarks to the map.
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5.7 Bibliographical notes

Mobile robot localization has been addressed from different perspectives, divided mainly
in the following groups.

Correlation methods that match sensor signals against previously stored maps. An
example of a correlation technique that matches vertical lines extracted from a stereo-
vision system to a map of such signatures is by Pag`eset al. [155]. Other systems that
match visual data using correlations for self-localization include the ones by Carbonaro
and Zingaretti [37], Drocourtet al. [68], Hashimaet al. [92], Mallet and Lacroix [135],
Talluri and Aggarwal [186], or Volpeet al. [207].

Estimation theoretic approaches that predict and refine the robot position from cur-
rent and previous sensor readings, past position estimates, and motion commands, as
well as uncertainty models of sensors and motion. Such methods are typically robust for
local localization, provided that the initial estimate of the robot is sufficiently accurate,
and that correct stochastic models for the robot dynamics and the sensors are available.
Similar to the talk by Pag`eset al. [155], but taking into account the stochastic nature
of sensor data, an example where vertical lines are extracted from images and matched
against a previously stored map of the environment is presented in the work by Ohyaet
al. [153]. In this case, robust self-localization is attained by means of Kalman filtering.
Recent contributions in the use of Kalman filtering techniques for self-localization in-
clude those of Anousaki and Kyriakopoulos [14], Deans and Hebert [56], Duckett and
Nehmzow [70], Kosaka and Kak [119], Lee and Recce [125], and our own contributions
deriving from this work [9, 12].

Markov localization techniques are an extension to the above cited method, in which
a probabilistic framework is used to maintain a position probability density over the
whole set of robot poses. These techniques are better suited to solve the global local-
ization problem, at the expense of stronger assumptions about the nature of the envi-
ronment than with the Kalman filter. Recent examples that illustrate the use of Markov
models for robot localization include the ones by Aycardet al. [21], and Foxet al. [77].
A thorough description of Markov localization methods can be found in the work by
Thrun [192].

Finally, a mirage of other algorithms have been proposed in attempts to solve the
robot localization problem. The ones that are less related to the work presented in
this thesis vary from fuzzy-based algorithms [58, 169, 168], to theminmax risk fixed-
size confidence set estimate [136], designed as an optimal set of decision rules in the
minmax sense for dealing with the uncertainties in sensor measurements; a topological
approach that makes use of a generalized Voronoi graph and graph matching techniques
[47]; or a set-theoretic approach, in which the estimate of the position of the robot and
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the landmarks is expressed in terms of bounded sets, making use of set membership
estimation theory.

The main drawback of most of these approaches is however, that they have not
been designed with continuously changing environments in mind. All of these methods
treat moving or temporary objects as noisy data or measurement uncertainty. It is only
with Kalman filter based methods and Markov localization techniques that by using
statistical approaches we can cope with noisy data. Fuzzy based algorithms do the
same by estimating qualitative models for sensor and robot uncertainty. We believe
that by incorporating time-varying properties to our environment model, we are able to
better cope with the dynamics inherent in typical mobile robotics environments.

The study of stochastic models for concurrent map building and localization in
mobile robotics has been addressed by several research groups for over fifteen years.
Within the KF approach to CML, seminal work by Smith and Cheeseman [182] sug-
gested that as successive landmark observations take place, the correlation between the
estimates of the location of such landmarks in a map grows continuously. This obser-
vation was ratified recently by Dissanayakeet al. [64] with a proof showing that the
estimated map converges monotonically to a relative map with zero uncertainty. They
also showed how the absolute accuracy of the map reaches a lower bound defined only
by the initial vehicle uncertainty. With respect to covariance initialization, we would
like to express our gratitude to P. Newman for making it clear to us. Thanks to that we
were able to reproduce in our simulations the three asymptotic convergence properties
of CML described in Section 5.1.5.

In spite of these fundamental convergence properties of the KF approach to CML,
there exist some limitations that still hinder full development of CML applications. The
three most criticized of these limitations are the time and space complexity of the al-
gorithm, the restriction to unimodal zero mean white Gaussian models of uncertainty,
and the data association and landmark quality problems. We go even further in our
analysis of the CML problem, and show in the next chapter one more fundamental lim-
itation to the algorithm, that full reconstruction of the map state vector is not possible,
regardless of the vehicle model chosen, and that the expected error in state estimation
is proportional to the number of landmarks used.

The explicit solution for the monobot CML problem presented by Gibbenset al.
[83] shed some light on the relation between the total number of landmarks (in the form
of the total Fisher informationIT ), and the asymptotic values forP. In the next chapter
we treat this topic from a different perspective, with the principles of controllability and
observability of linear systems in mind.

On a side issue, special interest has recently been put on the search for methods
to reduce the time and space complexity of the CML algorithm, at the expense of a
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sub-optimality in the solution; by pruning the map from those landmarks that surpass a
certain degree of spatial correlation [63], or by local updating of the map exploiting the
advantages of sequential innovation in KF [88]. One requisite for sequential innovation
is that observations must be uncorrelated, and they present a suboptimal decorrelation
algorithm for that purpose.

Julier et al, also present a suboptimal solution to CML with sequential innovation
in KF, reducing the time and space complexity of the algorithm fromO(n2) to O(n)
[106, 109]. Instead of decorrelating observations, they do away with cross correlations
between observations and state estimates, and update the state covariance estimate with
a weighting factor that penalizes the lack of information about correlations.

In the search for robust models of uncertainty in CML, a variety of routes have
been explored. Durrant-Whyteet al. presented an extension to the typical KF-CML
algorithm with the use of sums of Gaussians (SOGs), to approximate more general
probability distributions for the modeling of unstructured sub-sea terrain [72]. Tard´os
et al. [187] build maps of indoor environments from sonar data, suing the Hough trans-
form as a tool to perceptual grouping of sonar returns, and by joining local maps into a
global representation.

There is no general consensus on what constitutes a good measure for landmark
quality. Intuition suggests measures proportional to the temporal dispersion and in-
versely proportional to the spatial dispersion of landmarks. We have no knowledge
of previous attempts at formulating temporal landmark quality models. There resides
precisely one of the most relevant contributions of this thesis. In an attempt to unify
landmark quality and data association uncertainty within the structure of the estimation-
theoretic approach to CML, we proposed in this Chapter, an augmented map model that
incorporates temporal landmark temporal tests to validate the quality of observations.

Dissanayakeet al. address the issue of landmark robustness as an implementation
detail only [64], suggesting a quality measure based on the probability density function
of the observations associated to any given landmark, and disregarding the temporal
dispersion of such observations. A different, more simple measure of landmark quality
is proposed [63], as the trace of the error covariance submatrixPfi

.

To aid in data association, Castellanoset al. suggested in [43], aχ2 test to evaluate
scene-to-map landmark match hypotheses based on the squared Mahalanobis distance
between map landmarks and observations. Here, the uncertainty in the location of a
landmark in the map plays the role of quality assessment. More recently, Neira and
Tardós [150] presented a constrained search algorithm for scene to map hypothesis
formation, in which the use of the joint compatibility test is argued to supersede the
classical nearest neighbor compatibility test typically used for independent matching of
sensors and measurements.
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Leonardet al. [127, 128] have realized that spatial dispersion is not sufficient for
landmark quality assessment, and that temporal information is needed as well. They
have opted for a delayed decision approach to data association, in which by adding
previous robot states to the state vector, they can include in the Kalman filter covariance
matrix correlations pertaining estimations from previous vantage points. In this way,
they can add non-invariant features such as range-only measurements to aid in data
association. A serious disadvantage of this technique is that the map grows linearly in
time, increasing the computational burden of the CML algorithm, even when no new
features are added to the map. Another serious disadvantage is the divergence of the
fundamental motivation of using a Kalman filter to maintain a parametric representation
of the history of the uncertainty of robot and landmark localization by means of an
estimated full-covariance matrix.

Davisonet al. have also studied the spatial dispersion of landmark observations as
a measure of landmark quality, and suggest that when one has to choose among several
observations to update, the one with the largest hyper-ellipsoid volume of dispersion
contributes more to the overall reduction of the map error covariance. Similarly, they
argue that by diagonalizing the landmark covariance in measurement spaceHiPHi

�,
they are able to bound the search for scene-to-model landmark matches. These observa-
tions led them to active vision heuristics for gaze control when building maps with CML
[53, 54]. Another suggestion is the use of robust methods aimed at eliminating obser-
vation outliers, such as RANSAC [76], in order to diminish the effect of measurement
and data association errors.

General references to linear systems theory include the books by Kailath [110], and
DeCarlo [57]. For the study of the Pearsonχ2 test and other topics of statistics the reader
is referred to the books by Pe˜na [55] and Fukunaga [78]. Linear Gaussian models in
general are treated extensively in the survey by Roweis and Ghahramani [167], and in
the book by Dudaet al. [71].

5.8 Conclusions

This chapter presents a revision of the traditional full-correlation EKF CML algorithm
for mobile robot localization and map building. We extend the traditional algorithm
by adding temporal landmark quality measures, and a temporal landmark quality test
to validate the history of data association. These quality measures permit the main-
tenance of the map by the elimination of inconsistent observations. The removal of
weak landmarks from the state vector and state covariance matrix does not violate the
convergence properties of CML. Special attention has been paid in the selection of the
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temporal landmark quality models, to guarantee that the uncertainty in the map esti-
mates still reduces monotonically. The proposed solution contributes in simplifying the
data association problem in CML.

One drawback that might limit the use of the newly introdced temporal landmark
quality test in computer vision based CML is the concept of visibility. Temporal land-
mark quality can only be revised for those landmarks that are visible to the vehicle.
And, depending on the sensor and landmark models used, a visibility condition might
be rather difficult to assert. Occlussions of walls infered from laser data are easy to
compute; however to test if a visual landmarks should be present or not in a scene, is
rather complicated.
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Chapter 6

Fully Correlated Maps

Two fundamental aspects in the use of the Kalman Filter for localization are the issues
of observability and controllability. Unfortunately, in CML, the state space constructed
by appending the robot pose and the landmark locations is fully correlated; a situation
that hinders full observability. Moreover, the modeling of map states as static landmarks
yields a partially controllable state vector. The identification of these problems, and the
steps taken to palliate them, constitute one of the main contributions of this thesis. The
bulk of which is covered in this chapter.

In Chapter 5 we dedicated a few paragraphs to the formulation of the EKF-CML
equations for a simple linear one-dimensional robot we called, the monobot. The im-
portance of the formulation of a naive case study such as the monobot becomes evident
in this Chapter, where we study the behavior of the estimation-theoretic approach to
CML from a control systems point of view. We need this simple linear model to show
the effects of partial observability and partial controllability, with respect to the number
of landmarks used, even when data association is perfect. That is, when all landmarks
are correctly identified at each and every iteration.

In Section 6.1 we analyze the steady state behavior of the error state covariance for
the monobot CML, and show by example, that the steady state of the filter will always
depend on the initial noise parameters. The effect is known as filter instability [194],
and is in general an undesirable feature in state estimation.

In Section 6.2 we derive an expression for the total Fisher information in CML,
and show how full correlation prohibits the use of the Cramer Rao lower bound for the
vehicle and map covariance. The analysis yields a closed form solution for the monobot
Fisher information matrix that shows explicitly, the unobservable directions of the map
state in CML.

99
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Filter instability, and the singularity of the Fisher information matrix, are both con-
sequences of having partial observability and controllability. Section 6.3 is devoted to
the computation of general expressions for the bases of the controllable and observable
subspaces in CML. These expressions are later simplified in Sections 6.4 and 6.5 for
the monobot and planar vehicle models, respectively. In the end, we show that the angle
between these two subspaces is determined only by the total number of landmarks in
the map. The result is that as the number of landmarks is incremented, the vehicle pose
states get closer to being reconstructible.

The observability condition guarantees asteady flow of the information about each
state component, and prevents the uncertainty (error state covariance) from becoming
unbounded [26]. In Section 6.6 we show how partial observability in CML can be
avoided by adding a fixed external sensor to the state model, or equivalently, by setting
a fixed landmark in the environment to serve as global localization reference. Full
observability yields the existence of a (not necessarily unique) steady statepsd solution
for the error covariance matrixP.

The controllability condition allows the process noise to enter into each state com-
ponent and prevents the covariance matrix from becoming singular [26]. In Section 6.7
we show how having a semi-definite covariance matrix reflects on the filter’s belief that
it has perfectly accurate estimates of some state components, for which the Kalman
gain evaluates to zero, and the innovations are not considered in the revision of the state
estimate. To palliate the effects of partial controllability, we propose the addition of
artificial positive definite process noise associated to the landmark states.

More than often, map building in mobile robotics is performed in a teleoperation
mode, in which a user gives motion commands to the vehicle from a remote station.
However, there are times when we want the robot to follow a previously defined trajec-
tory and at the same time build an incremental map of its environment. For this later
case, we propose in Section 6.8 the use of a robot motion control law optimal in the
sense that it minimizes both the overall state estimation error (robot position plus loca-
tion of landmarks), and the amount of energy input to the system in the form of motion
commands. The simplicity of the approach resides in the existing duality between ob-
servability and controllability. That is, the aforementioned control law for robot motion
is dual to the mere Kalman filter used for simultaneous map building and localization.

Finally, in Section 6.9 we show how filter divergence in CML, present in the non-
linear case [108] can also be palliated to some extent, either by overestimating the plant
noise covariance, or with the online computation of adequate models of sensor uncer-
tainty.
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6.1 Steady state behavior of EKF-CML

We start the discussion with a pictorial representation of the behavior of the EKF-CML
algorithm. Consider a monobot with initial vehicle localization varianceσ2

r,0|0 = 1, and
various levels of motion and sensor noise variances, denoted byσ2

v andσ2
w, respectively.

For the sake of simplicity, imagine a robot with constant motion uncertainty, regardless
of the size of the input command, and a sensor with constant observation uncertainty,
regardless of the distance to the landmark being observed. Later, we will take into
account more realistic models of uncertainty, and analyze the advantages of having a
measurement covariance matrix that can be computed online.

The final vehicle and landmark variances (σ2
r,k|k, σ

2
f,k|k, k → ∞) depend only on the

initial parametersσ2
r,0|0, σ

2
v , σ

2
w, and on the total number of landmarksn. The evolu-

tion of the error covariance matrix is independent of the state input, and measurements
throughout the run of the algorithm. Meaning that, for a monobot with perfect data
association and constant motion and sensor uncertainty, the computation of the Kalman
gain could even be performed offline. That is, the asymptotic (steady state) behavior
of the filter, and its rate of convergence are always the same, regardless of the actual
motions and measurements.

Figure 6.1 shows the steady state vehicle and landmark variances of the EKF-CML
algorithm applied to a monobot when observations of 1, 2, 3, and 50 landmarks are
available. The Figure plots the influence of each of the noise parametersσ2

v andσ2
w

with respect to the final vehicle and landmark uncertainty.

On the one hand, the final vehicle localization variance depends less on the vehicle
plant noise varianceσ2

v than on the measurement noise varianceσ2
w. On the other hand,

as the number of landmarks grows, we see a considerable decrease of the steady state
value for all the entries inP. The landmark-to-vehicle and landmark-to-landmark cross
correlation terms (ρrf(i)σrσf(i) andρf(i)f(j)σf(i)σf(j) ) although not shown on the plots,
they all converge to the same values as the landmark varianceσ2

f(i) . Meaning that, ask
tends to infinity, the map becomes fully correlated, i.e.,ρf(i)f(j) = 1.

The two observations: a) that rate of convergence ofP is fixed, and b) that the
precision of the map (in terms of the asymptotic value of the error covariance) is inde-
pendent of the plant varianceσ2

v ; were first described by Gibbenset al. [83], in which
a closed form solution for the computation of Equation 6.1 for the continuous time
domain monobot was presented.

Without lose of generality, in the sequel we take the measurement noise Jacobian
Hw = I, and drop for clarity, the subscriptx from the model JacobiansFx andHx.
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Figure 6.1: Final vehicle and landmark localization variances after
500 iterations of CML for a monobot with initial
localization varianceσ2

r,0|0 = 1, and various levels of
plant and sensor noise.

The steady state covariance matrix is given by the solution of the Ricatti equation

P = F(P −PH�(HPH� + W)−1HP)F� + V (6.1)

and for the linear case it is only a function ofPrr,0|0, V, W, andn. Note however that,
for the nonlinear case, the computation of the JacobiansF andH will in general also
depend on the steady state value ofx. Moreover, for the linear case, the solution to the
Ricatti equation is given by the Cramer Rao lower bound [26].
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6.2 Total Fisher information and the Cramer Rao lower
bound

The specific influence ofσ2
r,0|0, σ

2
v , σ

2
w, and the total number of landmarksn (Prr,0|0,

V, W, andn in the multidimensional case) in the asymptotic value ofP can be better
understood in terms of the total Fisher information available to the filter.

Under the Gaussian assumption for the vehicle and sensor noises, the Kalman filter
is the optimal minimum mean square error estimator. And, as pointed out in [26],
minimizing the least squares criteria from Equation C.17

E[x̃k+1|k+1x̃
�
k+1|k+1]

is equivalent to the maximization of a likelihood functionΛ(x) given the set of observa-
tionsZk; that is, the maximization of the joint probability density function of the entire
history of observations, conditioned on the statex

Λ(x) = p(Zk) = p(zk, Z
k−1) = p(zk|Zk−1)p(Zk−1) =

k∏
i=1

p(zi|Z i−1) (6.2)

Given that the above pdfs are Gaussian, and thatE[zi] = Hxi|i−1, the pdf for each
measurement in CML is

p(zi|Z i−1) = N(z̃i|i−1; 0,Si)

= (2π)−
dimz

2 |Si|− 1
2e−

1
2
(z̃�

i|i−1
S−1z̃i|i−1) (6.3)

That is, the joint pdf of the sequence of measurementsZ k is equal to the product of
the marginal pdfs of the corresponding innovations.

In practice however, it is more convenient to consider the log likelihood function

ln Λ(x) =

k∑
i=1

ln p(zi|Z i−1)

= −1

2

k∑
i=1

z̃�i|i−1S
−1
i z̃i|i−1 +

k∑
i=1

ln |2πSi| (6.4)

The maximum ofln Λ(x) is at the value of the statex that most likely gave rise
to the observed dataZk, and is obtained by setting the derivative of Equation 6.4 with
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respect tox equal to zero, which gives

∇x ln Λ(x) =
k∑
i=1

H�S−1
i z̃i|i−1 (6.5)

An intuitive interpretation of the maximum of the log-likelihood in Equation 6.4 is
that the best estimate for the statex, in the least squares sense, is the one that makes the
sum of the entire set of Mahalanobis distances

∑k
i=1 z̃�i|i−1S

−1
i z̃i|i−1 as small as possible.

A measure that is consistent to the spatial compatibility test described in Section 5.1.8.

The Fisher information matrix, a quantification of the maximum existing informa-
tion in the observations about the statex is defined (in [25] and [26]) as the expectation
on the dyad of the gradient of Equation 6.4

J = E[(∇x ln Λ(x))(∇x ln Λ(x))�] (6.6)

Taking the expectation on the innovation errorE[z̃i|i−1z̃
�
i|i−1] = Si in the above

formula gives the sum

J =

k∑
i=1

H�(HPH� + W)−1H (6.7)

In the linear case, this expression for the total Fisher information is only a function
of Prr,0|0, V, andW. If on the other hand, the EKF has been used, the JacobianH in
Equation 6.6 should be evaluated at the true value of the statesx0, . . .xk. Since these
are not available, an approximation is obtained at the estimatesxi|i−1. The pre and post
multiplying JacobianH in Equation 6.7 is, in this context, also known as thesensitivity
matrix [66].

A necessary condition for the estimator (the Kalman filter) to be consistent in the
mean square sense is that there must be an increasing amount of information, about the
statex in the measurements. That is, ask → ∞, the Fisher information has to tend to
infinity.

Figure 6.2 shows this for the monobot with constant parametersσ2
r,0|0 = σ2

v = σ2
w =

1, and various sizes for the observation vector. Notice how, as the total number of
landmarks grows, the total Fisher information also grows, directly relating the number
of landmarks to the amount of information available for state estimation in CML.

Solving for thek-th sum term inJ for the monobot yields the expression

Jk =

[ ∑∑
ςij −ς

−ς� S−1
k

]
(6.8)
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Figure 6.2: First entry in the total Fisher information matrix for a
monobot with variance parametersσ2

r,0|0 = σ2
v = σ2

w = 1,
and various sizes for the measurement vector.

with ςij theij-th entry inS−1
k , andς = [

∑
ς1i, . . . ,

∑
ςni].

Citing Bar-Shalomet al. [26]: “A lower bound on the minimum achievable covari-
ance in state estimation is given by the posterior Cramer Rao lower bound” 1

E[x̃k+1|k+1x̃
�
k+1|k+1] ≥ J−1 (6.9)

Unfortunately, it can be easily shown, at least for the monobot case, that the first row
(or column) ofJ is equivalent to the sum of the rest of the rows (or columns), producing
a singular total Fisher information matrix. In CML the Cramer Rao lower bound cannot
be evaluated. CML is unobservable.

In the deterministic case, observability is a binary property. A system is either
observable or unobservable. Stochastic observability on the other hand is quantified by
the Cramer Rao lower bound. A small condition number onJ is an indicator ofgood
observability; near zero eigenvalues onJ meanmarginal observability; and singularity
of J indicates that part of the state vector isunobservable.

Citing once more Bar-Shalomet al.: “ if the Fisher information matrix is not invert-
ible, then the lower bound from Equation 6.9 will not exist, actually it will have one or
more infinite eigenvalues (one in the case of CML),which means total uncertainty in
a subspace of the state space, that is, the information is insufficient for the estimation
problem at hand.”

1See Appendix D for our interpretation of matrix inequalities.
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This is a consequence of the form of the JacobianH, i.e, of the full correlation in
CML. Zero eigenvalues ofH�S−1H are an indicator of partial observability, and the
corresponding vectors give the unobservable directions in state space.

So for example, for a one-landmark monobot, the innovation covariance is the scalar
s = σ2

r − 2ρrfσrσf + σ2
f + σ2

w, and sinceH = [−1, 1], the Fisher information matrix in
Equation 6.8 evaluates to

J =

[
1 −1
−1 1

] k∑
i=1

1

si
(6.10)

The unobservable direction of the state space is the eigenvector associated to the
null eigenvalue ofJ, we denote it for nowEKerR (the name will be clear soon), and
evaluates to

EKerR =

(
1
1

)
(6.11)

6.3 Partial observability and controllability

The solution to the Ricatti Equation 6.1 converges to a finite steady state covariance
if the pair {Fx,Hx} is completely observable. If in addition, the pair{Fx,Fv} is
completely controllable, then the steady state covariance is a unique positive-definite
matrix, independent of the initial covarianceP0|0.

None of these two conventional results of stochastic estimation theory are valid in
CML. We have already seen in the previous Section how due to partial observability the
Cramer Rao lower bound cannot be computed.

Partial observability in CML means that the information entering the system in the
form of innovations is fully correlated, and that there is no guarantee that the state error
covariance is bounded. In other words, given the singularity of the Fisher information
matrixJ, the information extracted from the innovationsz̃ is insufficient for the entire
reconstruction of the state estimatex.

To see what part of the state space is compromised by full correlation, we now
develop closed form expressions for the bases of the observability and controllability
subspaces in CML and relate them to the total number of landmarks used.

The linearized EKF state model can be rewritten in terms of the error states with

x̃k+1|k = Fxx̃k|k + Fvvk (6.12)

z̃k+1|k = Hxx̃k+1|k + Hwwk+1 (6.13)
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Combining the plant and measurement noises into one large input vector, the above
error driven system is equivalent to the augmented model

x̃k+1|k = Fxx̃k|k +
[

Fv 0
] [ vk

wk+1

]
(6.14)

z̃k+1|k = HxFxx̃k|k +
[

HxFv Hw

] [ vk
wk+1

]
(6.15)

and the controllability matrix for such a plant is

Q = [ Fv 0 FxFv 0 . . . Fdimx−1
x Fv 0 ] (6.16)

Note that Equation 6.14 is already expressed in the so-called Kalman controllable
form, i.e.,

[
x̃r,k+1|k
x̃f,k+1|k

]
=

[
Fxr

I

] [
x̃r,k|k
x̃f,k|k

]
+

[
Fvr

0

∣∣∣ 0]

 vr,k

0
wk+1


 (6.17)

and the controllability matrix in Equation 6.16 reduces to

Q̃ = [ Fvr 0 FxrFvr 0 . . . Fdimx−1
xr

Fvr 0 ] (6.18)

Consequently, the dimensionality of the controllable subspace, spanned by the col-
umn space2 of Q, (ImQ), is

rankQ = rankQ̃ = dimxr (6.19)

regardless of the number of landmarks in the map. Obviously, the only controllable
states are the ones associated with the vehicle motion.

On the other hand, the observability matrix of our error driven system is

R =




HxFx

HxF
2
x

...
HxF

dimx
x


 (6.20)

The rank ofR indicates the dimensionality of the observable subspace, which in

2See Appendix D for a formal definition of the four fundamental subspaces of linear algebra.
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Figure 6.3: Controllability and observability of the state space in
CML.

turn, is spanned by the row space ofR, (ImR�).

rankR = dimx − dimxf(i) (6.21)

The decomposition of the state space is portrayed in Figure 6.3. The arrows indicate
their roles in the realization of the system.

6.4 The monobot

We return our attention now to the simple linear one-dimensional robot from Section
5.2.1. Consider the even more restrictive case in which only one landmark is available.
By substituting the resulting expressions for the model Jacobians in Equations 5.51 and
5.52, the controllability and observability matrices reduce to

Q =

[
1 0 0 1 0 0
0 0 0 0 0 0

]
(6.22)

R =

[ −1 1
−1 1

]
(6.23)
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Figure 6.4: Controllability and observability of a linear one
dimensional mobile robot with one landmark.

The controllable subspace has a basis of the form[q, 0]�, clearly indicating that the
only dimension in the state space that can be controlled is the one associated with the
motion of the robot.

The observable subspace on the other hand, with basis[r,−r]�, shows how the
observed robot and landmark locations are fully correlated. This situation is portrayed
graphically in Figure 6.4.

The unobservable subspace is the orthogonal complement ofImR�, and has a basis
[r, r]�. An expression for it was already derived from the analysis of the total Fisher
information matrix and is given in Equation 6.11. The nameEKerR indicates that it is a
basis for the null space ofR.

The controllable and observable subspaces for the one-landmark one-dimensional
CML problem span along a pair of non-orthogonal lines inR

2; with the consequence
that the innovations only provide information for a fully correlated reconstruction of the
state space.

A measure of the error incurred while trying to reconstruct the statex̃r from corre-
lated observations is given by the angle between these two subspaces. And, it is evident
from Figure 6.4 and Equations 6.22-6.23, that for the one landmarkmonobot, the angle
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is
α = ∠ ImQ ImR� = π/4rad. (6.24)

To see the physical interpretation of the angleα in Equation 6.24, we ask the reader
to analyze Figure 6.4 in detail once more. The error between an observed landmark
and its prediction must lay alongImR�. Such vector quantity, multiplied by its corre-
sponding Kalman gain, is used to revise our estimates of both the robot and landmark
locations. However, there is one direction of the state space which is not observed, the
one orthogonal toImR� (alongKerR). The information for the revision of̃xr andx̃f
along the direction orthogonal toImR� is missing. The angleα indicates how close
noise driven observations are from fully revising the robot part of the state space.

The immediate questions that come to our mind are: what happens if we add more
landmarks to the environment? Will the vehicle and landmark location estimates im-
prove or degrade? Will we be able to achieve an uncoupled reconstruction of the entire
state space?

Surprisingly enough (and we believe, the entire research community which supports
the EKF-based approaches to CML will find these observations crucial), the answer to
the above questions is “improve” but “no”.

We will analyze now the two-landmarkmonobot case, and after that, we will intro-
duce and prove a new closed form expression that links the degree of reconstruction in
the EKF-CML algorithm to the number of landmarks used in the case of themonobot.

The observation Jacobian matrix for the two-landmarkmonobot case becomes

Hx =

[ −1 1 0
−1 0 1

]
(6.25)

and the observability matrix of our noise driven linear state system is now

R =




−1 1 0
−1 0 1
−1 1 0
−1 0 1


 (6.26)
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A possible set of bases for the controllable and observable subspaces are

EImQ =


 1

0
0


 (6.27)

EImR� =


 1 1

−1 0
0 −1


 (6.28)

and the angle between these two subspaces can be computed as the smallest non null
singular value of the product of their orthonormal bases [102, 164, 195].

EImQ = UQΣQV�
Q (6.29)

UQ =


 1

0
0


 (6.30)

EImR� = URΣRV
�
R (6.31)

UR =


 −0.7071 0.4082

0 −0.8165
0.7071 0.4082


 (6.32)

α = ∠ ImQ ImR� (6.33)

= arccosσmin(U
�
QUR) (6.34)

= 163π/832rad≈ 0.6155rad. (6.35)

The decrease in the angle between the controllable and observable subspaces ob-
tained by adding one more landmark to the map, suggests that our measurement noise
driven corrections to the map state estimate would reconstruct the vehicle localization
estimate closer to the actual value of the vehicle pose.

Following this procedure we computed the value ofα for a three-landmarkmonobot
model, further reducing toα = π/6. And, as we add more landmarks to the map,
the angle between the observable and controllable subspaces reduces monotonically.
Figure 6.5 shows experimentally the decrease inα as landmarks are added to the map
state model. We are ready to introduce the following theorem:
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Theorem 6.4.1. The angle between the controllable and observable subspaces in the
case of a linear one-dimensional robot in the EKF-CML algorithm depends only on the
total number of landmarks used (n), and is given by

α = arccos

√
n

n + 1

Proof. Carefully following the pattern just described for the computation ofα; in a gen-
eralization for then-landmarkmonobot case, a set of possible bases for the controllable
and observable subspaces are given by

EImQ = [q] =

(
1

0n×1

)
(6.36)

and

EImR� =
[

r1 . . . rn
]

=

(
11×n
−I

)
(6.37)

respectively.

Moreover, letp be the projection ofEImQ ontoEImR�. p is easily computed as the
sum of the individual projections ofq onto each elementri of the basis of the observable
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space, i.e.,

p =

n∑
i=1

q�ri
r�i ri

ri (6.38)

Substituting the basis of the controllable space in Equation 6.38 gives the reduced
expression

p =
1

2

n∑
i=1

ri =
1

2

[
n

−1n×1

]
(6.39)

Finally, the angle betweenp andq, and consequently between the two subspaces,
is

α = arccos
p�q

‖p‖‖q‖ = arccos

√
n

n+ 1
(6.40)

As the number of landmarks grows, the observable subspace gets closer to the con-
trollable part of the state space (the vehicle localization states).

lim
n→∞

α = lim
n→∞

arccos

√
n

n+ 1
= 0 (6.41)

It is unrealistic however, to have an infinite number of landmarks, and a compromise
has to be made between the possibility of including as many landmarks as possible, and
the amount of information that new observations give. Also one has to bear in mind that
as we add more and more landmarks to the map, we will also introduce their associated
measurement noise.

It has been argued that the performance of the CML algorithm would be enhanced
by concentrating on fewer, better landmark observations [83]. And that is certainly true,
little gain (little reduction ofα) is made from going from 25 to 125 landmarks compared
to the move from 1 to 5 or 5 to 25.

In Figures 6.6-6.7 we have plotted the results of using the original fully correlated
approach to CML for a monobot that starts at locationxr,0|0 = −1m, and moves along
a straight line with a temporal sinusoid trajectory returning to the same point after 100
iterations. Landmarks are located atxf(i) = 1m. A plant noise model proportional to
the motion command withαd = 0.1, and a measurement noise model proportional to
the distance from the sensor to the landmark withβd = 0.1 are used.
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Figure 6.6: Full-covariance EKF CML for monobot in a sinusoidal
path fromxr,0|0 = −1m to x100 = −1m, with 100
iterations andαd = 0.1, andβd = 0.1.
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Figure 6.7: Full-covariance EKF CML for monobot in a sinusoidal
path fromxr,0|0 = −1m to x100 = −1m, with 100
iterations andαd = 0.1, andβd = 0.1.
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In the first column in Figure 6.6, the red line indicates the true state trajectory,
whereas the blue line shows the estimated one. The green line represents the actual
landmark measurements, and the blue dotted line shows2σ bounds on the state estimate.

The effect of partial observability manifests itself in the dependence on the initial
conditions. Note how both the vehicle and landmark mean localization errors do not
converge to zero. Their steady state value is subject to the error incurred at the first
observation. That is, the filter is unstable.

A Montecarlo simulation over 100 CML runs showed however filter unbiasedness,
a property of optimal stochastic state estimation (Kalman filter). That is, the average
landmark localization error over the entire set of simulations was still zero, thanks to
the independence of the initial landmark measurement errors at each test run.

Partial controllability on the other hand, produces a zero Kalman gain for the revi-
sion of the landmark estimates. That is, after a few iterations the Kalman filter believes
it has a perfectly accurate estimate of the landmark locations, contradictory to the local-
ization error just described. The rate at which the landmark localization Kalman gain
approaches zero is dictated by the rate of convergence of the system, i.e., the system’s
time constant (see the bibliographical notes).

Moreover, the steady state error for the robot and landmark localization is less sen-
sitive to the initial conditions when a large number of landmarks are used. The reason is
the same as for the Montecarlo simulation, the observations are independent, and their
contribution averages at each iteration in the computation of the localization estimate.
The results of the Montecarlo simulation are shown in Figure 6.8 depicting the effect of
the increase in the number of landmarks on the average vehicle localization error.

Theorem 6.4.1 about the amount of reconstruction possible in EKF-CML with re-
spect to the number of landmarks applies only to the simplemonobot case. We will
concentrate our attention now on a more realistic case, a planar mobile vehicle.

6.5 The planar robot

We will show now how the reconstructibility issues presented for the linear and one-
dimensional robot of the previous section, nicely extend when studying more compli-
cated platforms. We investigate now the case of the planar robot presented in Section
5.2.2, a nonlinear wheeled vehicle with three degrees of freedom, and an environment
consisting of two-dimensional point landmarks located on the floor.

The dimensionality of the controllable subspace isdimxr = 3, and for the specific
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Figure 6.8: Reduction of the average monobot localization error
xr,k − xr,k|k with respect to the number of landmarks
used. The results correspond to a Montecarlo simulation
over 100 CML runs. The dotted lines show the extent of
the data for the entire set of runs, and the boxes contain
marks at the lower, median and upper quartile.

case in which only one landmark is available, a basis for the controllable subspace is
simply

EImQ =

(
I

02×3

)

The dimensionality of the observable space is, for this particular configuration,
rankR = 3. This last result is easily verified with simple symbolic manipulation of
the specific expression for the state model from Section 5.2. Furthermore, one possible
basis forImR� is

EImR� =




1 0 0
0 1 0
0 0 1
−1 0 0
0 −1 0




Our 3dof robot along with a 2d landmark form a map state space inR
5, and the null
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KerQ�

KerR

ImQ ∩ ImR�

α

Figure 6.9: Controllability and observability subspaces.

space ofR (the unobservable subspace) is spanned by

EKerR =




1 0
0 1
0 0
1 0
0 1




Recall from the basic properties of the four fundamental subspaces of linear algebra
that ImR� + KerR = R

5, ImR� ∩ KerR = ∅. The only independently observable
state is the one associated to the robot orientationθ. The other four states, the Cartesian
coordinates of the robot and landmark locations depend linearly on each other.

Moreover, even whenImQ and ImR� both spanR3, we see that the inequality
ImQ �= ImR� still holds, as in the case of themonobot. That is, the observable and
controllable subspaces for the one-landmark 3dof-robot CML problem correspond to
different three-dimensional subspaces inR

5; and, their intersection represents the only
fully controllable and observable state, i.e., the robot orientation. A pictorial repre-
sentation of this situation is depicted in Figure 6.9, and once more, a measure of the
reconstruction error incurred when estimating the vehicle pose from correlated obser-
vations is given by the angle between these two subspaces.

Resorting again to the singular value decomposition for the computation of a pair of
orthonormal bases forImQ andImR�, we have that for the one-landmark planar robot
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case

EImQ = UQΣQV�
Q (6.42)

UQ =

(
I

02×3

)
(6.43)

EImR� = URΣRV
�
R (6.44)

UR =




−0.7071 0 0
0 −0.7071 0
0 0 −1

0.7071 0 0
0 0.7071 0


 (6.45)

and, as before,

α = ∠ ImQ ImR� (6.46)

= arccosσmin(U
�
QUR) (6.47)

= π/4rad (6.48)

Note the equivalence ofα in Equations 6.24 and 6.48. The immediate inference
behind this result is that neither the nonlinearities of the planar mobile robot platform,
nor the change in the dimensionality of the model, are related to the amount of recon-
struction possible when using a fully correlated CML model.

We should elaborate more on this, because if we can show this result to hold for
a map with more landmarks, we would have a powerful argument to defend our hy-
pothesis that the number of landmarks used in CML is directly related to the average
localization error in the form of Figures 6.5 and 6.8.

Extending now our study to the two-landmark case; possible orthonormal bases for
the controllable and observable subspaces as computed with the aforementionedsvd are
given by

UQ =

(
I

04×3

)
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UR =




−0.4082 0 0 0 0.7071
0 0.4082 0 0.7071 0
0 0 −1 0 0

−0.4082 0 0 0 −0.7071
0 0.4082 0 −0.7071 0

0.8165 0 0 0 0
0 −0.8165 0 0 0




and once more, the angle between them is

α = arccosσmin(U
�
QUR) (6.49)

α = 163π/832. (6.50)

Similarly, for a three-landmark model,α = π/6, and as we add more and more land-
marks to the environment, the angle between the controllable and observable subspaces
reduces monotonically, in exactly the same manner as in the case of themonobot. We
are now ready to formulate the second theorem in this Chapter

Theorem 6.5.1. The angle between the controllable and observable subspaces in the
case of a nonlinear planar robot with 3 degrees of freedom in the EKF-CML algorithm,
depends only on the total number of landmarks used (n), and is given by

α = arccos

√
n

n + 1

Proof. The key to the proof is in Figure 6.9. Notice that thanks to the orthogonality
of the four fundamental subspaces, the angle between the observable and controllable
subspaces is exactly the same as the angle between their complementary subspaces.
This is,

α = ∠ KerQ� KerR (6.51)

The controllable subspace has a fixed rank of sizedimxr = 3, regardless of the
number of landmarks; and the size of the basis for the observable subspace would de-
pend onn. Now, the roles are reversed. The dimension ofEKerQ� grows with respect
to the number of landmarks, but maintains a very simple form

EKerQ� =

[
03×2n

I

]
(6.52)
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The null complement of the observable subspace on the other hand has a fixed num-
ber of columns (just two), and it can be easily shown by inspection that

EKerR =




I
01×2

I
...
I




(3+2n)×2

(6.53)

These are precisely the directions along which our state space is unobservable. Clearly
showing that in the EKF-CML model, the Cartesian coordinates of the robot and land-
mark locations are all fully correlated.

The angle between these two subspaces is again, given by the smallest singular
value of an orthonormalized version of the productEKerQ��EKerR, in whichEKerQ� =
UQΣQV�

Q, andEKerR = URΣRV
�
R. This is,

U�
QUR =

1√
n+ 1




I
...
I




2×2n

(6.54)

α = arccosσmin(U
�
QUR) (6.55)

α = arccos

√
n

n+ 1
(6.56)

Asymptotic stability of the KF means that its solution will gradually become in-
sensitive to its initial conditions. One can see that observability plays a role because,
if there are sufficient landmark measurements, the true localization and landmark esti-
mates will be well approximated. Also, controllability will play a role because if the
system is not controllable in some modes (as it is), then any number of observations
cannot help damp the analysis errors.

6.6 Complete observability

In Section 6.2 we characterized the unobservable subspace in CML as the subspace
spanned by the null eigenvectors of the total Fisher information matrix. Furthermore,
we showed in Sections 6.3-6.5 how the unobservable part of the state space is precisely
a linear combination of the landmark and robot pose estimates.
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In order to gain full observability we propose to extend the measurement model
doing away with the constraint imposed by full correlation. We present two techniques
to achieve this. One is to let one landmark serve as a fixed global reference, with its
localization uncertainty independent to the vehicle pose.

The second proposed technique is the addition of a fixed external sensor, such as a
camera or a GPS, that can measure the vehicle location at all times, independent of the
landmark estimates.

Both techniques are based essentially on the same principle. Full observability re-
quires an uncorrelated measurement Jacobian, or equivalently, a full rank Fisher infor-
mation matrix.

We next present, without loss of generality, the extensions to the monobot CML
model in order to obtain full observability.

6.6.1 A fixed global reference

The plant model is left untouched, i.e., (from Equations 5.1 and 5.49)

xk+1 = xk + uk + vk (6.57)

The measurement model takes now the form[
z

(0)
k

zk

]
=

[ −1 01×n
−1n×1 I

]
x +

[
w

(0)
k

wk

]
(6.58)

One of the observed landmarks is to be taken as a global reference at the world
origin. No map state is needed for it. The zero-th superscript in the measurement vector
is used for the consistent indexing of landmarks and observations with respect to the
original model. It can be easily shown that the observability matrix for this new model
is full rank.

The innovation covariance matrix for the augmented systemSFO,k is of sizen+1×
n+ 1, and its inverse can be decomposed in

S−1
FO,k =




ςFO,00 ςFO,01 . . . ςFO,0n
ςFO,01

...
ςFO,0n

Ŝ−1
k


 (6.59)
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with ςFO,ij the ij-th entry inS−1
FO,k, ςFO = [

∑
ςFO,1i, . . . ,

∑
ςFO,1i], andŜ−1

k its sub-
matrix associated to the landmarks that are under estimation (excluding the anchor ob-
servation).

Thek-th element of the Fisher information matrix sum is

JFO,k =

[ ∑∑
ςFO,ij −ςFO

−ς�FO Ŝ−1
k

]
(6.60)

Unlike Equation 6.8, this form of the Fisher information matrix is full rank. More-
over, from the properties of positive definite matrices, ifJFO,k is positive definite, the
entire sum that builds upJFO is also positive definite.

Figures 6.10 and 6.11 show the results of applying a full observability to the same
monobot model as the one portrayed in Figures 6.6-6.7. Note how the steady state
(robot pose and landmark locations) is now unbiased with respect to the initial landmark
estimates.

6.6.2 An external sensor

Instead of using one of the landmarks as a global reference, one could also use a fixed
sensor to measure the position of the robot. For example, by positioning a camera that
observes the vehicle at all times. For such cases, the monobot measurement model may
take the form [

z
(0)
k

zk

]
=

[
1 01×n

−1n×1 I

]
x +

[
w

(0)
k

wk

]
(6.61)

The characteristics on the observability matrix, and the Fisher information matrix,
are exactly the same as for the previous case. This new model is once more, fully ob-
servable. Figures 6.12 and 6.13 show the results of using an external sensor to measure
the vehicle pose. The results are theoretically equivalent to the previous case. The
choice of one technique over the other one would depend on the availability of such
external sensor, and on its measurement noise covariance characteristics.



124 Chapter 6 : Fully Correlated Maps

1 landmark

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x r,
k−

x r,
k|

k (
m

)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration
x k (

m
)

2 landmarks

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x r,
k−

x r,
k|

k (
m

)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration

x k (
m

)

20 landmarks

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x k (
m

m
)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration

x k (
m

)

Robot and landmark localization Vehicle error

Figure 6.10: Full-covariance fully observable CML for a monobot in
a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1. The
global reference is observed at the origin, also with
βd = 0.1.
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Figure 6.11: Full-covariance fully observable CML for a monobot in
a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1. The
global reference is observed at the origin, also with
βd = 0.1.
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Figure 6.12: Full-covariance fully observable CML for a monobot in
a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1. A fixed
external sensor is used for the measurement of the
vehicle pose, also withβd = 0.1.
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Figure 6.13: Full-covariance fully observable CML for a monobot in
a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1. A fixed
external sensor is used for the measurement of the
vehicle pose, also withβd = 0.1.
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6.6.3 Planar vehicle

The results from the previous section are easily extensible to more complicated vehicle
models. For example, the measurement model of a global reference fixed at the origin,
for the nonlinear vehicle from Section 5.2.2 is (from Equation 5.61)

h(0) = −R�t + w(0) (6.62)

and its corresponding Jacobian is

H(0)
x = [ −R� −Ṙ�t 02×2n ] (6.63)

The case of the external sensor is even simpler, the corresponding equations are

h(0) = t + w(0) (6.64)

H(0)
x = [ I 02×(2n+1) ] (6.65)

In both cases, the symbolic manipulation of Equations 6.63 and 6.65 with a com-
mercial algebra package, produced full rank observability matrices. That is, for the
planar mobile robot platform used, only one two-dimensional global reference, or the
use of a sensor that can measure thexy position of the robot, are sufficient to attain full
observability in CML.

6.7 Controllability

We have seen in Section 6.3 that in the standard CML model, the only controllable
states are the ones associated to the vehicle location estimate.

Equation 5.13 assumes the landmarks are fixed elements, for which no process noise
is considered. Therefore, their associated noise covariance (its determinant) will asymp-
totically tend to zero (see Section 5.1.5, Equation 5.26). The filter gain for the landmark
states will also tend to zero.

Having a positive definite covariance reflects the belief that there is a perfectly ac-
curate estimate of some states (or linear combinations of them, the ones associated to
the null eigenvalues ofP). This is, again, because there is no process noise entering
these states, and the controllability condition described at the beginning of Section 6.3
pertaining the solution of the Ricatti Equation 6.1 is not satisfied.

Since the fully correlated Kalman filter will not in general, yield consistent estimates
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for the map states (partial observability and divergence due to nonlinearities produce
biased estimates); the situation where the map state covariance (its determinant) tends
to zero is undesirable. It will lead in practice to smaller filter-computed variances than
the estimated errors.

The situation can be remedied to some extent, by assuming the existence of artifi-
cial pseudo-noise associated to the landmark state estimates. This is, we can replace
Equation 5.13 with[

xr,k+1

xf

]
≈
[

xr,k+1|k
xf,k|k

]
+

[
Fxr

I

] [
x̃r,k|k
x̃f,k|k

]
+

[
Fvr

I

] [
vr,k
vf,k

]
(6.66)

The landmark pseudo-noisevf,k is assumed zero mean and white. Any positive
definite covariance of this process noise will prevent the filter calculated covariance
for the landmark states from converging to zero. The new process noise covariance is
computed as the sum of the vehicle model covariance plus that of the pseudo noise.

VC,k =

[
Vr,k

0

]
+

[
0

Vf

]
(6.67)

The positive definite process noise covarianceVC,k is substituted forVk in Equation
5.17. Figures 6.14 and 6.15 show the results of adding an artificial landmark state
covariance to the fully observable model from Figures 6.10 and 6.13

Having a fully observable CML model with artificial process noise makes feasible
the computation of the Cramer Rao lower bound. The green dotted lines show the
vehicle and landmark associated components ofJ−1. Moreover, Figure 6.16 shows the
numerical evaluation of the eigenvalues for the matrix differencePk|k−J−1. When both
eigenvalues are positive, the matrix difference is positive definite. That is, we can only
trust our second order statisticPk|k after a certain number of iterations have elapsed;
only after enough information has been input to the filter in the form of innovations.
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Figure 6.14: Full-covariance fully observable CML with artificial
process noise for a monobot in a sinusoidal path from
xr,0|0 = −1m to x100 = −1m, with 100 iterations and
αd = 0.1, andβd = 0.1. A fixed external sensor is used
for the measurement of the vehicle pose, also with
βd = 0.1. A pseduo-noise covariance (Vf = 0.052I) is
used to prevent the landmark Kalman gains from
converging to zero.
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Figure 6.15: Full-covariance fully observable CML with artificial
process noise for a monobot in a sinusoidal path from
xr,0|0 = −1m to x100 = −1m, with 100 iterations and
αd = 0.1, andβd = 0.1. A fixed external sensor is used
for the measurement of the vehicle pose, also with
βd = 0.1. A pseduo-noise covariance (Vf = 0.052I) is
used to prevent the landmark Kalman gains from
converging to zero.
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Figure 6.16: The Cramer Rao lower bound holds only when the
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Figure 6.17: Full-covariance EKF CML for a path with 1000 steps
and 10 landmarks, zoomed view.

6.8 Optimal control

To keep the vehicle follow a desired path, the motion commandsuk must be modified at
run time to correct the deviation of the state estimatesxr,k|k from the desired trajectory
xk. A simple control law for doing so is given by

uk = xk+1 − xr,k|k (6.68)

The result is that the a priori robot pose estimatexr,k+1|k is always coincident with
the path plan. The situation is shown in Figure 6.17, where we have zoomed into a
particular spot in a particular test run for the planar robot. The desired path plan is
along the4000mm level in they axis. The green line represents the estimated robot
trajectory; whereas the blue line indicates the actual robot trajectory.

It is likely however, to have limited vehicle dynamics; in the sense that it may be
unfeasible to exert a given motion command as computed by Equation 6.68. The idea
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is to modify the control input in order to obtain realistic motion commands, and at the
same time minimize the expected state error.

The stochastic optimization of the linear system in Equations 5.13-5.14 is usually
referred as an LQG (Linear Quadratic Gaussian) problem. The LQG can be optimally
solved with the estimates obtained from the Kalman filter [4]. That is, the solution to
the LQG problem is dual to that of the optimal observer. See Figure 6.18.

The new control input̂u should be manipulated to force the system to behave in a
desired manner, for example, by minimizing an average quadratic performance index
of the form

I = E

[
k−1∑
i=0

(x̃�i Q1x̃i + ũ�i Q2ũi)

]
(6.69)

whereQ1 andQ2 arepsd matrices.

The optimal control that minimizes Equation 6.69 is given by [79]

ûk = −Lkx̃k|k (6.70)

with
L = (Q2 + B�TB)−1B�TF (6.71)

and
T = Q1 + L�Q2L + (F− BL)�T(F −BL) (6.72)

MatricesL andT in the regulator are dual to the optimal observer matricesK and
S, respectively.

Figures 6.19 - 6.21 show the results of applying optimal control to the fully observ-
able CML model with artificial process noise from Figures 6.14 and 6.15.



6.8 : Optimal control 135

Kk+1

Lk

h x w( , )k k+1 +1

wk+1

zk+1

xk+1

xk

+

-

-

f x u v( , , )k k k

vk

ûk

z
-1

z
-1

robot and map sensors

h x 0( , )k k+1|

xk k|

xk k+1| +1

xk k+1| zk k+1|

xk

f x u 0( , , )k k k|

optimal estimator

optimal regulator
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CML.



136 Chapter 6 : Fully Correlated Maps

1 landmark

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x r,
k−

x r,
k|

k (
m

)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration
x k (

m
)

2 landmarks

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x r,
k−

x r,
k|

k (
m

)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration

x k (
m

)

20 landmarks

0 20 40 60 80 100
−3

−2

−1

0

1

2

Iteration

x k (
m

m
)

0 20 40 60 80 100

−0.2

−0.1

0

0.1

0.2

0.3

Iteration

x k (
m

)

Robot and landmark localization Vehicle error

Figure 6.19: Optimal state estimation and regulation for a monobot
in a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1.
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Figure 6.20: Optimal state estimation and regulation for a monobot
in a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1.
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Figure 6.21: Optimal state estimation and regulation for a monobot
in a sinusoidal path fromxr,0|0 = −1m to x100 = −1m,
with 100 iterations andαd = 0.1, andβd = 0.1.
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6.9 Divergence

As mentioned in the previous chapter, Julier and Uhlmann showed concern for the con-
vergence properties of the KF approach to CML. They presented a simulation experi-
ment where CML fails even for a simple configuration [108]. They argue that the diver-
gence of the algorithm is due to the nonlinearities of the model used. Their contribution
suggests that robust statistics and nonlinear approaches to KF, such as the Unscented
KF [105], should be explored as means to more robust solutions to CML.

Here, we revise the Gaussian assumptions being violated in the linearization pro-
cess, and propose a couple of measures to deal with them; namely, the over estimation
of model errors, and by having more accurate measurement models.

The effects of linearization in the EKF are: a) neglecting the higher order terms in
the Taylor series Approximations 5.6-5.7, and b) the evaluation of Jacobians at esti-
mated values of the sate rather than the exact values, which are not available.

The over estimation of model errors can be achieved simply by augmenting the
process noise covariance matrixV with a psd matrixV ′

VD = V + V′ (6.73)

As in Section 6.7, the new process covarianceVD is to be used in the evaluation of
the a priori error covariancePk+1|k.

Having an accurate measurement model would also help in reducing the divergence
effects for nonlinear models. The online computation ofWk from a series of observa-
tions is applicable in this case.

Figure 6.22 shows the results of having full observability by means of an external
sensor, and the online computation of the measurement covarianceW, for a test run
of CML with 10 landmarks in 100 iterations using the planar vehicle. The test run
parameters are the same as those used in Section 5.5,αψ = αd = αθ = 0.1, and
βψ = βd = 0.01. The small black dots along the trajectory indicate the noise corrupted
observations of the robot produced by the external sensor.

Compare the error levels to those of Figure 5.16. The divergence effects are min-
imized once full observability is guaranteed. Nevertheless, the obtained estimates are
still unreliable, unless we can guarantee the filter does not shut off because of full cor-
relation. That is, we need artificial process noise to keep the covariance estimates from
converging to zero. We overestimateV simply by adding pseudo noise covariance to
the landmark estimates, thus makingVD positive definite. Figure 6.23 shows the results
of having a fully observable CML model with artificial process noise associated to the
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Figure 6.22: Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, and full observability. An external
sensor measures the robot position at each iteration.
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Figure 6.23: Full-covariance EKF CML for a path with 100
iterations and 10 landmarks,αψ = αd = αθ = 0.1,
βψ = βd = 0.01, full observability with artificial
process noise. An external sensor measures the robot
position at each iteration, and pseudo noise covariance
is added for the landmark location estimates.
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6.10 Bibliographical notes

Gibbenset al. [83] give a solution to the 1-d Brownian motion CML case. In their
solution, the state error covariance is linked to the total number of landmarks in the
form of the total Fisher informationIT .

IT =

n∑
1

1

σ2
w

(6.74)

The expression indicates the “informational equivalence of the measurements and
the innovations” [26], and was derived from a simpler likelihood function than the one
in Equation 6.2; one that does not contain the fully correlated characteristics of the
measurement model.

The issues of controllability and observability in Kalman filter design are covered
in the book by Bar-Shalomet al. [26], and on the lecture notes by Polavarapu [158].
Southallet al. address the issue in the context of tracking for an autonomous agricultural
application [183].

General texts on estimation theory include the aforementioned book by Bar-Shalom,
and the notes by Todling [194]. The Caramer Rao lower bound and the information
matrix are also discussed in an article by Dowski [66].

The duality between the stochastic optimal observer (the Kalman filter) and the
stochastic optimal regulator for LQG problems is a standard topic of optimal control
theory. Some texts and lecture notes covering the matter include those of Andersen [4],
Furutaet al. [79], and Wen [214].

6.11 Conclusions

The fundamental contributions of this chapter is that we show how the full-correlation
of the map model in EKF-CML hinders full observability of the state estimate, and how
having a partially controllable state model makes the filter to stop working after a few
iterations. Partial observability makes the final map dependant on the initial observa-
tions, and does not guarantee convergence to a positive definite covariance matrix. Par-
tial controllability on the other hand, makes the filter believe it has accurate estimates
of the landmark states, with their corresponding Kalman gains converging rapidly to
zero. That is, after a few steps, innovations are useless for the refinement of landmark
locations, and contribute only to the revision of the vehicle pose.
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Partial observability can easily be solved by anchoring the map to the first landmark
observed, or by having an external sensor that sees the vehicle at all times. Partial con-
trollability on the other hand, can be only palliated to some extent by adding artificial
process noise to the landmark estimates.

Furthermore, from the formulation of CML as an LQG problem, one can exploit
the duality between the Kalman filter and the optimal regulator, with the advantage of
obtaining nicer, smoother, motion commands.

Finally, the divergence casued by nonlinearities in CML can be reduced either by
assuming larger uncertainty of the vehicle model (augmenting the process noise covari-
ance), and with the online computation of measurement noise covariance matrices.
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Chapter 7

Map Building

In Chapters 2 and 4 we studied a mirage of techniques for landmark extraction and
landmark tracking in mobile robotics. In Chapter 5 we presented a methodology for the
estimation and update of the entries in a fully correlated map of the environment with
the aid of a Kalman Filter. We studied also the effects dead reckoning robot drift and
measurement noise have on such filter. Furthermore, in Chapter 6 we concentrated in
the fundamental convergence properties of the algorithm, with respect to the number of
landmarks in the map. We now turn our attention to the algorithmic issues for keeping
such a fully correlated map of the environment. We will see in detail the requirements
of the data structure that must hold the map representation, including methods for the
efficient insertion, deletion, and update of landmarks in the map. The link to the tech-
niques used to constrain the search for landmark matches within the estimated field of
view, presented in Section 5.4 will become evident. The discussion completes the broad
view of the proposed architecture shown in Figure 1.1 in the introductory chapter.

Unlike grid-based techniques, our map must be scale independent, and be able to
handle various landmark representations coming from different sensors. Furthermore,
the map is designed so that updating can occur in real time in moderately changing
environments.

7.1 AVL trees

One of the most fundamental data structures that computer science makes available to
us for representing the relations between geometric entities in an ordered way are binary
trees. The nodes in the tree could be used for example to indicate attribute ranges of
learned landmarks; and the arrangement of these nodes within the tree could be such that

145
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searching for a particular landmark or group of landmarks would be done expeditiously.
For example, by arranging landmarks in the tree consistent with their global position in
the environment.

A binary tree provides the same benefits of a linked list, easy insertion and deletion
of nodes with the speed of a binary search. But for a tree to be efficient, it must be
balanced, this is, it should have roughly the same number of nodes on every subtree.
There exist several types of balanced trees, differentiating on the conditions required to
keep it balanced. From AVL and red-black trees that maintain balance by performing
rotations on the nodes, to 2-3 trees that maintain balance by allowing more than two
branches from each leaf, to the generalization of 2-3 trees to B-trees. For a thorough
description of the various types of binary trees and their properties, see for example the
book by Cormenet al. [50].

We have chosen the Adelson-Velski˘ı-Landis (AVL) definition of balance as the un-
derlying mechanism to maintain a data structure for the construction of our environment
maps, because of the low cost of the operations needed to keep the map tree balanced,
plus the low cost in the execution of range queries [1, 18].

In an AVL tree, the height of its two subtrees at every node is at most one. This
balance condition guarantees worst case times ofO(logn) for the search, insertion, and
deletion of entries. Keeping an AVL tree balanced requires rotations, an operation that
switches the parent node on sibling subtrees so as to keep their height equal. Extra
work is needed for doing rotations, in comparison to a random binary tree for example.
However, because the tree is kept balanced, the average path length for an insertion or a
deletion is shorter on average. The overall effect of having the tree balanced outweighs
the extra work on keeping it balanced.

7.2 Multidimensional search trees

In order to maintain an ordered map of the environment with one dimensional land-
marks, such as the ones found by amonobot (see Section 5.2.1), an AVL tree would
suffice. However, when landmark attributes are of more than one dimension, we must
resort to higher dimensional structures.

In an AVL binary tree, entries are ordered in terms of one feature only, say for ex-
ample, thex coordinate of a landmark position with respect to a global reference frame.
If we want to store elements in a higher dimensional order we have two choices. One is
to use a k-d tree, a generalization of binary trees in which each node splits into a pair of
subtrees by cycling through thek keys of the k-dimensional search space; examples of
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x1 x2 y1 y2

Figure 7.1: Map representation using AVL trees in higher
dimensions.

k-d trees are the quadtree for two dimensions, or the octree for three dimensions. How-
ever, such a choice is not compatible with the rotation operations needed to maintain
the trees balanced.

The second choice is to have auxiliary trees associated to each node of the original
AVL tree, one per extra feature. So for example, if our data is 2-dimensional, in the
original tree the elements are still stored with respect to one dimension, say thex coor-
dinate; we call this tree thex-tree. At every node in thex-tree an auxiliary tree sorted
by y is appended. See Figure 7.1.

For each landmark in thex-tree we havelogn y-trees on the way up the tree to the
root. The total space needed for the storage of such a data structure isO(n logk n), with
k the dimensionality of the data. Insertion and deletion of landmarks in the map take
O(logk n), since for each node in thex-tree, an instruction takeslog n, but for each of
these we have(k − 1) logn auxiliary trees.

Such a data structure is most suitable for the computation of range queries. For a
range query we need only to traverse thex-tree down to the node in which the query
is most constrained. Then, we can jump to they-tree and continue down to narrow the
set of matches. Those entries present in the leaves of the resultingx and y-subtrees
constitute the query match.

In order to see this, observe the following example. Say we have observed a set of
9 landmarks with coordinates(x, y) in the following order

xf = [(1, 0), (2, 1), (2, 0), (1, 1), (0, 0), (1, 2), (0, 1), (0, 2), (2, 2)]�

The label assignment for these points is indicated in Figure 7.2 (a). Figure 7.3 shows
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Figure 7.2: A set of nine landmarks.

their insertion into the multidimensional AVL trees.

Now, say for example, that our robot is located at position(1.5, 1.5) and is heading
left-down. From such a vantage point we would expect, for a sensor with a limited field
of view, the observation of landmarks with entriesx < 1.5 andy < 1.5 only. Figure 7.2
(b) shows the set of landmarks that are within the filed of view in white. The rest of the
entries in the map are out of the robot filed of view, and are shown in grey. Figure 7.4
shows how the query proceeds within the recently built data structure. Once we have
located the most constrained node in thex-tree, we continue narrowing the search space
in its correspondingy-tree. The resulting set of matches is{A,B,D,E}. The search
time isO(log2 n).

7.3 Data association

The building of a map of the environment is a continuous process that takes place during
robot navigation. The most critical aspect of this process is the association of data from
different viewpoints. This is, the matching of a set of observations with the entries
already learned and stored in a data structure.

In chapter 2 we commented on the appearance invariant properties visual features
must have in order to achieve robust data association, and on the techniques used to
match such features in between frames. Furthermore, such association is greatly sim-
plified with the aid of the tracking techniques described in Chapter 4. However visual
invariance is not always available. In this section we see the problem of data association
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Figure 7.3: Insertion of nine data points in a bidimensional AVL tree.
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Figure 7.4: Map representation using AVL trees in higher
dimensions.

from a different point of view. One that is more model-based than appearance-based.
That is, one that relies more on the geometrical properties of the landmarks extracted,
rather than on their appearance. Such approach is possible for example with sensors
that produce geometrical measurements instead of appearance measurements. That is
the case of our laser range scanner. The discussion helps in completing our broad view
of data association.

Without loss of generality, we will describe next the various heuristics developed
within the scope of this thesis for the efficient matching of straight lines into walls for
indoor environments, as scanned with a laser range scanner. We divide the process of
data association for laser scanning in four subsequent tasks; from the input of raw data
coming from the laser scanner to the association of landmarks. These are model com-
patibility tests, search space reduction, landmark hypothesis formation, and landmark
association. Similar tasks can be devised for other types of landmarks and other types
of sensors.

7.3.1 Model compatibility

The model compatibility tests are used to validate that the landmark extracted is com-
pliant with a set of properties usually indicated by an expert. In the case of laser range
scans of walls as computed with the line simplification algorithm from Section A.2, we
have observed that the scan points must not be further apart than35cm, that there must
be at least 5 range points in a straight line, that a wall is usually larger than40cm, and
that observations farther than6m are unreliable. These tests are explained graphically
in Figure 7.5. Once an observation passes these tests, we can proceed to query for
compatible matches in the map.
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>35cm
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Figure 7.5: Wall compatibility tests of a laser range scan.

7.3.2 Search space reduction

When building maps of large areas, the search for landmark match hypotheses might
become intractable unless the search space is constrained. A simple and efficient way
to reduce the search space is to limit hypothesis tests to be produced locally; that is,
within a bounding box around the landmark to be tested.

Thus, the range query into our bidimensional AVL must return all the landmarks in
the map with at least one of their endpoints inside a search area. We have observed that
for the matching of walls and laser scans, it suffices to bound the search area as much
as5m to each side of the extremes of the observed landmark to be matched. This is
exemplified by the large dotted box shown in Figure 7.6.

7.3.3 Hypotheses formation

Furthermore, for a wall in the map to be compatible with a landmark observation, it
should intersect with at least one of the line segments that form the shaded bounding
box shown in Figure 7.6. A typical value for the extension of such bounding box is
20cm. A fast algorithm for the computation of line intersections due to Bentley and
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Figure 7.6: Hypothesis search range for walls extracted from a laser
range scan.

Ottmann is theline sweeping algorithm [29]. It is a standard algorithm in computational
geometry, and is typically used in applications such as computer graphics. Suffice to
say that the algorithm has time complexityO(n logn + k), wheren is the number of
line segments to be tested andk is the number of intersections reported. The reader is
referred to text books such as the one by Preparata and Shamos [162] for a thorough
discussion of the technique.

Finally, one more reduction of the search space is needed. In the case of walls as
extracted from laser scans, we have observed that the orientation of the matching walls
must not diverge by more than 5 degrees. Thus only those landmarks from the reduced
search space passing this test are considered for association.

7.3.4 Association

Landmark hypothesis verification is performed with the data association tests from Sec-
tions 5.1.9 and 5.4.4. Moreover, when contention for more than one landmark match
needs to be solved, the more expensive joint compatibility test from Section 5.1.10
proved useful.



7.4 : Map update 153

7.4 Map update

We now generalize the discussion for any type of sensor or landmark models. The
result from the landmark extraction module at thek-th iteration is a setD(k) of detected
landmarks, and its corresponding appearance property vector setA(k).

D(k) = {z(1), z(2), . . . , zm} (7.1)

A(k) = {ζ1, ζ2, . . . , ζm} (7.2)

To update the map, all landmarks inD(k) are searched for match hypotheses in the
previous map stateT (k − 1). This search is limited to a reduced number of landmarks
as indicated in the previous section. Only those map landmarks that fall within the field
of view at the robot’s current position are considered during the map update process,
with T ′(k) the set of map landmarks that fall within the field of view,T ′(k) ⊆ T (k−1).

If the match hypothesis passes the association tests, and their appearance properties
vectors are highly correlated, then we have a scene-to-map landmark match. Once
a match is obtained, the distribution parameters for the uncertainty of that landmark
position in the map are updated, along with its vector of appearance properties, as well
as its landmark quality.

Similarly, we must update the landmark quality of those entries in the search space
that did not have a match inD. We end up removing from the map those entries whose
landmark quality falls below a certain threshold. A typical value for the landmark
quality threshold is

x(i)
q ≤ 0.1 (7.3)

Table 7.1 shows the steps performed for each iteration of the map building process,
and Figure 7.7 illustrates this process. The scene to map landmark matches are indicated
by the setM(k), and the set of new landmarks that must be added to the map is indicated
by the setN(k).

M(k) = D(k) ∩ T ′(k) (7.4)

N(k) = D(k) −M(k) (7.5)

The proposed map update scheme has the following advantages over other map
learning algorithms

1. The map preserves its topological structure. The prevailing relationships among
existing features are their own Euclidean metrics.
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MapUpdate(T,D)

for each z(i) in D
if TestModelCompatibility(z(i))

T ′ = ReduceSearchSpace(z(i), T )

for each x
(j)
f in T ′

H = CreateMatchHypothesis(z(i),x
(j)
f )

M = max DataAssociationTest(H)
if M

UpdateMapMatch(M)
else

N = AddtoMap(z(i))

for each x
(j)
f in T ′

UpdateLandmarkQuality

if x(j)
q < xq,THLD
F = RemoveLandmark(x

(j)
f )

Table 7.1: Algorithm for map update.

2. The map is not limited in resolution, as opposed to grid-based maps. This allows
the modeling of different size environments without the need to modify its general
structure.

3. The dynamic property of the map allows for the robust modeling of changing or
noisy environments. It also refrains the map from growing indefinitely, a situation
that could affray with system resources (search speed and memory).
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Figure 7.7: Only the set of landmarks from the map that fall within
the robot field of view are compared to the setD of
landmarks coming from the landmark extraction module.
M is the set of matched landmarks, and during the map
update process their uncertainty parameters and
existence state are updated. New entriesN are added to
the map for the elements inD that did not contain a
corresponding match in the map; and possibly, a setF of
landmarks is removed from the map if their existence
state is below a desired threshold. The figure shows the
position of the robot at various time instances. The
triangles represent the field of view of the robot, and the
landmarks are represented by dots.
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7.5 Bibliographical notes

Binary trees

The most fundamental data structure that computer science makes available for the
representation of relational information is a binary search tree. Search trees are data
structures that support many dynamic-set operations, including search, insertion, dele-
tion, and first order statistics such as maximum and minimum. Basic operations on
binary search trees take time proportional to the height of the tree. Thus, if the tree
is balanced such operations run inO(logn). For a thorough description of the various
types of binary trees and their properties, see the book by Cormenet al. [50].

Little work has been done in extending map representations from trees to graphs;
the main reason being the inherent intractability of the graph matching problem. To
exemplify the use of graphs in mobile robotics, we cite one recent contribution on the
representation of the environment with the aid of graphs [69]; and a system that uses
fuzzy logic principles for building a grid-based map and graph-searching techniques for
trajectory planning [154].

Map representation techniques

A variety of map representation models have been used in the robotics literature, de-
pending on the task at hand, and on the characteristics of the robot and of the environ-
ment. Recent surveys on map generation techniques for mobile robotics include those
of Halperinet al. [89], Saffiotti [168], and Tsubouchi [201].

The most common type of representation of the environment in indoor mobile
robotics is the occupancy-based grid map, where objects extracted from sensor data
are mapped onto small cells of a tessellated space fixed to a world reference coordinate
system. Recent contributions on grid-based map building include the ones by Anousaki
and Kyriakopoulos [14], Lee and Recce [125], or Orioloet al. [154]. Extensions to
this method include the storing of sensor signatures on each grid cell to save landmark
invariants for later attempts at robot localization [70], or to associate with each cell an
occupancy probability distribution [143, 182]. Other recent contributions on grid-based
map building include those by Jenningset al. [104], and Meikieet al. [139]. Moreover,
probabilistic approaches that combine map learning and localization over grid maps
include those by Thrunet al. [77, 191, 193].

Another widely used map representation is based on isolated features, rather than
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grid maps. These methods exploit topological properties about the environment, in-
cluding spatial relations. Probabilistic methods for obstacle parameterization have also
been suggested for this type of representation [122], but we consider that the assump-
tions made on the type of probability density functions proposed for obstacle parame-
terization may be unrealistic. Two additional stochastic approaches that combine map
learning and localization worthy of note are theSPMap model [43], based on a general
probabilistic representation of uncertain geometric information; and theBaLL learning
algorithm [191], which uses Bayesian Belief Networks to learn relevant landmarks. A
comparative study on the performance of exploration strategies over grid-based maps
versus feature-based maps is presented in Lee and Recce’s article [125]. More recently,
an increased interest in the use of estimation theoretic techniques for the character-
ization of landmarks has emerged. Exemplars of this are the works by Ayache and
Faugeras [20], Dissanayakeet al. [64, 126], or Smith and Cheeseman [182]. Our the-
sis, and the related work presented in [11] belong to this group of map representations.
However, a differentiating characteristic that separates them from other methods is that
the proposed map model takes also into account the temporal landmark uncertainty.

Fuzzy set-based representations have also been proposed to differentiate between
the imprecision in the localization of a landmark, and the uncertainty in its very exis-
tence [16, 126, 154, 161, 168]. An interesting application is by L´opez-Sánchez [132,
134], in which a troupe of robots merge sensor data for grid-based map building using
fuzzy set theory. Some authors have recently proposed the use of goal orientedcognitive
maps to learn the relationship between successively explored places [17, 82]. However,
these methods are usually limited in that changing environments can only be dealt with
reactive behaviors.

Behaviors for scene exploration

A current trend in robotics suggests that high-level tasks such as scene exploration be
controlled with the aid of behavior-based systems; that is, to design systems that can
switch between different control modes thanks to an arbitrator. Such an arbitrator could
be implemented with the use of fuzzy logic [118] or via supervisory control [121].
An arbitrator must be able to decide whether to assign priority to a low-level behavior
for obstacle avoidance, or to select a control strategy to carry out its assigned task
expeditiously.

A method that has been proposed for the autonomous learning of behaviors by a
mobile robot to safely interact with its environment is that of reinforcement learning;
see for example the work by Torras [140, 197, 198]. The technique consists on teach-
ing goal-oriented reactive behaviors to a robot by training a neural network that maps
the currently perceived situation into the next action. The system rewards actions that
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approach the goal while penalizing actions that approach obstacles or deviate from the
goal. The system learns at the end, the trajectory that optimizes the total amount of
reinforcement obtained along the path to the goal. Other recent goal oriented systems
include the one by Cicirelliet al. [49], that learns behaviors using reinforcement learn-
ing over grid-based maps by fusing vision and sonar data; and the one by Gaussieret
al. [81] where rather than densely mapped descriptions of the environment, the sys-
tem learns visual landmarks and performs goal-oriented visual homing. We foresee two
major drawbacks on the use of these techniques for environment learning. First, the sys-
tems would require extensive training to learn the specifics of one particular setting, and
their performance would deteriorate considerably in dynamic environments. Secondly,
the very nature of the approach is reactive and does not provide a robust generalization
of the environment for more intelligent navigation.

Another tool that might be useful for environment learning borrowed from the artifi-
cial intelligence community is that of self-organizing orKohonen maps [86]. Its ability
to capture nonlinear statistical relationships in high-dimensional data has proved useful
in such diverse fields as robotics, speech recognition, character recognition, and con-
trol. In the near future, we plan to study its applicability to our problem domain. Some
recent contributions on the use of self-organizing maps in the field of mobile robotics
include [130, 178, 185]. Another recent example on the use of an artificial neural net-
work model for robot visual navigation in indoor environments is by Gaussieret al.
[82].

7.6 Conclusions

In this Chapter we touch upon several implementation issues of our map building algo-
rithms. We analyze the various heuristics needed for the validation of the lines extracted
by a laser range finder, so they can be characterized as walls. Furthermore, we elaborate
on the actual data structure chosen for the creation and update of our map model. We
have designed a combined data structure that maintains a multidimensional binary tree
balanced.



Chapter 8

Experimental Results

In this Chapter we present some experimental results that we hope will broaden the
reader’s understanding of the implementation details on some of the tools developed
as part of our research. We start with a simple experiment that shows the influence
of dead reckoning error in the computation of mean landmark estimates with the EKF.
Secondly, we present some results of using the EKF-CML algorithm with landmark
validation when the vehicle is acquiring visual landmarks with a stereo head. Finally,
we conclude the Chapter with an exemplification of using the same algorithm but with
landmark observations coming from a laser range finder.

8.1 Correction of a visual landmark estimate

The task at hand is to show how the Kalman filter iteratively updates its estimate of
the location of a visual landmark. With that purpose in mind, a set of 60 image pairs
of an easily identifiable stationary landmark (a circular blob) were taken by the stereo
head in our mobile robot MARCO, at a distance of approximately 50cm. Then, the
robot was commanded a motion of 10cm backwards, and a rotation of5◦ was exerted
counterclockwise, both at time stepk = 61; and a new set of 60 image pairs was
acquired. We wanted to show two things. First, how the projection of the measured
landmark position in the world reference frame can vary significantly after a motion
command due to dead reckoning error. And secondly, how the estimate for the landmark
position is refined after each iteration of the filter.

Figure 8.1 shows the detected landmark, as well as its uncertainty region from a
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Figure 8.1: Landmark measurements and position estimate.

viewpoint similar to that of the robot stereo head. The green× marks indicate the mea-
sured landmark positions projected into the world reference frame. The landmark mea-
surements in between motion commands deviate by approximately5mm along the ver-
tical direction of the image plane. Several reasons contribute to such variation. Among
them, the inaccuracies due to nonlinearities in our motion model, camera and eye-to-
base calibration errors, and most importantly, dead reckoning errors. Note also how the
landmark position measurements are separated by an apparently constant value along
the samez axis, the vertical image axis, even when the vehicle is still. This is amounts
to quantization error due to variations by one row in the localization of the landmarks in
the images. The blue dotted trajectory indicates the adjustment of the mean landmark
position as computed by the Kalman filter; and the ellipse is a2σ projection of its final
state error covariance estimate.

A second experiment performed on a more complicated scenario shows how land-
mark uncertainty is also dependant on the distance at which the sensor is located. Fig-
ure 8.2 shows a group of matched salient features from one of a pair of stereo images.
The hollow boxes show the features extracted from the image, whereas the filled boxes
correspond to features that have been matched properly in the stereo pair. The Figure
presents also a top view of the estimated position of the matched landmarks with respect
to the robot as well as their position error covariance estimate. The red straight lines
indicate the correspondence of scene to map landmarks. The updated robot position is
also shown in the plot.
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Figure 8.2: Three iterations of concurrent map building and
localization over a real scenario with visual landmarks
from point correspondences. The image shows how
landmark covariance estimates are proportional to the
size of the measurement. The further an observation is
from the robot, the larger the uncertainty in its location
estimate.
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8.2 Self localization and map building from visual land-
marks

Consider the situation in which we allow both the EKF-CML and EKF-CML-LV al-
gorithms iterate over a square motion sequence. The extraction of landmarks is based
solely on visual information. The salient feature detector using Beaudet’s cornerness
measure was used, with further refinement using the variance descent approach as
shown in Section A.1.1. These salient features are then pairwise matched in the stereo
set by correlation, and by the enforcement of epipolar constraints. The recovered 3d
position of a feature with respect to the robot, and an associated vector of appearance
properties, constitute alandmark, as indicated in Section A.3. The appearance prop-
erties, which are used to validate scene to map landmark matches, include the pixel
gray-level mean and distribution over a small window around the salient feature, and
the energy of the feature computed from the cornerness measure.

The gray level appearance correlation around the pixels of interest weighted by the
energy of the Beaudet cornerness measure is used as a similarity metric, and an appear-
ance mapping function is implemented by projecting the window of interest into world
coordinates, and recomputing in this new window the appearance properties described
before. Figure 8.3 shows the graphical user interface for landmark extraction.

Figure 8.4 shows a run of the full concurrent localization and map building algo-
rithm with 50 landmarks detected. The localization of some of the landmarks might
vary considerably due to the characteristics of the sensors. In this case, specular reflec-
tions might contribute to false readings. This is exemplified by the coarse localization
of some landmarks in the figure with large uncertainty ellipses around them. By pruning
the poor quality landmarks using the temporal landmark quality methodology described
in this thesis a more accurate map can be constructed, and consequently, better robot
localization is achieved. The numbered dots in the figure correspond to the identified
landmarks in the scene, and the surrounding ellipses indicate a2σ bounded projection
in thexy plane of their sample covarianceP(i)

ff . The blue thin-line square indicates the
desired robot trajectory, and the red thick-line indicates the actual robot trajectory as es-
timated from landmark correspondences. Figure 8.4 shows a three-dimensional view of
the same run with the uncertainty ellipses projected in the room floor, and the landmark
height indicated by thin vertical lines.

Figure 8.6 contains images from another experiment, with a sequence showing the
extracted landmarks, and the corresponding map of a hallway segment. A large quan-
tity of landmarks do not pass the spatial and temporal quality tests and end up being
removed from the map.
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Figure 8.3: Graphical user interface for the extraction of visual
landmarks from stereoscopic images.
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Figure 8.4: Concurrent Map Building and Localization with 50
visual landmarks.
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Figure 8.5: Three-dimensional map reconstruction from visual cues.
The pictures indicate the four cardinal views of the
scenario.
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8.3 Self localization and map building with a laser range
scanner

During the course of our research we have tested and implemented multiple computer
vision algorithms for the extraction and robust characterization of landmarks. Our con-
clusion is that, changes in illumination conditions and specular reflections, among other
artifacts, make solely vision based data association nearly impossible in a realistic mo-
bile robotics scenario. For this reason, we have later invested our attention in the devel-
opment of landmark extraction algorithms for a more robust type of sensor; robust in
the sense that it be illumination independent. The one mostly used in the map building
and localization research community is the laser range scanner.

We have developed a complete map building and localization system for our mobile
robot Marco equipped with a laser range scanner. Given the interdisciplinary nature
in all of our mobile robotics projects at the Institute, many people have contributed in
the creation of this tool. Two people deserving special mention are Didac Busquets
with whom we have developed the initial versions of our multi-robot multi-purpose
graphical user interface, and Albert Checa who has implemented many of the laser raw
data heuristics described in the previous Chapter. Figure 8.7 shows a snapshot of the
user interface.

Figures 8.9-8.10 show a series of snapshots of the mobile robot Marco during a test
run of our concurrent map building and localization algorithms.
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Figure 8.7: Mobile robotics graphical user interface developed
jointly at IIIA and IRI. The interface helps researches
develop and test algorithms on navigation, localization,
and robot-human interaction with a variety of mobile
robot platforms. The snapshot shows a test run of our
map building system.
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Figure 8.8: The blue dots indicate sensor raw data coming from a
laser range finder. The green lines represent walls
inferred from consecutive readings. The red lines
indicate the estimated robot trajectory.



170 Chapter 8 : Experimental Results

Figure 8.9: Concurrent mobile robot localization and map building.
Front and back views of the robot initial position.

Figure 8.10: Graphical representation of the map built.
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8.4 Conclusions

We do not discard altogether the use of visual information in landmark characterization.
Instead, we believe that in order to be able to autonomously produce fully rich and
usable environment maps by a mobile robot, multiple sensor information must be fused.
The algorithm proposed in Chapter 3, and our future research is aimed in that direction.
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Chapter 9

Conclusions

9.1 Concluding remarks

This thesis presents contributions to the robust solution of the problem of autonomous
environment learning for indoor service robots. The key contributions can be summa-
rized in three major groups. A new technique to fuse visual data; new algorithms to
validate landmarks with respect to their temporal quality; and a set of new theoretical
results on the degree of reconstruction possible when building maps from fully corre-
lated observations.

• A new technique tu fuse visual data.

– To univocally identify landmarks from sensor data, we studied several land-
mark representations, and the mathematical foundation necessary to extract
the features that build them from images and laser range data.

– The features extracted from just one sensor may not suffice in the invariant
characterization of landmarks and objects, pushing for the combination of
information from multiple sources.

– We presented a new algorithm that fuses complementary information from
two low level vision modules, namely depth from stereo and color-based
segmentation, into coherent object models that can be tracked and learned
in a mobile robotics context.

• Temporal landmark validation.

– We consider robot motion and sensor observations as stochastic processes,
and treat the problem of concurrent map building and localization from an

173



174 Chapter 9 : Conclusions

estimation theoretic point of view. The main drawback we encountered is
that current estimation approaches to CML have been devised for static en-
vironments, and that they lack robustness in more realistic situations.

– To validate landmarks in terms of their temporal distribution, we presented
two new techniques: the exponential decay rule, and the data association
probability.

– The exponential decay rule is a nonlinear expression that represents a mem-
ory cell associated with each landmark, registering its history of observa-
tions.

– The data association probability rule is a more simple, linear expression that
models the probability of future correct associations.

– The simplicity of the linear expression makes the data assoiciation proba-
bility model a more appealing solution for real time implementations. How-
ever, the nonlinear expression yielded consistently better results. Further-
more, both techniques, when used in conjuntion with the spatial compati-
bility techniques present in the literature, outperformed the use of spatial
landmark compatibility tests alone.

– Special care is taken in that the removal of landmarks from the map in terms
of their temporal quality does not violate the asymptotic convergence and
full correlation properties of CML.

• Building fully correlated maps.

– This thesis gives also an in depth analysis of the fully correlated approach
to CML from a control systems point of view. Considering that the Kalman
filter is nothing else but an optimal observer, we end up revealing the strong
limitations of using fully correlated noise driven observations to build a map
and at the same time estimate the vehicle pose.

– Full correlation of the map model in CML hinders full observability of the
state estimate. Moreover, given that landmarks are fixed, the only control-
lable states are the ones associated to the vehicle. That is, only portions of
the state vector are observable and controllable.

– Partial observability makes the final map dependant on the initial observa-
tions, and does not guarantee convergence to a positive definite covariance
matrix.

– Partial controllability on the other hand, makes the filter believe it has ac-
curate estimates of the landmark states, with their corresponding Kalman
gains converging rapidly to zero. That is, after a few steps, innovations are
useless.
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– Partial observability can easily be solved by anchoring the map to the first
landmark observed, or by having an external sensor that sees the vehicle at
all times.

– Partial controllability on the other hand, can be palliated only by adding
artificial process noise to the landmark estimates.

– As a byproduct, and from the formulation of CML as an LQG problem, one
can exploit the duality between the Kalman filter and the optimal regulator,
with the advantage of obtaining nicer, smoother, motion commands.

– The divergence casued by nonlinearities in CML can be reduced either by
assuming larger uncertainty of the vehicle model by augmenting the process
noise covariance, and with the online computation of measurement noise
covariance matrices.

9.2 Future research directions

As we address issues such as viewpoint invariance and feature extraction from sensor
data, it is overwhelming how undesired environment dynamics, occlusions, and sensor
noise can still make data association a daunting task; specially when computer vision
is used. Another topic requiring further study when using visual cues is the evaluation
of landmark visibility with robust handling of occlusions and reflections. In the end,
the building of maps purely from visual data is a very challenging problem, and whilst
temporal landmark validation aids in palliating its difficulty, it by no means provides a
panacea.

We believe that in order to be able to autonomously produce fully rich and usable
environment maps by a mobile robot, multiple sensor information must be fused. The
algorithm proposed in Chapter 3, and our future research is aimed in that direction.

Revealing the limitations of the fully correlated model to concurrent map building
and localization with respect to the partial observability and controllability of the state
space has prompted our attention to a simmilar problem in computer vision, that of
computing structure from motion.

The computation of rich and accurate three-dimensional models of a scene from a
video sequence is a hot research topic in the computer vision community. The problem
resembles that of CML when the structure to be reconstructed and the camera motion
are both unknown, regardless of the intrinsic calibration of the camera that generated
the sequence.
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9.3 Selected publications

Next is a list of our published work derived from this thesis, and the relevant citations:

• Book chapters

– Object recognition. A survey on object recognition techniques in computer
vision with a complete overview on the techniques for landmark characteri-
zation and graph algorithms. This survey comes as a byproduct of our stay
at the Robot Vision Laboratory at Purdue University during 1997-1999, and
appeared in the Wiley Encyclopedia of Electrical Engineering 2000 [7].

• Peer-reviewed journals

– Graph-based representations and techniques for image processing and
image analysis. A commented description on the use of graphs as a topo-
logical data structure for computer vision, published in Pattern Recognition,
March 2002 [172].

– Concurrent map building and localization on indoor dynamic environ-
ments. Algorithmic details of our map update algorithm, published in the
International Journal of Pattern Recognition and Artificial Intelligence, May
2002 [11].
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Appendix A

Landmark Extraction

This Appendix presents a detailed explanation of the algorithms chosen in Chapter 2 for
the extraction of landmarks from images and range data. The discussion starts from the
mathematical foundation necessary to extract points, lines, and regions from images,
and lines from laser range data; incorporating qualitative examples of how the various
algorithms behave over typical mobile robotic scenes.

A.1 Low-level processing of 2d intensity images

Cameras have become widely popular sensors in mobile robotics. The reason behind
is probably twofold. On the one side because of the significant price drop pushed by
the consumer electronics market; but from a more philosophical point of view, because
of its closeness to human perception. We as humans believe vision to be our most
valuable sense, and are thus invariably inclined to incorporate such capabilities in the
mobile machines we build.

Features of interest in 2d intensity images such as points or lines are usually indi-
cated by those areas within the image with high discontinuity of the intensity levels.
Associated with every pixel at coordinates(x, y), there is an intensity valueI. For
gray-scale images,I is a scalar, whereas for color images,I will usually consist of a
functional of the three color components red, green, and blue. The detection of disconti-
nuities in image intensity can be achieved mathematically by computing the derivatives
of the image intensity functionI(x, y), in either their grayscale or color representations.

The gradient of an image at each point is represented by the largest rate of intensity
change at that point, and the direction of the gradient is along the direction of steepest
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change. Without loss of generality, given the grayscale image intensityI(x, y), the
image gradient is given by

∇I(x, y) =

[
Ix
Iy

]
(A.1)

The termsIx andIy indicate the partial derivatives of the intensity functionI with
respect to the directionsx andy. In order to find the derivatives of the image in the
x andy directions, several operators can be used, the most common being the Sobel
operator. Table A.1 shows the image convolution masks that correspond to the Sobel,
Prewitt, and Roberts operators. The two-dimensional image intensity functionI has to
be convolved with one of these operator sets, each of them possessing different char-
acteristics regarding the sensitivity to the direction of discontinuities. For an image
I, and a two-dimensional operatorf of window sizeW , the discrete two-dimensional
convolution is given by the double summation

I(x, y) ∗ f =
∑
i∈W

∑
j∈W

I(x− i, y − j)f(i, j) (A.2)

So for example, the gradient in thex direction of imageI at point(x, y) as computed
with the Sobel mask is simply

Ix(x, y) = I(x, y) ∗ ∇x (A.3)

Furthermore, it is well known that if needed, the time complexity of the discrete two-
dimensional convolution can be reduced fromθ(n2) to θ(n log n) by means of the dis-
crete fast Fourier transform. Even when exploited in our filter implementations, the
topic is not further discussed here. The interested reader can find a complete overview
of the technique in the algorithms book by Cormenet al. [50].

The overall gradient magnitude can be computed by theL2 norm

‖∇I(x, y)‖2 =
√
I2
x + I2

y (A.4)

For digital implementations however, the gradient magnitude calculated by using the
L∞ norm

‖∇I(x, y)‖∞ = max(Ix, Iy) (A.5)

gives more uniform results with respect to the direction of the edge [7]. The direction
of the gradient at the image point with coordinates(x, y) is given by

θ = tan−1 (Iy/Ix) (A.6)

Quadratic expressions of the first and second order derivatives play also important
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Sobel operators ∇x =


 −1 0 1

−2 0 2
−1 0 1


 ∇y =


 1 2 1

0 0 0
−1 −2 −1




Prewitt operators ∇x =


 −1 0 1

−1 0 1
−1 0 1


 ∇y =


 1 1 1

0 0 0
−1 −1 −1




Roberts operators ∇1 =

[
0 1
−1 0

]
∇2 =

[
1 0
0 −1

]

Table A.1: Several differentiation masks can be used to approximate
the derivatives of an image.

roles in the low-level extraction of image features as will be seen later. Suffice to say
now that the square of the gradient is given by the rank one matrix

F =

[
I2
x IxIy

IxIy I2
y

]
(A.7)

that the second order derivative ofI(x, y), called the image Hessian, is given by

H =

[
Ixx Ixy
Ixy Iyy

]
(A.8)

and that the trace ofH is called the Laplacian ofI(x, y), and is indicated by the operator
∇2. Furthermore, a smoothing operation is achieved by convolving the imageI(x, y)
with the Gaussian operator

G =
1√

2πσ2
e

−(x2+y2)

2σ2 (A.9)
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A.1.1 Corners

One of the most simple features that can be extracted from images are corners. We
mean by corners those points in an image where there is a steep change in intensity
in more than one direction. Such points usually correspond to physical vertices on
windows, walls or furniture in the scene, to their shadows, or to any other point with
high curvature over any type of surface.

In 1978, Beaudet [28] proposed a rotationally invariant operator for corner extrac-
tion from images. The operator was derived from the second order Taylor series of the
image intensitiesI(x, y), and corresponds to the determinant of the image Hessian

KB = IxxIyy − I2
xy (A.10)

Later, Kitchen and Rosenfeld [116] formulated a corner response function based on
the change of gradient direction along an edge contour multiplied by the local gradient
magnitude. Their corner extraction function had the form

KK =
IxxI

2
y + IyyI

2
x − 2IxyIxIy

I2
x + I2

y

(A.11)

Another widely used operator for the characterization of corners on images is due
to Harris [90], and has been formulated from principles of differential geometry

KH = detC − ktr C (A.12)

in which C is the matrix that represents a first order Taylor series of the smoothed
squared image gradient

C = F + σ2H2 (A.13)

As an exemplar, the top left plot in Figure A.1 shows a three-dimensional represen-
tation of an ideal smoothed image corner. The rest of the plots in the Figure indicate the
output of the various corner response functions discussed in this section. All of these op-
erators require the computation of second order derivatives on the image, which makes
them not only very noise sensitive, but also inaccurate for precise localization. Never-
theless, these functions are usually used to obtain initial corner localization estimates,
and to refine these estimates, several heuristics can be used, such as multiresolution,
non-maximum suppression, and energy minimization [32, 59, 60, 67, 84, 129, 142].
We have implemented such techniques to refine the corner localization results given
by the Beaudet, Kitchen and Harris corner operators. Qualitative results are shown on
Figure A.2 for typical grayscale images in a mobile robotics setting.
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Smoothed corner Beaudet

Kitchen and Rosenfeld Harris and Stephen

Figure A.1: Corner response functions.

We will now describe briefly our revised version of the variance descent approach
originally proposed by Blaszka and Deriche [32] for the refinement of corner local-
ization on images. Consider the 1-D signal given by the pixels on the perimeter of a
window around the hypothesized corner location. We start by computing the two most
prominent edges in this 1d signal with multiresolution and non-maximum suppression
as suggested by Deriche [59]. These two points are indicated by the white circles in
Figure A.3. If the location of these two points is opposite to each other in the perimeter
window, the corner is not valid. The detected point probably constitutes an artifact in
a line, and the hypothetical corner point is not further considered. Otherwise, we com-
pute the energy sum of gray level intensity variances for the two regionsR1 andR2
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Beaudet Features

Kitchen and Rosenfeld Features

Harris and Stephen Features

Figure A.2: Feature detection over a typical mobile robotics scene.
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R1 R2

Figure A.3: Variance descent approach to corner refinement.

corresponding to the inside and outside of the corner hypothesis window

ε =
∑

(x,y)∈R1

(I(x, y) − ĪR1)
2 +

∑
(x,y)∈R2

(I(x, y) − ĪR2)
2 (A.14)

Next, we compute the energy sum for the 8 neighboring pixels as new localization
hypotheses. The corner location estimate is shifted to the neighbor with the corre-
sponding minimum energy sum. The algorithm is iterated, and converges to the corner
location with global energy sum minima. If the two regions that characterize the corner
were completely homogeneous, the energy sum would be zero. Otherwise, at the end of
the algorithm, the energy sum may still be above a given threshold. In such cases, the
refined corner estimate might correspond to a highly textured or noise corrupted area in
the image. In those cases, the localized feature is also discarded.
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A.1.2 Shi and Tomasi features

In most cases, the vertex features found with the algorithms described in the last sec-
tion will correspond to geometrical entities from the environment, such as corners on
windows, walls or furniture, or their reflections. Unfortunately, the tracking from one
frame to the next of such image features might still be hard to attain. Affine deforma-
tions caused by the change in viewpoint, or by the variation of the reflectance conditions
contribute to such difficulty. With that in mind, Shi and Tomasi formulated an image
feature selection algorithm optimal by construction from the equations of affine motion
[181].

Starting from the assumption that a feature in the scene will have similar intensity
values on two consecutive imagesI andJ , the affine motion(D,d) of a window of
pixels around such featurem = (x, y)� from the first image to the second can be
represented with

I(Dm + d) ≈ J(m) (A.15)

and with the simplification that for small displacementsD = I, a Taylor series approxi-
mation of the image intensity change is given by the expressionI(m)+∇�I(m)d. We
can then formulate a measure of dissimilarity for a tracked feature around windowW
in the two image frames simply as the sum of squared differences

ε =
∑∑

W

(I(m) + ∇�I(m)d − J(m))2 (A.16)

Differentiating A.16 with respect to the displacementd, and setting the result equal
to zero yields the system∑∑

W

(I(m) − J(m))∇I(m) =
∑∑

W

F(m)d (A.17)

indicating that a feature centered atm can be tracked reliably when the above system
is well conditioned. We end up choosing as features the points in the image for which∑∑

W F(m) has both eigenvalues larger than a given threshold. The chosen points
will be located near corners, in highly textured regions, or in any other pattern that can
be tracked reliably. Figure A.4 indicates the results of applying the Shi and Tomasi
operator in our sample robotics setting.
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Figure A.4: Shi and Tomasi features over a typical mobile robotics
scene.

A.1.3 Edges

Edges in images are located at pixels with discontinuity of intensity levels in one direc-
tion only, and can be easily computed by adding up the result of convolving the image
intensity functionI with any of the operator sets in Table A.1. These operators how-
ever, are non-isotropic, and they are biased towards detecting edges along the operator
direction of steepest change.

On the contrary, another class of edge detectors that are isotropic by design uses
second-derivative operations. The best known of these is the Laplacian of the Gaussian
(LoG) edge detector [137]. In this method, the image intensity functionI is smoothed
with a Gaussian function and the edges are detected from the zero crossings of the
Laplacian∇2, the∗ symbol indicating the convolution operation.

ILoG(m) = ∇2(I(m) ∗ G(m)) (A.18)

The LoG method for edge detection gives one-pixel wide closed contours, with
the shortcomings that it can also produce spurious zero crossings caused by points of
inflection in the first derivative, and the resulting contours are biased in the vicinity of
locations where actual edges form acute angles occur.

The concept of optimality has also been considered in the formulation of more re-
liable edge detectors. Operators designed as optimum in the detection of extrema in
the output of the convolution of the image with an impulse response include the De-
riche, Spaceck, and Canny operators [74]; the most widely used being the Canny edge
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detector [35, 36].

We will next describe the Canny operator in detail, as it was chosen our workhorse
for the extraction of lines from images. It is from our own perspective, the most reliable
edge extraction algorithm to date.

In this method, the idea is to maximize the output of the operatorh(m) on an ideal
step edgee(m), whilst satisfying the robustness to noise, good localization, and unique-
ness of response criteria. Without loss of generality, in the 1d case these criteria are
given by the following expressions

Σ =

∫
e(−x)h(x) dx√∫

h2(x)
,

Λ =
|h′(0)|√∫
h′2(x) dx

,

xmax = 2π

√∫
h′2(x) dx∫
h′′2(x) dx

For a detailed derivation of these expressions see Canny’s masters thesis and article [35,
36], or the book by Faugeras [74]. Using calculus of variations we can simultaneously
find the extrema ofΣ, Λ, andxmax by solving the constrained optimization problem

maxΣΛ

subject to
xmax = kW

which states that the average maximum distance between two local maxima has to be
some fraction of the spatial extent of the operator. The solution of the above optimiza-
tion problem leads to the optimal one-dimensional operator

h(x) = e−αx(a1sinωx+ a2cosωx) + eαx(a3sinωx+ a4cosωx) − λ1

2

with conditions onα andω: α2−ω2 = λ1/λ2 and4α2ω2 = (4λ3−λ2
2)/4λ

2
3. The optimal

operator is found by the method of Lagrange multipliers. The inquisitive reader would
find the details in the aforementioned book [74].

Closed expressions can be computed fora1, a2, a3, anda4 as functions ofα, ω,
c3, andλ1, resulting inh(x) parameterized in terms ofα, ω, c3, andλ1. The prob-
lem of finding the optimal operator has been reduced from an optimization problem in
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Sobel Edge Detector

Canny Edge Detector

Figure A.5: Edge detection over a typical mobile robotics scene.

an infinite-dimensional space (the space of admissible functionsh) to a nonlinear op-
timization problem with variablesα, ω, c3, andλ1. These values are obtained using
constrained numerical optimization methods. The optimal operatorh(x) computed in
this manner resembles the first derivative of a Gaussianh(x) = −(x/σ2)e(−x

2/2σ2).

Now, the solution thus found gives a 1d optimal operator for the detection of edges.
In order to find 2d edges we still need to combine the results of convolving the original
image with two oriented operators along thex andy directions, just as with the Sobel
and Prewitt masks. The derivation of a 2d optimal isotropic operator from scratch is
still an open research problem.

Most edge detection operators produce edges that are not connected. Before any
higher-level scene interpretation modules can be brought to bear on an image, it is often
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necessary to repair broken edges if such breakages were caused by noise and other arti-
facts. Edge repair is carried out by expanding and shrinking the detected edges in such
a way that any connection made during expansion is not lost during the shrinking opera-
tion. In a binary image, two pixels are connected if there is a path of neighboring pixels
linking them [24, 165]. They are 4-connected if the path can be followed by traversing
along thex andy directions only. An 8-connected path is obtained by traversing along
thex andy directions as well as in diagonal directions. All pixels connected to a given
pixel in a setS of 1’s form a connected component ofS. If S has only one component
thenS is simply connected, otherwise it is multiply connected. The borderS ′ of a set
S is made up of those pixels ofS for which at least one neighbor is in its complement
S̄. Thei-th iteration of an expansion is given by

S(i) = S(i−1) ∪ S̄ ′(i−1) (A.19)

and thei-th shrinking iteration is given by

S(i) = S(i−1) ∼ S ′(i−1) (A.20)

= S̄(i−1) ∪ S ′(i−1)

= S(i−1) ∩ S̄ ′(i−1)

Other operations that may be performed on binary images include border following,
thinning, and labeling [165]. Border following can be implemented using crack or
chain coding schemes. This is, following the border of the elements inS using 4-
connectivity or 8-connectivity. Thinning is similar to shrinking with the exception that
the endpoints of the elements inS should not be deleted from the image. Labeling
consists on assigning an entry in a database to every separately connected component
of S.

A powerful and frequently used approach for grouping together the edge elements
that form straight lines in an image is based on the concept of Hough transformation
[100] that, in its more common implementation, maps a straight line in an image into
a single point in(d, θ) space,d andθ being the two invariant parameters in the polar
coordinate representation of a line. The(d, θ) space is also known as the Hough space.
A generalization of this approach can also be used for grouping together the detected
fragments of smooth curves [23]. For Hough transform based extraction of straight
lines, the distance of each edge pixel from the origin is computed by using

r =
√
x2 + y2 (A.21)

and the orientation by

φ = tan−1
(y
x

)
(A.22)
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Figure A.6: The Hough transform maps straight lines in the image
space into single points in the(d, θ) space. It can be
used to group together unconnected straight line
segments produced by an edge operator.

as indicated in Figure A.6. The edge orientation angleθ is obtained from the output of
a Sobel or LoG operator, and the perpendicular distance from the image origin to the
edge with point(x, y) and orientationθ is

d = r sin(θ − φ) (A.23)

Onced andθ are computed, the corresponding cell in the Hough space is incre-
mented. After processing the entire image, the lines corresponding to the cells with the
highest number of hits are redrawn on top of the original image. Then, a raster scan is
performed on the entire image to find the points near this line. This idea can be extended
to extract curves from the output of an edge detector. Instead of using the parametric
equation of a line, the generalized parametric equation for the desired curve must be
used to define the Hough space, i.e., for circles

(x− x0)
2 + (y − y0)

2 = c2 (A.24)

defines a 3d voting array with perpendicular directionsx0, y0, andc. If the output of the
edge detector is not a binary image, the update values for the cells on the Hough space
may be weighted with the intensity of the pixel being analyzed.

Another approach to boundary localization includes the use of active contours, or
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snakes [115]. The classical snakes approach is based on deforming an initial contour
curve towards the boundary of the object to be detected. The deformation is obtained by
minimizing an energy function designed such that a local minimum is obtained at the
boundary of the object. This energy function usually involves two terms, one control-
ling the smoothness and continuity of the contour curve and the other attracting it to the
object boundary. The idea of active contours can also be extended to 3d object recogni-
tion by using 3d deformable surfaces [42]. In this case, instead of tracking the boundary
of an object in a 2d image, the surface representation of the object is computed using
3d information, such as that obtained from a structured-light sensor.

The idea behind edge detection, or any other low-level process, is to prepare the
image so that specific image components can be clustered. The clustering of image
components into higher level organizations such as contours, each from a single object,
is known as grouping or perceptual organization [133]. A grouping process can improve
the search for an object in a recognition system by collecting together features that are
more likely to come from the object rather than from a random collection of features.
Most model-based recognition systems exploit such simple grouping techniques.

A.1.4 Image Segmentation

Multiple approaches exist for the segmentation of homogeneous regions from grey-
level and color images. In our research, we have chosen a greedy algorithm that uses
local variation information [75, 206]. The algorithm is briefly described next. A graph
G = (V,E) is generated for the original image, where the nodesvi ∈ V correspond
to each pixel, and each edgeejk ∈ E is weighted by a color distance measure among
neighboring pixels.

The segmentation algorithm iterates over an increasingly sorted array of the ele-
ments inE to separateG into a forest of segmented surfaces(R1, R2, . . .) based on a
color smoothness criterion, where the external variation must be larger than the internal
variation between regions.

Ext(R1, R2) ≤ min(Int(R1) + τ(R1), Int(R2) + τ(R2)) (A.25)

The external variation is defined as the lowest weight connecting two regions

Ext(R1, R2) = min
vj∈R1,vk∈R2

ejk (A.26)

whereas the internal variation is the maximum weight in any minimum spanning tree
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Original Color Image

Segmented Regions

Figure A.7: Color image segmentation

for any given region
Int(R) = max

ejk∈MST (R)
ejk (A.27)

The threshold functionτ controls the degree to which the external variation can
actually be larger than the internal variation. For example, by keeping the size of any
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given region from growing indefinitely,

τ(R) = k/|R| (A.28)

The algorithm maintains the segmentation using a disjoint-set forest with union by
rank and path compression [50], keeping the overall time complexity linear with re-
spect to the number of pixels in the image. The details of the algorithm are presented
as a contribution of our research group [206]. We show in Figure A.7 a color based
segmentation of a typical mobile robotics scene.

A.1.5 Depth from stereo

It is sometimes possible to extract depth information from images when more than one
image is available, either because they are taken with a stereo rig, or because they
belong to a temporal series. For stereo vision to work robustly, one must solve the
correspondence problem: the matching of pixel pairs in the left and right images that
correspond to the same point in 3d space.

Several geometric constraints can be used to alleviate the correspondence problem.
One of these constraints is termed the feature constraint, and refers to the fact that
what might be an edge in the left image will most likely correspond to an edge in the
right image also. Generally speaking, the characteristics of the neighboring pixels for
the matching of the left and right image points should be consistent. For Lambertian
(completely matte) surfaces, the reflected light is the same in all directions, and as a
result, the intensities at two corresponding points in the left and right images would
be the same. In practice, few surfaces tend to be Lambertian. By the same token, few
surfaces tend to be completely glossy. In reality, for most surfaces the reflected light will
vary slowly with the direction of viewing. Another constraint is the epipolar constraint
which states that for any point in the left image its possible matches in the right image
all lie on the epipolar line, therefore reducing the dimensionality of the search space
from two dimensions to one. One epipolar line being the projection on the right image
of the line that passes through the center of projection and the pixel point on the left
image. Other constraints include uniqueness, continuity, and ordering of points [74].

Full advantage of the epipolar constraint when comparing intensity levels for im-
age correspondence is achieved if the images are rectified such that pairs of conjugate
epipolar lines become collinear and parallel to one of the image axes as indicated in Fig-
ure A.8. Epipolar image rectification is achieved by computing the linear transforma-
tion that projects original images onto a common plane. Given the camera perspective
projection matrices̃Pi = [Pi|p̃i] (see Appendix B) that generated the original images,
one must compute a new pair of projection matricesP̃′

i such that image points̃xi are
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Figure A.8: Epipolar image rectification makes conjugate epipolar
lines collinear and parallel to one of the image axes.
This transformation reduces the time complexity of the
search for matches in dense stereo from a two
dimensional search problem to only one dimension.

warped with
x̃′
i = P′

iP
−1
i x̃i (A.29)

To compute the rectifying projection matricesP̃′
i one must set up a homogeneous

system of linear equations with the sufficient constraints to generate the desired recti-
fication. The system of equations explicitly incorporates a set of quadratic expressions
for the geometric relations among the elements inP̃′

i that ensure a nontrivial solution.
These restrictions are summarized in Table A.2.

The solution to the resulting constrained system of equations can be casted as con-
secutively solving four generalized eigenvector problems of the form

Ax = 0
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Scale ambiguity constraint ‖p′�
3,i‖ = 1

Preservation of the optical center P′
i(−R�

i ti) + p̃′
i = 0

Sharing of the focal plane and p′�
2,1 = p′

2,2, p
′�
3,1 = p′

3,2,
alignment of conjugate epipolar lines p′24,1 = p′24,2, p

′
34,1 = p′34,2

Orientation of the p′�
3,1(p3,1 × p3,2) = 0

new retinal plane

Orthogonality of the p′�
1,ip

′
2,i = 0,

rectified reference frame p′�
1,jp

′
2,i = 0

Fixation of the principal point u0 = p′�
1,ip

′
3,i, v0 = p′�

2,ip
′
3,i

‖p′
1,i × p′

3,i‖2 = α2
u,

Preservation of the focal length ‖p′
1,j × p′

3,i‖2 = α2
u,

‖p′
2 × p′

3‖2 = α2
v

Table A.2: Epipolar rectification geometric constraints.

subject to
‖x‖ = k

and its solution is given by the eigenvector associated to the smallest eigenvalue ofA.
The details of the method are given in the book by Faugeras [74], and more specifically,
in a talk by Fusielloet al. [80].

If the original calibration matrices̃P1 andP̃2 that generated the scene are not avail-
able, one can still perform epipolar rectification, provided a set of image correspon-
dences, such as the Harris corners, or the Shi-Tomasi features are available. The method
requires scene geometry reconstruction and will be analyzed in detail in Section 4.3.
Figure A.9 shows a set of 8 virtual landmarks in our exemplary mobile robotics scene,
which in turn generate a parallelepiped. Their image correspondences are indicated, as
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Figure A.9: Epipolar image rectification over a typical mobile
robotics scene.

well as their respective epipolar lines. The bottom set of images has been rectified using
this latter technique. Note the collinearity of the epipolar lines.

Once epipolar image rectification has been performed, we can proceed to the com-
putation of stereo disparity. Most stereo matching algorithms compute the disparity
between corresponding pixels as the distance that minimizes the sum of the squared
differences of intensities over a window of interest around the image pointm, and
given epipolar rectification, the dimensionality of the disparity vector reduces to the
form d = [d, 0]�.

d = arg min
d

∑∑
W

(I(m + d) − J(m))2 (A.30)

To eliminate noise and depth estimation errors due to occlusions and reflectance
variations, the disparity values resulting from matching points in the left image to points
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Figure A.10: Disparity map computed from the set of rectified
images in Figure A.9. Image thanks to F. Moreno.

in the right image are compared to the disparities obtained when matching in the oppo-
site direction, i.e., from right to left. Only those disparity values that coincide in both
directions are used at further processing steps.

The resulting disparity map is a set of points for which a disparity valued associated
to the image pointm, is inversely proportional to the distancez at which objects are
located from the camera. Given both camera calibration matrices, the computation of
the three-dimensional scene pointx from the image correspondencesm andm + d
is straightforward. Disparity maps obtained with stereo methods based on the area of
local regions (correlation, sum of squared differences, or sum of absolute differences)
are dense where the scene is rich in detail, and sparse in smooth regions.

A robust approach to stereo vision may use object-level knowledge in the stereo
fusion process [120]. This is, the stereo system will use object model knowledge to
extract from each of the images higher-level pixel groupings that correspond to dis-
cernible features on one or more surfaces (or edges) of the object, and will try to solve
the correspondence problem using only these features. Because these features tend to
be distinctive, the problem of contention in establishing correspondence is minimized.

The disparity map shown in Figure A.10 was obtained by evaluating Equation A.30
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only over the regions of interest on the pair of rectified images from Figure A.9, fol-
lowed by a set of refining heuristics, including left-to-right and right-to-left correspon-
dence, and region growing with morphological operations. A detailed description of the
implementation appears in our technical report [144].

A.2 Low-level processing of laser data

An efficient algorithm for the extraction of straight line segments from noisy data, orig-
inally by Douglas and Peucker [65], was conceived primarily to reduce the number of
points required to represent a vector encoded polygonal digitized line. Within the car-
tography community, this problem is referred as theline simplification problem. Dou-
glas and Peucker’s approach to line simplification is probably the most cited algorithm
when it refers to cartographic generalization. Notwithstanding, the idea of extracting
straight line segments from digitized data is applicable not only to cartography and
geographic information systems, but to diverse contexts such as freehand drawing sim-
plification or handwrite generalization. We also find the technique nicely applicable to
the extraction of straight landmarks from laser and sonar data in mobile robot indoor
navigation, as is the case with walls and furniture.

A set of ordered points in a plane,v0,v1, . . . ,vn, forms a polygonal chain of line
segmentsv0v1,v1v2, . . . ,vn−1vn. Given a chainC with n segments, the line simplifi-
cation problem asks for the best chainC ′, with fewer segments that representsC well.
Furthermore, we assume that the chainC is simple, that is,C has no self-intersections.

Representingwell has many possible meanings. For example, thatC andC ′ are
close to each other, that the area betweenC andC ′ be small, or that other measures
of curve discrepancy be small. A recursive version of the original algorithm is shown
in Table A.3. The key point of the algorithm resides in the technique used to find
the appropriate point where to subdivide a line into consecutive line segments. In the
original method, subdivision takes place at the farthest point inC from vivj . Table A.4
shows the algorithm to find the farthest point to a line in a stream of planar data points.
The notatioñv indicates homogeneous coordinates, i.e., three dimensional points with
the last dimension equal to one.

The original algorithm has quadratic worst-case time complexity. However, a re-
vised version of the algorithm by Hershberger and Snoeyink [96] that uses path hulls
and the geometric structure of the problem allows for a reduction of the time complex-
ity of the algorithm toO(n logn). In our map building implementation [44] we have
opted for this latter version. The reader is referred to the proceedings from the talk by
Hershberger and Snoeyink [96] for the details of the algorithm. Figure A.11 shows the
results of line simplification from raw depth data with a Leuze Rotoscan RS4 and our
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LineSimplification(C, i, j)

FindSplit(C, i, j)
if d > ε

LineSimplification(C, i, f)
LineSimplification(C, f, j)

else
return vivj

Table A.3: Recursive version of the Douglas and Peucker algorithm
to line simplification.

FindSplit(C, i, j)

d = 0
for k = i+ 1 to j − 1

dk =

∣∣∣ ṽi ṽj ṽk
∣∣∣

‖vi−vj‖2

if dk > d
d = dk
f = k

return f, d

Table A.4: Algorithm to find the vertexvk farthest from the line
vivj , and the squared distance to it.

mobile robot Marco.
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Top View

Side View

Figure A.11: Wall extraction by means of line simplification from a
typical laser scan. The blue dots in the top view
indicate the actual laser readings. The fitted walls are
represented by the red and green lines (planes). Image
thanks to A. Checa.
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A.3 Landmark characterization

Once a set of features such as corners, lines or segments has been extracted, we need
to store their appearance properties in a feature vector. The kind of feature properties
to save depend in the type of feature extracted. In the case of simple geometrical enti-
ties such as the lines extracted from range data for example, the end points coordinates
would suffice. For the case of image segmented regions, one would like to store other
geometric attributes such as its area, perimeter, elongation, moments of inertia, or spa-
tial frequency descriptions such as the discrete cosine transform, Fourier descriptors,
wavelets, or eigenimages. Since motion is our main concern, the attributes selected
must be as invariant to changes in the feature pose as possible.

We will describe next the specific appearance properties chosen to characterize land-
marks for the localization and map building algorithms developed as part of this thesis.
For the characterization of image points, the feature vector is simply composed of the
image pixel coordinate, as well as the normalized image intensity values for every point
in a region of interest around such pixel. The same region that was used during the
convolution operations for the extraction of such feature. Typically,7 × 7, 9 × 9 or
11 × 11 window sizes.

Along with the normalized intensity values (three dimensional intensity vectors in
the case of color images), we stored also the result of the corner detection operator.
Namely, a scalar value with the result of the Beaudet, Harris or Shi-Tomasi corner
measure.

Now, if these same points were correlated for the computation of stereo, a few more
parameters were added to the feature vector. These are the disparity value obtained, and
ultimately the camera centered 3d coordinates of the point.

Lines extracted from monocular and stereo images were characterized by their end-
ing points. So, their representation was seeminglessly extended from the aforemen-
tioned description for points. In the case of lines extracted from laser range data in the
other hand, much simpler feature properties were saved. Since depth information is
readily available from the laser range scan, the coordinates of points in the scan plane
were stored. As an alternative, we also stored the parametric representation of such
lines, given by the slope and they intercept with respect to the laser coordinate frame.
Given the limited properties of a laser scan, these were the only geometric properties
they could bear for the description of the environment. Nevertheless, these descriptions
constitute sufficient data for the construction of maps and the localization of a mobile
vehicle in indoor areas.

Although we have not specifically used image segments for the building of maps,
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these were used for the extraction and description of object models. The related appli-
cation of image segmentation along with depth from stereo for object characterization
is discussed in detail in Chapter 3. Similarly, Chapter 7 describes the techniques used to
infer higher level features such as walls, from the lines extracted from laser range data.

A.4 Bibliographical notes

A large portion of the contents in this Appendix has been adapted from our survey
in object recognition [7]. For further information on introductory image processing
techniques, the reader is referred to the bibliography in that article, and to the following
books [24, 41, 85, 103, 137, 165, 209] among others.
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Appendix B

Camera Calibration

This appendix is a tutorial on pattern-based camera calibration for computer vision.
The methods presented here allow for the computation of the intrinsic and extrinsic
parameters of a camera.

Camera calibration is a common and vital task for any computer vision application
requiring metric reconstruction. The problem consists on that given one or a set of im-
ages, we must devise the intrinsic and extrinsic parameters of the camera that rendered
such images. We understand for intrinsic parameters, the set of parameters that do not
change regardless of the position and orientation of the camera in space, such as the
focal length or the lens distortion; and as extrinsic parameters, the homography that
defines the pose of the camera with respect to a reference coordinate frame.

There exist many methods for camera calibration depending on the pattern used
for calibration; namely, 3-d patterns, 2-d patterns, known camera motion, and unknown
camera motion, or the combination of patterns and motion. The degree of reconstruction
is tightly dependent on the type of pattern and motions used for calibration, varying
from Euclidean to affine to only projective.

In recent years there have been remarkable efforts on the calibration of cameras
with lesser to null information about the structure of the scene. This set of methods is
commonly referred as self camera calibration, and they rely heavily in the mathematical
tools of perspective geometry. The main drawback is that they can provide reconstruc-
tion only up to an unknown scale factor. It remains a difficult problem to obtain accurate
Euclidean reconstruction of a scene following these techniques. Most if not all of these
techniques start from the assumption that the projection of a conic at infinity in the im-
age plane does not change regardless of the camera viewpoint. By exploiting this fact,
they separate intrinsic from extrinsic calibration.

205
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Nevertheless, the computation of the intrinsic and extrinsic parameters of a camera
with the aid of a 3-d pattern is still of great importance; either to validate these emerg-
ing less restrictive calibration methods, or for its use in applications where calibrating
with a 3-d pattern is feasible. We will concentrate on the mathematical description and
some implementation details of a robust method for camera calibration for Euclidean
reconstruction when a 3-dimensional calibration pattern is available. Any other method
is out of the scope of this text.

B.1 Camera modeling

In this section we present the mathematical tools needed to understand the geometry in-
volved in the perception of 3-dimensional points by a CCD camera. We will derive a set
of equations that start from a point inR3 and end with its corresponding pixel coordi-
nates in an image. The section includes an explanation of the underlying physics related
to the image formation process; including perspective projection, rigid transformation,
CCD pixel size, non-perpendicular image axes, and image distortion.

B.1.1 Perspective projection

To date, most computer vision systems that require geometric reconstruction use the
pinhole camera model as a projective engine. It is with the aid of projective geometry
that we can represent the projection of a point inR

3 through a focal point and onto an
image plane as a linear transformation. This application is a special kind of projection
called perspective projection.

Consider a camera-centered coordinate system, where the originO represents the
camera focal point and thez axis coincides with the optical axis. The optical axis
intersects the image planeI at a focal distancef from O andI is parallel to thexy
plane, See Fig 1.

Let x ∈ R
3 represent the Euclidean coordinates of any visible point in our camera-

centered coordinate system, and letq̃ = [U, V, s]� ∈ P
2 be the homogeneous coordi-

nates of its perspective projection fromO onto I. In projective coordinates however,
q̃ ∼ λq̃. This is, q̃ is only defined up to a scale factor, and any point in the ray that
passes through the focal point andx is also represented bỹq. For the case whens = x3

the point lies onI, andq = [U/s, V/s]� give the coordinates of that image point. More-
over, the homogeneous coordinates of a point withs = 0 represent a ray parallel to the
image plane, or an ideal point at infinity inI for the direction[U, V ]�.
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Figure B.1: Pinhole camera model.

To express the application ofx from O ontoI as a linear transformation, we must
also represent the coordinates of our visible point in homogeneous coordinates, i.e.,
x̃ = [x1, x2, x3, 1]�. Then, the perspective projection ofx̃ fromO ontoI is given by

q̃ =


 f 0 0 0

0 f 0 0
0 0 1 0


 x̃ (B.1)

B.1.2 Pattern reference frame

Now, consider our pointx to be an object point from the calibration pattern shown in
Figure 2. The coordinates of that same point but with respect to the pattern reference
frame are nowxw, and the homography that relates pattern-referenced coordinates to
camera-centered coordinates is given by

x̃ =

[
R t
0 1

]
x̃w (B.2)

Equation B.2, expressed as a projectivity inP
2, is equivalent tox = Rxw + t;

the former expression being an Euclidean or rigid body transformation. Rigid body
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Figure B.2: Pattern reference frame.

transformations are a special case of transformations within the projective group, where
lengths and angles are preserved. This is, the pointxw is rotated byR and translated by
t to obtainx. An important property ofR is that it is orthonormal, i.e.,R�R = I.

B.1.3 Pixel size

We will denote the image point in pixel coordinates with the symbolm. The various
subscripts on the following formulae indicate the different artifacts that contribute to
the location of that point on the image.

The coordinates ofq are still given in the same units as our pattern and camera
reference frames (say millimeters). To change them so that they represent image pixels,
we insert appropriate scaling factorsαu = f/ku andαv = f/kv. ku andkv are the pixel
width and height of the CCD in millimeters, respectively.

m̃ps =


 αu 0 0 0

0 αv 0 0
0 0 1 0


[ R t

0 1

]
x̃w (B.3)
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B.1.4 Image center

One last transformation is needed. Often the origin of the image plane is located in
the upper left corner of the image, with the positive direction of they axis matching
the row index of the image coordinates. A translation byu0 andv0, the image center
coordinates, is still necessary. On a simplified pinhole model, the column and row
image indices indicating the pixel that matches a pattern-referenced object point are
thus given by

m̃ic =


 αu 0 u0 0

0 αv v0 0
0 0 1 0


[ R t

0 1

]
x̃w (B.4)

B.1.5 Non orthogonal image axes

If the image axes are not exactly orthogonal, we denote the angle between them byθ

m̃noia =


 αu −αu/ tan θ u0 0

0 αv/ sin θ v0 0
0 0 1 0


[ R t

0 1

]
x̃w (B.5)

B.1.6 Lens distortion

The simplicity of the pinhole model for camera representation allows for robust camera
calibration in most generic situations. However, it is necessary to extend this model
if we wish to accommodate for the nonlinear lens distortion artifacts that are present
when wide area lenses are used, when zooming, or when the objects of attention are at
a distance close to the focal length. The most typical of these artifacts are radial and
decentering distortions.

Radial distortion accounts for the displacement of pixel points along radial direc-
tions from the center of the lens. Decentering distortion is usually caused by improper
lens assembly, and might shift ideal image points in both radial and tangential direc-
tions. From these two types of distortion, radial distortion is the most critical, whereas
decentering distortion can for all practical purposes be neglected [219].

Distortion correction can be modeled by a power series in the radial distancer =√
(u− u0)2 + (v − v0)2. The following expression has been derived considering only

the first term of such an expansion. Also, the image pixel locationm̃, taken from either
Equation B.4 or Equation B.5, must be normalized bys prior to its use in Equation B.6.
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The updated pixel location after radial rectification would be

m̃ld = m̃ + [k1, k2, 0]�m̃�


 1 0 −u0

0 1 −v0

−u0 −v0 u2
0 + v2

0


 m̃ (B.6)

B.2 Camera calibration

In this section we will derive an algorithm for the computation of both the intrinsic and
extrinsic parameters of a camera. For this algorithm to work, we must provide a set of
at least 6 non-coplanar 3-d to image point correspondences. Although in general, the
number of correspondences in the set is usually much larger. The method consists on
estimating first a least squares approximation for the calibration parameters, and then,
a refinement to these parameters is performed based on the fact that the rotation matrix
must be orthonormal.

B.2.1 Perspective projection matrix

We will take as a starting point Equation B.4, and rewrite it as

m̃ = AHx̃w = P̃x̃w (B.7)

whereA are the intrinsic camera parameters, andH is the homography for the position
and orientation of the camera-centered coordinate frame with respect to the pattern
reference frame. Decomposing the row elements ofR in

R =


 r�1

r�2
r�3


 (B.8)

we rewrite the perspective projection matrixP as

P̃ = [ P p̃ ] =


 p�1 p14

p�2 p24

p�3 p34


 =


 αur

�
1 + u0r

�
3 αut1 + u0t3

αvr
�
2 + v0r

�
3 αvt2 + v0t3

r�3 t3


 (B.9)
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B.2.2 Necessary conditions on P̃

Theorem B.2.1. The following two conditions hold for any given perspective projection
matrix P̃

‖p3‖2 = 1 (B.10)

(p1 × p3)
�(p2 × p3) = 0 (B.11)

Proof. ‖p3‖2 = r�3r3 = 1, and(p1 × p3)
�(p2 × p3) = ((αur1 + u0r3)× r3)

�((αvr2 +
v0r3) × r3) = −αuαvr�1r2 = 0.

Next, we derive closed form formulae for all the intrinsic and extrinsic camera pa-
rameters given a numerically computedP̃, showing that a physically plausible solution
exists for the parameters if the two conditions above are satisfied.

r3, t3:

r3 = εp3 (B.12)

t3 = εp34 (B.13)

ε = ±1 (B.14)

If the origin of the pattern reference frame is in the positive side of the cameraz
axis thenε = 1, otherwiseε = −1.

u0, v0:

αur
�
1 + u0r

�
3 = εp�1

αur
�
1r3 + u0r

�
3r3 = εp�1r3

u0 = p�1p3 (B.15)

αvr
�
2 + v0r

�
3 = εp�2
v0 = p�2p3 (B.16)

αu, αv:

αur
�
1 + u0r

�
3 = εp�1

(αur1 + u0r3)
�(αur1 + u0r3) = p�1p1

α2
u + u2

0 = p�1p1

αu = ε
√

p�1p1 − u2
0 (B.17)

αv = ε
√

p�2p2 − v2
0 (B.18)
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r1, r2:

r1 = (εp1 − u0r3)/αu (B.19)

r2 = (εp2 − v0r3)/αv (B.20)

t1, t2:

t1 =
εp14 − u0t3

αu
(B.21)

t2 =
εp24 − v0t3

αv
(B.22)

B.2.3 Least squares solution

Given a setX̃ = [x̃1x̃2 · · · x̃n] of points in the pattern-centered coordinate frame, and
a setM̃ = [m̃1m̃2 · · · m̃n] of image correspondences, we can construct the augmented
system

M̃ = P̃X̃ (B.23)

Substituting the third row of Equation B.23 into its other two rows, we rewrite the
system as 



−x�1 0� u1x
�
1 −1 0

0� −x�1 v1x
�
1 0 −1

−x�2 0� u2x
�
2 −1 0

0� −x�2 v2x
�
2 0 −1

...
−x�n 0� unx

�
n −1 0

0� −x�n vnx
�
n 0 −1







p1

p2

p3

p14

p24


 =




m1

m2
...

mn


 p34

AP = bp34 (B.24)

It can be shown that for a set of at least 6 non-coplanar point matches,A has
full rank. Nevertheless, the solution for̃P is not unique since, as mentioned before,
P̃ ∼ λP̃. Perspective projections can only be computed up to a scale factor. This is,
A(λP) = b(λp34). To overcome this ambiguity we fixp34 = 1, and an initial estimate
for P is found solving the above overconstrained system

P∗ = (A�A)−1A�b (B.25)



B.2 : Camera calibration 213

When computing the least squares estimate no particular attention was paid so that
the elements onP∗ would satisfy the conditions in Equations B.10-B.11. We will now
refine our estimate accordingly.

B.2.4 Scale

First, the elements inP∗ are scaled so that‖p�3p3‖ = 1. Also, as mentioned earlier, if
the origin of the pattern reference frame is in the positive side of the cameraz axis then
ε = 1, otherwiseε = −1.

P̃ = ε


 P∗

1 P∗
2 P∗

3 P∗
10

P∗
4 P∗

5 P∗
6 P∗

11

P∗
7 P∗

8 P∗
9 1




√
P∗

7
2 + P∗

8
2 + P∗

9
2

(B.26)

and from Equations B.12-B.22, all camera parameters, intrinsic and extrinsic, can be
computed. Note that if Equation B.26 has been scaled withε there is no need to use it
in Equations B.12-B.22. Our initial estimate for the intrinsic parameters are

u0 = p�1p3 (B.27)

v0 = p�2p3 (B.28)

αu =
√

p�1p1 − u2
0 (B.29)

αv =
√

p�2p2 − v2
0 (B.30)

B.2.5 Orthonormality of R

Let

D =


 (p1 − u0p3)/αu

(p2 − v0p3)/αv
p3


 (B.31)

be our initial estimate for the rotation part of the extrinsic parameters, computed from
Equations B.26-B.30. We will refineD so that it satisfies the orthonormality condition.
The task at hand is to solve the following constrained minimization problem:

minimize ‖D −R‖2

subject to R�R = I
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where‖ · ‖ denotes the Euclidean matrix norm.

Using the quaternion notation our minimization problem is equivalent to solving
(see Wenget al. [216] for a proof)

minimize Q�BQ
subject to Q�Q = 1

whereQ = [q0,q
�]� is a unit quaternion such that

q0 = cos(θ/2) (B.32)

q = sin(θ/2)n (B.33)

andR can be expressed as a rotation about a unit axisn = [n1, n2, n3]
� by an angleθ.

B =
∑

Bi
�Bi (B.34)

Bi =

[
0 (ei − di)

�

(di − ei) [di + ei]×

]
(B.35)

and the notation[·]× is used to represent the vector cross productx× y as a multiplica-
tion of the form[x]×y; I = [e1, e2, e3].

[x]× =


 0 −x3 x2

x3 0 −x1

−x2 x1 0


 (B.36)

Forming the Lagrangianl(Q) = Q�BQ + λ(1 −Q�Q), and computing∂l/∂Q =
BQ− λQ, we can see that the solution to our constrained minimization problem is the
eigenvector associated with the smallest eigenvalue ofB.

Finally, the solution for the rotation matrixR in terms of the computed quaternion
Q is given by

R =


 q2

0 + q2
1 − q2

2 − q2
3 2(q1q2 − q0q3) 2(q1q3 + q0q2)

2(q1q2 + q0q3) q2
0 − q2

1 + q2
2 − q2

3 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q2

0 − q2
1 − q2

2 + q2
3


 (B.37)

Once the rotation part of the homography has been computed, we need to recalculate
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the rest of the parameters:

u0 = p�1r3 (B.38)

v0 = p�2r3 (B.39)

αu = ‖p�1p1 − u2
0‖ (B.40)

αv = ‖p�2p2 − v2
0‖ (B.41)

t =


 (p14 − u0p34)/αu

(p24 − v0p34)/αv
p34


 (B.42)

B.3 Computing distortion parameters

The reconstruction accuracy obtained using the pinhole model is sufficiently robust for
most applications. However, if it is still necessary to refine the calibration parameters,
one possible solution is to compute estimates for the nonlinear distortion parameters.

The sum of the squared error between the actual image pointsm̂ = [û, v̂, 1]� and
their projected estimatesm = [u, v, 1]� can be used as a minimization function for the
optimization of the distortion parameters. From Equation B.6

minimize
n∑∥∥∥∥∥∥m̂i − mi − ci


 k1

k2

0



∥∥∥∥∥∥

2

(B.43)

with

ci = m�
i


 1 0 −u0

0 1 −v0

−u0 −v0 u2
0 + v2

0


mi (B.44)

and its minimum at 
 k1

k2

0



∗

=

n∑
(ci(m̂i −mi))

n∑
c2i

(B.45)

B.4 Bibliographical notes

For an introductory text on geometry the reader is referred to the text by Xamb´o [218].
A complete overview on projective geometry and its relation to computer vision is pre-
sented in a tutorial due to Mohr and Triggs [141]. Comprehensive texts on geometrical
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computer vision with different approaches to calibration include those by Faugeras [74],
Hartley and Zisserman [91], Jainet al. [103], Kanatani [114], or Xu and Zhang [219].
Seminal papers on pattern-based calibration are the ones by Tsai [200] and Wenget al.
[215, 216].
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The Kalman Filter

The Kalman Filter developed in the early sixties by R.E. Kalman [111, 112] is a recur-
sive state estimator for partially observed non-stationary stochastic processes. It gives
an optimal estimate in the least squares sense of the actual value of a state vector from
noisy observations.

C.1 Recursive state estimation

Consider a discrete-time stochastic process

xk+1 = f(xk,uk,vk) (C.1)

with system inputu and unmodeled process dynamics plus noisev. The task at hand
is to find an estimate of the state vectorx. However,x is only accessible from noise
distorted sensor measurements

zk = h(xk,wk) (C.2)

in which as with the process model,w represents observation model inaccuracies and
sensor noise.

Recursive state estimation consists on iteratively reconstructing the state vector from
our knowledge of the process dynamics, the measurement model, and the sensed data.

Let xi|j be the estimate of the statexi using the observation information up to and
including timej, Zj = {z1, . . . , zj}. Given an estimatexk|k, and the input to the system
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uk, the predicted statexk+1|k is ideally given by the expectation

xk+1|k = E[f(xk,uk,vk)|Zk] (C.3)

We callxk+1|k thea priori estimate ofxk+1, and compute it from a noise-free version
of Equation C.1, the estimatexk|k, and the input that hypothetically would drive the
process fromxk to xk+1

xk+1|k = f(xk|k,uk, 0) (C.4)

Combining this result with the discrete-time measurement model from Equation C.2,
we can also predict a noise-free a priori estimate of the sensor measurements

zk+1|k = h(xk+1|k, 0) (C.5)

By comparing the actual measurement vectorzk+1 with the predicted datazk+1|k, we
obtain an observation prediction error which in turn is added in a correction term to the
a priori state estimate to produce ana posteriori state estimate.

xk+1|k+1 = xk+1|k + Kk+1(zk+1 − zk+1|k) (C.6)

The choice of the gain matrixK usually meets some optimality criteria. In the case
of the Kalman Filter, the stochastic nature of the process and measurement dynamics
is taken into account in the derivation ofK, producing an optimal linear estimator that
minimizes the squared error on the expected value of the state estimatexk+1|k+1.

C.2 Linear Kalman filter

Consider the case when the process and measurement models correspond to a possibly
non-stationary1 discrete-time linear system, and that both the process and sensor noises
are zero-mean white2 and Gaussian with covariance matricesVk andWk respectively,
then Equations C.1 and C.1 become

xk+1 = Fkxk + uk + vk (C.7)

zk = Hkxk + wk (C.8)

1Hence its beauty, compared to its predecessor the Weiner filter that only works for stationary linear
systems.

2Temporally uncorrelated and with equal power at all frequencies.
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E[vk] = 0, E[vkvk
�] = Vk, and E[vivj

�] = 0, ∀i �= j (C.9)

E[wk] = 0, E[wkwk
�] = Wk, and E[wiwj

�] = 0, ∀i �= j (C.10)

The a priori and a posteriori state estimation errors can be written as

ek+1|k = xk+1 − xk+1|k (C.11)

ek+1|k+1 = xk+1 − xk+1|k+1 (C.12)

and from the linear model in Equation C.7, the noise-free a priori state estimate in
Equation C.4 takes the form

xk+1|k = Fkxk|k + uk (C.13)

It follows that the a priori state estimate error is given by

ek+1|k = Fkek|k + vk (C.14)

Substituting Eq. C.6 and the observation modelszk+1|k = Hk+1xk+1|k andzk+1 =
Hk+1xk+1+wk+1 in Equation C.12, we obtain a recursive expression for the a posteriori
state estimation error.

ek+1|k+1 = ek+1|k − Kk+1(Hk+1ek+1|k + wk+1) (C.15)

The state error covariances are given by the expectations of the square of the state
errors.

Pk+1|k = E[ek+1|kek+1|k�] (C.16)

Pk+1|k+1 = E[ek+1|k+1ek+1|k+1
�] (C.17)

Plugging Equation C.14 in Equation C.16 and taking the expectations onv, we get the
following expression for the a priori state error covariance

Pk+1|k = FkPk|kFk
� + Vk (C.18)

For simplicity of notation, in the sequel we rewrite the dependencies(k + 1|k) and
(k+1|k+1) as	 and⊕ respectively, and when no step reference is provided,(k+1) is
assumed. Substituting Equation C.12 in Equation C.17 and taking the expectations on
w ande	, the a posteriori error covariance takes the form

P⊕ = P	 −P	H�K� − KHP	 + K(HP	H� + W)K� (C.19)
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The gain matrixK is chosen to minimize the a posteriori error covariance. Making
the derivative of the trace ofP⊕ with respect toK equal to0, and solving forK we get
the optimal gain for the computation of Equation C.6, i.e., the Kalman gain.

K = P	H�(HP	H� + W)−1 (C.20)

Plugging Equation C.20 back in Equation C.19 reducesP⊕ to the well known form

P⊕ = P	 − KHP	 (C.21)

By inspecting the Kalman filter equations the behavior of the filter agrees with our
intuition. The Kalman gain is proportional to the uncertainty in the state estimate and
inversely proportional to that in the measurements. If sensor readings are very uncer-
tain, and the state estimate is relatively precise, then the Kalman gain has little impact
on the update of the state estimate in Equation C.6, and the system relies heavily on
the system model. If on the other hand, the uncertainty in the measurement is small
and that in the state estimate is large, thenK is also large, thus trusting more in sensor
measurements for the correction of the state estimate.

However, when sensor measurements are uncertain the second term in Equation C.21
is small and the state estimate error covariance sees little reduction. Conversely, accu-
rate sensor measurements contribute considerably in reducing the state estimation error.

Given the initial conditionsx0|0 andP0|0, the complete recursion in the Kalman
filter is computed iteratively with the following steps:

• Predict the a priori state, error covariance, and observation estimates

x	 = Fkxk|k + uk

P	 = FkPk|kFk
� + Vk

z	 = Hx	

• Compute the Kalman gain and correct the state and state error covariance esti-
mates

K = P	H�(HP	H� + W)−1

x⊕ = x	 + K(z − z	)

P⊕ = P	 −KHP	
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C.3 Extended Kalman filter

Consider now the case when the process and observation models in Equations C.1 and
C.2 are non-linear. The Extended Kalman Filter (EKF) provides a solution by lineariz-
ing the process about the current state, and linearizing the measurement model about
the predicted observation.

The linearization off about the current estimatexk|k can be formulated as a Taylor
series with the higher order terms dropped

x ≈ x	 + ∇fx(xk − xk|k) + ∇fvvk

Similarly, the linearization of the observation model takes the form

z ≈ z	 + ∇hx(x − x	) + ∇hww

The noise-free estimatesx	 andz	 are given in Equations C.4 and C.5, and the
various Jacobian matrices contain the partial derivatives off andh with respect tox
and the noisesv andw

∇fx =
∂f

∂x

∣∣∣∣
(xk|k ,uk,0)

∇fv =
∂f

∂v

∣∣∣∣
(xk|k,uk,0)

∇hx =
∂h

∂x

∣∣∣∣
(x�,0)

∇hw =
∂h

∂w

∣∣∣∣
(x�,0)

Following the same discussion as in the previous section but with this new linear
model, it is easy to show how the complete recursion for the Extended Kalman Filter
involves the following steps:

• Predict the a priori state and observation estimates as well as the a priori state
error covariance estimate

x	 = f(xk|k,uk, 0)

P	 = ∇fxPk|k∇fx
� + ∇fvVk∇fv

�

z	 = h(x	, 0)



222 Appendix C : The Kalman Filter

• Compute the Kalman gain and correct the state and state error covariance esti-
mates

K = P	∇hx
�(∇hxP

	∇hx
� + ∇hwW∇hw

�)−1

x⊕ = x	 + K(z − z	)

P⊕ = P	 − K∇hxP
	

It is important to note however, that the linearization of the nonlinear process and
measurement models in the EKF does not preserve the distributions of the state and
measurement random variables as normal. This may lead to difficulties in the imple-
mentation and tuning of the EKF, making it only reliable for systems that are almost
linear on the time scale interval(k, k + 1).

C.4 Conditioning

It turns out that the recursion in Equation C.21 is ill-conditioned. As the filter converges,
the canceling of significant digits onP⊕ may lead to asymmetries or to a nonpositive
semi definite (psd) matrix, which cannot be true from the definition in Equation C.17 of
the a posteriori error covariance matrix.

An algebraic manipulation that guaranteesP⊕ psd is obtained by multiplying Equa-
tion C.20 by(HP	H� + W)K�, rearranging terms

KHP	H�K� − P	H�K� + KWK� = 0 (C.22)

and adding Equation C.22 into Equation C.21

P⊕ = (I − KH)P	(I− KH)� + KWK� (C.23)

The recursivity in Equation C.23 is known as the Joseph form of the a posteriori
error covariance matrix, and given its quadratic nature it is obviously psd.

C.5 Sequential innovation

When combining information from multiple sensors or from multiple data sources, the
observation vector can be seen as a collection ofn independent measurements coming
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from the same number of independent sources at any particular time instance(k + 1)

z =
[
. . . , z(i)�, . . .

]�

Each of these measurements provides information for the reconstruction ofx⊕ in
the direction spanned by thei-th set of columns3 of K, i.e.,K(i)

(
z(i) − z	(i)

)
. By the

same token, in the linear case the independent measurement models for each source are
spanned by thei-th set of rows ofH

z(i) = H(i)x + w(i)

and by thei-th sets of rows of∇hx and∇hw for the nonlinear case

z(i) ≈ z	(i) + ∇h(i)
x e	 + ∇h(i)

w w(i)

It is possible to process each of these observations independently providedW is
block diagonal. That is, when the set of measurements taken at the same time interval
are uncorrelated. Even when the measurements are correlated, they may always be
transformed into uncorrelated data which then may be treated sequentially. The process
is calledwhitening (see Fukunaga [78]).

The a posteriori state estimate is given by the combination of its a priori estimate
and a linear combination of the independent measurement errors

x⊕ = x	 +
∑
i

K(i)

(
z(i) − z	(i)

)

The key advantage of thesequential innovation method is that the complexity in the
computation of the Kalman gain is reduced considerably. From Equation C.20

K(i) = P	H(i)�
(
H(i)P	H(i)� + W(i)

)−1

(C.24)

The required inverse in Equation C.24 has the dimension of each of the observed vari-
ables, and is considerably much smaller than the dimension of the entire measurement
vectorz as required in Equation C.20. When a sensor returns scalar values for each
independent measurement, then the inverse in Equation C.24 is replaced by a scalar
division.

3The notations(·)(i) and(·)(i) indicate thei-th set of rows or columns, respectively.
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Given the initial conditionsx0|0 andP0|0, the complete sequential innovation Kal-
man filter recursion is computed with the following steps:

• Predict the a priori state, error covariance, and the set of observation estimates

x	 = Fkxk|k + uk

P	 = FkPk|kFk
� + Vk

∀i z	(i) = H(i)x	

• For each measurement, iteratively compute the corresponding Kalman gain col-
umn and correct the state and state error covariance estimates

initialize x⊕(0) = x	

P⊕(0) = P	

∀i K(i) = P⊕(i−1)H(i)�
(
H(i)P⊕(i−1)H(i)� + W(i)

)−1

x⊕(i) = x⊕(i−1) + K(i)
(
z(i) − z	(i)

)
P⊕(i) = P⊕(i−1) −K(i)H(i)P⊕(i−1)

restore x⊕ = x⊕(n)

P⊕ = P⊕(n)

C.6 Bibliographical notes

The reader can find thorough discussions on the Kalman Filter in various articles, books
and lecture notes by Brookner [33], Dickmanns [62], Kalmanet al. [111, 112], May-
beck [138], Newman [151], Papoulis [157], or Welch and Bishop [212], and on its
predecessor the Weiner Filter in the books by Carniceret al. [41], or Gonzalez and
Woods [85]. One approach to reduce the effect of nonlinearities is to apply iteratively
the filter (IEKF) as indicated by Zhang [220]. Another solution is to use the Unscented
Kalman Filter (UKF), an extension to the EKF that takes into account the nonlinear
transformation of means and covariances [105, 107, 203]. Numerical instability may
occur even with the Joseph form of the error covariance matrix. An alternative is the
use of the square-root Kalman filter (SKF), in which recursive computations forP⊕ are
substituted by equations for a recursion inP⊕1/2 [62]. Sequential innovation in Kalman
filtering is discussed in detail by Dickmanns [62], and Welch [211, 213].
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Concepts from Linear Algebra

D.1 Properties of positive semi-definite matrices

Each of the following are necessary and sufficient conditions for a real valued symmet-
ric matrixA to be positive semi-definitepsd.

• x�Ax ≥ 0.

• all the eigenvalues ofA satisfyλi ≥ 0.

Moreover, ifA is psd

• det(A) ≥ 0.

• any principal submatrix of apsd matrix is alsopsd.

• BAB� is alsopsd, for any real valuedB.

• and ifB is alsopsd, then(A + B) is alsopsd.

• and ifB is alsopsd, thendet A ≤ det (A + B).

D.2 Linear subspaces

The four fundamental subspaces spanned by the columns and rows of a real valued
matrixA are
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• The column space ofA. ImA = {y ∈ R
m : ∃x ∈ R

n,Ax = y}.

• The row space ofA. ImA� = {y ∈ R
n : ∃x ∈ R

m,A�x = y}.

• The null space ofA. KerA = {x ∈ R
n : Ax = 0}.

• The left null space ofA. KerA� = {x ∈ R
m : A�x = 0}.

D.3 Inverse of a block matrix

The inverse of the nonsingular block matrix

[
A11 A12

A21 A22

]−1

=

[
B11 B12

B21 B22

]

has the partitions
B11 = (A11 − A12A

−1
22 A21)

−1

B12 = −B11A12A
−1
22

B21 = −A−1
22 A21B11

B22 = (A22 − A21A
−1
11 A12)

−1

D.4 The matrix inversion lemma

(A−1 + B�C−1B)−1 = A −AB�(BAB� + C)−1BA

(A + BCB�)−1 = A−1 − A−1B(B�A−1B + C−1)−1B�A−1

D.5 Matrix inequalities

The matrix inequality
A ≥ B

is to be interpreted as follows:

C = A− B ≥ 0

that is, the differenceC of the two matrices is positive semi-definite.
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D.6 Bibliographical notes

For a comprehensive text on linear algebra the reader is referred to the book by Strang
[184].
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[15] J. ARANDA-LÓPEZ, Aportació als Métodes de Seguiment Tridimensional
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Robòtica i Informàtica Industrial, Universitat Polit`ecnica de Catalunya, March
2001.

[145] F. MORENO, J. ANDRADE-CETTO, AND A. SANFELIU, Localization of human
faces fusing color segmentation and depth from stereo. InProceedings of the
IEEE International Conference on Emerging Technologies and Factory Automa-
tion, pp. 527–536, Antibes, October 2001.

[146] F. MORENO, A. TARRIDA, J. ANDRADE-CETTO, AND A. SANFELIU, 3d real-
time head tracking fusing color histograms and stereovision. InProceedings of
the 16th IAPR International Conference on Pattern Recognition, vol. 1, pp. 368–
371, IEEE Computer Society, Quebec, August 2002.

[147] S. G. NADABAR AND A. K. JAIN, Fusion of range and intensity images on
a connection machine (CM-2).Pattern Recognition, vol. 28, no. 1, pp. 11–26,
January 1995.

[148] O. NAKAYAMA , A. YAMAGUCHI , Y. SHIRAI , AND M. ASADA, A multistage
stereo method giving priority to reliable matching. InProceedings of the IEEE
International Conference on Robotics and Automation, pp. 1753–1758, Nice,
May 1992.

[149] P. J. NARAYANAN , P. W. RANDER, AND T. KANADE, Constructing virtual
worlds using dense stereo. InProceedings of the IEEE International Conference
on Computer Vision, pp. 3–10, Bombay, January 1998.
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[172] A. SANFELIU, R. ALQUÉZAR, J. ANDRADE, J. CLIMENT, F. SERRATOSA,
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MENT, A. GRAU, F. SERRATOSA, AND J. VERGÉS-LLAH Í, MARCO: A mobile
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