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Abstract

This thesis consists of three chapters on macroeconomic policy and business cy-
cles. In chapter 1, I estimate a time-varying structural VAR to study the effects
of government spending shocks on a number of U.S. macroeconomic variables.
In contrast to the predictions of the standard New Keynesian models, I find no
significant changes in the size of the government spending multiplier when the
federal funds rate hits the Zero Lower bound (ZLB). I propose a theoretical model
where the central bank, through either conventional or unconventional policies,
directly controls the market interest rate, and where the policy rule parameters
are subject to regime switches to capture potential changes due to the ZLB con-
straint. The model estimates suggest that the behavior of the market interest rate
was not much affected by the ZLB constraint, and thus the government spending
multiplier remained largely unaltered. In chapter 2, we provide an empirical esti-
mate of the central bank’s targeting rule that reflects the relative weight a central
bank attaches to the allocation of the output gap and inflation, and of the deep
parameter that characterizes a central bank’s loss function, overcoming the simul-
taneity problem. In chapter 3, we explore the welfare implications of a reduction
in the price rigidity in a New Keynesian model featuring both price rigidity and
dispersed information. We find the introduction of digital price tags that may fa-
cilitate price adjustment may deteriorate the welfare. The dominant underlying
mechanism is that a reduction in the price rigidity will amplify the welfare losses
associated with the price dispersion within price resetting firms when agents have

heterogeneous beliefs about the economy.
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Resum

Aquesta tesi consta de tres capitols sobre politica macroeconomica i cicles em-
presarials. Al capitol 1, estimo un VAR estructural que varia amb el temps per
estudiar els efectes de les xocs de la despesa publica en diverses variables macro-
economiques dels Estats Units. A diferencia de les prediccions dels nous models
keynesians estandard, no trobo canvis significatius en la grandaria del multiplica-
dor de despesa publica quan la taxa de fons federals arriba al limit zero inferior
(ZLB). Proposo un model teoric on el banc central, mitjanant politiques conven-
cionals o no convencionals, controli directament el tipus d’interes del mercat i on
els parametres de la regla de politica estan subjectes a canvis de regim per capturar
possibles canvis a causa de la restriccié ZLB. Les estimacions del model sugge-
reixen que el comportament de la taxa d’interes del mercat no es va veure molt
afectat per la restriccié ZLB 1, per tant, el multiplicador de la despesa publica
va romandre en gran part inalterat. Al capitol 2, proporcionem una estimacio
empirica de la regla d’orientacié del banc central que reflecteix el pes relatiu que
un banc central concedeix a 1’assignacié de la bretxa de producci6 i la inflacid,
1 del parametre profund que caracteritza la funci6é de perdua d’un banc central,
superant la simultaneitat problema. En el capitol 3, explorem les implicacions del
benestar d’una reducci6 de la rigidesa dels preus en un nou model keynesia amb
rigidesa en preus i informacié dispersa. Trobem que la introduccié d’etiquetes de
preus digitals que puguin facilitar I’ajust de preus podrien deteriorar el benestar.
El mecanisme subjacent dominant és que una reduccid de la rigidesa dels preus
amplificara les perdues de benestar associades a la dispersio de preus en les em-
preses de restabliment de preus quan els agents tenen creences heterogenies sobre

I’economia.
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Preface

The macroeconomic policy is widely implemented to stabilize the economy and
eliminate the distortions. For instance, expansionary monetary policy and fis-
cal policy are usually conducted to stimulate the economy during the economic
downturn. In the presence of distortions in the economy, the macroeconomic pol-
icy can be welfare improving. In this thesis, I contribute to understanding the
effectiveness and welfare implications of macroeconomic policy. In particular, I
investigate the effect of government spending policy during the zero lower bound
period, empirically estimate the Fed’s targeting rule, and analyze the welfare im-
plications of the introduction of new technology to eliminate the nominal rigidity

in the thesis.

In the first chapter, I estimate the government spending multiplier during the
zero lower bound in the United States. A common prediction of many theoretical
studies is that the government spending multiplier is much larger at the zero lower
bound (ZLB) than in normal times, when monetary policy is not constrained. Intu-
itively, in normal times, the inflationary effect of a positive government spending
shock can be dampened by a rise of the real interest rate, crowding out private
consumption and investment, leading to a lower multiplier. In contrast, during
ZLB periods, a rise of inflation causes the real interest rate to decline, further
boosting aggregate demand, which in turn leads to a larger multiplier. I contribute
to this literature in two ways. First, I empirically investigate whether the size of
the government spending multiplier increased during the recent ZLB period in the
United States and I find that there is no significant change. Second, I rationalize
this fact by including unconventional monetary policy in a New Keynesian frame-
work, which allows the central bank to target the market interest rate even when

the federal funds rate hit the zero lower bound.

In the second chapter, we provide an empirical estimation of the Fed’s target-
ing rule and loss function. Empirical estimation of this measure is challenging
due to the simultaneity problem. We overcome this issue by purging out shocks
that shift a central bank’s targeting rule. The following results stand out. First,
the Fed is willing to decrease the growth rate of the output gap by two and a

half percentage points for each percentage point increase in (quarterly) inflation.
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Second, the data rejects optimal discretionary policy in favor of optimal policy

under commitment. Third, the Fed’s targeting rule was not much changed during
the pre-Volcker and post-Volcker period. And last but not least, we provide an
empirical estimate of the deep parameter that characterizes a central bank’s loss
function. On average, the weight that the Fed attaches to the volatility of output
gap relative to the volatility of (annualized) inflation is roughly 0.2.

In the third chapter, we explore the welfare implications of a reduction in the
degree of nominal rigidity that could be due to the introduction of digital price tags
in the economy. We address this question in a New Keynesian model, emphasizing
the role of information frictions and dispersed beliefs that are previously ignored
in the literature. In this model, firms have different assessments about the state
of the economy due to information frictions. Therefore, in contrast to a standard
model with perfect information, price dispersion emerges among those firms who
can reset prices, which is inefficient because goods matter for household’s utility
symmetrically and firms’ production technology are identical. A reduction in the
price rigidity will amplify the welfare losses associated with the price dispersion
within price resetting firms. We derive the conditions under which this channel

will dominate and evaluate the effectiveness in a quantitative model.
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Chapter 1

THE GOVERNMENT SPENDING
MULTIPLIER AT THE ZERO
LOWER BOUND

1.1 Introduction

The size of the government spending multiplier—defined as the unit change of
output when government spending increases by one unit—is of central concern in
economics. If the government spending multiplier is larger than one, fiscal policy
can stimulate economic activity without crowding out private consumption and
investment. With the onset of the global financial crisis of 2007-2008, the pol-
icy rate in many major currency areas hit the theoretical zero lower bound, which
contributed to an increasing relevance of fiscal policy. Importantly, a common
prediction of many theoretical studies is that the government spending multiplier
is much larger at the zero lower bound (ZLB) than in normal times, when mone-
tary policy is not constrained.! Intuitively, in normal times, the inflationary effect
of a positive government spending shock can be dampened by a rise of the real
interest rate, crowding out private consumption and investment, leading to a lower

multiplier. In contrast, during ZLLB periods, a rise of inflation causes the real in-

ISee, e.g. Woodford (2011b), Eggertsson (2011) and Christiano et al. (2011). For instance,
in a model under some standard calibrations, the government spending multiplier at the ZLB is 5
times as large as in the normal periods.



terest rate to decline, further boosting aggregate demand, which in turn leads to

a larger multiplier. Consequently, it is of great interest to measure the size of the
government spending multiplier at the zero lower bound (ZLB).

I contribute to this literature in two ways. First, I empirically investigate
whether the size of the government spending multiplier increased during the re-
cent ZLB period in the United States and I find that there is no significant change.?
Second, I rationalize this fact by including unconventional monetary policy in a
New Keynesian framework, which allows the central bank to target the market
interest rate even when the federal funds rate hit the zero lower bound.

Firstly, my empirical results are based on a structural vector autoregressive
model with time-varying coefficients and stochastic volatility (TVC-SVAR) for
the recent ZLB periods in the United States. To analyze the underlying channel,
I further investigate the responses of inflation, the 10-year nominal yield rate,
consumption and investment to government spending shocks during the ZLLB and
the pre-ZLB periods.

My identification scheme follows the literature of fiscal VAR (e.g. Blanchard
and Perotti (2002)), and relies on the assumption that within-quarter government
spending does not respond contemporaneously to the macroeconomic variables.
One advantage of this approach, relatively to the alternative identification scheme
proposed by Ramey and Zubairy (2018), is that I identify the current government
spending shocks instead of the news shocks because the government spending
multiplier at the ZLB is sensitive to the timing of government spending. Intu-
itively, if the increase in the government spending is expected to occur after the
end of the zero lower bound, as would possibly be the case with military spending,
then the multiplier is quantitatively small.?

My results can be summarized as follows. First, I find that there are no signif-
icant differences in the responses of GDP, consumption, investment, inflation and

the 10-year constant maturity treasury rate to the identified government spending

2The size of the government spending multiplier at the ZLB is sensitive to the sample periods.
For instance, Ramey and Zubairy (2018) finds that the government spending multiplier at the ZL.B
is sensitive to the inclusion of the WWII sample periods. However, they don’t distinguish between
the ZLB in the historical sample and the recent ZLB period. More details will be provided in the
following section of related literature.

3See Christiano et al. (2011) for details.



shock. Second, using the same approach, I do find significant differences in the

size of the government spending multiplier between the pre-ZLB and the ZLLB
period in Japan, and between the pre-Volcker and the Volcker period in the United
States.* These results are reassuring with respect to the modeling choice of the
time-varying parameter VAR, as the model is able to detect changes in the size of
the multiplier.

Secondly, I provide a theoretical model to rationalize the aforementioned re-
sults, allowing for the possibility of the “substitutability” between conventional
and unconventional monetary policies. I assume that the central bank directly
targets the market interest rate and follows a Taylor rule. The assumption is mo-
tivated by the observation that various market interest rates were above zero and
fluctuated during the period 2009Q1-2015Q4. To explore whether the behavior
of the market interest rates is affected by the ZLB constraint, I allow for the pol-
icy rule parameters subject to regime switches and examine whether the Taylor
coefficients for the market interest rate changed during the ZLLB period.

I estimate the regime-switching DSGE model with Bayesian methods, allow-
ing for stochastic volatility. My estimated results show that there is no structural
break in the Taylor rule coefficients. This suggests that, during the recent ZLB
periods, the central bank was able to adjust the market interest rate to stabilize the
economy in response to government spending shocks. As a consequence, there is
no significant difference in the government spending multiplier over pre-ZLB and

ZLB periods, consistent with the empirical findings.

Related Literature This paper contributes to the extensive literature estimating
the effect of government spending shocks on the economy. Numerous studies
have investigated the size of the government spending multiplier with different
identification strategies (e.g. Blanchard and Perotti (2002), Ramey and Shapiro
(1998), Ramey (2011), Fisher and Peters (2010)).

The recent literature studies whether the size of the government spending mul-

tiplier can depend on the state of the economy. For example, Kirchner et al.

“There is an independent evidence that the monetary policy regime during the pre-Volcker
period is significantly different from that implemented in the post-Volcker period (e.g., Clarida
et al. (2000a)). This would predict a difference in the size of the multiplier between the pre-
Volcker and the Volcker period.



(2010), Auerbach and Gorodnichenko (2012a,b), Pereira and Lopes (2014), Ramey
and Zubairy (2018) examine whether the multiplier can differ when the economy

is in recession. Broner et al. (2018) explore the connection between the gov-
ernment spending multiplier and the foreign holdings of public debt. This paper
instead focuses on the size of the government spending multiplier at the ZLB.

Few papers estimate the effect of the government spending shocks at the ZLB.
Crafts and Mills (2013) focus on the U.K. experience during the 1922-1938 peri-
ods. Miyamoto et al. (2018) estimate the government spending multiplier at the
ZLB in Japan. Ramey and Zubairy (2018) also investigate the government spend-
ing multiplier at the ZLB using U.S. data. They cover the sample from 1889Q1 to
2015Q4. The ZLB event is defined as a union of 19320Q2-1951Q1 and 2008Q4-
2015Q4. They find the size of the multiplier at the ZLB is sensitive to the inclusion
of the WWIIL. However, they don’t distinguish between the ZLB in the historical
sample and the recent ZLB period. As there can be a large amount of structural
change in the past 120 years, I complement their findings by focusing on recent
periods and investigate the dynamics of more macroeconomic variables to analyze
the underlying channel.

Further, the paper adds to the literature that estimates the government spending
multiplier when monetary policy and exchange rate policy is passive. For exam-
ple, Nakamura and Steinsson (2014) estimate an open economy relative multiplier
considering the U.S. as a monetary union of each state assuming national mone-
tary policy does not respond to regional variation in government spending. Ilzetzki
et al. (2013) using multi-country data find the multiplier is larger in the country
under the fixed exchange rate scheme than under a flexible exchange rate scheme.
Dupor and Li (2015) estimate the multiplier using U.S. data from 1959-1979 when
monetary policy may have been passive.>® This paper differentiates from theirs by
focusing the aggregate multiplier in the closed economy setting during the recent
ZLB periods in the United States.

More broadly, this paper relates to the literature of empirical testing of the

SMy findings for the pre-Volcker period (1974Q1-1979Q2) do not contradict with Dupor and
Li (2015) though I use different approaches and identification strategies. I don’t find a larger
multiplier during the period 1959Q1-1973Q1, which is consistent with theirs.

®More specifically, the passive monetary policy here refers to that the Taylor coefficient on
inflation during that period was less than one as documented by Clarida et al. (2000a).
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theoretical predictions of the New Keynesian model under ZLB. For example,
Wieland (2014), Garin et al. (2016) and Debortoli et al. (2018) estimate the im-

pulse response of macroeconomic variables to various shocks such as supply

shocks, technology shocks, demand shocks and monetary policy shocks. My
result is consistent with Debortoli et al. (2018), who find that there is no struc-
tural break in the responses of a number of U.S. macroeconomic variables to the
technology shocks, demand shocks, supply shocks, and monetary policy shocks
focused on the same periods. I complement the literature by focusing on govern-
ment spending shocks. In particular, I investigate whether the government spend-
ing multiplier is larger at the ZLB (e.g. Woodford (2011b), Eggertsson (2011) and
Christiano et al. (2011)).”

Besides, my paper contributes to the literature that studies the effect of un-
conventional monetary policy. Swanson and Williams (2014), D’ Amico and King
(2013), Krishnamurthy and Vissing-Jorgensen (2011), Hamilton and Wu (2012)
and Swanson (2017), estimate the effect of unconventional monetary policy, for-
ward guidance or quantitative easing, on the various variables such as yield curve,
exchange rate, inflation and output in reduced form. Gertler and Kiyotaki (2010),
Gertler and Karadi (2011), Del Negro et al. (2017) and Chen et al. (2012) ana-
lyze the impact of unconventional monetary policy in a quantitative DSGE model.
My model is closely related to the recent work of Wu and Xia (2016) and Wu
and Zhang (2016) which proposes a shadow rate to summarize both conventional
and unconventional monetary policy. I instead assume the central bank targets the
market interest rate at both the ZLLB and non-ZLB states. Moreover, I estimate the
regime-switching DSGE model allowing for a change in the market interest rate
rule.

Finally, my paper relates to the literature that examines the effect of policy

"There is an alternative theoretical prediction on the government spending multiplier at the
ZLB made by Mertens and Ravn (2014), who argue the government spending multiplier at the
ZLB will be lower than in normal times. My results do not support this prediction. The difference
between the two contrasting predictions lies in different equilibrium selections. The New Keyne-
sian model suffers global indeterminacy when zero lower bound constraint is present. The analysis
of Woodford (2011b), Eggertsson (2011), and Christiano et al. (2011) is based on the local deter-
minate equilibrium around the steady state with zero (positive) targeted inflation and a positive
nominal interest rate. There is another steady state, namely liquidity trap, with deflation and a
zero nominal interest rate. The analysis of Mertens and Ravn (2014) is based on this liquidity trap
steady state.



regimes on the economy. In a related paper, Bianchi and Melosi (2017) consider a

regime-switching model and show that the uncertainty about how the fiscal policy
will conduct after the end of the zero lower bound period is an important factor in
explaining the dynamics of the macroeconomic variables during the recent ZLB
period. Different from their work, I focus on the government spending multiplier
without distinguishing the fiscal policy regime.

The remainder of the paper is organized as follows. Section 1.2 presents the
implications of the government spending multiplier in a standard New Keynesian
model at the ZLB. Section 1.3 describes my empirical approach. Section 1.4
presents the corresponding results. Section 1.5 provides a New Keynesian model
with unconventional monetary policy to rationalize my empirical findings. Section

2.6 concludes.



1.2 The Government Spending Multiplier in a Stan-

dard New Keynesian Model

In the current section, I will show the size of the government spending multiplier
in a standard New Keynesian model at the zero lower bound under some standard

calibrations. The model closely follows the setup of Christiano et al. (2011).

1.2.1 Model

Consider a standard New Keynesian model with fiscal policy block. The model
consists of a representative household, a continuum of monopolistically compet-
itive firms that set the price & la Calvo subject to the demand constraint and pro-
duction technology, a final goods producer that combines intermediate goods fol-
lowing a CES technology, and a government financing the spending through the

lump-sum tax.® The linearized model is given by:

Jr — S§ Jii1 — S§ -

L gt = t(ytH gtﬂ) - (Zt — BEymiy — d& + Etdém) (1.1)
1—s 1—s
Ty = ﬁEtﬂ-tJrl + Kmcy (12)
mey = Y g, 4 97 5 (13)
11—« 1—s

%t = (1 - Z&)(varﬂt + be@t - ?Qt—l)) (1.4)
Gt = PgGi—1 + €g (1.5)

where ¥;, G, %t, m, mc; 1s the log deviation of output, government spending,
nominal interest rate, inflation, real marginal cost from their steady-state level.
Equation 1.1 is the consumption Euler equation dervied from the household opti-
mization problem that describes the relationship between consumption, inflation
and the nominal interest rate. s is the steady-state level of government spending
to GDP ratio. dg, is a discrete preference shock that can assume two values: high
or low (dy or d;). & is a random variable following a two-state Markov chain

process to control the regime. When §; equals 1, d¢, is dj, and the demand is high

Nt1+u
14+v

81 assume the household period utility function is U; = log(Cy) — and the production

e’

technology of intermediate goods is: Y (i) = Z: N (i),
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in the economy. When &, equals 2, d¢, is d; and the demand is low. Equation 1.2

is the New Keynesian Phillips curve derived from the firms’ optimization prob-

lem which describes the relationship between inflation, expected inflation and real

marginal cost. The slope of the above Phillips curve Kk = 1};16. 1 — ais the
labor income share. [ is the discount factor. Equation 1.3 is derived from the
household labor supply equation and labor production function. v is the inverse
Frisch elasticity of substitution. Equation 1.4 is the monetary policy rule. More
specifically, when & equals 1, d¢, is dj, and Z, is 0, which implies the economy
is not constrained by the ZLB and the nominal interest rate moves according to
the Taylor rule. If & equals 2, dg, is d;, Z¢, is 1, and the nominal interest rate is
pegged at 0. Equation 1.5 describes the exogenous process of government spend-
ing obeying a stationary AR(1) process where 0 < p, < 1. ¢, is the exogenous
government spending shock drawn from normal distribution with zero mean and
o4 standard deviation.

The model is parameterized as follows. Each period corresponds to a quarter.
I set the discount factor S equal to 0.9985. The inverse Frisch elasticity v is 1.
The elasticity of substitution between good varieties ¢ = 6. The frequency of
price adjustment ¢, is 0.75 which implies an average price duration of 4 quarters.
a is 1/3 such that the labor income share is 2/3. The probability of remaining
in the normal time regime p;, is 0.9896 while the probability of remaining in the
ZLB regime p; is 0.8 taken from Christiano et al. (2011). This implies an average
duration of the normal time regime of 96 quarters, and an average duration of ZLLB
regime of 5 quarters. d; is -0.3 and dj, is calculated such that the unconditional
mean of the discrete shock d, is zero, consistent with Bianchi and Melosi (2017).°
The Taylor coefficient on inflation ¢, is 1.5 and on output growth rate ¢,, is 0.125
during normal times. The persistence of government purchases pg is 0.9. The
standard deviation of a government spending shock d is 0.01. These values are
similar to broad business cycle literature (e.g. Gali (2015) and Christiano et al.
(2011)).

Figure 1.1 displays the impulse response of output to a government spending

shock and the simple cumulative multiplier in the calibrated model during the

9 Actually, the calibration of the d; and dj, does not affect the impulse responses of macroeco-
nomic variables to the government spending shock.

8



normal times and the ZLB period. The simple cumulative multiplier is defined as

follows:

Zk:s OYt 1k
20k=0 Degr

Bs = S T (1.6)
8€gt

ayt+k
’ 8

horizon t+k, and %g%’“ is the response of government spendmg athorizon t+k to a
9,

where (3, is the cumulative multiplier at horizon s is the response of output at
government spending shock when it hits at time t. Clearly, the response of output
and the cumulative multiplier are much larger at the zero lower bound. Both
the difference in the response of output on impact and the cumulative multiplier
between the ZLB period and normal times is around 1.8.1° As explained in the
literature (e.g. Christiano et al. (2011)), in normal times, the inflationary effects
of a positive government spending shock will be dampened by the rise of the real
interest rate following the Taylor principle, leading to a lower multiplier. During
the ZLB period, the rise in inflation will cause the real interest rate to decline,

leading to a larger multiplier.

107 take a conservative calibration of the persistence of the ZLB period which corresponds to 5
quarters of ZLB. If I allow for a longer duration of ZLB, the difference will be much larger.

9



Figure 1.1: Impulse Response to the Government Spending Shock in the Cal-

ibrated Model

Output 2 Cumulative Multiplier
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Note: The figure presents the impulse response of output to a government spending shock and the
simple cumulative multiplier in the calibrated model. The response of output is denoted in dollars,
corresponding to a dollar change of government spending shock.
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1.3 Empirical Model

This section introduces the empirical model I employ to estimate the dynamic re-
sponses of selected macroeconomic variables to the identified government spend-
ing shock. My empirical model consists of a structural vector autoregressive
model with time varying coefficients and stochastic volatility (TVC-SVAR). The
choice of the empirical model is motivated by two reasons. First, it allows us
to assess whether the government spending multiplier is larger at the zero lower
bound. Second, it imposes a flexible structure to capture other potential struc-
tural changes over time which may lead to a change in the government spending

multiplier.!!

1.3.1 Model Specification

I closely follow the model specification in Primiceri (2005). The model is given
by
yy=c+ By, +..+ By, tu, t=1,....T, (1.7)

where y, is an n X 1 vector of endogenous variables, ¢, is an n X 1 vector of time
varying coefficients that multiply constant terms, B, ¢, 7 = 1, ..., p are respectively
n X n matrices of time varying coefficients, u; is a Gaussian white noise vector
process with a covariance matrix €2;. The reduced-form innovations u;, is assumed

to be a linear combination of underlying structual shocks e; defined by:

u = Qe (1.8)

where E(ee;) = I,, and E(eie]_,) = 0 for all t and k=1, 2, 3... Q, is the
impact matrix I need to identify. The €2, is defined by A,Q; A} = 3,32} where A,
is the lower triangular matrix and 32, is a diagonal matrix.

It follows that

yy=c+Buy,  +..+Buy, ,+A T, t=1,..T, (1.9)

U These may be related with the debt-to-GDP ratio, the condition of the financial system, the
degree of openness, exchange rate regimes and level of underutilized resources.
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In the recursive identification scheme, Q, = A, 'S,. Let oy and log o; be the

vectors collecting respectively the non-zero elements of the matrix A; and the
diagonal elements of the matrix 3;. The time varying coefficient parameters are

assumed to evolve according to a random walk

B;=B; | + vy, (1.10)
a; = a; 1+, (1.11)
logo, =logo;—1 +m,. (1.12)

It is further assumed that the innovations in the model are jointly normally dis-

tributed with the following block diagonal variance-covariance matrix:

€y I, 0 0 O
0 0 0
V =Var v = < (1.13)
¢, 0 0 8§ 0
n, 0o 0 0 W

I estimate the model following the updated MCMC algorithm in Del Negro and
Primiceri (2015). See Appendix 1.7.1 for details.

1.3.2 Identification

In my baseline model, I identify the government spending shocks following Blan-
chard and Perotti (2002). I include real government purchase, real government
current tax receipts net of transfers and real gross domestic product in a vector in
the VAR denoted by [G, T, GDP]. All variables are normalized by real potential
GDP.'? The transformation is made similar to Gordon and Krenn (2010). As em-
phasized by Ramey and Zubairy (2018), the cyclicality of government expenditure
to GDP ratio can bias the estimate of the government spending multiplier if I in-
stead take the logarithm of the variables and convert the multiplier in percentage
into dollar changes ex-post. To avoid this potential bias, I divide these variables

by the real potential domestic GDP so that these variables are put in the same

1] first apply the GDP deflator to deflate the nominal counterpart of the government purchase,
the government current tax receipts net of transfers and gross domestic product.
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unit. Based on the assumption that within-quarter government spending does not

contemporaneously respond to macroeconomic variables, the government spend-
ing shock is identified by the Cholesky decomposition of the variance-covariance
estimates from the reduced-form VAR model. Then, the government spending
shock is an unexplained component of the government spending by past govern-
ment spending, output and other macroeconomic variables.

An alternative identification scheme could be the narrative approach, which
the military news shocks are based on. However, it is not suitable for analyzing the
government spending multiplier during the recent ZLB period in the United States
as there are few shocks that could be identified through that approach during that
period. In addition, the other advantage of this identification scheme, relative to
the narrative approach, is that I identify the current government spending shocks
instead of the news shocks because the size of the government spending multiplier
at the ZLB is sensitive to the timing of the government spending. Intuitively,
if the increase in the government spending is expected to occur after the zero
lower bound ends, as would possibly be the case with military spending, then the

multiplier is quantitatively small.'?

1.3.3 Data

The NIPA variables are drawn from the FRED database from the period 1955Q1-
2017Q4. I use variables as follows: nominal GDP, GDP deflator, Government
consumption expenditures and gross investment, Federal government current tax
receipts, State and local government current tax receipts, 10-year treasury constant
maturity rate, CBO real potential GDP, Personal consumption expenditures, Gross

private domestic investment.

1.4 Results

In the current section, I present my baseline results to investigate the size of the

government spending multiplier. In my baseline model, I define pre-ZLB periods

13See Christiano et al. (2011).
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as 2002Q1 to 2008Q4 and ZLB periods as 2009Q1 to 2015Q4. I construct the

average impulse response of the two periods as a way to summarize the results.

Output and Tax Figure 1.2 presents the difference in the impulse responses of
output, government spending and the tax net of transfers to a government spending
shock, and the difference in the cumulative multiplier'* between the ZLB and the
pre-ZLB period. Firstly, the difference in the impulse response of output ranges
from -0.25 to 0.85 on impact. Clearly, the difference is insignificant. If I ignore
the uncertainty of the estimated parameters and focus on the median estimate,
the magnitude is around 0.25, and much smaller than predicted by the theoretical
model illustrated in section 1.2. Secondly, there is no significant difference in the
cumulative multiplier. This is consistent with the result that the response of gov-
ernment spending to a government spending shock was also not greatly changed
during the ZLB period. Finally, the difference in the impulse response of the tax
net of transfers between the ZLLB and the pre-ZLB period is insignificant and that
implies the way of financing the government spending remained largely unaltered
during the ZLB period.

Inflation and Nominal Interest Rate I expand my variables with inflation 7
and the ten-year constant maturity yield rate GS10 as [G, T, GD P, w, GS10]. Fig-
ure 1.3 presents the difference in the responses of inflation, the ten-year constant
maturity yield rate, GDP and the tax net of transfers to a government spending
shock between the ZLB and the pre-ZLB period. Firstly, the difference in the re-
sponses of output and the tax net of transfers is similar to that of my benchmark
model. Secondly, the difference in the responses of inflation and the ten-year con-
stant maturity rate is insignificant. Lastly, the median estimate of the difference
in the response of inflation is around 0.1 percent that is much less than the the-
oretical prediction, and the median estimate of the difference in the response of
the ten-year constant maturity rate is around zero. These results are consistent
with the recent experience of the Fed managing long-term interest rate to stabilize
the economy, and suggests the central bank follows a similar pattern to affect the

long-term interest rate in both periods.

14See Section 1.2 for the definition.

14



My empirical findings stand in contrast to the above theoretical predictions

from the standard New Keynesian model at the ZLLB. The main difference is that
in the theoretical model the nominal interest rate is fixed while I find that the
nominal interest rate (the ten-year constant maturity yield rate) moves in my em-
pirical exercise. That may suggest that unconventional monetary policy can work
effectively in the recent ZLB periods and play a stabilizing role. 1 will build up
a DSGE model allowing for unconventional monetary policy during ZLB periods

to rationalize the aforementioned findings in the next section.

1.4.1 Robustness

In the current section, I briefly discuss some selected robustness exercises. The

detailed analysis is contained in the Appendix 1.7.2.

Consumption and Investment The standard New Keynesian model predicts
larger responses of consumption and investment to a government spending shock
at the ZLB. To test this hypothesis, I expand the VAR model with consumption
and investment. Similar to the results in the previous section, I find no significant

change in the responses of consumption and investment.

Controls To address the concern that the government spending shock in the
previous VAR can be predicted, I expand the VAR with the forecast of government
spending and GDP growth rate to control the timing of the government spending.

The result is robust to these controls.

State of recessions To examine whether the results relate to the state of reces-
sions, I split the sample during the ZLB period into two parts by unemployment
rate. The high unemployment rate period is defined as 2009Q2 to 2011Q4 where
the unemployment rate was above 8.5%. The low unemployment rate period is
defined as a union of period 2009Q1 and period from 2012Q1 to 2015Q4 where
the unemployment rate was below 8.5%. The size of the government spending
multiplier in these two samples is similar, not significantly different from in the

pre-ZLB period.
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Ability of TVC-SVAR to capture a change in the government spending multi-

plier To address the concern that my approach would not be able to capture the
change in the size of the government spending multiplier, I perform two exercise.
First, I compare the government spending multiplier during the pre-Volcker period
(1974Q1-1979Q2) with that of the Volcker period (1979Q3-1987Q2). There ex-
ists independent evidence that the monetary policy regime during the pre-Volcker
period was significantly different from that implemented during the Volcker period
which would predict a large difference in the multiplier.!® I find a larger multi-
plier during the pre-Volcker period. Second, I compare the government spending
multiplier during the pre-ZLB with that of the ZLB period in Japan using the
TVC-SVAR approach. Miyamoto et al. (2018) find that the government spend-
ing multiplier at the ZLB in Japan is larger using the local projection method,
in line with the predictions of the standard New Keynesian model at the ZLB.
Consistent with their findings, I find a larger multiplier during the ZLB period
in Japan. These results are reassuring with respect to the modeling choice of the
time-varying parameter VAR, as the model is able to detect changes in the size of

the multiplier.

5See, e.g., Clarida et al. (2000a).
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Figure 1.2: Difference in the Impulse Response to the Government Spending
Shock: Pre-ZLB vs. ZLB Periods
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Notes: The figure presents the difference in the impulse responses of GDP, government spending
and the tax net of transfers to a government spending shock, and the difference in the cumulative
multiplier between the ZLB and the pre-ZLB period. The blue solid line is the median estimate
of the difference and the blue dashed line is the 68% confidence band. The red circle line is the
theoretical prediction of the difference in the model illustrated in section 1.2.
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Figure 1.3: Difference in the Impulse Response to the Government Spending
Shock: Pre-ZLB vs. ZLB Periods
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Notes: The figure presents the difference in responses of inflation, the 10-year constant maturity
yield rate, GDP and the tax net of transfer to the government spending shock between the ZLB
and the pre-ZLB period. The blue solid line is the median estimate of the difference and the blue
dashed line is the 68% confidence band. The red circle line is the theoretical prediction of the
difference in the model illustrated in section 1.2.
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1.5 A New Keynesian Model with Unconventional

Monetary Policy

In the present section, I estimate a New Keynesian model with unconventional
monetary policy to rationalize the aforementioned findings. More specifically, I
assume the central bank directly targets the market interest rate following a Tay-
lor rule during both normal times and ZLB periods. This assumption is in the
same spirit to Wu and Zhang (2016) who propose a shadow rate as the coherent
summary of monetary policy. The underlying idea is that during normal time pe-
riods, the central bank influences both the risk-free interest rate and the premium
by controlling the federal funds rate. During the zero lower bound period, the
central bank directly controls the premium component of the market interest rate
through unconventional monetary policy, including quantitative easing programs

and forward guidance.

Household There is a representative household in the economy with the lifetime

utility function:

0 N1+V
U=E, Zﬁtexp(dt) {log(C’t —PCyy) — 1 :_ V} (1.14)
=0

subject to the budget constraint:

PCy+ Biy1 =B, Ry +WiN + T, (1.15)
—~—
Re(14+X)

Here C) is consumption, NV, is the hours, IV, is the nominal wage, 7T; is the firm’s
profit net of lump-sum taxes paid to the government. B;.; is the quantity of the
one-period bond households buy at period t, ?,,; is the interest rate of the one
period bond which can be interpreted as the risky return of the financial asset with
two components I; and \;. R; is the riskless rate, and \; can be interpreted as
a premium. When the federal funds rate R; is lowered down to zero, the central
bank can still move ); such that the market interest rate facing the household de-

noted by 2, ; tracks the evolution of the economy. The ), is introduced ad-hoc as
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I simplify the problem by assuming the central bank directly targets this interest

rate through both conventional and unconventional monetary policy. Based on the
above assumptions, the market interest rate in this model corresponds to the com-
ponent that the central bank can control. In the model, I keep the single interest
rate I?,,; and do not model the dynamics of I?; and ). d; is the intertemporal

preference shock, following the process:
dy = padi—1 + €4

Where ¢, represents an i.i.d. shock with constant variance o,.

Market interest rate Figure 1.4 presents the time series of several market inter-
est rates. There are several messages outstanding. First, the federal funds rate is
stuck around zero from 2009Q1 to 2015Q4. However, the commercial bank inter-
est rate on credit card plans, the 1-Year Adjustable Rate Mortgage Average in the
United States, the 2-year Finance Rate on Personal Loans at Commercial Banks,
the 4-year Finance Rate on Consumer Installment Loans at Commercial Banks
for New Autos were still above zero and fluctuated over time during the period
2009Q1-2015Q4. I focus on these interest rates because they are closely relevant
to the household along many dimensions. Second, the 2-year constant maturity
rate is constrained at the zero lower bound from period 2011Q3 to 2014Q1,
while the 2-year finance rate on personal loans with the same maturity still evolved
over time. This provides the evidence that the market interest rate that households
were faced with, may not be constrained by the zero lower bound. Third, the
market interest rates above on various items are closely correlated. Based on the
above observations, I assume the central bank targets the market interest rates and

follows a Taylor rule.

—pr

1
Ry" ) el o\ (Y, Vo R
i S it i Ry 1.1
R ( R ) (w> Y, c (1.16)

161 define the zero lower bound as the federal funds rate is below 50 basis points, i.e. 0.5%.
The highest rate during the period is 0.37%.
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Market Interest rate
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Figure 1.4: Various market interest rates

where R;" is the market interest rate in one quarter which is proxied by the ten-
year constant maturity yield rate when estimating the model. In this specification,
monetary policy shocks include both the conventional monetary policy shocks
defined by the shocks to the federal funds rate and premium shocks. If the zero
lower bound was an important constraint to the economy, I should observe that
the Taylor coefficients changed during the ZLB periods. In the following section,

I will estimate the Taylor coefficients in the regime-switching DSGE model.

Firms The firms’ problem is similar to the textbook New Keynesian model.!”
There is a continuum of monopolistic firms producing the intermediate goods with

production technology

Yi(i) = ZyL(i)' (1.17)

17See, e.g. Gali (2015).
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where Z; is the technology level of the firms that produce intermediate goods.

The intermediate goods producers set the price a la Calvo subject to the demand
constraint and production technology. The final goods producers combine in-
termediate goods following CES technology. More details are in the appdendix
1.7.5.

Government and market clearing The government budget constraint is
By =By 1Ry — T, + Gy (1.18)

The government issues one-period bond B; and adjusts net lump-sum taxes 7;
to finance government expenditures GG;. Government purchases are assumed to

evolve exogenously according to the process:

9t = PgGi—1 + €g, (1.19)

Where g, = Zog(%) - log(g—;), €4, Tepresents an i.i.d. shock with constant vari-
ance o,.

The market clearing condition for this economy is:

1.5.1 Solving and Estimating the DSGE model

The model is solved with method proposed by Farmer et al. (2009). I construct the
likelihood of the solution of the model using the Kalman filter and use Bayesian
estimation methods to fit the model to the data. See Appendix 1.7.3 for details.

I use four series of quarterly U.S. data as observables: per capita real GDP
growth, the annualized inflation rate, the market interest rate and government
spending to GDP ratio. In the baseline model, the market interest rate is proxied
by the ten-year constant maturity rate as the Fed managed to stabilize the economy
through purchasing the long term bond. However, the ten-year constant maturity

rate also reflects the future interest rate and does not correspond to the market
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interest rate in the model. Thus, in the robustness exercise, I use the commercial

bank interest rate on credit card plans and the Wu-Xia shadow rate respectively to
proxy for the market interest rate. I estimate the model by fixing the regime se-
quence. More specifically, I impose the period from 1985Q1 to 2008Q4 to be the
pre-ZLB regime and the period from 2009Q1 to 2015Q4 to be the ZLB regime.
This implies the agent in the model is faced with the possibility of regime switches
while the econometrician estimating the model knows the sequence of regimes. I
argue this is plausible in my application since I am trying to evaluate the average
performance of unconventional monetary policy during the recent ZLLB periods.
Estimating the model with regime switches has some advantages over estimating
the model under the fixed regime with two separate samples. First, I allow for
a larger parameter region.!® Second, in the regime-switching model, the policy
function during ZLB periods also depends on the policy function during normal
times when the ZLB regime ends. This is more realistic as the agent will expect
the unconventional monetary policy regime to end eventually and switches back

to the normal period regime.

1.5.2 Parameter Estimates

I calibrate the discount factors 5 to be 0.9985 to be consistent with the annual-
ized 2% real interest rate. The habit persistence, ® is 0.9 taken from Ferndndez-
Villaverde et al. (2010). « is 1/3 such that the labor income share is 2/3. The gov-
ernment expenditure to GDP ratio in steady state is fixed at 0.2. The regimes’ tran-
sition probability matrix is calibrated to be consistent with the data. The probabil-
ity of conventional monetary policy regime and unconventional monetary policy
regime persist are calibrated with 0.9896 and 0.8, respectively. This corresponds
to 24 years of conventional monetary policy regime from 1985Q1 to 2008Q4 and

5 quarters of unconventional monetary policy regime that the agent expects. The

8Tn standard Bayesian estimation of the DSGE model, indeterminate solutions are ruled out
when monetary policy is passive. In the regime-switching DSGE model, though the parameters in
one regime give rise to indeterminate solutions if I assume the regime never switches, the system
as a whole can still be determinate if the regime is not too persistent. Thus, I am able to allow
for Taylor coefficients on inflation less than 1 in my parameter regions which allows to a greater
difference to be generated in the government spending multiplier between normal times periods
and ZLB periods.
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rest of the parameters are estimated. I use the 10-year constant maturity yield rate

summarizing both conventional and unconventional monetary policy. Table 1.1
presents the priors and posterior parameter estimates. First, the mean estimate of
Taylor coefficient on inflation is 2.25 during normal times and is 1.20 during the
recent ZLB periods. The change in the coefficient is quantitatively small. As I
will show in the next section, the small change in the Taylor coefficient cannot
generate a large difference in the government spending multiplier. Second, I set
a loose prior for the Taylor coefficient on inflation during ZLB periods with the
mean of 0.5 and the standard deviation of 0.5, covering a range from O to 1 in one
standard deviation. This suggests my posterior estimate is not driven by the prior
but informed from the data. In sum, the estimated results corroborate the idea
that unconventional monetary policy was efficient at circumventing the constraint

implied by the zero lower bound.

1.5.3 Impulse Responses

Figure 1.5 presents the impulse responses of inflation, output and the nominal in-
terest rate to a government spending shock. During both periods, the standard New
Keynesian transmission channel of government spending shocks is present which
depends on the monetary policy conduct. In response to a positive government
spending shock, inflation rises, and the nominal interest rate goes up more than
inflation, following the Taylor principle. The rise in the real interest rate stabilizes
aggregate demand. Figure 1.6 reports the difference in the response of output to a
government spending shock in the TVP-VAR model, the calibrated model and the
estimated MS-DSGE model with unconventional monetary policy. The difference
in the response of output in the TVP-VAR model is similar to that of the estimated
MS-DSGE model with unconventional monetary policy and much smaller than
that of the calibrated model at the ZLB. In sum, since the behavior of the market
interest rate during the ZLB periods is similar as during the pre-ZLB periods, there
is no significant change in the size of government spending multiplier between the

two periods.
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‘ Posterior ‘ Prior

Parameter | Mode  Mean %5 %95 | Distr. Mean St. Dev.
pr(C=1) | 0.8526 0.8552 0.8155 0.8908 B 0.5 0.2
O-(C=1) | 22087 2.2456 1.8655 2.6296 N 1.5 0.3
¢y(C=1) [ 0.1032 0.1301 0.0182 0.2688 N 0.25 0.1
pr(C=2) [ 0.6915 0.6470 0.4280 0.8257 N 0.5 0.2
o-(C=2) | 1.0441 1.1967 0.5831 1.8471 N 0.5 0.5
(%(C =2) | 0.1316 0.1440 0.0220 0.2891 N 0.15 0.1
R 0.0958 0.1784 0.0404 0.4118 B 0.5 0.2
Pey 0.7807 0.8073 0.6846 0.9322 B 0.5 0.2
Pyq 0.9611 0.9553 0.9205 0.9835 B 0.5 0.2
o,((=1) | 0.0117 0.0113 0.0089 0.0137 | 1G1 0.1 2
o-(C=1) | 0.0017 0.0018 0.0015 0.0021 | IG1 0.1 2
o, (C=1) | 00312 00319 00244 00411 | IG1 0.1 2
o,(C=1) | 0.0167 00177 00138 00216 | IGI 0.1 2
0.((=2) |0.0112 0.0114 0.0080 0.0157 | IG1 0.1 2
o.(C=2) | 0.0038 0.0042 0.0030 0.0056 | IG1 0.1 2
oc,(C=2){0.0233 0.0269 0.0163 0.0396 | IG1 0.1 2
o,(C=2) | 0.0211 00226 00164 0.0302 | IGI 0.1 2
O obsd 0.0021 0.0022 0.0017 0.0028 | 1G1 0.1 2
Cp 0.7459 0.7378 0.6745 0.7837 B 0.5 0.05
v 1.5511 1.5525 1.1736 1.9774 G 2 0.3
400y 2.0693 2.0690 1.5150 2.6655 G 2 0.5
4007 1.7268 1.6984 1.2705 2.1426 G 2 0.5
400G Sy | 3.8881 3.7669 2.9555 4.5859 G 3 0.5

Table 1.1: Modes, Mean, 90% error bands, and prior distributions of the parameters of the
Markov-switching DSGE model. { = 1 is the normal periods. { = 2 is the ZLB periods.

1.5.4 Discussions

In the current section, I discuss what explains the variations of the GDP growth
from the estimated DSGE model with unconventional monetary policy. Figure
1.7 shows the historical contribution of each of four types of shocks (technol-
ogy shock, preference shock, monetary policy shock, and government spending
shock). The low growth rate during the Great Recession is mainly attributed to
the negative technology shock and negative preference shock. A series of neg-
ative technology shocks hit the economy before the Great Recession consistent

with the literature (e.g. Fernald (2014)). In the subsequent slow recovery periods,
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the negative technology shock and the negative government spending shock is an

important driver of economic fluctuations. The identified negative government
spending shock during the ZLB periods is consistent with the observation from

the data that the government spending to GDP ratio declines during that period.

1.5.5 Robustness

I estimate the model using the Wu-Xia shadow rate and Commercial Bank In-
terest Rate on Credit Plans to summarize both the conventional and unconven-
tional monetary policy following a Taylor rule respectively. In both cases, there
is no significant change in the interest rate rule between normal times and ZLB
times. Following the same reasoning explained in the previous section, there is no
significant difference in the size of government spending multiplier between the
pre-ZLB and the ZLB periods. See Appendix 1.7.4 for detailed tables and figures.
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Figure 1.5: Impulse Response to the Government Spending Shock in the Es-
timated MS-DSGE Model
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Note: The figure presents the impulse response of output, inflation and nominal interest rate to a

government spending shock in the estimated model. The response of inflation and nominal interest

rate is expressed as a percentage. The response of output is denoted in dollars, corresponding to

one dollar-change government spending. The blue dash-dot line is the median impulse response

and the blue dashed line is the 68% confidence band for the ZLB periods 2009Q1-2015Q4. The
red solid line is the median impulse response for the normal periods 1985Q1-2008Q4.
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Figure 1.6: Comparison of VAR results with those of the Estimated MS-

DSGE Model
o Difference in the Response of GDP
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Note: The figure presents the difference in the impulse responses of output and inflation to a
government spending shock in the TVP-VAR model, the calibrated model and the estimated MS-
DSGE model with unconventional monetary policy. The blue dash-dot line is the median estimate
of the difference in the impulse response and blue dashed line is the 68% confidence band. The
red solid line is the median difference in the impulse response in the estimated MS-DSGE model
with unconventional monetary policy. The red circle line is the difference in the impulse response
in the calibrated theoretical model at the ZLB.
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Figure 1.7: Historical Decomposition of Real GDP Growth rate (Annual per

capita)
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Note: The figure presents the historical decomposition of real GDP growth rate (Annual per capita)

deviation from trend growth.
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1.6 Concluding Remarks

The present paper contributes to the literature about the government spending mul-
tiplier at the zero lower bound (ZLB). I use a time-varying structural VAR to de-
scribe the dynamic responses of U.S. macroeconomic variables to the government
spending shocks. In contrast to the prediction of the standard New Keynesian
models, I find there are no significant changes in the responses of GDP, consump-
tion, investment, inflation and the 10-year constant maturity treasury rate to the
identified government spending shocks. One possible explanation is that uncon-
ventional monetary policy may stabilize the economy effectively during the zero
lower bound periods. To test this hypothesis, I propose a theoretical model where
the central bank, through either conventional or unconventional policies, directly
controls the market interest rate, and where the policy rule parameters are subject
to regime switches to capture potential changes due to the ZLB constraint. The
model estimates indicate that there are no significant changes in the Taylor co-
efficients for the market interest rate between normal times and the recent ZLB
periods in the United States. Therefore, even during the ZLB periods, in response
to a positive government spending shock, the central bank would increase the
market interest rate to stabilize the economy. As a result, the effect of government
spending shocks remains largely unaltered.

My results suggest that the government spending policy was less effective than
previous thought during the recent ZLB periods in the United States. This implies
that in order to stimulate the economy the government should implement a larger
fiscal stimulus package. Furthermore, the cost of fiscal consolidation would be

small.

1.7 Appendices

1.7.1 Time-varying coefficients and stochastic volatility VAR

model

In this section, I briefly explain the procedure I employ to estimate the time-

varying coefficients and stochastic volatility VAR model along the lines described
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in Del Negro and Primiceri (2015). I simulate the posterior distribution of the

model coefficients by Gibbs sampling. In each procedure, I draw the parameters
from the posterior distribution conditional on the value of the remaining parame-

ters. I describe the algorithm in each step below.

[

. Draw BT from p(87|AT, ST, ¥, V,yT).
2. Draw AT from p(AT|37, ST, 3TV, yT).
3. Draw ST from p(ST|pT, AT, STV, yT).
4. Draw X7 from p(XT |87, AT, STV, y1).

5. Draw V from p(V|XT, g7, AT ST yT).

Prior Specification

The prior takes the form of:
I. By ~ N(Bovs, 4Var(Bovs)).
2. Ay~ N(Aors,4Var(AoLs))-
3. log(og) ~ N(log(oors), I,)-
4. Q ~ IW (kg * size(T) * Var(Bors), size(T)).
5. W ~ IW (K2 * (1 + dimension(W)) * I,, (1 + dimension(W))).
6. S; ~ IW (k% x (1 + dimension(S;) * Var(Aors), (1 + dimension(S;))).

where variable with subscript OLS corresponds to the OLS estimates in the time
invariant VAR for the training sample. .S; is the variance-covariance matrix of i-th
row of non-zero element of .. The benchmark results presented in the paper are
obtained using followings values: kg = 0.05, ks = 1, Ky = 0.05. The number
of training sample, 7 is set to be 80.

31



Gibbs sampling algorithm

Let T be the total number of observations. I draw parameters from the posterior

distribution starting from 7/3 + 1. !° The algorithm runs as follows:

Draw 37: Conditional on AT, ST TV, 4T, the 3 is drawn following the Carter
and Kohn (1994) algorithm.

Draw AT: Conditional on 87, ST %7 V4T, rewrite 1.9 as: A;(y, — X/B;) =
Ayyr = Xyi€s. The ¢ + 1-th equation of Ay, = Y€, can be written as

Uit 1t = —Y[1,..q,t Q¢ T Oit€iy1e,1 = 2,3,..n

where o ; is the i-th row of non-zero element of o, Jp1,..i.¢ 1S (Y14, Yo,¢---Tirt)s Ti
is the i-th row of X, €;41 ¢ 1s the i-th row of ¢;. I can apply Carter and Kohn (1994)

algorithm to the above problem equation by equation.

Draw S7: Conditional on 87, AT ¥ V. 47, T have A;(y; — X|B;) = Awyr =

>1€;. Taking squaring and then logarithms of every element, I obtain

Yy =2h + e (1.21)
he = hi—1 +n (1.22)

Y = log[(y;t)Q +1le —6];e = log(ezt), his = log(o;,). I approxiate the dis-
tribution of e; ; by a mixture of normal distribution following Kim, Shephard and
Chib (1998). Conditional on 57, AT, %7V, 1 sample s;, from discrete density
defined by

Pr(siy = jlyit, hig) o< ¢ fn(yi712hie +my — 1.2704, UJQ.),j =1,.,7i=1,...,n
(1.23)

fn is the density function of normal distribution.

191 start the sample from 7/3 + 1 instead of 7 in order to keep more data points.
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Draw Y,: Conditonal on 37, AT, ST V, 4T I apply Carter and Kohn (1994)
algorithm to draw h;.

Draw VV: Conditional on 7', 87, AT ST 7 the posteriors of hyperparameters
has inverse-Wishart distribution. It is easy to draw hyperparameters from inverse-
Wishart distribution.

I make 45000 draws, discard the first 5000 draws and collect 1 out of 20 of the

remaining 40000 draws. Parameters convergence is assessed using trace plots.

1.7.2 Empirical Results: Robustness Checks

Consumption and Investment Standard New Keynesian model predicts larger
consumption and investment multiplier at the ZLB. To examine that hypothesis,
I expand the VAR model with consumption and investment. The VAR model
is denoted by [G,T,Y,C, I]. Figure 1.8 presents the differences in the impulse
responses of consumption, investment, and GDP between the ZLB period and
pre-ZLB period to a government spending shock. Similar to the main results, I
find no significant change in the responses of consumption and investment. The
median estimate of the difference is around 0.2. The difference in GDP response

in this expanded VAR model is similar to that of the baseline model.

Controls To address the concern that the government spending shocks in the
baseline VAR model can be predicted, I expand the VAR model with the forecast
of government spending and GDP growth rate to control the timing of the gov-
ernment spending. The forecast of the government spending growth rate is con-
structed by splicing the Greenbook forecast data from period 1966Q4 to 1981Q4
and Survey of Professional Forecast Data from period 1982Q1 to 2017Q4.2° The
forecast of GDP growth rate is constructed from the Survey of Professional Fore-
cast Data from 1969Q1 to 2017Q4.2! The forecast of government spending and
GDP is made in period t-1 for the period t value. I use the forecast of growth rate

instead of levels because there have been plenty of data revisions in the National

201 refer the reader to Auerbach and Gorodnichenko (2012b) for details.
2I'The sample of the real GDP forecast in levels starts from 1968Q4.
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Income and Product Accounts. I run two VAR models. First, I include the forecast

of government spending growth rate denoted by F'G in the VAR model. The VAR
model is denoted by [F'G,G,T,Y]. Second, I include both the forecast of gov-
ernment spending growth rate £'G' and the forecast of GDP growth rate F'GDP
in the VAR model. The VAR model is denoted by [F'GDP, FG,G,T,Y]. Figure
1.9 and Figure 1.10 display the results respectively. In both specifications, the dif-
ference in the government spending multiplier between the ZLLB and the pre-ZLB
period is insignificant and the median estimates are small compared with that of

the theoretical prediction.

State of recessions To examine whether the results relate to the state of reces-
sions, I split the sample during the ZLB period into two parts by unemployment
rate. The high unemployment rate period is defined as 2009Q2 to 2011Q4 where
the unemployment rate was above 8.5%. The low unemployment rate period is
defined as a union of period 2009Q1 and period from 2012Q1 to 2015Q4 where
the unemployment rate was below 8.5%. Figure 1.11 shows the difference in the
response of output between the ZLB with different unemployment rates and the
pre-ZLB period respectively. The size of the government spending multiplier in
these two samples is similar, not significantly different from in the pre-ZLB pe-

riod.

Ability of TVC-SVAR to capture a change in government spending multiplier
To address the concern that my approach is not able to capture the change in the
government spending multiplier, I perform two exercise. First, I compare the
government spending multiplier during the pre-Volcker period (1974Q1-1979Q2)
with that of the Volcker period (1979Q3-1987Q2). There exists independent
evidence independent evidence that the monetary policy regime during the pre-
Volcker period is significantly different from that implemented in the Volcker pe-
riods which would predict a larger multiplier during the pre-Volcker period.?? Fig-
ure 1.12 presents the difference in the response of output between the pre-Volcker
period and the Volcker period. I find a larger multiplier in the pre-Volcker period.
Second, I compare the multiplier during the pre-ZLB period with that of the ZLLB

22See, e.g., Clarida et al. (2000a).
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period in Japan using the TVC-SVAR approach. Miyamoto et al. (2018) find that

the multiplier at the ZLB in Japan is larger, consistent with the predictions of the

standard New Keynesian model at the ZLB using local projection method. I re-
peat the exercise with the same data using the TVC-SVAR approach. The VAR
model is [G, T, Y]. Figure 1.13 displays the difference in the response of output to
a government spending shock between the ZLB and the pre-ZLB period. Similar
to their findings, I find the government spending multiplier during the ZLB period
(1995Q4-2014Q1) is larger than during the pre-ZLB period (1980Q1-1995Q3) in
Japan. These results are reassuring with respect to the modeling choice of the
time-varying parameter VAR, as the model is able to detect changes in the size of

the multiplier.

Lags To address the concern that the lags of the VAR model can affect my re-
sults, I conduct the exercise by increasing the lags of the VAR model to 4. Figure
1.15 presents the difference in the response of output. The main result is robust to
the lags of the VAR model.

Identification 1 employ an alternative identification of government spending
shocks. I include forecast error of real government purchases growth rate, real
government purchases, real government current tax receipts net of transfers and
real gross domestic product denoted by [F'eG, G, T, GD P]. The variables [G, T, Y]
are normalized by the real potential GDP as explained in the paper. Following
Ramey (2011), I order forecast error of government spending growth rate first and
identify the government shocks by recursive identification scheme. I normalize
the size of the government spending shock such that it increases the real gov-
ernment spending by one unit. Figure 1.14 presents the difference in response
of output between the ZLLB period and the pre-ZLB period. The difference is

insignificant.

Prior of the hyperparameters To show my results is not sensitive to the priors
for the hyperparameters, I estimate the model with another group of priors where
kg = 0.01,ks = 0.1, Ky = 0.01. Figure 1.16 shows that there is no significant

change in the response of the output to the government spending shock.
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Linear VAR models with separate samples Figure 1.17 displays the impulse
reponse of the real GDP to a government spending shock in a fixed-coefficient
VAR model estimated over the two periods 1985Q1-2008Q4 and 2009Q1 -2015Q4.

I find no significant change in the response of the output to the government spend-
ing shock.
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Figure 1.8: Impulse Response to the Government Spending Shock: Pre-ZLB

vs. ZLB Periods
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Notes: The figure presents the difference in the impulse responses of the consumption, investment
and real GDP to the government spending shock between the ZLB period (2009Q1-2015Q4) and
the pre-ZLB period (2002Q1-2008Q4). The blue solid line is the median estimate of the difference
and the blue dashed line is the 68% confidence.
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Figure 1.9: Impulse Response to the Government Spending Shock: Pre-ZLB
vs. ZLB Periods
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Notes: The figure presents the difference in the impulse response of the real GDP to the gov-
ernment spending shock between the ZLB period (2009Q1-2015Q4) and the pre-ZLB period
(2002Q1-2008Q4). The blue solid line is the median estimate of the difference and the blue
dashed line is the 68% confidence band.
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Figure 1.10: Impulse Response to the Government Spending Shock: Pre-
ZL1B vs. ZLB Periods
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Notes: The figure presents the difference in the impulse response of the real GDP to the govern-
ment spending shock between the ZLB period (2009Q1-2015Q4) and pre-ZLB period (2002Q1-
2008Q4). The blue solid line is the median estimate of the difference and the blue dashed line is
the 68% confidence band.
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Figure 1.11: Impulse Response to the Government Spending Shock: Pre-
ZLB vs. ZLB Periods
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Notes: The figure presents the difference in the impulse response of the real GDP to the govern-
ment spending shock between the ZLB period where either the unemployment rate is high or low
and the pre-ZLB period. The high unemployment rate period at the ZLB is defined as 2009Q2 to
2011Q4 when the unemployment rate is above 8.5%. The low unemployment rate period at the
ZLB is defined as a union of period 2009Q1 and period 2012Q1-2015Q4 when unemployment is
below 8.5%. The blue solid line is the median estimate of the difference and the blue dashed line
is the 68% confidence band. The red circle line is the theoretical prediction of the difference in the
output response in the New Keynesian model at the ZLB.
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Figure 1.12: Impulse Response to the Government Spending Shock: Pre-
Volcker vs. Volcker Periods
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Notes: The figure presents the difference in the impulse response of the real GDP to the govern-
ment spending shock between the pre-Volcker period and the Volcker period. The pre-Volcker
period is defined as 1974Q1 to 1979Q2. The Volcker period is defined as 1979Q4 to 1987Q2. The
blue solid line is the median estimate of the difference and blue dashed line is the 68% confidence
band.
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Figure 1.13: Impulse Response to the Government Spending Shock: Pre-
ZLB vs. ZLB Period in Japan
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Notes: The figure presents the difference in the impulse response of the real GDP to the govern-
ment spending shock between the pre-ZLB period and ZLB period in Japan. The pre-ZLB period
is defined as 1980Q1 to 1995Q3. The ZLB period is defined as 1995Q4 to 2014Q1. The blue solid
line is the median estimate of the difference and blue dashed line is the 68% confidence band.
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Figure 1.14: Impulse Response to the Government Spending Shock: Pre-
ZL1B vs. ZLB Periods
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Notes: The figure presents the difference in the impulse response of the real GDP to the gov-
ernment spending shock between the pre-ZLB period and the ZLB period. The pre-ZLB period is
defined as 2002Q1 to 2008Q4 and the ZLB period is defined as 2009Q1 to 2015Q4. The blue solid
line is the median estimate of the difference and blue dashed line is the 68% confidence band.
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Figure 1.15: Impulse Response to the Government Spending Shock

0.8

-0.8

Difference: GDP

—_

— — 68% CI
= Difference

— —+

2

4

6

8

10

12 14 16 18 20

Notes: The figure presents the difference in the impulse response of the real GDP to the govern-
ment spending shock between the pre-ZLB period and the ZLB period. The pre-ZLB period is
defined as 2002Q1 to 2008Q4 and the ZLB period is defined as 2009Q1 to 2015Q4. The blue
solid line is the median estimate of the difference and the blue dashed line is the 68% confidence.
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Figure 1.16: Impulse Response to the Government Spending Shock
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Notes: The figure presents the difference in the output response to the government spending shock.
The pre-ZLB period is defined as 2002Q1 to 2008Q4 and the ZLB period is defined as 2009Q1 to
2015Q4. The blue solid line is the median estimate of the difference and blue dashed line is the
68% confidence band.
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Figure 1.17: Impulse Response to the Government Spending Shocks
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Notes: The figure presents the impulse response of the real GDP to the government spending
shocks during the pre-ZLB (red line) and the ZLB period (blue line) respectively. The pre-ZLB
period is defined as 1985Q1 to 2008Q4 and the ZLB period is defined as 2009Q1 to 2015Q4. The

dashed line is the 68% confidence band.
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1.7.3 DSGE Model

Estimation of DSGE model: MCMC algorithm

Estimation I simply present the steps of MCMC algorithm to draw the posterior

distribution of the parameters. I initialize the algorithm at the posterior mode.
1. Draw @' from the distribution: N (), Ci)

2. Draw o from uniform distribution, if o < min { P(')/P(0), 1}, accept 6.
Otherwise, 8’ = 6.

3. Iterate the above procedure.

S is the inverse of the Hessian computed at the posterior mode. c is the parameter

to control the acceptance rate. P(6) is the posterior evaluated at 6.

Convergence Checks The convergence check is based on the Gelman-Rubin
Potential Scale Reduction Factor. Table 1.2 reports the Gelman-Rubin Potential
Scale Reduction Factor (PSRF) for five chains of 200000 draws each. I discard
the first 50000 draws and keep the remaining 150000 draws. Values below 1.2 are

regarded as indicative of convergence.

Parameters ‘ PSRF ‘ Parameters ‘ PSRF ‘ Parameters ‘ PSRF

pe(C=1) [ 1.0007 | 0.(C=1) | 1.0009 & 1.0003
d(C=1) | 1.0007 | 0,(C=1) | 1.0009 v 1.0005
¢,(C=1) | 1.0008 | o¢,(C=1) | 1.004 400y | 1.0002
pr(¢=2) | 1.0009 | o,(¢C=1) | 1.001 400m | 1.0012
dr(C=2) | 1.0001 | 0.(¢=2) | 1.0002 | 400GSy, | 1.0009
¢,(C=2) | 1.0004 | 0,(C=2) | 1.0001

p- 1.0014 | 0,(C =2) | 1.0022

pe, 1.0012 | 0,4(¢ =2) | 1.0002

Pg 1.002 Tobs 1.0003

Table 1.2: The table reports the Gelman-Rubin Potential Scale Reduction Factor (PSRF) for
five chains of 200000 draws each. I discard the first 50000 draws and keep the remaining 150000
draws. Values below 1.2 are regarded as indicative of convergence.
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1.7.4 Robustness Checks

Table 1.3 and 1.4 presents the estimated results of the DSGE model using Wu-Xia
shadow rate and Commercial Bank Interest Rate on Credit Card Plans summariz-
ing both conventional and unconventional monetary policy respectively. Figure
1.18 and 1.20 present the impulse responses of output, inflation and the nomi-
nal interest rate to a government spending shock. Figure 1.19 and 1.21 displays
the difference in the output response to the government spending shock. As ex-
plained in the paper, there is no significant change in the Wu-Xia shadow rate rule
and Commercial Bank Interest Rate on Credit Card Plans rule between normal
times and ZLB times. As a result, there is no significant difference in the size of

government spending multiplier between the pre-ZLB period and the ZLB period.
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‘ Posterior ‘ Prior

Parameter | Mode  Mean %5 %95 | Distr. Mean St. Dev.
pr(C=1) | 0.8551 0.8548 0.8146 0.8896 B 0.5 0.2
O-(C=1) | 23102 2.3237 1.9468 2.7101 N 1.5 0.3
¢y(C=1) | 0.1506 0.1598 0.0317 0.3046 N 0.25 0.1
pr(C=2) |0.8326 0.7998 0.6668 0.8991 N 0.5 0.2
o-(C=2) | 1.2657 1.3922 0.7811 2.0254 N 0.5 0.5
(%(C =2) | 0.1646 0.1713 0.0347 0.3240 N 0.15 0.1
R 0.1027 0.1689 0.0379 0.3623 B 0.5 0.2
Pey 0.8448 0.8436 0.7477 0.9247 B 0.5 0.2
Pyq 0.9622 09572 0.9238 0.9842 B 0.5 0.2
o,((=1) | 0.0118 0.0116 0.0093 0.0140 | IG1 0.1 2
o-(C=1) | 0.0019 0.0020 0.0017 0.0023 | IG1 0.1 2
o, (C=1) | 00301 00321 00255 0.0399 | IG1 0.1 2
o,(C=1) | 0.0168 00173 00137 00211 | IGI 0.1 2
0,((=2) | 0.0113 0.0118 0.0084 0.0160 | IG1 0.1 2
o.(C =2) | 0.0040 0.0045 0.0032 0.0062 | 1G1 0.1 2
0o, (C=2) | 00233 00268 00170 0.0393 | IG1 0.1 2
o,(C=2) | 00209 00222 00164 0.0295| IGI 0.1 2
o,bsd 0.0021 0.0022 0.0017 0.0027 | 1G1 0.1 2
Cp 0.7465 0.7427 0.6868 0.7883 B 0.5 0.05
v 1.5542 1.5585 1.1825 1.9902 G 2 0.3
400~y 1.8284 1.8766 1.3464 2.4548 G 2 0.5
4007 1.8108 1.8499 1.4318 2.2878 G 2 0.5
400G Sy | 2.8745 29159 2.2584 3.6085 G 3 0.5

Table 1.3: Modes, Mean, 90% error bands, and prior distributions of the parameters of the
Markov-switching DSGE model. { = 1 is the normal periods. { = 2 is the ZLB periods
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Figure 1.18: Impulse Response to the Government Spending Shock in the

Estimated Model
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Note: The figure presents the impulse response of the output, inflation and nominal interest rate to a
government spending shock in the estimated model. The response of inflation and nominal interest
rate is expressed as a percentage. The response of output is denoted in dollars, corresponding to
one dollar-change government spending. The blue dash-dot line is the median impulse response
and the blue dashed line is the 68% confidence band for the ZLB periods 2009Q1-2015Q4. The
red solid line is the median impulse response for the normal periods 1985Q1-2008Q4.



Figure 1.19: Compare VAR results with that of the Estimated MS-DSGE
Model

Difference in the Response of GDP

Difference in the Response of Inflation
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Note: The figure presents the difference in output and inflation response to a government spending
shock in the TVP-VAR model, the calibrated model and the estimated MS-DSGE model with
unconventional monetary policy. The blue dash-dot line is the median estimate of the response
and blue dashed line is the 68% confidence band. The red solid line is the median difference of the
impulse response in the estimated MS-DSGE model with unconventional monetary policy. The

red circle line is the difference in the impulse response from the calibrated theoretical model at the
ZLB.
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‘ Posterior ‘ Prior

Parameter | Mode Mean %5 %95 | Distr. Mean St. Dev.
pr(C=1) | 09432 0.9389 0.9183 0.9557 B 0.5 0.2
O-(C=1) | 22328 2.2997 1.9043 2.7257 N 1.5 0.3
¢,(C=1) | 0.2064 0.2101 0.0615 0.3660 N 0.25 0.1
pr(C=2) | 0.8870 0.8680 0.7981 0.9198 N 0.5 0.2
¢-(C=2) | 15171 1.6850 1.0310 2.4302 N 0.5 0.5
gby(C =2) | 0.1347 0.1544 0.0247 0.3054 N 0.15 0.1
P2 0.1291 0.1954 0.0506 0.4082 B 0.5 0.2
Pey 0.9816 0.9800 0.9677 0.9891 B 0.5 0.2
Pg 0.9650 0.9583 0.9229 0.9863 B 0.5 0.2
0, (C=1) | 0.0132 0.0133 0.0104 0.0167 | 1IG1 0.1 2
o-(C=1) | 0.0024 0.0026 0.0020 0.0032 | IG1 0.1 2
o¢, (C=1)1]0.0429 0.0482 0.0321 0.0729 | 1GI 0.1 2
o,(C=1) | 0.0190 0.0194 00148 0.0244 | IG1 0.1 2
0.(C=2)|0.0102 0.0108 0.0075 0.0148 | IG1 0.1 2
o-(C=2) | 0.0046 0.0052 0.0037 0.0071 | IG1 0.1 2
0o, (C=2) | 0.0513 00597 00376 0.0916 | IG1 0.1 2
o,(C=2) | 0.0221 00232 00171 0.0305| IGI 0.1 2
o,bs4 0.0031 0.0033 0.0025 0.0044 | 1G1 0.1 2
Cp 0.7206 0.7161 0.6532 0.7713 B 0.5 0.05
v 1.4954 1.5107 1.1460 1.9136 G 2 0.3
400~y 1.8175 1.9497 1.3218 2.6543 G 2 0.5
4007 1.2329 1.2570 0.7829 1.8425 G 2 0.5
400G Sy | 3.7456 3.9574 2.9312 5.1680 G 3 0.5

Table 1.4: Modes, Mean, 90% error bands, and prior distributions of the parameters of the
Markov-switching DSGE model. { = 1 is the normal periods. { = 2 is the ZLB periods
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Figure 1.20: Impulse Response to the Government Spending Shock in the
Estimated Model
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Note: The figure presents the impulse response of the output, inflation and nominal interest rate to a
government spending shock in the estimated model. The response of inflation and nominal interest
rate is expressed as a percentage. The response of output is denoted in dollars, corresponding to
one dollar-change government spending. The blue dash-dot line is the median impulse response
and the blue dashed line is the 68% confidence band for the ZLB periods 2009Q1-2015Q4. The
red solid line is the median impulse response for the normal periods 1995Q2-2008Q4.
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Figure 1.21: Compare VAR results with that of the Estimated MS-DSGE

Model
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Note: The figure presents the difference in output and inflation response to a government spending
shock in the TVP-VAR model, the calibrated model and the estimated MS-DSGE model with
unconventional monetary policy. The blue dash-dot line is the median estimate of the response
and blue dashed line is the 68% confidence band. The red solid line is the median difference of the
impulse response in the estimated MS-DSGE model with unconventional monetary policy. The
red circle line is the difference in the impulse response from the calibrated theoretical model at the

ZLB.
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1.7.5 Model details

Firms. [ next turn to the firms’ side. The final good is produced by a represen-

tative firm combining intermediate goods Y; , 4 € [0, 1] with CES technology:

1 =1
Yy = (/ (i) di)
0

Assuming the perfect competition of final goods markets, the profit maximization

leads to demand function for intermediate goods #:

Yi(i) = (Pt(i))_en (1.24)

for all 7 € [0, 1]. The aggregate price index of one unit of final goods is obtained

by integrating over the intermediate goods price p;(7):

1 T
P = ( / Pt(i)1‘€) (1.25)
0

The intermediate good i is produced by the monopolistic firm with production
technology:

Y (i) = Z; L (i) ™ (1.26)

where Z; is the technology level of intermediate goods producing firm. The in-
termediate goods market is monopolistic competition. Following Calvo (1983a),
in each period, the individual monopolist are allowed to reoptimize the price wtih
probability ¢,. The (, fraction of price-setting firms set the price to maxizmize the

expected present discounted value of future profits:

- Atys Pi(i)7° , ,
iy (BG) == ]ﬁ:)” (Vis(3) = Wit s Nivs(3)) (1.27)

s=0

Subject to the demand function 3.15 and production function 3.16. ), is the house-
hold marignal utility of nominal income. The remaining fraction ,1 — { firms,

would set the price with full indexation p;(7) = 7p;_1(i) where 7 is steady state
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level of inflation rate that central bank targets.
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Chapter 2

AN EMPIRICAL ASSESSMENT
OF THE FED’S TARGETING
RULE AND LOSS FUNCTION

2.1 Introduction

Central banks play a crucial role in modern economies. They counter-react to eco-
nomic fluctuations to ensure stability. For instance, the Federal Reserve (the Fed
thereafter) of the United States claims a dual mandate, ’two goals of price stabil-
ity and maximum sustainable employment”, as its official policy objective. While
the announced objective is clear qualitatively, it is ambiguous quantitatively. Fac-
ing a tradeoff between price stability and employment (or output gap), what is the
Fed’s desired allocation”? To be more concrete, what is the reduction in output
gap (in growth) that the Fed is willing to take for inflation that is one percentage
point higher than the target? The answer to this question defines the central bank’s
targeting rule, see, e.g., Svensson (1999) and Svensson and Woodford (2004).
The goal of this paper is to estimate central banks’ targeting rules empirically.
Understanding a central bank’s targeting rule (desired allocation) is extremely im-
portant for consumers’, professionals’ and firms’ optimization problems. Unfor-
tunately, the Fed has been opaque regarding this. And there is a lack of empirical

studies on this matter in the academic literature. This paper fills this gap.
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The estimation of a central bank’s targeting rule is a non-trivial exercise as it

is subject to a simultaneity problem. Theoretically, as we will show later through
the lens of a standard New Keynesian model (NK model thereafter),! a central
bank’s desired allocation between inflation and output gap (in growth rate) is neg-
atively related to the New Keynesian Phillips Curve (NKPC thereafter). To find
the central bank’s targeting rule, one might project inflation on the output gap.
This is problematic because the equilibrium outcomes of the economy (i.e. infla-
tion and the output gap) are jointly determined by a negatively sloped targeting
rule and a positively slopped New Keynesian Philips Curve. Thus, OLS estimates
are subject to simultaneity bias. See McLeay and Tenreyro (2018) for a detailed
discussion of this simultaneity issue.

To overcome this simultaneity problem, we construct an environment in which
the central bank’s targeting curve is fixed over time. In this environment, the real-
ized equilibrium outcomes are driven by shocks that shift the NKPC. In other
words, output gap growth and inflation are distributed along with the central
bank’s targeting rule. This makes the estimation of the latter possible. We con-
struct this desired environment by first identifying cost-push shocks and second
construct “cleaned” output gap and inflation measures by purging out all the other
shocks. The identification assumption is that cost-push shocks, for an example
price markup shocks, only shifts the NKPC and do not move the targeting rule.
The identification of cost-push shocks is achieved by relying on sign restrictions
implied by the NK model.

We apply this methodology to the data in the U.S. The following results stand-
out. First, in the presence of cost-push shocks, the Fed is willing to drop the output
gap growth by roughly two and a half percentage points for each percentage point
increase in (quarterly) inflation. Qualitatively, this suggests that indeed the Fed
has a dual mandate. Quantitatively, this magnitude is higher than the implication
of the welfare loss function derived in a standard NK model. Second, the data is
in favor of optimal policy under commitment against the discretionary case.

Third, the Fed’s targeting rule remains stable around the pre and post-Volcker’
periods. It is well known that the change in the Fed’s conduct of monetary pol-

icy, i.e. Taylor rule, since Volcker’s appointment is a plausible source of the

'The same result is derived in Gali (2015).
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Great Moderation since the 1980s and the Fed’s insufficient reaction to inflation is
blamed for the great inflation in the 1970s, see, e.g., Taylor (1999), Clarida et al.
(2000b), Lubik and Schorfheide (2004), Boivin and Giannoni (2006) and Coibion
and Gorodnichenko (2011). On the other hand, Orphanides (2001, 2002, 2004)

challenges this view of the break in the Taylor rule. He argues that there is no

change in the conduct of the Fed’s policy if real-time data is used. Note that one
should not view our results as evidence against the break in Taylor rule. As we will
discuss later, for each targeting rule there are infinite Taylor rules that are consis-
tent with the equilibrium outcomes. It is entirely plausible that the implementation
rule (Taylor rule) has changed while the targeting rule remains unchanged.

Lastly, we provide an estimate for the deep parameter that characterizes a cen-
tral bank’s preference in a standard NK model. That is the relative weight that the
central bank attaches to the volatilities of the output gap and inflation in its welfare
loss function.? Our empirical results suggest that the Fed attaches a weight of 0.18
on the output gap volatility relative to the (annualized) inflation volatility.> This
again confirms our previous finding that indeed the Fed has a dual mandate. And
this estimate is much higher than the reference value 0.048 calibrated in Woodford
(2011a), and smaller than the optimal value 1.042 calculated by Debortoli et al.
(2017) based on a medium scale Dynamic Stochastic General Equilibrium (DSGE
thereafter) model. Theoretically, the central bank’s loss function is derived as the
second order approximation of households’ utility function. In other words, cen-
tral banks’ objective is assumed to be aligned with the consumer’s welfare. This
is not necessarily the case in the data. The discussion about the optimality of a
central bank’s welfare loss function is beyond the scope of this paper. In fact, the
literature has not agreed on the correct calibration. Our estimate provides guid-
ance for the calibrations of central banks’ welfare loss functions.

Theoretical discussions of the targeting rule are vast, see, e.g., Rudebusch
and Svensson (1999), Svensson (1999) and Svensson and Woodford (2004) for
the discussions of the targeting rule against instrument rules. To the best of our

knowledge, this is the first paper that provides an empirical estimate for a central

2More specifically, we characterize the A in a central bank’s period welfare loss function
L; = w2 + \a?, where 7; and z; are inflation and output gap respectively.

3The weight (0.18) has been adjusted for the annualized inflation in the welfare loss function
to be comparable with the literature.
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bank’s targeting rule.

This paper contributes to the literature that estimates the welfare loss function
of a central bank, see e.g., Debortoli et al. (2017), Dennis (2006), Favero and
Rovelli (2003), Ilbas (2012), Lakdawala (2016) and Ozlale (2003).* Our paper
extends this literature in the following dimensions. First, instead of estimating the
deep parameters in the welfare loss function, we provide an estimate for the cen-
tral bank’s targeting rule. Moreover, the estimation of the deep parameter is also
possible using our methodology. Second, due to the nature of the central bank’s
preference defined in the literature, the estimation is mostly based on the DSGE
models. In this paper, the estimation is conducted using a Structural Vector Au-
toregressive (SVAR thereafter) model that relies on less structural assumptions.
Exceptionally, Cecchetti et al. (2002) and Cecchetti and Ehrmann (1999) estimate
a central bank’s preference in a VAR model. However, they do not address the
simultaneity issue. The reliability of their estimates relies crucially on the as-
sumption that policymakers always act optimally. In other words, it is assumed
that the targeting curve is fixed over time and the simultaneity issue is absent by
assumption. Surico (2007) estimates the Fed’s preference using GMM, however
as it is documented by Mavroeidis et al. (2014) and we will show later, that those
instruments are weak.

This paper is closely related to the literature that estimates central banks’ in-
strument rules, see, e.g., seminal works by Taylor (1993) for the interest rate rule
and by McCallum (1988) for the money supply rule. The estimated instrument
rules such as the Taylor rule is merely an approximation of a central bank’s reac-
tion function, whereas the targeting rule describes a central bank’s preference. As
it is shown by Svensson (1997), a targeting rule can be re-written in the form of a
Taylor rule. However, the estimated Taylor coefficients are not sufficient to derive
the underlining preference of a central bank as it is discussed by Svensson (1997)
and Favero and Rovelli (2003). Our estimated targeting rule complements exist-
ing instrument rules as it provides a direct measure of a central bank’s ’desired

allocation” and it is more informative about the central bank’s preference.

4A related term is the sacrifice ratio, which describes the output cost of disinflation policy,
see, e.g., Gordon et al. (1982), Ball (1994), King and Watson (1994), Cecchetti and Rich (2001),
Benati (2015) and most recently Barnichon and Mesters (2018a,b). The sacrifice ratio is related to
the NKPC, whereas the targeting rule is a description of a central bank’s preference.
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The methodology used in this paper is similar to that of Cecchetti and Rich
(2001), Barnichon and Mesters (2018a,b) and Gali and Gambetti (2018). Those
papers purge out shocks that shift the NKPC to estimate the empirical NKPC or

the sacrifice ratio. In contrast, our paper identifies and relies on NKPC shifters to
identify central banks’ targeting rule.

The remaining of the paper is organized as follows. Section (2.2) explains the
definition of a targeting rule, the simultaneity problem associated with its estima-
tion and its relationship to the Taylor rule. Section (2.3) describes our estimation
methodology. Section (2.4) provides empirical results. Section (2.5) estimates the

central bank’s preference. And Section (2.6) concludes.

2.2 The Targeting Rule

Section (2.2.1) briefly discusses the central bank’s targeting rule and the simul-
taneity problem associated with the estimation through the lens of a New Key-
nesian model discussed in Gali (2015), Chapter 5. For the simultaneity problem,
one can find similar and more formal discussions of the same issue in McLeay
and Tenreyro (2018).

2.2.1 The Targeting Rule and the Simultaneity Problem

In a standard NK model, the period welfare loss function can be derived as the

second order approximation of the representative household’s utility function®:
Ly = w2 + \2?,

where 7, denotes inflation, z; is output gap. A is the deep parameter that char-
acterizes the central bank’s preference. It describes the relative weight that the
central bank attaches to the volatilities of the output gap and inflation in its loss
function. Theoretically, the central bank’s targeting rule — the growth rate of the

output gap that a central bank is willing to take for inflation that is 1 percentage

3In the literature, it is often assumed exogenous as well. That is A is calibrated separately
rather than a function of parameters that describe the household’s preference.
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point higher than its target, is closely related to A\. To see this we solve for the

central bank’s optimization problem.

The optimization problem of the central bank is:

min Et Z Lt = Et Z Bt('ﬂ'? + Al’?)
t=0 t=0

subject to the sequence of constraint, namely NKPC:
T = BET 1+ kxy + 6,6 >0 (2.1)

The solution to this problem under commitment is:

A
Ty = ——A.Tt, (22)
K

The equation (2.2) is labeled as the central bank’s targeting rule. It describes the
central bank’s “desired allocation” in the presence of cost-push shocks. The pa-
rameter of interest is —%, which is interpreted as the following: the central bank
is willing to lower the output gap growth by ¥ percentage points for each percent-
age point increase in inflation. The goal of the remaining paper is to provide an

empirical estimate of % as well as its decomposition A and k.

As discussed by McLeay and Tenreyro (2018), while (2.2) is the “desired al-
location” of the central bank, it might deviate from this allocation because of 1)
measurement errors that are exogenous 2) exogenous unknown reasons. In other
words, the central bank’s targeting rule is subject to monetary shocks. For illus-
tration, let’s consider the first case: in real time the central bank only observes a
2, that is a noisy measure of the unobservable x;, i.e., ; = x; + e;. Therefore the

targeting rule is:
A m
Ty = ——Al't + € (23)
K

where €} = —%Aet denotes the monetary shock. This relaxes the assumption that

the central bank is aways capable of achieving the desired allocation. Notice that
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e/ is serially correlated. Even if e, were i.i.d, €]* would follow a M A(1) process.

In general, if the real time measurement error ¢, follows a AR(p) process, the
monetary shock €} follows a ARM A(p, 1) process.

The equilibrium outcomes of the economy are jointly determined by the NKPC
(3.20) and the central bank’s targeting rule (2.3). As a solution, m; and Az, de-
pend on both €] and €;*. The econometrician who estimates (2.3) directly will
obtain a biased estimate as the regressors and residuals are correlated.

Intuitively, this problem arises if the central bank’s targeting curve shifts over
time. Therefore, the solution to this problem is to shut down the central bank’s
targeting rule shifters and allowing only for NKPC shifters in the data. We achieve
this goal by identifying cost-push shocks.®

In theory, alternatively one could estimate (2.3) using external instruments.
Candidates for instruments include the lagged inflation and lagged output gap.
This approach is subject to two drawbacks. First, it is well known, see e.g.,
Mavroeidis et al. (2014) and we will show later, that those instruments are weak.
Second, the exclusion assumption is likely to be violated in the use of the first few
lags as instruments. As it is discussed above, €;" follows a moving average pro-
cess with at least one lag and therefore F(e}"x; 1) # 0 in other words x; 1, m; 1
are not valid instruments. Similarly z;_» or m;_5 cannot be used as instruments
if the real-time measurement error is serially correlated. Overall, it is not clear
which lagged variables satisfy the exclusion restriction. What is more, excluding
the first few lags as instruments worsen the first problem (relevance). Zhang and
Clovis (2010) address this issue formally for the estimation of the NKPC.

2.3 Estimation Methodology

Our estimation methodology can be summarized in the following steps. First,
we identify cost-push shocks (shocks to the NKPC) by means of sign restric-
tions. Second, given the identified shocks we purge out all other shocks from the

61t is clear that monetary policy shocks are the central bank’s targeting rule shifters and price
markup shocks are NKPC shifter. It is less clear for example how demand and technology shocks
shift those curves. In fact, in the basic model studied above, those shocks are perfectly stabilized by
the central bank and therefore none of those two curves shift. To use as less structural assumptions
as possible, we focus on cost-push shocks.
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raw data. The resulting inflation and output are generated from shocks that only

shift the Philips Curve. Therefore the generated data is free of the simultaneity
problem. Lastly, we project the “cleaned” output gap growth on the “cleaned”

inflation.

In the first step, we construct cost-push shocks by relying on sign restric-

/
tions.In our baseline, we consider a VAR with the following variables Y; = [Wt Ty it} ,

which denote inflation, output gap and nominal interest rate respectively. The sys-

tem is assumed to follow a VAR with p lags:

Y, =AY+ .+ AY,,+ U (2.4)

/
where Uy = [uf uy ui} denotes the reduced form residues, which are linear

combinations of structural shocks:

Uy €
—1
uf | =By | € (2.5)
i i
Uy €

where U; = [ef € ed/ denote the structural shocks. One could compute the
structural shocks once B;' is estimated. Under the normalization assumption
that structural shocks have unit variances then (B;')'B;! = %,, where %, is
the covariance matrix of the reduced form residues. It is trivial to get an unbi-
ased estimate f]u, however, the identification issue arises because there are more

parameters to be estimated in B, ' than the number of knowns contained in I

Structural assumptions on B; ' are required to overcome this identification
issue. The goal is to identify NKPC shifters, i.e. price markup shocks. To this

end, we impose the following sufficient restrictions:

+ k%
By'=|— % x|, (2.6)
*  x %

The first shock is named as the cost-push shock, which is identified as a shock that

pushes the output gap and inflation in the opposite direction. One example of such
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a shock is the markup shock. For robustness check, we identify markup shocks

in a larger VAR and results are similar to those we obtain here in the baseline.
Crucial to the estimation of the targeting rule is that those identified shocks do not
contain targeting rule shifters, which we interpret as monetary policy shocks and
generate positive comovement of output gap and inflation.

As we identify the shocks using sign restrictions, we obtain a set of the struc-
tural matrix By ' and thus shock series consistent with the identification restric-
tions(”’set identified”). In the second step, for each time series of cost-push shocks
J contained in the set identified above, we purge out the remaining shocks by con-
structing a new dataset j that is only driven by markup shocks. That is, all the
remaining shocks are set to be zero in the whole sample.

In the third step, we estimate the following regression using the purged dataset:

m(j) = a(j) + ) D)) + ely) 2.7)

This is done for each dataset j constructed from each time series of cost-push
shocks j that belong to the set identified in the first step. The confidence interval
for B is constructed by taking into account that markup shocks are “set identi-
fied” and that parameter estimate is uncertain in the third step using the bootstrap

technique.

2.4 Estimation Results

We proceed with a description of the data used in this paper. The NIPA variables
are drawn from the FRED database from the period 1960Q1-2017Q4. We use
variables as follows: (log) real GDP (y;), (log) GDP deflator (p;), (log) hours of
all persons in the nonfarm business sector (n;), 10-year constant maturity yield
rate (4;), (log) wage earnings of production and nonsupervisory workers (w;). The
labor productivity is defined as the difference between (log) real GDP and (log)
hours, i.e. A(y; — ng). The price inflation and wage inflation is defined as the
log first differences of the GDP deflator and the wage earnings of production and
nonsupervisory workers. We use 10-year constant maturity yield rate to avoid the

problem associated with the zero lower bound in the recent periods. The price
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markup is defined as the difference between labor productivity and real wage, i.e.
e = (ye — ) — (W — py).
We conduct the empirical exercise with two models. First, we take a small

scale VAR model with three variables as our baseline model, output gap, inflation,
and the 10-year constant maturity yield rate. The (log) real efficient GDP is prox-
ied by the Congressional Budget Office (CBO). The output gap is the difference
of (log) real GDP and the (log) real efficient GDP. The underlying assumption
here is that CBO potential real GDP is a noisy measurement of the true efficient
GDP where the measurement error is orthogonal to cost-push shocks. All data are
in quarterly frequency and four lags are chosen in the VAR. Second, to avoid the
above assumption that the measurement error of efficient GDP is orthogonal to the
markup shocks, we identify price markup shocks that are orthogonal to the effi-
cient output in a larger VAR model and estimate a modified specification without

using the efficient GDP in the estimation procedure.

2.4.1 The estimated central banks’ targeting rule

Figure (2.1) presents the impulse response functions of the output gap and infla-
tion to an exogenous cost-push shock and a monetary shock respectively. Inflation
increases and the output gap decreases when there is a positive markup shock. In
response to a positive monetary policy shock, inflation and the output gap de-
creases simultaneously. These results reflect our identification scheme with sign
restrictions.

Table (2.1) reports the estimation results based on time series that are gen-
erated by cost-push shocks. The first three columns report the mean estimate
and 90% confidence interval for § using the simple OLS approach. The middle
columns report the two stages least square estimate using the first four lags of in-
flation and output gap as instruments. The last three columns show the conditional
estimate using our methodology. Confidence interval for the conditional estimate
is calculated by taking into account that shocks are ”set identified” by sign restric-
tions and the bootstrap is applied in the second step. The OLS estimate of the
targeting rule (/) is smaller than our conditional estimate in absolute value. This

is consistent with the fact that the OLS estimate is biased downward (in absolute
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value). Since it is subject to the simultaneity problem and the NKPC is posi-

tively sloped. In the IV approach, the first stage F-statistic is 4.28 smaller than the
rule-of-thumb value 10 proposed by Stock and Yogo (2005), which suggests that
instruments are weak. Our estimate, the conditional estimate, of the targeting rule
is -0.39 suggesting that the Fed is willing to take a 2.5 percentage points decrease

in the growth rate of output gap for each percentage point increase in inflation.

Table 2.1: T =« + BAZ} + e

OLS v Conditional estimate

90% Interval 90% Interval First Stage 90% Interval

Mean Low High Median Low High F-statistics Median Low High

B -0.12%% -020 -0.04 -036* -0.71 -0.00 4.28 -0.39***  -1.37 -0.15

Notes: confidence interval for the conditional estimate is constructed based on 200 000 draws times 1000 bootstrap
for each draw.
%1% , ** 5% , * 10%

2.4.2 Discretion v.s Commitment

So far we have estimated the targeting rule under commitment. However, it is
not entirely clear whether the Fed has been conducting the optimal policy under
discretion or commitment. Under discretionary optimal policy the targeting rule
is:

A
Ty = ——X¢. (28)
K

We test the null hypothesis that the central bank conducts optimal policy under
discretion. To this end, we estimate the following model:

T =+ Prxy + Poxiq + e (2.9)

Under the null hypothesis, 35 is equal to zero.
Table (2.2) reports the results. For an easy comparison, we report the baseline

parameter estimate B together with f3, and S,. The null hypothesis is significantly
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rejected. Surprisingly, Bl is neither economically nor statistically different from

Bg in absolute value, which is close to the B estimated in the baseline. We interpret
this as an evidence suggesting that the Fed has been conducting optimal policy
under commitment. This result is also consistent with the empirical evidence in
the literature that exists interest smoothing component in the Taylor rule and that
the probability of commitment is estimated to be about 0.80 in the DSGE model
as found by Debortoli and Lakdawala (2016).

Table 2.2: Discretionary v.s Commitment
m=a+ BAr, +e and m = a+ Bixy + Bowyi— + e
HO : 62 =0

Baseline Discretion v.s Commitment
90% Interval 90% Interval
Median Low High Median Low High
B -0.39%%% 137 -0.15
B -0.43% 157 -0.14
By 0.37#%%  0.15  1.38

Notes: confidence interval is constructed based on 200 000 draws times
1000 bootstrap for each draw.
*E% 1%, ** 5% % 10%

2.4.3 Has the Fed Changed its Targeting rule?

It is well known that the change in the Fed’s conduct of monetary policy since
Volcker’s appointment as the Fed’s chairman is a plausible source of the Great
Moderation since the 1980s and the Fed’s insufficient reaction to the inflation is
blamed for the great inflation in the 1970s, see, e.g., Taylor (1999), Clarida et al.
(2000b), Lubik and Schorfheide (2004), Boivin and Giannoni (2006) and Coibion
and Gorodnichenko (2011). On the other hand, Orphanides (2001, 2002, 2004)
challenges this view of the break in the Taylor rule. He argues that there is no
change in the conduct of the Fed’s policy if the real time data is used. The natural
question arises: has Fed changed its targeting rule since Volcker’s appointment?

To address this question, we repeat our exercise using the following subsam-
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ples: pre-Volcker 1960Q1-1979 and post-Volcker 1979Q1-2017Q4 as well as the
sample that excludes the recent recession 1979Q1-2008.

Table (2.3) reports the results. As one can see, there is no significant change
in the targeting rule for the subsample analyzed. However, one should not view
this as evidence against the break in Taylor rule. Actually for each targeting rule
there exist infinitely many supporting Taylor rules. It is entirely plausible that the
implementation rule (Taylor rule) has changed however the targeting rule remains
unchanged. The detailed discussion about the relationship between the targeting

rule and the Taylor rule can be found the Appendix 2.7.3.

Table 2.3: Subsample Analysis
Regression: m; = av + [y + Boxy—1 + €

60-1979 79-2018 79-2008
90% Interval 90% Interval 90% Interval
Median Low High Median Low High Median Low High
5’1 -0.49*%* -1.12 -0.18 -0.56*** -1.34 -0.20 -0.52*** -1.09 -0.22
Bg 0.41** 0.16 0.95 0.39%*%* 0.10 1.11 0.34*** 0.06 0.93

Notes: confidence interval is constructed based on 200 000 draws times 1000 bootstrap for each draw.
¥*% 1% , ** 5% , * 10%

2.4.4 Evidence from a Larger VAR

The larger VAR studied in this section serves two purposes. First, we identify a
particular source of cost-push shock— price markup shock by including a mea-
sure of markup in the VAR. Second, we relax the assumption that is made in the
baseline: the measurement error of the real efficient GDP is orthogonal to cost-
push shocks.

In this section, we avoid the above assumption using a modified specification
and identification scheme. To illustrate that, consider a targeting rule that we will

estimate:

T = BA(Y — Yre) + €my (2.10)
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where 3 is the true parameter we will estimate, 7, Y, yi ., €m ¢ are the inflation,

output, efficient output and monetary policy shocks. Rewrite the above equation

as follows:
T = BAY + (=AY e + €my) (2.11)

In the following, first we will identify a price markup shock that would be orthog-
onal to the efficient output ¥, .. Second, we construct the “’cleaned” data series for
inflation and output driven by the price markup shocks. Last, we simply project
the inflation on the output growth rate to obtain the unbiased estimate as previ-
ous. Notice that the efficient output is the first best allocation that is orthogonal
to distortions in the economy such as the price markup shock, therefore we can
use output growth instead of the output gap growth. In other words, we rely on
the fact that E(—f3Ay, . + €, ¢/markup shocks) = 0 to get an unbiased estimate
of the targeting rule (.

We construct price markup shocks using a combination of long run and sign re-
strictions. Consider a VAR with the following variables Y; = |A(y, —n;) m x4
which denote the first difference in labor productivity, inflation, output, nominal
interest rate and price markup respectively. The system is assumed to follow a
VAR with p lagged variables:

1/15 == Allft_l + ...+ Ap}/;—p + Ut (212)
. 9/
where U; = [u? uf uf wu, uj| denotes the reduced form residuals, which
are linear combinations of structural shocks:
_ug_ _e?_
uy €
ul | =By |er (2.13)
U €
L uf' e

!/
where U; = [e? € € € eff] denote the structural shocks. We impose the
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following restrictions to identify the price markup shocks:

Xk ok % % * x x x 0
I S » -1 * ok ok ok %k
Bo_lz x x x x —|, A = I—ZAi Bo_lz * % x % %
* ok ok ok + =1 * ok ok ok %
EE T I o R
(2.14)

The last shock is named as the price markup shock, which is identified using the
following assumptions. First, a markup shock has no impact on labor productivity
in the long run. This corresponds to the zero restriction imposed on the last entry
of the first raw of the long-run effect matrix A;. Second, markup shocks have pos-
itive impacts on inflation, nominal interest rate, and price markup and they affect
output negatively that is imposed on the impact matrix B, *. Those restrictions are
consistent with predictions of New Keynesian models, which is a standard prac-
tice in the SVAR literature: see for example Gali and Gambetti (2018) for a recent
application. While the long-run restriction and the sign restriction on markup
itself are cheap assumptions, the other three sign restrictions deserve a short dis-
cussion. A price markup shock affects inflation positively because price resetting
firms set higher prices, which results in positive inflation. The central bank sta-
bilizes inflation by raising the nominal interest rate. Consequently, it leads to a
negative output. Those sign restrictions are specific to markup shocks, therefore,
the constructed shocks are not confounding with other structural shocks.’

Table (2.4) reports the conditional estimates based on the markup shocks.

’See Gali and Gambetti (2018) for sign restrictions that are required for the remaining struc-
tural shocks.
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Table 2.4: Price Markup Shocks
T =a+ fAr; + e and = o + Biwy + Lot + €

Baseline Discretion v.s Commitment
90% Interval 90% Interval
Median Low High Median Low High
B -035%F -0.88 -0.14
By 038 -1.12  -0.14
B 0.33%%% 014  0.86

Notes: Unemployment gap that is taken from the CBO. Confidence inter-
val is constructed based on 200 000 draws times 1000 bootstrap for each
draw.

% 1% , ** 5% , * 10%

2.4.5 Robustness Checks

We briefly report several robustness checks in this section. The details are in the
Appendix 2.7.1.

First, we use real time data in the estimation and find that the result is largely

unchanged.

Second, we use an alternative measure of the output gap. The (log) real ef-
ficient GDP is estimated as a sixth degree polynomial for the logarithm of real

GDP. Table (2.6) shows the results using this measure. Results remain the same.

Third, the results presented above are robust to the use of the unemployment
gap instead of the output gap, see Table (2.7). The fed is willing to accept roughly
a one percentage point increase in the unemployment rate for each percentage

point increase in inflation.

Last, Table (2.8) presents the estimation results when the Fed Funds rate (FFR)
is used instead of the long-term interest rate. Due to the fact that the FFR was at
its zero lower bound from 2008 to 2016, for this robustness check we use data up

to 2008. Results are unchanged.
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2.5 Central Bank’s Preference

We have shown in section (2.2) that a central bank’s targeting rule () depends
on the slope of the NKPC (x) and the deep parameter (\) that characterizes the
loss function (L; = 77 + Ax?) of the central bank. In particular, 8 = —%. While
the interpretation of (3 is intuitive, the knowledge of A might be more desirable in
other circumstances. For instance, a macroeconomist might want to calibrate it to
study the optimal monetary policy or the transmission of shocks. In this section,
we provide an estimate of A. To this end, it is sufficient to estimate the slope of
the NKPC.

The estimation of the NKPC is subject to the same simultaneity problem men-
tioned above. To overcome this issue, in a similar spirit of Barnichon and Mesters
(2018a,b) and Gali and Gambetti (2018), we identify the central bank’s Targeting
rule shifter and purge out all the other shocks. In this environment, the NKPC is
fixed and the realizations of the equilibrium outcomes are solely driven by shifting
the central bank’s targeting rule. Therefore, applying the methodology described
above the NKPC is identified.

For the estimation of the NKPC, a proxy for F;(m,1) is required. We use
the professionals’ forecast of GDP deflator taken from the Survey of Profes-
sional Forecasters. Then we consider a VAR consisting of four variables: Y; =

T Xy Uy Et(wtﬂ)] /. We identify the targeting rule shifters by relying on the

following sign restrictions;

Byt = , (2.15)

+ %+
*
*
*

It can be easily verified that shocks to the targeting rule push the output gap,
inflation and expected inflation towards the same direction. Crucial for the unbi-
asedness of parameter estimate is that shocks to the NKPC (cost-push shocks) are
not captured in the identified series of shocks. This is insured by our identifica-
tion strategy since in response to a cost-push shock, output gap and inflation move

towards the opposite direction.
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In the next, we purge out all the other shocks and estimate the following re-

gression:
T = oy + Kxy + YE T + ug. (2.16)

The second raw in Table (2.9) reports the estimated slope of the NKPC. This
estimate is comparable to the findings of the existing literature, see, e.g. Barnichon
and Mesters (2018b)®. The slope of the NKPC together with the targeting rule pin
down the deep parameter (\) that characterizes the Fed’s loss function. This is
computed and shown in the last raw in Table (2.9). On average, the relative weight
that Fed attached to the volatility of output gap is roughly 0.2— a value that is one
magnitude larger than the calibration suggested in Woodford (2011a)°.

2.6 Concluding Remarks

The present paper estimates the central bank’s targeting rule. The direct estima-
tion is challenging due to the simultaneity problem. We overcome this issue by
purging out shocks that shift a central bank’s targeting rule. The following results
stand out. First, the Fed is willing to decrease the growth rate of the output gap by
two and a half percentage points for each percentage point increase in inflation.
Second, the data rejects optimal discretionary policy in favor of optimal policy
under commitment. Third, the Fed’s targeting rule remains stable around the pre
and post-Volcker’ periods. The last but not least, we provide an empirical esti-
mate of the deep parameter that characterizes a central bank’s loss function. On
average, the relative weight that the Fed attaches to the volatility of the output gap
is 0.2.

8Note that most of the other studies using annual inflation, therefore our estimate of « needs
to be multiplied by a factor of 4 in order to be comparable.

Note that following Woodford (2011a) Mis multiplied by 16 for a central bank corresponding
to the loss function in which the inflation is annualized.
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2.7 Appendices

2.7.1 Tables

Table 2.5: Robustness Check: Real Time Data
T =+ BAx; + e and T = o + By + Poxi1 + e

Baseline Discretion v.s Commitment
90% Interval 90% Interval
Median Low High Median Low High

B -043%Fx 115 -0.17
B 0.42%%% 140  -0.14
B 0.42%% 018 130

Notes: Output gap is constructed using the potential GDP provided by the
CBO. Confidence interval is constructed based on 200 000 draws times 1000
bootstrap for each draw.

%1% , %% 5% , * 10%
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Table 2.6: Robustness Check: Alternative Measure of Output
Gap
m=a+ BAr, +e and m = a+ Bixy + Bowy—q + e

Baseline Discretion v.s Commitment
90% Interval 90% Interval
Median Low High Median Low High
B -041% -118 -0.18
By 0.46%* 142 -0.17
Ba 0.36%*  0.16 1.01

Notes: Confidence interval is constructed based on 200 000 draws times
1000 bootstrap for each draw.
*E% 1%, ** 5% ,* 10%
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Table 2.7: Robustness Check: Unemployment Gap
T =+ fAx, + e and mp = a + B3y + Poti—1 + €

Baseline Discretion v.s Commitment
90% Interval 90% Interval
Median Low High Median Low High
B 1.13*x 351 043
B 1.13%%%  35] 0.43
By 1.04%5%% 041 3.28

Notes: Unemployment gap that is taken from the CBO. Confidence interval
is constructed based on 200 000 draws times 1000 bootstrap for each draw.
¥ 1% , ** 5% , * 10%
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Table 2.8: Robustness Check: Fed Funds Rate
m=a+ BAr, +e and m = a+ Bixp + Bowi— + e

Baseline Discretion v.s Commitment

90% Interval 90% Interval

Median Low High Median Low High

B -035%kx 098 -0.14
By 20.38%%%  _1.11  -0.14
By 0.32%%% (.13 0.97

Notes: we use the fed funds rate instead of the 10-year constant maturity
yield rate. We use the sample up to 2008 to avoid the zero lower bound.
Confidence interval is constructed based on 200 000 draws times 1000 boot-

strap for each draw.
%1% , ** 5% , * 10%
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Table 2.9: The Fed’s Prefer-
ence: m; = a+ [SAx;+e; and
T = 01 + KTy + ’}/E7Tt+1 + Uy

68% Interval
Median Low High
-0.44** -1.01 -0.14

=

0.03 0.00 0.06

x>

A 018 001 051

Notes: confidence interval is con-
structed based on 200 000 draws
times 1000 bootstrap for each draw.
Note that we multiply A by 16 so
that the inflation rate in the welfare
loss function is annualized as it is
done by Woodford (2011a).

*EE 1%, ** 5% , % 10%
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2.7.2 Figures

Figure 2.1: Impulse response

Inflation Output Gap
0.3 y 0.5 y y y
021\
O L
0.1
-0.5
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-0.1 : : : -1 : : :
0 5 10 15 20 0 5 10 15 20
Inflation Output Gap
0 y 0.5 y y y

021

-0.3 : : : -1 : : :
0 5 10 15 20 0 5 10 15 20
= = 68% Confidence Band
Notes: The figure presents the impulse response of the inflation and output gap to the identified
shock. The first row corresponds to the response to the markup shock and the second row is the
response to the monetary policy shock. The blue solid line is the median estimate and the blue
dashed line is the 68% confidence band.
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2.7.3 The Relationship between the Targeting Rule and the Tay-

lor Rule

We now discuss the relation between the targeting rule and the Taylor rule. For
illustration, we consider the targeting rule under a discretionary policy. That is,

the central minimize its period loss function:
min L; = 72 + \x?
subject to :
Ty = KTy + Uy
where v, = SEm,1 + €] . The solution to this problem is:
T = \Vey, 1y = —kWe,

where U = . To solve for the equilibrium nominal interest rate, we

1
“2+>‘(1_BPE,W)
make use of the Dynamic IS equation:

Ty = E<It+1) - ;(Tt - T’te)a

where r{ = p + o EAy;, , denotes the efficient real interest rate that follows an

exogenous process. The nominal interest rate under this targeting rule is:
1w =r; + Uer, 2.1

where U; = U[ko (1 — per) + Ape ). Equation (2.1) is merely the solution of the
model, it does not represent the interest rate rule (Taylor rule) that is employed
by the central bank to achieve the target. In fact, if the central bank were setting
interest rates following (2.1), there would be multiple equilibria. In theory, there
are infinitely many Taylor rules of the following form that satisfy the equilibrium

allocations derived above:
iy =17+ Wiel + Op(m — ANVe) ) + dp(my + KVe}), 2.2)
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for any combinations of ¢, and ¢, that satisfy Blanchard and Kahn (1980) condi-

tions. Therefore, the Taylor rule is not informative about the targeting rule. Even
if the central bank has an unique mandate of inflation stabilization, i.e., A = 0, the

Taylor rule coefficient on output gap ¢, could be different from zero.
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Chapter 3

INFORMATION FRICTIONS AND
THE PARADOX OF PRICE
FLEXIBILITY

3.1 Introduction

Electronic shelf labels (ESL) permits retailers to set price digitally without any
costs that would otherwise occur using paper price tags. Over the past decade,
we have witnessed an expansion in the usage of digital price tags thanks to the
growing affordability of ESL.! The introduction of digital price tags may facilitate
price adjustment and reduce the degree of nominal rigidity in the economy. Is such
a technological progress welfare improving?

We address this research question in a NK model with both nominal rigidity
and dispersed information. Both frictions are shown in the literature to be relevant
empirically.> We highlight a new channel — dispersed beliefs channel that is

relevant to understand the welfare consequence of a reduction in nominal rigidity.

'See the report by Global Market Insights: https://www.globenewswire.com/news-
release/2018/09/18/1572161/0/en/Electronic-Shelf-Label-ESL-Market-to-hit-1bn-by-2024-
Global-Market-Insights-Inc.html

2See for an example Nakamura and Steinsson (2008) for empirical evidence on nominal rigid-
ity from the micro level prices data. Empirical evidences supporting the presence of information
frictions and dispersed beliefs are abundant, see for examples Coibion and Gorodnichenko (2012,
2015), Andrade et al. (2016) and Coibion et al. (2018) for a recent survey.
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In a standard NK model, dispersions in prices and quantities arise due to price

stickiness. Nominal rigidity such as staggered prices a la Calvo (1983b) creates
dispersion in prices across those firms because of staggered price setting. We de-
note this as the Calvo channel. Such dispersions are inefficient because goods
matter for households’ utility symmetrically and production technology are iden-
tical. Dispersed information that gives birth to imperfect common knowledge or
dispersed beliefs creates another channel through which price dispersion arises.
Firms have different assessments about the state of the economy due to informa-
tion frictions. Therefore, in contrast to a standard model with perfect information,
price dispersion emerges among those firms who can reset prices. We denote this

as the dispersed beliefs channel.

To fully understand the welfare consequence of a change in price flexibility,
we derive the welfare loss function around the perfect information steady state
and decompose it into three components. The first component, through the Calvo
channel, is proportional to the price dispersion across all firms as if the newly
price resetting firms are restricted to set the same average price. This compo-
nent is a hump shape function of price rigidity. The second component, arising
from the dispersed belief channel, is proportional to the price dispersion across
the newly set prices. The associated welfare losses increase monotonically in the
degree of price flexibility. In one extreme case, if the price is fully rigid, there
is no dispersion in prices even if firms have different assessments about the state
of the economy. In another extreme case when the prices are fully flexible, firms
disagree with each other and would set the price based on their private informa-
tion. Then the welfare losses associated with the price dispersion originating from
the imperfect common knowledge would be maximized. The third component is
proportional to the output gap volatility, caused by both nominal and informa-
tion frictions, which is increasing in the price rigidity. The aggregate effect of an
increased price flexibility on welfare is thus ambiguous.

In a static model, we derive analytically the conditions under which the dis-
persed beliefs channel dominates. Consequently, under those conditions an im-
proved pricing technology that facilitates price adjustment may be associated with
bigger welfare losses — the paradox of price flexibility. Two parameters are cru-

cial to this finding. Not surprisingly, the first is the signal-to-noise ratio that char-
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acterizes the degree of information frictions, and thus the degree of disagreement

among firms. The latter leads to a proportionally higher price dispersion among
price resetting firms. The second is the parameter that characterizes the relative
importance of price dispersion and output gap volatility in the welfare loss func-
tion. This is the case because the price dispersion through the dispersed belief
channel, is decreasing in the price rigidity while the output gap volatility is in-
creasing in the rigidity due to the Calvo channel. The relative weight of price
dispersion in the welfare loss function is proportional to the degree of competi-
tion in the goods market as the latter amplifies the welfare losses for a given price
dispersion. The degree of signal-to-noise ratio and market competition that are
required to generate the paradox of price flexibility are satisfied according to em-
pirical estimates of Kalman gain conducted in Coibion and Gorodnichenko (2012,
2015) and empirical estimates of markup, which reflects the degree of competi-
tion, studied by Loecker and Eeckhout (2017).

We extend our static model into a Dynamic Stochastic General Equilibrium
model with nominal rigidity and dispersed beliefs as in Nimark (2008). Our find-
ing survives in a dynamic model. Qualitatively, the same results hold independent
of whether the underlining shocks that drive the business cycle fluctuations are 1)
technology shocks, ii) preference shocks.

Our results point to market inefficiency. In our model, from an individual
firm’s perspective, it would be better off if the firm was allowed to adjust its price
more frequently as they would be able to respond to shocks on a timely manner.
Therefore, firms would pay for new pricing technologies. However, if all individ-
ual firms adopt the new technology to facilitate the price adjustment, the aggregate
welfare losses may increase as we discussed above. Thus, the constrained social
planner allowing for the presence of dispersed information would not introduce

the new technology.

Literature This paper is related to two branches of the literature. The theo-
retical framework is related to the literature that incorporates dispersed beliefs
into business cycle models (e.g. Lucas (1972), Woodford (2001), Nimark (2008),
Lorenzoni (2009), Angeletos and Jennifer (2009), Hellwig and Venkateswaran
(2009), Angeletos and La’O (2011, 2013), Huo and Takayama (2015a,b), Melosi
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(2016), Angeletos et al. (2016), Angeletos and Lian (2018), Huo and Pedroni
(2019)).> We build on a NK model with dispersed beliefs and derive different

components of welfare loss function explicitly.

Our paper contributes to the literature that studies the implications of a reduc-
tion in nominal rigidity. The idea that an increase in price flexibility may increase
output volatility dates back to Keynes (1936), was formalized by Long and Sum-
mers (1986) and recently it is revisited by Bhattarai et al. (2018). Gali (2013)
concludes that a reduction in wage rigidity improves welfare only if the central
bank reacts to inflation sufficiently aggressive in a closed-economy New Key-
nesian model featuring both price rigidity and wage rigidity. Following similar
reasoning, in an open economy with the fixed exchange rate (Gali and Monacelli
(2016)) or a closed economy when the monetary policy is constrained by the Zero
Lower Bound (Amano and Gnocchi (2017) and Billi et al. (2018)), a labor market
reform that results in a more flexible wage is not necessarily welfare improving.

The main contribution of our paper is to combine these two branches of lit-
erature, and discuss the role of information frictions or dispersed beliefs in the
welfare analysis of nominal rigidity. With this, we introduce a new channel that
was previously ignored in the literature: the dispersed belief channel. We show
that a more flexible price is welfare detrimental even if i) it does not increase
output volatility i1) monetary policy strongly reacts to the inflation.

The remainder of the paper is organized as follows. Section 3.2 presents a
static model and derive the analytical solution to shed light on the role of dispersed
information to understand the welfare implications of nominal rigidity. Section
3.3 builds a dynamic model to quantitative evaluate the welfare gains/losses of the

reduction in nominal rigidity. Section 3.4 concludes.

3.2 Model

3.2.1 Static Model

In this section, we present a static model to explain the key mechanisms.

3See Mankiw and Reis (2002), Sims (2003), Mackowiak and Wiederholt (2009) for other
applications of information frictions for business cycle analysis.
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Household There is a representative household with the following period utility

function:
U=log(C)—-L,

where (' is the amount of goods that the household consume and L is the number
of hours that the consumer works.
The household maximizes her utility by choosing the optimal amount of final

goods C' and total labor L subject to the following budget constraint:
PC=WL+T,

where, P is the nominal price of goods, W is the nominal wage and 7" is the firm’s
profit net of lump-sum taxes paid to the government. The household’s optimiza-

tion problem leads to the following labor supply equation:

PC =W 3.1)

Firms There is a continuum of monopolistic firms producing differentiated in-
termediate goods using a homogenous production technology. An individual firm

1’s production function is the following:
V(i) = exp(a)L(z),

where a is the log of level productivity that is draw from a normal distribution:
N(0,02). A firm ¢ hires labor L(i) from the representative household. The in-
termediate goods are aggregated into the final consumption good according to the

Dixit-Stiglitz aggregator:

- (o)

where € > 1 measures the degree of substitution among varieties and — is the
desired markup charged by firms. In the limiting case, e — oo, firms engage into
a competitive market. In general, the degree of market competition is increasing

n €.
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Consumers’s optimal expenditure allocation yields the following demand curve

that a firm ¢ faces:

Y (i) = (@) B Y, (3.2)

1

where P = ( fol P(i)ke) ™ denotes the aggregate price.

Firms cannot perfectly observe the technology level a and each firm receives

an idiosyncratic signal s(7):
s(i) = a + e(7), (3.3)

where ¢(7) is an idiosyncratic noise drawn from a normal distribution N (0, 02).
The structure of the model and processes of shocks are common knowledge among

all firms.

We assume that only a fraction 1 — 6 of firms are allowed to set the price. Each
price resetting firm ¢ solves the following maximization problem conditional on

its signal:

w

o {P(z’)Y(z’) - w]s(z)} (3.4)

subject (3.2). Combine firms’ first order condition with goods and labor market

clearing conditions, and linearize it to obtain:

p (i) = E(p+y — a|s(i)), (3.5)

where p*(i), p and y is the log-deviation from the steady state. p is the aggregate
price across all firms defined as p = [, p(i)di. The remaining fraction # of firms

keep their prices at initial value zero. Therefore, the aggregate price is:

p=-0) [ (3.6)
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Monetary Policy The central bank determines an exogenous amount of money

in the economy:
m = 0. (3.7
In addition, we assume an ad-hoc money demand equation:

m-—p=y. (3.8)

The Timing of the Model The model consists of three stages. In stage one, the
nature draws a fundamental shock a, and each firm ¢ receives a private signal s;
about a. Moreover, the structure of the model, including the monetary policy rule
and the distribution of shocks are common knowledge across firms. In stage two,
each firm ¢ forms a belief and decides a price setting plan. In stage 3, the represen-
tative household observes the state of the economy and makes the consumption

and labor decision. At the same stage, the goods, labor and money markets clear.

Model Solution The solution of the model is characterized by (3.5), (3.6), (3.7),

(3.8) and the following Bayes’ rule that characterizes firms’ beliefs updating:

E(a|l;) = Ks(i), 3.9
with K = 02‘130_2. Solving those equations, we obtain the following aggregate
allocations:

p=-(1-0)Ka, (3.10)
y=(1-0)Ka, (3.11)
g=(1-0)Ka—a, (3.12)

where y denotes the output gap.

Welfare Losses The object of interest is the representative household’s welfare.

To this end, we derive the welfare loss function as the second order approximation
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of the household’s utility function:

L = evar;p(i) + 7 (3.13)

In the appendix 3.5.2, by combining the welfare loss function with the solution

of the model, we show that the ex-ante expected welfare losses can be written as:

E(L)=e{ (1-0)K?>+(1-0)0K%2 3 + (1 - 0)K —1)°02.  (3.14)
Dispersed belief Calvo Output gap volatility

Price dispersions

The welfare losses consist of two components: the part that is proportional to
the price dispersions and the one that is proportional to the output gap volatility.
Such dispersions and volatilities reflect the degree of inefficiency of the economy
because goods matter for households’ utility symmetrically and production tech-

nologies are identical.

The novelty, in a dispersed belief model as compared to the perfect informa-
tion case, is that there are two channels that drive price dispersions. The first is the
standard Calvo channel that leads to price dispersions across the group of firms
who can reset prices with those who cannot reset prices. The second is the Dis-
persed belief channel that generates price dispersions within the group of price
resetting firms. Firms form different beliefs about the state of the economy, there-
fore, in contrast to a standard model with perfect information, price dispersion

emerges among those firms who can reset prices.

We are now ready to discuss the welfare implication of an increase in price
flexibility. We start with the special case in which there is no information imper-

fection.

Proposition 1 In the special case in which firms have perfect information, i.e.

o. = 0, the welfare loss as a function of 0 is hump-shaped, the economy reaches

the maximum welfare loss when 0P¢" = %Efl and the welfare loss is minimized if

price were flexible.
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Figure 3.1: Welfare Losses Decomposition: Perfect Information
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Note: This figure plots each component of welfare losses and total welfare losses as a function of

price rigidity for the case with perfect information. The elasticity of substitution across goods e
is calibrated to be 6, which corresponds to a desired markup of 1.2. The volatility of shock o2 is
calibrated to be 0.02.

With perfect information, the welfare loss function collapses to
E(L) = e(1 - 0)002 + 602,

the Calvo price dispersion component plus the output gap volatility component. It
is trivial that the output gap volatility component is strictly increasing in the degree
of price rigidity #. This is the case because the bigger is the nominal rigidity the
larger response of the output gap as it is shown in the solution of the model. Price
dispersion originating from the Calvo pricing friction is a hump-shaped function
of nominal rigidity due to the fact that the Calvo price dispersion peaks if there are
as many firms who can reset price as those who cannot, i.e. if § = 0.5. Therefore,

overall, the total welfare losses peak at a value of € that is greater than 0.5. The
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value of the price rigidity that achieves the maximum welfare losses also depends

on the ¢, the elasticity of substitution across goods as it measures the relative
importance of price dispersions against output gap volatility in the welfare loss
function.

Figure (3.1) provides a visual representation of those results by plotting the
components of welfare loss as a function of price rigidity. The elasticity of substi-
tution across goods € is calibrated to be 6, which corresponds to a desired markup
of 1.2. The volatility of shock o2 is calibrated to be 0.02. Those results sug-
gest that, in a model with perfect information, if the introduction of digital price
tags reduces price rigidity ¢ towards the left hand side of 0.6, it will be welfare
improving.

The presence of information frictions and dispersed beliefs changes the result

dramatically:

Proposition 2 In the presence of information frictions and dispersed beliefs, the

. 2
economy reaches the maximum welfare losses at """ = % € — <=2 % More-
e—1 2(e—1) o2
over, given a reasonably degree of competition (¢ > 2), 0""P" is increasing in
the signal-to-noise ratio 2=. And when the signal-to-noise ratio is sufficiently low,
€
2
in particular if 78 < % the welfare losses are monotonically decreasing in
e

6 € [0,1].

Figure (3.3) demonstrates proposition 2 visually. It plots the welfare losses as
a function of price rigidity under different scenarios. The solid black line presents
the perfect information case. The dashed blue line plots the prediction of the
model with dispersed beliefs and the signal-to-noise ratio calibrated to match the
empirical Kalman gain of 0.46 estimated by Coibion and Gorodnichenko (2015).
The red line with circle shows the result if the signal-to-noise ratio is calibrated to
%, which corresponds to a Kalman gain of % Surprisingly, under the reasonable
calibration of information frictions (the dashed blue line in Figure 3.3), in contrast
to the perfect information case (solid black line), reducing price rigidity is no
longer welfare improving! In fact, the welfare loss is minimized if price were

fully rigid.
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Figure 3.2: Welfare Losses: Dispersed Beliefs
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Note: This figure plots the welfare losses as a function of price rigidity under different scenarios.
The solid black line presents the perfect information case. The dashed blue line plots the prediction
of the model with dispersed beliefs with and signal-to-noise ratio calibrated to match a Kalman
gain of 0.46. The red line with circle shows the result if the signal-to-noise ratio is calibrated to
6;2, which corresponds to a Kalman gain of % The elasticity of substitution across goods € is

calibrated to be 6, which corresponds to a desired markup of 1.2. The volatility of shock o2 is
calibrated to be 0.02.

The above result is entirely driven by the dispersed beliefs channel. With
information imperfection and dispersed beliefs, dispersion in prices arises within
the group of firms who can reset prices. As one can see in equation (3.14), the
dispersed belief component of welfare losses are strictly increasing in the price
flexibility (1 — 6). This is verified in Figure (3.3), which plots each component of
welfare losses as a function of price rigidity for the case with dispersed beliefs: the
solid red line is strictly decreasing in price rigidity. It is worth to note that if the
output gap volatility component (blue line with circles) were sufficiently large, the

total welfare losses would be increasing in nominal rigidity. As discussed above,
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in this model the relative importance of price dispersion v.s output gap volatility
depends on €. This explains why our result requires a ¢ that is greater than two.
However, in our view this is not a binding condition. There is a consensus in the
literature that € is calibrated to be between 3 and 11 that correspond to a desired
markup in between 1.5 and 1.1. Those numbers are in line with average markup
estimated using micro data: see e.g. Berry et al. (1995) and Nevo (2001). More
recently, Loecker and Eeckhout (2017)” estimate suggests that the average markup
in the U.S. has risen to 1.5, yet it is still far below our condition (a markup of 2).
To conclude this section, in a static model we derive analytically that a reduc-
tion in nominal rigidity is not welfare improving when firms possess heterogenous
beliefs. In the next section, we extend our baseline static model to a dynamic

model and quantitatively evaluate whether our results hold true.

Figure 3.3: Welfare Losses Decomposition: Dispersed Beliefs
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Note: This figure plots the components of welfare losses as a function of price rigidity for the
case with dispersed beliefs. The signal-to-noise ratio calibrated to match a Kalman gain of 0.46.
The elasticity of substitution across goods e is calibrated to be 6, which corresponds to a desired
markup of 1.2. The volatility of shock o2 is calibrated to be 0.02.

94



3.3 Dynamic Model

In the current section, we present a dynamic model to quantitatively evaluate the
welfare gains/losses by reducing the price rigidity. The model is based on Nimark

(2008), featuring the firms’ imperfect knowledge about the state of the economy.

Household The representative household maximizes the lifetime utility func-

tion:

oo 01—0_1 N1+l/
:E § t d t . t
v otzoﬁeﬂfﬂ t){ 1—0 1—|—V}

subject to the budget constraint:
P,Cy+ Byyy = BiRy + Wi N, + T;.

Again C} denotes the aggregate consumption, /V; is the hours, W, is the nominal
wage, T} is the firm’s profit net of lump-sum taxes paid to the government. B, is
the quantity of the one-period bond households buy at period t, R, is the interest
rate of the one period bond. d; is the inter-temporal preference shock that follows
an autoregressive process:

dy = padi—1 + €4

Where ¢, represents an i.i.d. shock with mean zero and constant variance o2 that

is drawn from a normal distribution, i.e. €5 ~ N (0, 0,).

The household has perfect information. Therefore, the consumer’s optimality

conditions: the Euler equation and the labor supply equation are standard.

Firm The final goods producer who operates in a perfect competitive market

combines intermediate goods Y; ; for Vi € [0, 1] according to a CES technology:

1 =1
Y, = (/ yt(i)sf di)
0
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The profit maximization of the final goods producer leads to the demand function

for each intermediate goods i:

Bi(z)

Yi(i) = (T) Y, (3.15)

for all 7 € [0, 1].
There is a continuum of monopolistic competitive firms producing the inter-

mediate goods with the following production technology:
Y (i) = e Ly(1) (3.16)

where e is the technology level and a; evolves according to an autoregressive
process a; = p,a;—1 + €4, Where €, is a Gaussian innovations:e, ~ N (o, ag).
Following Calvo (1983b), in each period firms are only allowed to re-optimize
their prices with a probability 1 — 6. Among the faction of firms who can re-
optimize they set their prices to maxizmize the expected present discounted value

of their future profits:

= )\t s Pt ) . .
2 {Zwem—* P (i) = WMo m}
s=0 t t+s

subject to its demand function (3.15) and production function (3.16). ); is the
household marignal utility of nominal income. The remaining 6 fraction of firms,
would set the price with p;(7) = p;—1(¢). 1;+ is the information set of firm i which

we will specify in the following.

Firm’s information set Firms are subject to information frictions. In particular,
each individual firm cannot perfectly observe the state of the economy and receive

noisy signals about aggregate shocks.

Sdit = dy + Vaz (3.17)
Sajit = Q¢ + Vajit (3.18)
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where s4;; and s, ;. are imprecise signals about preference shocks, monetary

policy shocks and technology shocks respectively that each individual firm re-
ceive. v4; and v, ;; are the corrsponding noise drawn from the normal distrition
N(0,02,) and N (0,07 ,,) respectively. Firms set the price in advance before pro-

duction takes place based on their information set. Then household supply the

labor and consume final product goods. The firms’ information set is defined by:
Liv = {8a> Sajs Pij—1,¥ij—1:J <t}

Monetary Policy The central bank sets the short term nominal interest rate and

follows a Taylor rule:
s
Ry = (Z1)0r ()%

ﬂ-SS ySS
where 7 1s the steady state inflation, y; is the output and y,, is the steady state

level of output.

The Timing of the Model The timing of model is the same with that we de-
scribe in the static model.

Equilibrium We log-linearize the model around the perfect information steady

state. The equilibrium conditions are:

N X L. .
Uy = Eyi1 — ;(Zt — Eyri) — (pa — 1)dy (3.19)
= (1= 0)(1=86)> (1 —0) meg™ + 86> (101, VE>0
k=0 k=0
(3.20)
mey ) = (o + g — (14 0)a"™ vk >0 (3.21)
U = OrTe + Oyl (3.22)

The equation 3.19 is the standard (log-linearized) Euler equation derives from
the household optimization problem. Note that the £ is the expectation operator
assuming that the household has perfect information. The equation 3.20 is the

(log-linearized) New Keynesian phillips curve derived from the firm’s price set-
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ting equation relying on the assumption that firms cannot perfectly observe the

fundamental shocks and set the price based on their information sets as defined
in the previous paragraph. ﬁfﬂ‘t

period’s inflation rate and defined as ﬁiﬁr”t = / Ei;.. / Ei i padi...di. By de-

is the k-th order expectations about the next

k
notes the expectation operator conditional on the firm i’s information set at time
(k)

tlt

Wicflt = / Ei.. / E;y mcydi...di. Equation 3.21 defines the marginal cost from

t. mc,, is the k-th order expectations about the marginal cost and defined as

-~

k
the combination of the labor supply equation, the production equation and the
definition of marginal cost. Equation 3.22 is the (log-linearized) monetary policy

rule.

3.3.1 Solving the model

Following the literature, e.g. Woodford (2001), Nimark (2008) and Melosi (2016),
we solve the model by the method of undetermined coefficients. We conjecture

that the vector of average expectation of state variables X fl(;:m) follows a VAR(1):

X(O:oo) _ MX(OOO) L+ Ne; (3.23)

tlt t—1t—

t|t
1.e. € = [Gdt, Eat]-

/
where X = |4®), ags) :5=0,1, oo] . € s the vector of exogenous shocks,

Each individual firm observes a vector of imprecise signal .S; ; about the state
variable Xiﬁm):

Si = DX 4 Qe;, (3.24)

t)t

Where S;; = [Sait; Sait) and €, = [Vait, Vait). Given equation 3.23 and 3.24,
each agent forms an estimate about the state variable X f‘gm). Averaging the indi-
vidual estimate of the economy, we have a updated law of motion about the state

variables.
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The vector of endogenous variables Y; = ¢, 7y, %] evolves as follows:

Yt _ HX(OOO)

t|t

We solve for matrix M, N, H such that the equilibrium conditons hold from 3.19
to 3.22 hold. To keep the solution strategy tractable, consistent with the literature,
we truncate the infinite order of average expectations up to order £ > 0. More
details are in the Appendix 3.5.3.

3.3.2 Welfare Losses

Under the assumption of the efficient steady state, the unconditional period wel-

fare losses with information friction, up to a second order approximation are:

e 1 . o € 1 0 v+
E(L):E{él_59(1—9)/(P¢,t—1%)2d2+6m1_97ﬂ?+(0+ -

(3.25)

The first term, arising from the dipsersed belief in the model, is proportional to
the price dispersion within price setting firms. p;, is the newly set price of firm
i in period t and pj is the average level of the newly set price. The second term
captures the welfare losses associated with the inflation volatility that reflects the
price dispersion across all firms as if the newly reset prices are restricted to set
the average level p;. The last term is proportional to the output gap volatility.
In a model with perfect information, the first term will disappear and the welfare
loss function will be equivalent to the standard welfare lossses in the texbook (e.g.
Gali (2015)). The detailed derivations and calculations are in the Appendix 3.5.2.

3.3.3 Calibration

The model is calibrated as follows. Each period in the model corresponds to a
quarter. The discount factor is 0.99. The inverse Frisch elasticity v is 1. The
constant relative risk aversion o is 3. The elasticity of substitution across differ-

entiated goods € is 6. The Taylor coefficient on inflation is 1.5 and on the output
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1s 0.125. All the volatilities of shocks are set to be 0.02. Consistent with our

static model, in our baseline case, the variances of noise are calibrated such that
the Kalman gain is 0.46 to be consistent with the estimate of Coibion and Gorod-
nichenko (2015). We also consider a low signal-to-noise ratio case under which
the Kalman gain is 0.3. These parameters are common in the broad business cycle

literature.

3.3.4 Results

Figure 3.4 plots the welfare losses against the price rigidity conditional on tech-
nology shocks under different scenarios. The welfare losses in the perfect infor-
mation model are hump-shaped as we described in the static model. The welfare
loss peaks when the price rigidity (probability of remaining the previous price) is
around 0.65 which is close to the standard calibration of the price rigidity. Ac-
cording the perfect information model, there is a welfare gain from an increase in
the flexibility starting from the rigidity of 0.65. In contrast, based on the impefect
information model, there are welfare losses from an increase in price flexibility in
both the standard signal-to-noise ratio case (red circled line) and the low signal-
to-noise ratio case (blue dashed line). This contrasting result gives rise to quite
different policy implications on whether to introduce the new technology to facili-
tate the price adjustment. If the above perfect information model is the true model,
the social planner should encourage firms to undertake the new techonology to fa-
ciliate the adujustment cost. As a result, social welfare improves. Constrastly, if
the information friction model is right, the social planner would suggest prevent-

ing the firms from adopoting the technology.
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Figure 3.4: Welfare losses conditional on technology shocks: dispersed belief
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Note: This figure plots the welfare losses as a function of price rigidity under different scenarios.

The solid black line presents the perfect information case. The dashed blue line plots the prediction
of the model with dispersed beliefs with and signal-to-noise ratio calibrated to match a Kalman
gain of 0.46. The red line with circle shows the result if the signal-to-noise ratio is calibrated to
match the Kalman gain of % The elasticity of substitution across goods ¢ is calibrated to be 6,

which corresponds to a desired markup of 1.2. The volatility of shock o2 is calibrated to be 0.02.

Figure 3.5 reports each component of the welfare loss function for different
values of nominal rigidity. Similar to the static model, the welfare losses asso-
ciated with the price dispersion within the price resetting firms through the dis-
persed belief channel increases significantly from 0.02% to 0.12% of steady state
consumption when the price rigidity is reduced from 0.65 to 0.01. The welfare
losses associated with the average inflation volatility and output gap volatility are
hump-shaped and increases with the price rigidity respectively, in line with the
predictions of the standard textbook model (e.g. Gali (2015)). In our quantitative
model, the dispersed belief channel dominates, which generates a welfare loss

from an increase in price flexibility.
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The welfare losses conditional on the preference shocks share similar patterns

and the reasoning. The detailed results are in the Appendix 3.5.1.

Figure 3.5: Welfare losses decomposition conditional on technology shocks
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Note: This figure plots the components of welfare loss as a function of price rigidity for the
case with dispersed beliefs. The signal-to-noise ratio calibrated to match a Kalman gain of 0.46.
The elasticity of substitution across goods e is calibrated to be 6, which corresponds to a desired

markup of 1.2. The volatility of shock o2 is calibrated to be 0.02.

Discussions There are two issues worth to discuss in our quantitative model.
The first is that our results hold even when the monetary policy response is suf-
ficiently strong. In the model of Gali (2013) and Gali and Monacelli (2016), the
result that a reduction in wage rigidity can worsen the welfare occurs when the in-
flation coefficient in the Taylor rule in the closed-economy model is close to unit
or when the exchange rate is fixed in a small open economy model. Both models
rely on the mechanism that insufficient response of monetary policy will greatly
amplify the employment gap volatility when the wage rigidity decreases. How-
ever, our results are based on the increase in the welfare losses associated with the
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price dispersion within the price resetting firms through dispersed belief channel

and the output gap volatility is even decreasing when the price rigidity decreases.

Second, our results point to market inefficiency. In our model, from an indi-
vidual firm’s perspective, it would be better off if the firm was allowed to adjust
its price more frequently as they would be able to respond to shocks on a timely
manner. Therefore, firms would pay for new pricing technologies. However, if all
individual firms adopt the new technology to facilitate the price adjustment, the
aggregate welfare losses increase as we discussed above. Thus, the constrained
social planner, at the presence of the dispersed information, would not introduce

the new technology.

3.4 Concluding Remarks

Is the introduction of digital price tags that may facilitate price adjustment welfare
improving? In a New Keynesian model featuring both price rigidity and dispersed
information, we show that the answer is no. The dominant underlying mechanism
is that a reduction in the price rigidity will amplify the welfare losses associated
with the price dispersion within price resetting firms when they have heteroge-
neous beliefs about the economy. These results add caution to the introduction of

the new technology to decrease the price rigidity (e.g. digital price tags).
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3.5 Appendices

3.5.1 Figures

Figure 3.6: Welfare losses conditional on preference shocks: dispersed belief
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= Perfect Information

Note: This figure plots the welfare loss as a function of price rigidity under different scenarios.
The solid black line presents the perfect information case. The dashed blue line plots the prediction
of the model with dispersed beliefs with and signal-to-noise ratio calibrated to match a Kalman
gain of 0.46. The red line with circle shows the result if the signal-to-noise ratio is calibrated to
match the Kalman gain of % The elasticity of substitution across goods € is calibrated to be 6,
which corresponds to a desired markup of 1.2. The volatility of shock o2 is calibrated to be 0.02.

104



Figure 3.7: Welfare losses decomposition conditional on preference shocks

014 T T T T T T T T T

0.12

0.1

Welfare Losses %

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Price Rigidity

- Dispersed Belief Price Dispersion
= = Calvo Price Dispersion
=—@— Output Gap

Note: This figure plots the components of welfare loss as a function of price rigidity for the
case with dispersed beliefs. The signal-to-noise ratio calibrated to match a Kalman gain of 0.46.
The elasticity of substitution across goods e is calibrated to be 6, which corresponds to a desired

markup of 1.2. The volatility of shock o2 is calibrated to be 0.02.
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3.5.2 Welfare Losses

Static Model

The second-order approximation to the consumer’s welfare losses can be written

and express as a fraction of steady state consumption as
L = evar;p(i) + 7 (3.26)

We first derive the price dipsersion component var;p(i).

varip(i) = [(0(0) - pas (3.27)
=(1-06) / (p*(i) — p)?di + 0p* (3.28)

=(1-10) </i(p*(i) —p")?di+ (p* — p)2) + 0p° (3.29)

=(1-0)K? /62(i)di + (1 - 0)op*? (3.30)

=(1-0)K?0>+ (1 - 0)0K*a® (3.31)

From the first to the second line, we have used the fact that a fraction of 1 — 6
of firms set their prices to p; (i), and a fraction of 6 firms keep the original price 0.
From the third line to the fourth line, we have used p*(i) = Ks(i), p* = Ka and

p=(1-0)p"

7P =((1-0)K-1)"a (3.32)

B(L)=e{(1 - 0K+ (1-0)0K%2} + (1 - 0)K —1)°02.  (3.33)
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Dynamic Model

The second-order approximation to the consumer’s welfare losses can be written

and express as a fraction of steady state consumption as

:_E025( varipy(i )+(a+1_a)y}2>

In the following, fisrt, We will derive the term Ej ).~ ' §var;p(i). Second,
I will decompose it into two components: the price dispersion within the price
resetting firms and that across all firms as if the newly price resetting firms are

restricted to set the same average price.

Proposition 3

Ey Zﬁ —varipi(i) = E Zﬁt(; (1 OV - 2] (3.34)

where Uy = (1 = 0) [.(p}, — pi—1)*di.

Proof: Let A; = var;p(i), then

Ay = var;(pi(i) — pi—1) (3.35)

2
= /(pi,t - pt71>2di - |:/(pzt - pt1>di:| (3.36)

= 6 /(pi,tl - pt71)2d7; —+ (1 — 9) /(pzt _ pt—1>2d2’ _ ’/Tt2 (337)
— A+ (1-6) / (0F, — prr)di — 72 (3.38)

Finally, from Equation 3.38, Ey > .~ 06 Svarip(i) = Eyd oy 91 ﬁe[(l
0) [;(p5; — pe-1)?di — 7).

Next, we will derive E(U) = E L(Pz*t —pi1)
Lemma 3.5.1

1

T HXi (3.39)

*
Pit —Pt—1 =
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where X!, = [Siy, E(Xiftm)\j}yt)]’ , Sy = DX ) 4 Qei, and H™ is the row

tt tlt
vetor in the H matrix corrsponding to the response of aggregate inflation.

Proof: Let p; = [ p;,di and pf — py1 = &5 = ﬁH”X(Om). Integrating

1—6 tlt
equation 3.39 in both left hand side and right-hand side gives rise to the above

equation.

(0:00)
t|t

estimate of the higherachy of average expectations of the state based on each

Note S; ; is the set of signals firm i receive and F/(X |1;+) is the conditional
individual firm’s information set. Combing measurement equation 3.5.1 and the
law of motion for the vector of average expectation, and denote Xiﬁm) as Xj.
Using Kalman filter, we obtain,

E(X|L) = Xg(j) = MXy_131(j) + K(Si; — DMX;_1_1(j))  (3.40)

= (M — KDM)Xt,l‘t,l(j) + KS; (3.41)
Then,
N ) 1 ] )
E/i(pi,t —Ptfl)zdZ = E/j(mH Xi|t)2dj (3.42)
1 i i et -
— mE/jH X§|tthtH dj (3.43)
1 s j '4 ’
— m}] EEO(XiltXtTt)H (3.44)
_ 1 ™ EEO(SJ}tS;‘,Q EEO(Sj,tXﬂt(j)/)
(1=02" |EE(S;Xue(j)) EEo(Xye(§)Xue(5))

(3.45)

Where the notation F(X;) is defined as [; X;di. In the following derivation, for
simplicity, we abuse the notation a bit and £’ means F'Ej,. Next we will derive
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each submatrix in the block matrix £ (Xg| tX/j ).

t|t
E(S;4S;,) = DVar(X{°)D' + QQ (3.46)
E(Xyu(5)S),) = B { (M — KDM) X, 10-1(5) + K Sj,] 5;-715} (3.47)
—F {(M — KDM)X, 1y 1(j)S,, + K S; ;,t} (3.48)

— (M — KDM)E [Xt_w_l(j)é‘;,t} + KE(S;4S;,) (349
= (M — KDM)E [X;_14-1(j)(DMX;_1 + DNe; + Qez)'| + KE(S;4S;,)
(3.50)
= (M — KDM)E(X;_1,1(j)X,_,)M'D' + KE(SNS;J)
(3.51)
E(Xy())X,) = E[(M — KDM)X, 11(5) + K(DX; + Qe; )] X, (3.52)

—E [(M — KDM)X,_ 11 () (MX,_1) + KDXtXt} (3.53)
= (M — KDM)E(X; 1,1(j)X;_))M' + KDE(X,X;) (3.54)

/

E(X()Xu(4)) = E [(M — KDM)Xy 15 1(j) + KS;] [(M — KDM) Xy 101(j) + KS;]
(3.55)
= (M — KDM)EX; 1y 1()Xi—101(j) (M — KDM)'
(3.56)
+ (M — KDM)EX, 1,-1(j)S; K’ (3.57)
+ KES;; X 141(j) (M — KDM) (3.58)
+ KE(S;45;,) K’ (3.59)
where
EXi 1p-1(7)Se = E(Xi1p1 ()X ) M'D' (3.60)
Var(X$°) = B(X,X;) (3.61)
Var(X}5°) = MVar(X§°)M' + NVar(e,) N’ (3.62)
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We can further decompose the price dispersion into two components: the price

dispersion within the price resetting firms and that across all firms as if the newly

price resetting firms are restricted to set the same average price.

A, = 07,1 +(1—0) / (B — 7+ 0 — pra)?di — 7 (3.63)

=071+ (1—190) /(p;t —pp)idi+ (1 -0) /(p; —pi1)?di — 77 (3.64)

% )

) 0
08+ (1 6) [, = )i+ g (3.65)

The term [;(p}, — p;)°di is the price dispersion among price setting firms. Then,

< t € : t €
;B guaripi(i) = ZB 51 59[(1 — O, — 2] (3.66)

1 0
¢ _ 2 2
= E B@l—ﬁ& - 60U, 1_67rt+1_07rt] (3.67)

_Zﬁt@1_69 H)Ut— 7Tt —1—2515 501

Dlspersed Belief Calvo

(3.68)

The first term in the above equation measures the welfare losses induced by the
dispersed belief and the second one corresponds to the loss by Calvo pricing fric-

tion.

3.5.3 Solution Method

The observation equation is

Zy(i) = LX, + Quy(i), (3.69)
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where Z;(1) = [54:(1) spt(7) Sat(2)] ,14(2) = [Var(3) vt (4) var(d)]'and @ is

oy, 0 0
Q= 0 o, 0
0 0 o,

As is decribed earlier, the law of motion for state is

X =MX; 1+ Neg (3.70)

Define variance matrix for the noise

S = QQ

Define variance matrix for the shock

de 0 O
Eee =N 0 0'62a O N,
0 0 o?

Equations (3.69) and (3.70) consist of linear space which calls for the Kalman
filter.

The steady state Kalman filter gives

xWi) = (M- KLM)xY

t|t t—1t—1

= (M- KLM)XY

t—1]t—1

(1) + KZ(1), (3.71)
(Z) —+ K[LMXt_l + LNEt + Qet (263,72)

where
K, = PL'(LPL +%,,)" ",

with
P=M(P—PL(LPL +%,,) '\LP)M + %...

Take average over individual expectation, we have
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X() = (M-KLMX\,,  +KZ (3.73)

t)t

t—

= (M- KLM)X{",, |+ K[LMX,, +LNe|  (3.74)

Recall that the shocks evolve as

dy di—1
n | =p| mo1 | + Re, (3.75)
ay Ag—1
pa 0 0 o, 0 0
wherep=1| 0 p, 0 [andR=| 0 o, O
0 0 pq 0 0 o

Equation (3.73) and equation (3.75) can fully characterize the matrices M and
N as follows

0 0
M= P 3x3J n 3x3(J+1) . (3.76)
035x3 (M — KLM) |(1:351:3.) KLM |(1:351:305+41))
and
R 0
N = 53 . (3.77)
037x3 KLN |1:371:3)

When firms don’t hvae endogenous signals, the problem of solving the law of
motion for state and policy function can be seperated. Equation (3.76) and (3.77)
can be used to iterate to obtain a fixed point for M and N.

Given the law of motion for state, we can compute for policy functions. Let
U = aX'%") and T = bX %) a5 output and inflation are a linear function of

t|t tlt

hierachy of state variables. Let s;= [ ﬁt]’ and vy = [ ol

Define matrix 7 as follows:

T(s) _ 03(J75+1)><33 ]3(J73+1)

035x3s 035x3(7—s+1) |
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Then we have the following important results for higher order expectation of

endogenous variables

(5) — VoT(s)X(O:J)

St e

(s) _ hrm(s (0:J)
Styne = Vo M"T )Xt|t

forany 0 < s < J.

Let
T = [1 0 O 01><3J],

G= [01X35 010 01><3(J—s)]7

X = [00 1 legj].

Recall that IS curve and NKPC after the substitution of policy function are

axV) = amMT®x ") (¢WbX“)+¢an<°J XX —bMTOX ) (pa— 1)y X,

t|t t|t t|t t|t t|t tlt t)t
(3.78)
J !
bX[" = (1-0)(1-80) Y (1-0) "} ((0+1)aT VX[ — (14+0)GX )+ 50 Z (1—0) " bM T X
j=1
(3.79)
which lead to
1
a=aMT® — Z(¢b+ pa+x —bMTY) + (pg— 1)1, (3.80)
g
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J J
b = (1-0)(1-50) Y _(1-60) "' ((o+v)aTV —(141)G)+80 Y _(1-60)"bMT")
j=1

=1

(3.81)
Iterating over a and b according to equation (3.80) and (3.81) until they con-

verge gives rise to the solution for policy function.
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