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Abstract (English)  
 

This PhD thesis aimed to understand the impact of temperature at different levels (biology 

to physics) while performing live-cell imaging. A study and characterization of the role 

of the temperature during the cell division while using live-cell imaging on several 

biological models was done. Microfluidics was used to study it while accurately 

controlling the temperature on a microscope stage. Followed by characterizing a 

microscope setup to quantify the impact of different external factors on the sample 

temperature. Based on that, I built new microfluidic based devices able to control the 

sample temperature with high accuracy. Those devices were designed, manufactured and 

validated in collaboration with four research teams that used different biological models: 

S. Pombe, Hela-Kyoto cells, kidney cancer spheroids and in vitro microtubules. Finally, 

I developed an AI-based image classifier to study cell division, using data from samples 

thermalized by the accurate temperature control devices described above.  

 

Abstract-Español 
 

Esta tesis doctoral tuvo como objetivo comprender el impacto de la temperatura en 

diferentes niveles (biología o física) al realizar microscopia. Se estudio y se caracterizó 

la implicación de la temperatura aplicada la división celular de distintos modelos 

biológicos utilizando microscopia. Se utilizo la microfluidica para estudiarlo mientras se 

controlaba con precisión la temperatura en un microscopio. Se caracterizo un set de 

microscopia para cuantificar el impacto de diferentes factores externos en la temperatura 

de la muestra. Con ello, construí nuevos dispositivos microfluidicos capaces de controlar 

la temperatura de la muestra con precisión. Esos dispositivos fueron diseñados, fabricados 

y validados en colaboración con cuatro equipos de investigación que utilizaron diferentes 

modelos biológicos: S. Pombe, células Hela-Kyoto, esferoides de cáncer de riñón y 

microtúbulos in vitro. Finalmente, desarrolle un clasificador de imágenes usando 

inteligencia artificial para estudiar la división celular, utilizando imágenes adquiridas con 

el preciso control térmico descrito anteriormente. 
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Preface 
 

This Industrial PhD thesis will be based in three different pillars that will put together all 

the work done at Cherry Biotech and at the laboratory of Prof. Isabelle Vernos, Prof. 

Phong Tran, Prof. Carsten Janke, Dr. Yanncik Arlot and Dr. J. Dumont since September 

2016.  

 

The first one is the technical research done inside the R&D team at Cherry Biotech, Here 

I managed to gather all the technical knowledge regarding the temperature control, 

building of microfluidics devices or the use of microscopy. I managed to create a test 

bench to characterize the impact of different factors on the sample temperature and at the 

same time use it to thermally calibrate different microfluidics devices. I developed my 

knowledge on how to manufacture microfluidic based devices from prototyping to the 

industrialization stage. All this knowledge allowed me to generate the technical core of 

this PhD thesis. 

 

The second pillar was the interaction with the different biological laboratories inside the 

DivIDE and SpOC projects that helped me to evolve in my biological knowledge. I first 

needed to understand their approach and protocols in studying cell division to be able to 

provide them tools to go beyond current state of the art. Together, we designed and 

validated different devices, biological protocols and experiments that resulted on different 

tools.  

 

The third pillar rely on the industrial dimension of this PhD thesis at Cherry Biotech. It 

has given me the possibility to acquire an entrepreneurship mindset. This meant to be able 

to do applied research trying to optimize all the process while aiming to put a product on 

the market that answer users’ problems. In this case, I managed to do so as the 

ThermaFlow yeast edition device it is been thought to continue with industrialisation 

steps. With this mindset I managed to take advantage from a collaboration between 

Cherry Biotech and the Institut Jacques Monod in Paris. I started an innovative research 

line creating an artificial intelligence (AI)-based image classifier to process images from 

the 1st division of C. elegans embryos. This project was the first step of Cherry Biotech 

into the AI field as the company plans to apply this technology on its next product, the 

Cubix. This last pillar was summarized in the start-up culture of Cherry Biotech, that 

allowed me to innovate optimizing the resources, forcing me to be imaginative while 

developing a critical mindset and allowing me to learn new skills on a high working 

rhythm.  
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Chapter 1, Introduction 
 

 
 

Live-cell imaging is an invaluable data source that helps on the development of 

knowledge of many fields related with the fundamental biology. It brings the possibility 

to observe different organisms in different physiological conditions allowing 

understanding how they behave, or which phenotypes do they present depending on 

different external (medium composition, environment temperature and gas concentration) 

and internal (cell division stage, cellular response to an inner stimuli or response to an 

sporadic gene mutation) parameters. All this is possible due to the latest technical 

improvements that increased both the time and spatial resolution. 

 

For example, the confocal spinning disk coupled with the latest improvements regarding 

the different fluorescent tools opened a huge horizon of possibilities to keep getting 

increase the actual knowledge in the field of biology(1–4). However, there is no option 

to obtain relevant data if the key parameters that define a healthy phenotype are not 

properly controlled. In case of mammalian cells 37°C temperature with a gas 

concentration of at least, 75% of N2, 20% of O2 and 5% of CO2. On the other hand, for 

C. elegans, the temperature range is between 15°C and 25°C depending on the 

developmental stage with no special gas requirements.  
 

 
 
From the technical point of view, live-cell imaging can be defined as the method to study 

living cells or species using time-lapse microscopy, which consists one obtaining 

sequenced images over a defined time period. The constant evolution of this technology 

from the beginning of the 20th century until today allowed scientists to acquire a deeper 

knowledge of biological functions or structures through the observation of cellular 

dynamics(5–8). The option to spot dynamic changes offers more insight regarding the 

inner machinery of a cell than a single frame obtained by imaging fixed cells. 

Furthermore, the spatial resolution gain using different fluorescent probes allows the 

observation of subcellular structures, proteins, different processes or molecular 

interactions. Finally, the majority of the techniques can be classified into two main 

groups: Transmission light microscopy and Fluorescent microscopy(9). 

 

 Transmission light microscopy (TLM) 
 

The general definition of Transmission Light Microscopy (TLM), includes any technique 

where light passes from the source to the opposite side of the lens in order to distinguish 

morphological features of the sample. 

 

The light path starts in the source where it can be polarized, light waves oscillates in one 

specific plane, or non-polarized, light waves oscillates in all the planes. The first one is 

used for sample where the non-homogeneity of the material does not allow all the light to 

go through the sample, therefore it is necessary to select that will for sure cross to the end.  

It reaches a condenser to focus on the sample while it gets as much illumination as 

possible. Once the light has overpassed the sample it arrives to the objective lens where 
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the image gets magnified. The final step consists on the getting the image into the ocular 

or the detector, for visualization or storage(5,7). 

 

Inside TLM there different sub-techniques such as Bright-field, Dark-Field, Phase 

contrast or Differential interference contrast (DIC) microscopy, Figure 1. However it is 

necessary to point out that the spatial resolution of this type of imaging method is between 

200-300nm (10–12). 

 Bright-field microscopy 
 

Bright-field is the first technique presented here, and its key is that the contrast between 

the different parts of the sample is generated from the absorption of light by the different 

pigments in the sample. Those pigments can be either natural or added artificially 

following two steps, the first one, permeabilization, is a treatment for cells that using a 

mild surfactant allows large dye molecules because partially dissolves the cell membrane. 

Then fixation, preserves the cells or the tissue morphology by creating chemical bonds 

between proteins to increase their rigidity and the most used chemicals ae ethanol, 

methanol and picric acid. Finally, staining which is the process when the dye is placed in 

contact with the sample by immersion, meaning to immerge the sample on a dye such as  

Methylene blue, used to stain the cell nuclei.(13,14). This illumination method is based 

on the Köhler illumination principle(15–17), developed by August Köhler in 1893.  

 

This technique requires the use of two iris diaphragms, a field one to direct the 

illumination beam towards eye for direct observation while the condenser one is used to 

direct the light beam to a camera or recording device. The role of the condenser is to focus 

the parallel rays over the sample allowing an even illumination field. An explanatory 

scheme can be observed Figure 2. The top row shows the illumination path starting from 

the light source (Figure 2-1), the condenser diaphragm (Figure 2-2), back focal plane of 

the objective lens (Figure 2-3) and the eyepoint (Figure 2-4). The bottom row presents 

the path of the sample image with the field diaphragm(Figure 2-A), sample(Figure 2-B), 

eyepiece(Figure 2-C) and camera or back of the eye(Figure 2-D). 

Figure 1,Example of the different sub-techniques inside the TLM. Bright-field(A), Dark-field(B), Phase 

contrast(C) and DIC(D) 
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From the practical point of view, the main use of this microscopy technique involves the 

observation of stained or naturally pigmented specimens that have been prepared in slides, 

such as tissue or flat cell cultures, with a maximum penetration of 20µm(17,18).   

 

 Dark-field microscopy 
 

Dark-field microscopy is a technique that generates the contrast between the different 

features of the sample and the background by the scattering of light from the sample as is 

illuminated from the side. The scattered light from the sample is detected by the objective 

lens and is seen with a dark background, which improves the contrast between different 

components of the sample(19–21). This technique does not require staining, but it needs 

a special opaque disc of 1 cm diameter underneath the condenser. This one acts by 

blocking most of the light from the illumination source. It is necessary to create the 

oblique illumination for darkfield microscopy as it can be seen in Figure 3. This image 

shows where the opaque disk, that stops the light, is placed into a bright-field microscope 

to produce images with dark background and higher contrast(22). 

 

Figure 3, Scheme of the darkfield microscopy setup 

Figure 2, Scheme of the Köhler illumination 
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This technique is mostly used at low magnifications, up to 100x but it is not recommended 

to be used with dry objectives, as light could enter in the path and disturb the final image. 

It is also very useful method to determine the motility of cultures or to find cells in 

suspension with a maximum sample thickness of 20µm (23,24).  

 

 Phase contrast microscopy 
 

Phase contrast microscopy’s main strength is using the refraction and interference of light 

provoked by structures in a specimen to generate high-contrast images with a higher 

resolution than the techniques mentioned before. It does not require any type of staining 

to get those features. This is possible because the sample is illuminated by a hollow cone 

of light that pass through a phase annulus in the condenser. In order to form altered 

wavelength paths, it is necessary to place an annular stop in the condenser, which at the 

end is what produces the annular cone of light, while the objective has a phase plate 

containing a phase ring. Finally, the light travels directly from the illuminator or light 

source, goes through the phase ring whereas light refracted or reflected by the specimen 

passes through the plate.  

 

All this ends up making the waves travelling by the ring to be out of phase by one-half of 

a wavelength from those which end up in the plate. At the end, the interference generated 

from the different phases is what will create the contrast, between the sample and its 

background as it can be seen in Figure 4, where the annular stop is placed in the condenser 

producing a cone of light that focuses on the specimen (Figure 4-1), specimen refracts or 

reflects light(Figure 4-2), light travelling directly from the condenser lens and the one 

going through the specimen are out of phase when they pass by the objective and the 

phase plates(Figure 4-3) and finally the wavelengths that are in or out of phase either add 

together or cancel out each other(Figure 4-4). Along the process these are the different 

types of light: Illumination light(-red), diffracted light(Figure 4-yellow), un-diffracted 

light(Figure 4-blue) and combination of both (Figure 4-green).(25–30). 

 

From the usability point of view the use of this technique improves the ones mentioned 

before but with a higher economic cost as it is necessary to add a condenser and higher 

resolution objectives to the microscope, but with a limited sample thickness of 20µm(29–

31).  

 

Figure 4, Scheme of the phase contrast setup 
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 Differential Interference Contrast (DIC) 
microscopy  

 

DIC microscopy is very similar to phase contrast in the sense that both use interference 

patterns to generate contrast between the different features or structures of the sample. In 

this case, two different polarized (different phase) lights beams are created and once they 

pass through the sample, their recombination makes it possible to have images with higher 

contrast that look like 3 dimensional images, without using any kind of staining 

technique(32,33).  

 

Therefore, it is necessary to explain the extra components necessary to make this possible, 

as it can be seen in Figure 5. The first one is the Linear Polarizing filter which is placed 

between the light source and the condenser and is designed to produce the linear or plane-

polarized light needed for the interference detection. Right after this piece the Wollaston 

filter(32,34–36) is placed to split the polarized light into two separates beams before it 

gets to the condenser. Those two light beams are known as specimen and reference beams. 

At the condenser the light is focused in the sample, pass through it, goes to an objective 

lens before arriving to 2nd Wollaston filter that recombines the light beams prior to 

arriving to the 2nd polarization filter that generates the differential interference that end 

up generating the enhance contrast.  

 

From the usability point of view, this technique provides a 3-D like image to allows to 

study structural features and distinguish parts of the specimen that would not be possible 

unless using chemical staining. This improvement come with a higher economic cost than 

the previous methods as it is necessary to include two Wollaston filters and two polarizing 

ones(36–40).  

Figure 5, Scheme of DIC microscopy 
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A summary and comparation of the different techniques inside the TLM can be seen in 

Table 1.  

 Fluorescence microscopy 
 

This type of microscopy relies on a physics principle where a molecule, while 

illuminating with a specific light wavelength, can absorbed the light and then emit a new 

light of a longer wavelength with less energy, therefore a different colour than the 

absorbed one, Figure 6. Knowing this, it is possible to attach those fluorophores, that 

normally are fluorescent proteins (FP) or decay dies to the different components of a 

sample or specimen in order to image them.  

 

The base for this imaging method requires and excitation source, which is a light source 

at a specific wavelength. Optics for the excitation and collection part include the use of 

dichroic mirrors and filters, which some are polarizing ones. At the end it is necessary to 

observe or storage the image, therefore, high sensitive detectors such as CCD sensors, 

phot-multiplayers or CMOS cameras are needed(41). 

 

Table 1, Summary and comparation of Transmission Light microscopy (TLM) techniques 



4 

 

Something to consider while doing this type of microscopy is the phototoxicity and the 

photo-bleaching. In the first case, the excess of energy provided to the fluorophore causes 

the emissions of free radicals that can damage other parts inside the cells. On the other 

hand, when the fluorophore is not able to emit more energy because it has been saturated 

of excitation energy, photo-bleaching occurs.  

 

Inside the fluorescence microscopy technique there are different approaches with 

different resolutions(42) such as epifluorescence microscopy (0.1-0.2µm), laser confocal 

and spinning disk microscopy (0.2-0.8µm). One step further are the techniques like Total 

Internal Reflection Fluorescence or TIRF(10nm) or super resolution ones such as  

Stochastic Optical Reconstruction microscopy or STORM (10nm) or Stimulated 

Emission Depletion or STED(50nm)(43–46). The last two are techniques can overcome 

the diffraction limit, which stablish that the minimal noticeable distance between two 

points follows the Abbe diffraction limit equation, Equation 1(47,48).   

 

 Epifluorescence microscopy 
 

Epifluorescence microscopy is considered the simplest configuration of fluorescence 

microscope, and one of the most commonly used. The main configuration (Figure 7) 

consists on a broad spectrum light source that can be either a mercury arc lap(49) or a 

LED(50,51), which emits light in the visible spectrum with enough intensity or power to 

excite the fluorophores in the sample.  

 

Prior to illuminate the sample is it necessary to set the excitation filter to select the band 

of wavelengths that will excite the fluorophore and combine it with a dichroic mirror that 

will transmit or reflect the wavelengths of light, allowing the separation of excitation and 

emission photons for the final observation.  

 

An emission filter is included to separate the reflected light from the scattered one 

provided by the fluorescence of the sample. Finally, a sensitive imaging device or detector 

is placed to collect the photons at the image plane of the sample to be converted on a 

readable image or set of pixels. The maximum penetration of this microscopy techniques 

is around 25µm(48). 

 

Figure 6, Schematic explanation of the fluorescent principle of excitation and emission. Scheme of the 

energy bands(a) and graph of the excitation and emission wavelength to intensity(b)  
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 Laser confocal microscopy 
 

The main improvement of this technique compared with the previous one is that it uses a 

collimated laser as light source, improving the axial resolution(52), allowing to obtain 

images of 3-dimensional structures by using optical sectioning. It also reduces the phot-

bleaching of the fluorophore as it provides less energy than the widefield (52–54). The 

collimated laser is used as exciting source, focusing its light into a focal point of the 

sample. The light emitted by the sample passes by the dichroic mirror and the emission 

filter and it is focused into a pinhole aperture. This pinhole is placed before the objective 

and removes the out-of-focus light. This process improves the axial resolution as it only 

collects the emitted fluorescence from the focal plane. The complete process can be seen 

in Figure 8.  

 

From the practical point of view, this technique allows to scan in the X-Y axis a plane of 

a sample in matter of seconds and to obtain a 3D reconstruction in minutes. This can be 

very useful for fixed samples with a maximum thickness of 100-200µm(48), but for live-

cell imaging it could be too slow if the target is to observe dynamic events of a 

specimen(55–57).  

 

Figure 7, Scheme of the Epifluorescence microscopy setup 
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 Spinning-disk confocal microscopy 
  

Spinning-disk confocal microscopy is a technique that puts together capacity of the 

confocal microscopy to remove the out-of-focus light with the high sensitivity of the 

epifluorescence microscopy, as the fluorophore is excited and imaged at the same time 

from different points across the sample. The laser light source is defocused to a larger 

laser beam spot that is transformed into a lot of small focused laser beams by a the 

microlens array disk. Those laser beam spots pass through a dichroic mirror and then 

across a pinhole array disk, which is perfectly aligned to match each spot with a hole. 

Prior to the sample, the objective lens focuses all the spots in the correct focal plane. The 

microarray disk and the pinhole array disk are coupled and spin at 500-10000 rpm, so all 

the field of view is illuminated with one of the focused laser beam spots. Finally, the 

emission light generated from the focal plane of the sample is then re-focused by the 

objective lens back through the pinhole array and reflected off by the dichroic mirror 

getting to the camera(58–60). An scheme of this setup can be seen in the  Figure 9(61).  

 

This is a more complex setup than the previous ones but it improves a lot the collecting 

time, allowing the user to image very fast movements such as microtubules (MTs) 

movements inside living cells(62) or samples with a thickness between 30 and 50µm(48).  

  

Figure 8, Scheme of the Laser Confocal microscopy setup 
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 Total Internal Reflection Fluorescence (TIRF) 
microscopy 

 

This technique is based on the epifluorescence microscopy, but it takes advantage of the 

critical angle of light. Whenever light faces the interface between two transparent media 

with different refractive indexes, it will be both partially reflected and diffracted. There 

is a certain angle, so called critical angle of light, where the light is completely reflected, 

and an internal reflection occurs. This can only occur if the light goes from higher 

refractive index medium to a lower one, in case of the TIRF microscopy, from the glass 

dish or coverslip, with a refractive index of 1.52, to the sample, which is aqueous with an 

index of 1.33.   

 

This ends up creating an evanescent wave or a near field wave, which decays 

exponentially but allows to penetrate around 10nm into the sample. The three main 

advantages of this method are that its reduces the background nose, increasing the signal-

to-background ratio, there is not collection of out-of-focus fluorescence signal and that 

the amount of light that the sample is exposed to is much smaller than epifluorescence 

microscopy(41,63–65).    

 

A summary and comparation of the different fluorescence microscopy techniques can be 

seen in Table 2.  

 

Figure 9, Spinning disk confocal microscopy scheme 
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 Super-Resolution microscopy 
 

As it was introduces before, this type of fluorescence microscopy was created in order to 

overcome the diffraction limit defined by Abbe in 1873, which corresponds the minimal 

noticeable distance between two points, following Equation 1. The Abbe diffraction 

limits depends on the wavelength of the light(λ), the refractive index of the medium(n) 

and the angle of the converging spot (ϴ), divided by two. Another limiting factor is the 

numerical aperture (NA), which could reach a maximum of 1.4 NA, giving an Abbe limit 

of λ/2NA. As an example, for the green light at 500nm, will present a limit of 0.25µm, 

which will provide a lateral resolution of 200nm and an axial of 500nm.  Figure 10 shows 

Equation 1, Diffraction limit equation of Abbe. Distance between points(d), wavelength of the light(λ), 

the refractive index of the medium(n) and the angle of the converging spot (ϴ) and numerical aperture 

(NA) 

Table 2, Summary and comparation of Fluorescence microscopy techniques 
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visually the difference between resolution over and below the diffraction 

limit(43,44,66,67).  

 

 

Therefore to overcome that limit there are different techniques such as the Stimulated 

Emission Depletion(STED) microscopy that is based on generating super resolution 

images by selectively deactivating fluorophores which minimizes the area of illumination 

and enhances the obtainable resolution, Figure 12 (68). This practise has a lateral 

resolution of 20-70nm and an axial of 40-150nm with a temporal resolution in the range 

of the milliseconds to seconds(69).  

 

Another method is the Stochastic Optical Reconstruction microscopy or STORM, which 

uses sequential activation and time resolved location of fluorophores that are 

photoswitchables to obtain high resolution images, Figure 11(70,71) 

 

Very similar to the STORM, there is the Photoactivated Localization microscopy 

(PALM), Figure 13 (72),  which is a technique that uses fluorescent proteins that are 

optically highlighted to stochastically switch on a sub-population of molecules to obtain 

a sequential single-molecule readout.  For those imaging methods the x-y resolution is in 

the range of 10 to 30 nm with an axial one of 10 to 75nm(69,73).  

Figure 10, Explanation of the difference between resolution over and below the Diffraction limit of 

light 

Figure 11, Scheme explaining the principle behind the STORM 

Figure 12, Scheme of the STED technique explained 
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A summary and comparation of the different techniques inside the super-resolution 

microscopy can be seen in Table 3.  
 

 

As a conclusion of this section, live-cell imaging is one of the base s to gather biological 

knowledge by observation, but if the environment around the sample is not properly 

controlled and monitor, it will be hard to obtain reliable and repeatable data. Therefore, 

the next part will be focused on one of the main parameters that drives the close 

environment of the sample, the temperature.

Figure 13, Scheme of the PALM method 

Table 3, Summary and comparation of Super-Resolution microscopy techniques 



 

11 

 

 
 

Temperature and especially the one of the samples play a big role while doing live-cell 

imaging, but it is important to understand what means to thermalize at a certain 

temperature. Based on the point of view, temperature may have different meanings, from 

thermodynamics/physics to biology/biochemistry. 

 

 Temperature and heat, thermodynamic view 
 

First, thermodynamics is the branch of physics that studies temperature and heat, along 

with their relation to energy, work, radiation or properties of matter. While temperature 

can be considered as the internal or kinetic energy of the total molecules that conform an 

object, heat is the amount of energy that flows from on body to another one due to their 

temperature difference. Then entropy is a measure of the molecular disorder or 

randomness of a system or the thermal energy of a system as itself(74–76).  

 

Using this base, there are four basic principles or laws inside this field that need to be 

mentioned:  

 

The zero law says that if two systems are each in thermal equilibrium with a third one, 

they will also be in equilibrium with each other. This statement refers to the fact that 

thermal equilibrium is an equivalence relation on the set of thermodynamic 

systems under observation.(74) 

 

The first law expresses that the internal energy of an isolated system is constant. It refers 

to the conservation of energy that implies that the energy cannot be destroyed but only be 

transformed(74). 

 

The second law implies that heat cannot spontaneously flow from a colder location to a 

hotter location. This one makes reference to the irreversibility of natural processes, and, 

in many cases, the tendency of natural processes to lead towards spatial homogeneity of 

matter and energy, and especially of temperature(74–76).  

 

The third law says that as a system approaches absolute zero, all processes cease, and the 

entropy of the system reaches a minimum value. In this case, this law provides an absolute 

reference point for the determination of entropy at any other temperature(74–76).  

 

 Temperature  
 

The temperature can be defined as the measure of kinetic energy of the molecules that 

make up an object or a volume of matter(74,75). Therefore, it is possible to measure that 

energy at different scales. In science the most used one is Kelvin (°K) as it is considered 

at 0° Kelvin there is absolute zero molecular motion inside that object or volume of 

matter. This scale is the one used to measure temperature of the nature but outside the 

range of the humans, e.g. the temperature of the sun is at 5778 °K in its surface(77–79).  

 

Another scale is Celsius(°C) as it uses as reference the freezing(0°C) and boiling(100°C) 

points of water. Its relationship with Kelvin is based by the addition of 273 making 0°C 

equal to 273°K. This scale is commonly used to measure in the range of the human, e.g. 

37°C is the average body temperature of a human being.  
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The last scale is Fahrenheit (°F) and it’s the most commonly used in United States of 

America. It uses as reference the freezing and boiling temperatures of a mixture made of 

equals parts of ice and salt table being 0°F the freezing point and 212°F the boiling one. 

Its relationship with Celsius system follows the Equation 2.  

 

 Heat 
 

Heat is physical quantification of the amount of energy that flows from on body to another 

one due to their difference in temperature. It is measured in Joules (J) as an international 

system unit. As a base, if two objects with different temperature are in contact the heat 

will flow the hotter one to the colder one until they reach an equilibrium meaning that 

both are at the same temperature. The heat transfer can occur in different ways, such as 

conduction, radiation or convection(74,80–83).  

 

Conduction is a type of heat transfer that occurs between solid objects or materials, 

therefore there is none mass transfer because of all the energy is due to the vibration of 

atoms and free motion of electrons inside that object or medium. Due to this principle, 

metals are very good heat conductors as they contain many free electrons that can move 

freely. The difference of heat for this case can be expressed as Equation 3. 

 

 

On the other hand, it is also important to know the resistance of the material to heat flow 

Equation 4.  

Another way to transfer heat is convection that mostly occurs between liquids and gases. 

In this case as the hot part of the fluid has a lower density than the cold one, the hot part 

flows upwards and while it transfers the heat. Thus, the heat is transferred due to the 

movement of a heated fluid. However, to express this phenomenon the difference of heat 

is expressed over time at Equation 5. 

Equation 2, Conversion between Temperature in Celsius (Tc) and in Fahrenheit (Tf) 

Equation 3,Amount of heat equation. Amount of heat(∆𝑄), coefficient of thermal conductivity(k), area 

of contact(A), time interval(∆t), temperature difference(∆T) and distance between hot and cold bodies(L) 

Equation 4, Resistance of the material to heat flow equation. Distance between hot and cold bodies(L) 

and coefficient of thermal conductivity(k) 

Equation 5, Amount of heat(∆𝑄), over time(∆t). Coefficient of thermal convection(q), area(A), 

difference of temperature(∆T) 
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Finally, heat radiation is an electromagnetic radiation generated by the thermal motion of 

particles in all matter that has higher temperature than absolute 0°K. The motion of 

particle results in charge-acceleration that produces electromagnetic radiation. In order to 

quantify it is necessary to use the Stefan-Boltzmann constant (σ=5.67*10^-8) into 

Equation 6. 

 

 Temperature from the biological/biochemistry point of view 
 

The meaning of temperature from the biological point of view involves the understanding 

that every living organism needs a specific temperature range in order to survive. If the 

temperature is not the correct one, organism could be able to adapt, until a certain range, 

to avoid the water in their cells from turning ice or to avoid the denaturalization of 

metabolic enzymes with heat (84–87).  

 

However, it is possible to divide the different organism in the nature according on how 

they regulate their body temperature. Endotherms generate most of the heat they need in 

order to keep a certain temperature and when the environment is below their body 

temperature, they increase the metabolic heat production to keep it constant and in the 

opposite case they sweat to remove the heat. Mammals and birds are part of this group. 

On the other hand, for ectotherms their body temperature is ambient dependant and the 

heat that their metabolism generates is not enough to change their body temperature, 

therefore they move towards the location whose temperature meets their needs. Most of 

the reptiles, fishes, amphibians and invertebrates are ectotherms(84–86).  

 

Although, there is a response to temperature changes thermosensing mechanism that can 

act at different levels from nucleic acids to proteins and lipids. At transcriptional level, 

temperature can be sensed by the regulation of access of transcriptional machinery of 

DNA as it can be mediated by changes in DNA structure by a primary DNA sequence. 

E.g. in Shigella, the transcription of the virF virulence gene need the invaded host to be 

at least at 32°C. At lower temperature the machinery does not start, and the virus is not 

spread(88). The protein conformation is also temperature-dependant and it can be a way 

to an organism to react in response to an ambient temperature change, e.g thermosensitive 

mutants in C. elegans have proteins that are activated at a certain temperature like an 

on/off switch(89–91). Finally, temperature changes can affect protein activity indirectly 

due to the lipids in the membrane as their fluidity is temperature dependant(88,92–94).  

 

Equation 6, Heat radiate energy(P) equation. Stefan-Boltzmann Constant(σ), emissivity of the 

material(є), area of emitting body(A) and absolute temperature in Kelvin(T) 
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Live-cell imaging goes from imaging single cells to tissue samples, therefore, to measure 

the temperature of those sample it is necessary to consider different features in order to 

choose the correct sensing technique. Although, for live cell imaging the most common 

used techniques can be based on resistance changes (Thermistors or RTDs), based on 

voltage changes (Thermocouples), based on thermochromic liquids, infrared 

thermography or a very recent technique that involve the use of themo-sensitive 

fluorescence molecules. Each of those techniques have their own strengths and weakness 

but all of them are relevant enough to be consider as techniques to measure the 

temperature of a biological sample while doing live-cell imaging. 

 

 Sensors based on resistance changes: Thermistors and 
Resistive Temperature Detectors (RTD) 

 

This type of sensors measure temperature based on resistance changes. There are two 

different sub-types inside this group, thermistors(95–97) and Resistive Temperature 

Detectors (RTDs) (95,98,99), each of them with different features as it can be seen at 

Table 4.   

 

 Thermistors 
 

Thermistors sensors are available in two different types: positive temperature coefficient 

(PTC) and negative temperature coefficient (NTC). The resistance in PTC increase with 

the temperature while with the NTC is the opposite. They are generally made from 

ceramic materials (oxides of nickel, manganese or cobalt) that are semiconductor 

materials sealed in glass or plastic, which provide them a very fast response to 

temperature changes. Thermistors are also considered passive resistive devices meaning 

that they only need a current to pass through in order to generate a measurable voltage 

output(100). In order to classify them, they are rated according to their resistive value at 

room temperature(25°C) and their time constant (time to react to a temperature change).   

 

Along all the thermistors the most used ones are the NTC type sensors that follow 

Equation 7, Standard equation for NTC thermistor resistance as function of the 

temperature. Thermistor nominal resistance at 25°C(R25c), thermistor material constant in 

Kelvin (β) and thermistor actual temperature in Celsius(T), which shows that the 

relationship between the resistance and the temperature is non-linear, and it depends on 

which type of materials are used in its manufacturing(101).  The most used ones are 

10Kohms sensors with a response time of 2-3seconds, with a measuring range of -40°C 

to 125°C, an accuracy of 0.5-1°C. The main strengths are the low cost, the durability and 

the adaptable size of this type of sensors while the main limitations are related with the 

non-linear resistance-temperature curve that requires a calibration and the slow response 

time in the range of 2-3seconds (102–104). 
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 Resistive Temperature Detectors (RTD) 
 

The other type of temperature sensors based on resistance are the Resistive Temperature 

Detectors (RTD) that are highly precise and accurate sensors made from high purity 

conducting metals such as platinum, nickel or copper. Among those materials, platinum 

is the most used one due to its high accuracy and it includes two types of sensors the PT-

100 and the PT-1000.  

 

The PT-100 sensors have a small circuit made of platinum that has a 100 ohms resistance 

at 0°C This one is the most used sensor and it has 4 wires/connections. Two of them to 

provide a small current and the other two to measure the voltage that will be then 

transformed to resistance that will lead to the temperature measurement as it can be seen 

at Figure 14. For example, the measurement current is normally around 1mA, if the 

resistance is 100 ohms, the voltage drop will be 0.1V over the resistance. For higher 

accuracy, it can reach +/-0.1°C the current can be decreases down to 0.1mA. 
 

The second type, PT-1000 sensors have a resistance of 1000 ohms at 0°C and use the 2 

wire/connection configuration as it can be seen at Figure 15.  In this case the resistance is 

measured at the end of the two wires, making it less accurate than the previous 

configuration, as the current and the voltage are measured in the same circuit, including 

all the noise that was avoided before. It is more than enough if the desired accuracy is 

between 0.5°C-1°C.  

Equation 7, Standard equation for NTC thermistor resistance as function of the temperature. Thermistor 

nominal resistance at 25°C(R25c), thermistor material constant in Kelvin (β) and thermistor actual 

temperature in Celsius(T) 

Figure 14,Scheme of a 4 wire PT-100 circuit. Voltage drop (Ur) and Current in amperes(I) 
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As a summary, the strongest features of this sensor are the linear relationship between 

temperature-resistance, the high accuracy(+/-0.1°C) and stability. The only drawback is 

that it is a more expensive sensor compared with a thermistor and they require a special 

encapsulation due to their fragility (95,98,99,101). 

 

 

 Sensors based on voltage changes 
 

Thermocouples are thermo-voltage based thermometers that use the Seebeck effect of 

thermoelectric materials in order to measure the temperature(105–109). The voltage is 

measured at the two open ends (cold point) of the connection between two thermoelectric 

materials A and B (mostly metals). In case of a temperature change in the connection 

point (hot point) between material A and B will provoke a delta of voltage that follows 

the Equation 8. This equation includes the Seebeck coefficient that refers to the 

temperature-dependent property of the material used at the thermocouple, Figure 

16(101,105–109). 

Figure 15, Scheme of a 2 wire PT-1000 circuit. Voltage drop(U) and Current in amperes(I) 

Equation 8, Equation of the thermoelectric effect. Gradient of Voltage(∇𝑉), Seebeck coefficient(-S(T)) 

and gradient in temperature(∇T) 

Table 4, Summary of resistance base temperature sensors 
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The reason to be the most used sensors as there is no need of any specific equipment or 

conversion. At the end, the main features are only dependant on the two-metal 

combination, as it can be seen at  Table 5(110–117). 

 

 Sensors based on Thermochromic Liquid crystals (TLC) 
 

Another temperature measure technique involves the use of Thermochromic Liquid 

Crystal (TLC), which are liquid crystals that change their optical properties due to 

temperature. Outside the working range, the sensor is completely transparent because the 

crystal are in an amorphous state(101). Once it is thermalized inside the working range, 

the sensor will show a range of different colours, the rainbow of colours is known as 

colour play. This happens because the crystals are more structured and reflect the different 

wavelengths of light depending on the thermalization temperature(118).  

 

The TLC can be made to display a colour change from -30°C up to 120°C. The lower 

limit depends on the crystallization and the glass formation while the upper one is 

subjected to the stability and lifetime of the device that include the TLC.  The colour 

bandwidth can have a resolution from 0.1°C to 40°C, depending on the application as it 

could require a broad or a narrow bandwidth(118–124). A summary of the main features 

can be seen at Table 6. 

 

For the moment the application of this type of temperature sensors did not only cover 

biological purposes but they have also been used in food industry to develop smart 

packaging(125–128). 

 

Figure 16, Scheme of the thermocouple construction 

Table 5, Summary of the main features of the different type of thermocouples 
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 Infrared thermography  
 

Infrared technology can be used to measure the temperature as it is a non-invasive 

technique that provides more than a reduce amount of discreate points(129–134). This 

technique allows to observe the whole-field temperature of the sample as it monitors the 

thermal radiation of the heated objects, in our case sample of cells or tissues. The energy 

that is radiated from the surface of the sample depends on the emissivity, as dimensionless 

ratio it describes the amount of absorbed and reflected heat radiation emitted from a 

surface.  

 

The thermic cameras can measure that heat radiation and calculate the temperature with 

an accuracy from 0.2°C to 2°C.  The main advantages of the Infrared technology are 

related with the repeatability by decreasing the error between experiments and the 

possibility to observe the complete spectrum but for some setups a re-calibration might 

be needed as it is mentioned in Table 6(134).   

 

 Fluorescence molecules-based sensors 
 

There are four more techniques that include fluorescence to measure the temperature of 

the sample, but that are not commercialized yet. Those are fluorescent dyes, quantum 

dots, fluorescent polymeric thermometer and fluorescent based proteins as  genetically 

encoded ratiometric fluorescent thermometer (gTEMP),Table 7. 

 

 Fluorescent dyes    
 

The fluorescent dyes are used as semi-invasive technique to measure the temperature 

around and inside single cells(135–138). There is a direct relationship between the 

intensity of the fluorophore and the temperature(139).  One approach is to combine a 

europium coordination entity composed of europium(III) coordinated to 4-[4,6-di(1H-

indazol-1-yl)-1,3,5-triazin-2-yl]-N,N-diethylaniline and three 4,4,4-trifluoro-1-

(thiophen-2-yl)butane-1,3-dione(EU-TTA), a synthetic dye, with nano-encapsulation of 

Poly(methyl methacrylate) or PMMA to protect the dye from pH changes(137). This 

technique is combined with fluorescent microscopy to obtain a read-out of the 

temperature at a specific location in the 3D space. It requires a calibration and a data post-

processing to obtain the temperature in a field of view, which end up increasing the 

response time(135–138).  

 

Table 6, Summary of the main features of TLC and Infrared thermography 
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 Quantum dots (QD)  
 

Quantum dots(QD), are nanoparticles made of semi-conductor materials that emit 

fluorescence and that have been used to measure the temperature of living cells(140). The 

illumination properties of the QDs have temperature-dependent optical variations 

therefore the fluorescence intensity decreases while the heat goes up(140,141). This 

technique is considered as semi-invasive one as the it is biocompatible with living cells, 

but it requires to introduce the QDs in the target location, around or inside the cells(142–

145).  

 

 Fluorescent polymeric thermometers (FPTs)  
 

Fluorescent polymeric thermometers (FPTs) are another semi-invasive method used to 

measure the temperature around and inside single cells.  The reason to use 

polyacrylamides such as Poly(N-isopropylacrylamide)(NIPAM) is that its structure 

changes due to temperature(146–150). The key point here is the phase transition of this 

polymers as it allows to have a very accurate response to a temperature change. The 

temperature range can be increased by synthesizing blocks of copolymers containing 

different polymers with different temperature sensitivities. If the size of the chain is too 

big the temperature sensitivity could be affected(151). At the end, the molecule was 

optimized by adding two more units and combine the thermosensitive unit (NIPAM) with 

a Hydrophilic unit, sulfonated polyacrylamide (SPA) and with a Fluorescents unit, N-{2-

[(7-N,N-dimethylaminosulfonyl)-2,1,3-benzoxadiazol-4-yl](methyl)amino}ethyl-N-

methylacrylamide(DBD-AA). It is necessary to use microinjection in order to place it 

close the target cells(151,152). 

 

 Fluorescent based proteins as genetically 
encoded ratiometric fluorescent thermometer 
(gTEMP) 

 

Genetically encoded ratiometric fluorescent thermometer or gTEMP is an experimental 

technique that combines fluorescence proteins in order to measure the temperature around 

or inside a living organism. The team of Nakano et al.(153) checked for different 

fluorescent proteins combinations to improve its temperature sensitivity in order to 

develop a ratiometric thermometer(153–160).  

 

The first fluorescent protein, Sirius, decreases it intensity by a 65% by increasing the 

temperature from 20°C to 65°C. On the other hand, mT-Sapphire only decreases by a 

17% in the same range. This difference makes them compatible to be used a ratiometric 

fluorescent thermometer. These two proteins combined managed to get a sensitivity of 

2.6%/°C in the 5°C to 45°C range after been calibrated from 32°C to 40°C. This technique 

was presented as a solution to image different living organisms, from inner part of the 

cells to complete embryos but requires a more in deep calibration in order start to use it 

as a standard temperature measurement technique, as it is in a very early development 

stage(153–160).    
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Table 7, Summary of the features of fluorescent based temperature sensors 
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At this point, I will be reviewing different techniques that can be used to thermalize a 

sample while doing live-cell imaging. The first temperature controller for microscopy 

was patented back in 1940s(161) but it was not until 1980s(162–165) when researchers 

started to use them more and more on regular basis until today. 

 

There are a wide variety of classifications, but I decided to divide them according on the 

approach they take in order to thermalize. The first group has a macro approach that 

involves thermalizing the stage in order to thermalize the sample. The second group has 

a micro one where the sample is thermalized more locally or even from the inside. 

 

 Macro approach to thermalization 
 

Inside the macro approach group, I include the following technologies: incubation box, 

top stage incubators or Peltier elements. All of them thermalize the sample by 

thermalizing the surrounding environment that includes the microscope stage.  

 

All these techniques have commercially available products in the market that can be 

purchase and used to thermalize samples while doing live-cell imaging. Their main 

features can be seen at Table 8. 

 

 Incubation box 
 

This first technology has been in the market for more than 20 years now and it is a very 

well-known and reliable method to thermalize samples. It is normally composed by a 

transparent box that is normally made of plastic (plexiglass or PMMA) that is placed on 

top of the microscope stage creating a closed environment. There are connections to 

supply a thermalized mix of O2 and CO2 at the desired concentration. These kind of 

systems can thermalize the inner environment from the ambient temperature(20-22°C) up 

to 45°C, but it is possible to reach higher temperatures such as 60°C (166). The incubation 

boxes can provide homogeneous temperature in the sample location but they require long 

time (30 to 60min) to go from the ambient temperature up to the target one (167,168). 

 

 Top stage incubator 
 

The second thermalization method is a more advanced and miniaturized version of the 

previous one, which is called top stage incubator and it was first patented in 1940s(161) 

but became more used after the 1980s(162–165). This is a more advanced incubator as it 

is generally adapted to host different type of cell culture plates as petri dish, multi-wells 

or single slides.  

 

The thermalization using an incubation chamber has two different approaches. The 

simplest one uses the thermalized gas(O2+Co2) that fills the sealed environment giving 

the possibility to thermalize from ambient temperature up to 45-60°C, depending on the 

device features(169). The second option pre-thermalized uses water or any other liquid to 

thermalize the sample by flowing through a close circuit of metal that is in contact with 
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the sample plate thermalizing it, without contacting directly the cells(169) but with the 

possibly of thermalizing faster(35-°C per min) than the air based one(1-3°C per min).   

 

 Stage thermalization based on Peltier elements  
 

The last method inside this group uses Peltier element in contact with a thermic 

conductive material that will end up thermalizing the cells plate, therefore the sample. 

Peltier elements or thermoelectric coolers are made of two types of semiconductors, N 

and P, which under a specific a current moves electric charges on the current direction 

Figure 17. They operate according to the Peltier effect that creates a temperature 

difference by heat transfer between two electrical junctions. A voltage is applied through 

the junction that creates a current. When the current goes in one direction of the junction, 

the heat goes all towards one part of the junction, increasing the temperature in one of the 

sides of the Peltier while cooling the other side(170–172). 
 

 

This setup allows a more accurate temperature control and gives the possibility to go 

below ambient temperature but it requires a more complex setup than the previous ones, 

such as a feedback loop to readjust the power of the Peltier in order to avoid overshooting 

(173–175). In this case the upper limits depends on the features of the Peltier element, but 

there are some that can reach up 200°C with a speed of 1°C per second(176–181). 

 

Figure 17, Scheme of the Peltier effect. Semiconductor type N(N), semiconductor type P(P) 

Table 8, Summary of the different macro approaches for sample thermalization 
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 Micro approach to thermalization 
  

Inside this group there are different thermalization techniques that involve the use of 

microfluidics, microheaters or lasers. These methods allow to provide more localized 

thermalization and a more precise temperature control as it can be seen at Table 9(182).  

 

 Thermalization based in microfluidics  
 

There is one commercially available product call based on combining externally pre-

heated liquid and microfluidics (183–185). It uses a Peltier element to pre-thermalize a 

liquid that flows through a microfluidic chip in close loop. The microfluidic chips are 

made of a hard material that transfer/removes the energy from the sample that is in contact 

with the microfluidic chip through a glass coverslip. This multilayer setup allows to 

thermalize it to the desired temperature. Such a method requires a calibration as it does 

not use any sensor in the sample location to correct the temperature. It allows fast 

temperature switch (10s) and a range of 5°C to 45°C.  

 

Another option is to use an approach developed first by Guijt et al(186) and then 

optimized by Maltezos et al.(187), which basically uses a chemical reaction to control the 

temperature of the sample inside a microfluidic channel. Two reagents, acetone and 

H2SO4 combines are used to heat or cool down the central channel that could host the 

sampling cells to be observed using live-cell imaging. The key here is to control the flow 

rate of the two reagents in order to control the chemical reaction and provide the good 

temperature to the sample. It could be possible to have a range from -10°C to 76°C with 

slopes of 1°C/second and an accuracy of between 0.5°C and 1°C(187–190).   

 

 Thermalization based in micro-heaters 
 

There is one technique that is based in microelectronics technology that is the base of 

microheaters(191–194). Those components can be used in combination of metals or 

liquids to take advantage of their thermal conductivity property. The key point of those 

systems is that it is possible to calibrate them by establishing a relationship between the 

dissipated power (applied energy and resistance of the heater) and the temperature of the 

sample. Therefore, it is necessary to place a sensor in the sample location to monitor the 

amount of heat coming from the microheaters, which can work with less than 1W and 

very low voltage in order to heat up(192,193). In the case of liquid conductivity, a 

microheater can heat up the medium or liquid that is in contact with the sample in order 

to thermalize it (195,196).   

 

In terms of features, a thermal time response can be between 10-20°C per second, with 

an accuracy of 0.2°C to 2°C and a range between ambient and 100°C depending on the 

setup and the heat capacity of the microheater(197–201).  
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 Thermalization based in infrared (IR) lasers  
 

The last method is the one that uses infrared(IR) and near-infrared(NIR) lasers to locally 

heat a sample while doing live-cell imaging (202). Those laser have the capacity to 

transfer energy to all the molecules under the focal spot and increase their temperature, 

e.g. using a wavelength of 1064nm a laser focused on a point can induce heat in a ratio 

of 1°C per 100mW of power(203). This method of generating heat with light has two 

main benefits: it is non-invasive and universally applicable, meaning that can be used in 

any type of cell or tissue(204). Depending on the application, it could require a more 

powerful laser setup as light is weakly absorbed in sample with thin cell membranes.  

 

On the other hand, it is necessary to control the size of the laser spot as it could also rise 

the temperature of other parts than the surface ending with photodamage. In order to have 

a better control of the temperature, it is possible to use gold nanoparticles that absorb light 

in a more effective way than the molecules in the cell membrane(205–208).   

 

 

 

 

Table 9, Summary of the different micro approaches for sample thermalization 
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There are many different factors that can affect the accuracy and stability of the sample 

temperature while doing live-cell imaging. The most important ones are the illumination, 

the laser power and the heat sink effect. 

 

 Illumination  
 

Illumination can alter the sample temperature by heating up to the sample while doing 

live-cell imaging, especially techniques that using Transmission Light microscopy 

(TLM). The physics behind the heating is based on the magnification effect of the light 

when a light beam is focused on a very small area, all the illumination energy is transfer 

to heat in that spot, thus, increasing the temperature. Therefore, it is necessary to avoid 

illuminating the sample with a very powerful light source for long time on a very reduced 

area. As an example, there is an study reporting that microscopes illumination with a 

power of 300W had increased the brain tissue temperature in 1 to 2 °C while observation 

(209,210).  

 

 Laser power 
 

As it has been mentioned here before, infrared laser can be used to locally heat sample 

areas while doing live-cell imaging in a range of 1°C per 100mW of power, therefore it 

is important to consider that while doing fluorescent microscopy the sample could be 

heated up while using lasers to generate the fluorescence.  

 

In this case is important to understand the difference between the continuous and pulse 

configurations because the laser power and the illumination time play a big role in the 

heat transmission. Normally in the continuous illumination configuration, the power of 

the laser tends to be lower 50-100mW, than in the pulse one, 100-200mW. Those 

parameters combined with the exposition time will lead to the value of transmitted power 

per mm2 per second, which provides the information about the amount of energy that   it 

has been provided to an area of the sample during a certain period. The increase of 

temperature can be in the worst cases between 0.5°C to 1°C in an area of 1mm2, but this 

is very dependent on the type of sample/tissue and how the heat flows inside it(211–216).  

 

 Heat sink 
 

The Heat sink is a physical phenomenon that occurs between two objects that are in 

contact or between one object an its environment. The heat sink is the transfer of energy, 

in this case of heat, between an object which it hotter to another one that is cooler in order 

to reach and equilibrium. This also occurs between an object and its environment but the 

time to reach an equilibrium tend to be much longer than in the previous case(217–221). 

 

The heat sink occurs while doing live-cell imaging, especially when using immersion 

objectives that involve the use of oil or water. As an example, if the sample that is on a 

glass-slide at 37°C and is in contact via the immersion oil with the objective that is at 

room temperature, 20-25°C, due to the energetical difference the objective will start 

dragging energy/heat from the sample in order to reach an equilibrium where both are at 
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the same temperature or reduce the sample temperature by 2°C to 5°C after several hours. 

In the case of using dry objective the heat sink occurs with the stage and the surrounding 

environment so it could be that in the long-term(hours) the temperature of the sample 

could change due to changes in the stage or room temperature but those ones can be in a 

lower range of 0.5°C to 1°C after 10 hours of observation(222–224). A scheme of this 

phenomenon can be seen at Figure 18. 

 

Another point to consider is the heat capacity of the materials of the different objects 

involved during this process because some of them can transfer very easily the heat like 

water or metals while others don’t as they are isolating materials such as very dense oils 

or plastics (Polycarbonate or CoP). Some of the thermalizing systems take this into 

account during the calibration and the thermalization by monitoring the objective 

temperature. Some other system do not consider this at all, for example, the incubation 

boxes or try to mitigate it by using an objective heater to keep the objective temperature 

always at a certain temperature, normally closer to the sample one to reach the equilibrium 

as fast as possible and avoid drops in temperature(225–228).  

 

  

 

Figure 18, Scheme of the heat sink principle while using Immersion and Dry objectives 
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The implications can be divided in three major groups, image disruption, wrong 

biological phenotype and heat-shock or sample damage. 

 

 Image disruption 
 

The image disruption is the first consequence of an issue with the temperature control, 

but it could be provoked by different factors, such as the image drift or the immersion 

liquid instability. The first one affects the focal plane because if the temperature increases 

the slide or the sample support device can expand by few micrometres altering the optical 

configuration. The same occurs if the temperature drops as the materials can contract. The 

drift can occur in the 3 axes, but it impact the image resolution more with the z-axis. 

Nevertheless, most of the microscopes nowadays have a re-focus feature that corrects this 

issue inside a range and with a defined frequency(229–233).   

 

Another issue related with the lack of temperature control is the instability of the 

immersion liquid as most of them are done to work on a specific range, 20-25°C or 35-

45°C(234), providing a specific refraction index. If the temperature changes or is outside 

those ranges, the liquid will have a different refraction index and will disturb the focal 

plane provoking imaging issues. Even if those liquids are prepared to work between 

ranges in the case of the water it cannot go below or close to 0°C as it could freeze and 

damage the objective. This kind of issues require to control very carefully the temperature 

and also to use the most suitable immersion liquids that work in the range of the sample 

temperature(235–237). 

 

 

 Phenotype disruption and sample damage 
 

As it was introduced in the part 1.3.2 temperature plays a big role in the biology and if 

the thermalization is not properly done the observed phenotype can be different from the 

expected one.  

 

As first example, the enzymatic activity of the cells is regulated by temperature as the 

enzymes have range of temperature at which they are functional and outside it they get 

denaturalized or degraded(238,239). Although, inside that range some enzymes are more 

efficient at specific temperatures while other stop completely their activity (240). There 

are also evidences that the active site is temperature dependent as it can change it 

conformation(241,242). Therefore, while doing live-cell imaging it is important to control 

the temperature as it is also possible to control the enzymatic activity of the studied 

phenotype(243–246).   

 

Proteins are also temperature dependent entities. Their stability and capacity to trigger or 

stop certain mechanisms is dependant of the surrounding temperature. There are studies 

showing that the protein stability is different in vivo compared with what they observed 

in vitro. Those studies also show that the proteins are stable at different temperature in 

vivo and in vitro. There might be different reasons for that phenomena but the two more 

clear ones are first, that in the in vivo  case there is an inner cell machinery in charge of 

the aggregation and folding, that is not present in vitro, where those processes become 
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thermodynamically dependent(247–250). The second reason is related with the inner cell 

temperature distribution, it could be that inside the cell the temperature could not be 

homogeneously distributed making the proteins stable only if they are at a certain location 

with an specific temperature, but this has not been validated yet(139,152,251–255).  

 

Microtubules (MTs) are other example of temperature dependent structures as they can 

polymerize or depolymerize into monomers of tubulin due to temperature or because 

different inner cell mechanism. However, even if temperature could be the driving force 

it is necessary to understand if it is the only one or if it is inducing the action of other 

mechanism inside the cells. Those other mechanism could explain why some species are 

able to survive at very low temperatures and keep their MTs polymerized, e.g. Arctic 

anadromous fishes from the salmonid family or Notothenia gibberifrons(256–258)  On 

the other hand, mammalian cells get most their MTs depolymerized by downing the 

temperature 20°C of its normal one(259,260). Microtubule-Based molecular motors are 

also temperature dependent as their transport speed can be reduced or increase due to 

temperature changes(261). All this together show how important is to control the 

temperature while observing MTs in live-cell imaging because a small variation in the 

comfort temperature of the sampling cells could affect their behaviour, resulting in 

observing a different phenotype from the aimed one(262–264).  

 

At the cellular level the membrane stiffness is also temperature dependant and it can affect 

the cell permeability(265–267). The fatty acid tails of the phospholipids change their 

conformation depending on the temperature that is surrounding the cell, as those 

phospholipids have a range of temperature at which they can become more rigid or more 

fluidic. This capacity of change allows the cells to control the permeability and to adapt 

or react to it, if the conditions of the environment is not the most suitable one for them, 

being this mechanism a very important one for the survival of the cell against difficult 

situations(268–270).  

 

As a summary, if the temperature of the sample is not properly controlled inside a specific 

range, it could happen that because of the temperature changes the cell in the sample 

could suffer a heat-shock that could end up on a irreversible cell damage. This kind of 

heat shocks can be due to both heat and cool, damaging the cells to an point of not 

recovery(271–275). This is why it is so important to have a correct temperature control 

while doing live-cell imaging.  
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Artificial Intelligence (AI) can be used in combination with live-cell imaging for image 

classification and it represents the final application of this thesis.  

 

Prior to go to the applications it is important to explain what Artificial Intelligence and 

all its subsets are such as Machine Learning (ML) and Deep Learning (DL) as it can be 

seen in Figure 19. The simplest definition of AI establishes it as a technique that enables 

machines to mimic human behaviour. Then Machine Learning is a subset of AI in which 

using statistics is possible to help a machine to improve with experience. Finally, Deep 

Learning is a subset of ML that takes care of the pure computational part connection 

different parts such as multi-layer neural networks.  

 

 

 AI brief history  
 

The concept of AI was first introduced by Alan Turing during the 2nd World War when 

he and his team managed to “break” the code that was behind the encryption of the 

Enigma machine. According to him, if a machine could have a conversation with humans 

without the humans noticing that that is not human, the machine would win the “imitation 

game” be considered artificially “intelligent”.  

 

Later on, in 1956 John McCarthy organized the Dartmouth Conference, in which the term 

“Artificial Intelligence” was first used as it is used today. During the 1960s and 1970s 

computer science along with robotics and mathematics make the field to grow very fast 

until mid-1970s when it stopped. The period between mid-1970s to mid-1990s is 

commonly known as AI Winters due to the losing of momentum as the computers were 

not ready to work with the already developed algorithms as they were lacking on memory 

and computational power.  

  

During the 2nd part of 1990s, AI start to gather the attention of the big companies, 

especially when IBM’s Deep Blue defeated world chess champion, Garry Kasparov, 

becoming the first machine to beat a human. Since this event and thanks to the exponential 

improvement in computational power the field has continue growing specially in the last 

15 years when Amazon, Google, Baidu or Tencent used AI based technology to gain 

Figure 19, Illustration of the meaning of AI, machine learning and deep learning 
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commercial advantage in order to process and predict what could be the final need of the 

user according to each individual profile.  

 

Finally it is important to mention that thanks to the research performed over several years 

by Yoshua Bengio, Geoffrey Hinton and Yann LeCun, among other AI is what it is 

today(276).  

 

 Machine learning vs Deep learning 
 

As it was introduced before Machine learning refers to technique that enables machines 

to learn by themselves using data and to make accurate predictions. It is just a subset of 

AI that is based on training algorithm so they can make the decision by themselves. This 

methodology normally requires a lot of data, high levels of computational power and time 

to obtain good results, if possible. Indeed, there are some cases in which the complexity 

of the algorithm could make very hard to obtain the good decision or prediction(277).  

 

The ML based algorithms can be trained in two different ways, one is supervised, based 

on input and output data that can lead to classification or regression algorithms. The 

second one is unsupervised, where the algorithm itself will learn to make a classification 

based on the main features that it observed in the data set. This second group is normally 

used for clustering data Figure 20.   

 

 

On the other hand, deep learning is a subset of unsupervised ML that is inspired in the 

information processing pattern of the human brains that are able to identify patterns and 

classify different types of information(278,279). Whenever we receive new information, 

the brain tries to label it in order to understand it or to associate it with an already know 

concept. DL based algorithms can label by themselves the data prior to classify it. The 

main difference between ML and DL can be understand by Figure 21. 

 

 

 

Figure 20,Machine learning types of learning scheme 
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 Examples of the image classification based on ML and DL 
 

Now, there are different algorithms available to classify different types of images such as 

GoogLeNet, AlexNet or ResNet.  

 

As a first example, AlexNet, which was a network developed by Alex Krizhevsky in 

2012. This Neural Network competed in the ImageNet Large Scale Visual Recognition 

Challenge in 2012 archiving a top 5 error of 15.3% which was 10.8 percentage points 

lower than the runner-up. One of the keys of this network was the depth that allowed the 

high performance, which was computationally very expensive to run in a CPU but 

relatively feasible using GPU during the training process. It has 60 million parameters 

and 8 layers(280).  

 

The second one, GoogLeNet, which was the winner of the ILSVRC 2014, at which it 

achieved a top-5 error of 6.67%.  It is also known as Inception V1, as the researchers that 

developed it where the first ones to mention the concept of inception(281). This network 

used a CNN inspired by LeNet but with a novel element called inception module.  

 

Finally, ResNet-152, which was the winner of the ILSVRC 2015, at which it achieved a 

top-5 error of 3.6%.  It introduces the concept of skip connection to fit the input from the 

previous layer to then next one without any modification of the input allowing deeper 

networks. It is made of 152 layers and more than 60.2 million parameters.(282) 

 

Figure 21, Illustration of the main difference between ML and DL 
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Chapter 2, Thermal Characterization of the microscope setup, 
from sensors to the microscope calibration using the 
CherryTemp  
 

The second chapter will be focused on establishing a test bench to thermally characterize 

any microfluidic device or setup. It included the selection of different temperature 

sensors, the data shorting and the use of CherryTemp as stable, accurate and repeatable 

temperature source. 

 

The construction of this test bench will be divided in the major parts: 

• The thermal characterization of the temperature sensors 

• The assembly of the setup (hardware and software) 

• Presenting quantitative results of the impact in the sample temperature of different 

parameters surrounding the microscope setup 

 

 
 

The first step was to thermally characterize different temperature sensors in order to 

monitor the temperature of the sample, the stage the objective and the room one(ambient). 

Each location possessed its own particularities (type of environment, working range, 

contact surface or size) thus, three different sensors were tested with the objective of 

finding which one of them would be the most suited one according to: 

• Working environment: water, air or oil 

• Working range: stable and accurate of at least +/-0.5°C 

• Reactivity time: time to feel a change of temperature  

 

All the tested sensors were compared with an RTD, PT-100 which was considered as 

golden-standard or reference sensor for this thermal characterization.  

 

 Specifications of tested sensors 
 

Taking the requirements as a base I looked in the market for different sensors that could 

fit those needs and I selected three thermistors to be checked and one PT-100 to be used 

as reference or golden-standard.  

 

Prior to present the characterisation of each sensor it was necessary to elucidate some 

concepts that drive their main features. All the thermistor sensors  that were tested were 

resistance based, therefore the resistance to temperature relation followed the Steinhart-

Hart equation(283,284), Equation 9. This complex equation using three resistance-

temperature pairs of values to solve the equation and obtain the a, b and c values that 

provide the shape of the resistance-temperature curve of the sensor. The most common 

used temperatures are 0°C, 25°C and 85°C.   

 

Equation 9, Steinhart-Hart equation from resistance to temperature on thermistors. Thermistors 

coeficients(a,b,c), measured resistance(R) and measured temperature(T) 
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However, some sensor manufacturers provide the Beta value or B25/85 as main feature of 

the thermistors. This Beta value came from a simpler equation, Equation 10, that 

represents the shape curve relationship between the resistance and the temperature using 

only two resistance-temperature points at 25°C and 85°C.  

 

Both equations were valid in order to calculate the temperature taking the resistance of 

the sensor, but the Steinhart-Hart equation is more complete as it covered a bigger range 

than the Beta one.  

 

 NTC thermistor from Vishay BC components 
 

The 1st selected sensor was an NTC thermistor with the reference number NTCAIMME3 

from Vishay BCcomponents. This sensor has a miniature insulated chip NTC thermistor 

mounted in a stainless steel (SS304) housing with a brass collar for sealed mounting and 

twin PVC insulated AWG#30 lead wire connection as it can be seen in Figure 22.  

 

One of the keys to select this one was its size as the total length of the sensor was 23mm 

from the tip to the wire connection, and the different diameters from the tip: 

• D1=2mm 

• D2=2.5mm 

• D3=3.9mm 

 

All this combined present a small sensor able to be submerged in liquids or added in a 

flow circuit to measure the temperature of a liquid flowing. Together with this, the main 

features the NTC thermistor has R25 of 10K ohms, meaning that at 25°C the resistance 

was 10K ohms, with tolerance of +/-3%. Other key features of the sensor can be seen at 

Table 10.  

Equation 10, Beta equation from resistance to temperature in thermistors. Beta value(ß) Resistance 

of temperature #1 and #2 (RT1 and RT2) and Temperatures #1 and #2 (T1 and T2), where T1 and R1 are 

normally 25°C and 10K ohms.  

Figure 22, Example of the NTC thermistor from Vishay. 1st part diameter(D1), 2nd part diameter(D2) 

and 3rd part diameter(D3) 
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 JT-sensor from Semitec 
 

The 2nd selected sensor was an JT-sensor thermistor with the reference number 103-JT-

025 from Semitec. This NTC sensor is encapsulated inside an insulation film of 25, 50, 

75 or 100mm long and 0.5mm thick making it is perfect for small and thigh locations, 

Figure 23. The low mass of this sensor allow it to have a time response of 5 seconds from 

25°C to 85°C but it can be shorter for smaller temperature ranges. A summary of the 

sensor specifications can be seen at Table 11. 

 

 

 

 

 

 

 

 

 

 

Figure 23, Example of the JT-Sensor from Semitec 

Table 10, Summary of the main features of the NTC thermistor from Vishay 
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 Omega sensor  
 

The 3rd selected sensor was a self-adhesive patch sensor thermistor with the reference 

number SA2F-TH-44031-120 from Omega engineering. This NTC sensor is encapsulated 

inside a rubber that allows the connection to a copper based self-adhesive surface. The 

encapsulation is 35mm long, 12mm wide with a thickness of 2.5mm. Figure 24. 

 

This sensor was ideal for surfaces as it had a self-adhesive patch in the sensing part.  From 

the datasheet I extract the information available in the Table 12. 

 

 

 

 

 

 

 

 

Table 11, Summary of the main specifications of the JT-sensor from Semitec 

Figure 24, Example of the self-adhesive patch sensor from OMEGA 



 

37 

 

 

 RTD, PT-100 sensor from TC S.A. 
 

For RTD, PT-100 I selected one from TC S.A. which is a French temperature sensor 

supplier. I selected model 16-1-2.5-4-15.5-CE1HT-R100-A-100 MM followed the 

measurements shown in the Figure 25. 

 

All the previous sensors were thermistors while this one was an RTD which followed a 

different equation for the resistance-temperature curve. That equation was the Callendar-

Van Dusen one(285–287), presented at Equation 11(A-B), with the two option according 

to the temperature range. Then, the main features of this type of sensor were specified at 

the Table 13.  

 

Figure 25, Scheme with the main dimensional specification of the RTD, PT-100 sensor from TC S.A. 

 

Table 12, Summary of the main specifications of the self-adhesive patch sensor from Omega 
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 Characterization setup, conditions and protocol 
 

 Characterization setup 
 

As mentioned before the aim of the sensor’s characterization was to find out which sensor 

would be the most suited one for the different locations. Each sensor was going to be 

assessed on the measurement of specific temperatures of the microscope setup and on 

their offset compared to the RTD, PT-100 (considered as reference). Additionally, 

different types of environmental conditions tested were: 

• Air 

• Water 

• Oil 

 

 

 

Equation 11, Callendar-Van Dusen equation for RTD, PT-100 according to the range. Coefficients (A, 

B, C), measured temperature(t), resistance at 0°C(R0) and measured resistance (Rt) 

Table 13, Summary of the main specifications of the RTD, PT-100 sensor from TC S.A 
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All of them tested at different temperature ranges: 

• Ambient temperature (20-22°C) 

• Over ambient temperature(>25°C) 

• Below ambient temperature(<18°C) 

 

The setup for the characterization included 3xJT-sensors, 3xNTC sensors, 1xOmega 

sensor and 2xRTD, PT-100 sensors, placed in a holding structure made of plastic with 10 

slots. In order to fix their position and place them all at the same level, I decided to use 

polystyrene tubes that had a hole for the sensor to get in as it can be seen in Figure 26. 

 

All the sensors were placed in a plastic structure following the scheme shown in the 

Figure 1 and connected with 2 meters of wire to an Agilent 34972A, a signal recorder 

from Keysight Technologies, in order to measure the resistance of each sensor and the 

temperature of the PT-100 sensors, following this order: 

• CH1: 103-JT-sensor #1 

• CH2: 103-JT-sensor #2 

• CH3: 103-JT-sensor #3 

• CH4: NTC Vishay #1 

• CH5: NTC Vishay #2 

• CH6: NTC Vishay #3 

• CH7: Omega 44031 #0 

• CH8: RTD, PT-100 #1, paired with CH18 

• CH9: RTD, PT-100 #2, paired with CH19 

 

NOTE #1: All the thermistors were 2-point connection sensors except the RTD, PT-100 

that were 4-points ones.  

 

NOTE #2:  I only used one Omega 44031 due to the low stock availability of this type 

of sensors at the time of the experimentation. 

 

Figure 26,Scheme of the distribution of the different sensors in the holding structure 
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 Characterization condition  
 

The conditions for the recording include three different mediums (air, water and oil) at 

three different temperatures ranges (ambient, below and over ambient). For the air 

condition, I placed the recording setup inside the fridge (below ambient), outside the 

fridge (ambient) and inside an empty kettle after heating up water (over ambient, 

decreasing to ambient).    

 

For the water condition, the recording setup was placed inside a plastic box with 

water(0.5L) reaching the tip of the sensors and for the different temperatures it was placed 

inside the fridge (below ambient), outside the fridge (ambient) and with hot water after 

boiling it(100°C) using a kettle (over ambient, decreasing to ambient).    

 

Finally, for the oil condition, I used regular microscopy oil, from Sigma-Aldrich, 56822-

1L, inside the same plastic box of 0.5L volume. In this case, I only checked scenarios 

inside the fridge (below ambient) and outside the fridge(ambient).  

 

 Characterization protocol 
 

For the data acquisition protocol, I recorded twice for 1h with a sample frequency of 10s. 

All the eight combinations between temperature range and medium were assessed using 

a programme based on MATLAB, release 2017b from MathWorks, Inc., Natick, 

Massachusetts, United States. The developed software include different modules such as 

settings for each type of sensor, adaptation of the Steinhart-Hart equation, data storage or 

communication with the Agilent 34972A an LXI Data Acquisition device from Keysight, 

Figure 27.   

 

 Results of the characterization  
 

The analysis of the results was separated in two parts. The first one was focused on the 

offset or different between the reference, RTD, PT-100 and each sensor. The second 

analysis aimed to determine if there was any intra-sensor deviation due to the different 

batch. As explained before, the target here was to identify which sensors had a working 

range inside the +/-0.5°C range for both analysed features.  

 

 Results from the air condition  
 

In the air condition the analysis started from the higher temperature experiment towards 

the lower one analysing the mean difference between each sensor and the reference (inter-

sensor offset), as well as the maximum and minimum deviation inside each sensor (intra-

Figure 27, Image of the Agilent 34972A LXI Data Acquisition device from Keysight 
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sensor deviation) within the tested temperature range. The results can be seen in the Table 

14. 

 

As a recap, all the sensors fit inside the +/-0.5°C inter-sensor offset (1st column) threshold 

for air condition at the different temperatures. From the intra-sensor deviation (2nd 

column), the two values correspond to the maximum and minimum deviation between 

the sensors of the same type. Lastly, only the 103-JT-sensors present a bigger deviation 

but always below +/-0.5°C threshold. 

 

 Results from the water condition 
 

In the air condition the analysis started from the higher temperature experiment towards 

the lower one analysing the mean difference between each sensor and the reference (inter-

sensor offset), as well as the maximum and minimum deviation inside each sensor (intra-

sensor deviation) within the tested temperature range. The results were summarized at  

Table 15. 

 

Table 14, Data summary of the results of the sensor characterization in the air condition at different 

temperatures ranges 
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As a recap, nearly all the sensor fit inside the +/-0.5°C inter-sensor offset (1st column) 

threshold for water condition except for the 103-JT-sensors at high temperatures. This 

was due to the low mass and small contact surface. Apart from that the deviation between 

the different sensors (2nd column) from the same batch was inside the expected range of 

+/-0.5°C.   

 

 Results from the oil condition 
 

In the oil condition the analysis will follow the same steps than in the previous ones not 

including the over ambient temperature range, as mentioned before. The outcome of the 

analysis of the mean difference between each sensor and the reference (inter-sensor 

offset) and the maximum and minimum deviation inside each sensor (intra-sensor 

deviation) within the tested temperature range, were shown at  Table 16. 

 

 

As a final recap, at ambient temperatures, all the sensors had less variability than +/-0.5°C 

compared with the reference. This made much sense because oil was a denser liquid 

Table 15, Data summary of the results of the sensor characterization in the water condition at different 

temperatures ranges 

Table 16, Data summary of the results of the sensor characterization in the oil condition at different 

temperatures ranges 
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compared with the water thus was more stable and less affectable to small temperature 

changes, especially in a short-ranges, 20-22°C.  

 

At low temperatures, bigger differences in case of 103-JT-sensor could be explained again 

due to its low mass and small contact surface. Apart from that the rest of the sensors were 

within the +/-0.5°C in terms of offset and deviation.  

 

 Conclusion of the characterization 
 

From this sensor characterization experiments I managed to extract some conclusion. The 

first one was related with the linearity and stability of the tested sensor, as all of them 

presented lower deviation than +/-0.5°C in all the conditions. This meant that all the 

selected sensors could be used several times in different conditions that the results should 

always be below that threshold. This led to the second conclusion that taking the off-set 

as reference all of them where within the +/-0.5°C threshold in most of the conditions. 

Altogether, allowed me to validate them all to be used at the test bench. However, an 

individual analysis was required.   

 

The 103-JT-sensor could be perfectly used to monitor the temperature of a sample as it 

can fit in small location (0.5mm thickness) and it has a maximum offset of  +/- 0.3°C on 

air. In case of water it was +/-0.56°C over 45°C, explainable due to the low mass and 

small contact surface of the sensing part. The sensor was placed in a big volume of liquid 

where big variations could be more relevant than at a small volume, which would be the 

case as it would be at the sample location. 

 

In case of the NTC Vishay it could be easily used to monitor the temperature of different 

liquids (inside a microfluidic chip) as it had enough mass to not be affected by fast small 

changes and the overall offset was in its maximum 0.5°C (in water at high temperatures).  

 

For the Omega 44031 sensor proved to be a very accurate sensor with a maximum offset 

of +/-0.32°C compared with the reference. Therefore, it would be used to monitor the 

temperature of the microscope stage.  

 

The RTD, PT-100 deviation characterization showed that in its maximum point it could 

reach +/-0.12°C in the case of the oil at low temperatures while in the rest of the cases it 

oscillated between 0.027° and 0.02°C. Confronting its choice as reference. 

 

Finally, in terms of time response ΔT25/85, time to sense a change from 25°C to 85°C, the 

values for each sensor were the following ones: 

• RTD-PT100: 1s 

• NTC Vishay: 1.5s 

• 103-JT-sensor: 5s 

• Omega 44031: 25s 
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As a summary the final location for each sensor at the test bench could be seen at the 

Table 17. 

 

 

 

 

 

 

Table 17, Summary of the possible location at the test bench for the different characterized sensors 
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Once the sensor characterization was done, the characterisation of the whole microscope 

setup was possible. Quantification pf the impact of different factors that could affect the 

sample temperature while doing live-cell imaging was the key driver of this setup. 

Depending on the type of microscopy configuration, dry or immersion objectives, the 

setup, the sensors and the culture device, the CherryTemp calibration needed to be 

adapted. The modifications were done to obtain more precise and reliable data as well as 

to quantify the key parameters impacting the final sample temperature.  

 

In this part, I was going to cover the following points: 

• Explanation of the thermalization technology behind CherryTemp 

• Description of the setup, the characterization protocol and the results for each 

configuration (dry and immersion)  

• In detail explanation of the different sub-factors that were addressed at each 

configuration 

• Ranking of all the factors that end up affecting the sample temperature from higher to 

lower impact 

 

All the previously mentioned steps were covered during this part of chapter 2. 

 

 Thermalization behind CherryTemp 
 

The CherryTemp thermalization system, Figure 28, was first commercialized by Cherry 

Biotech, Rennes (France) in 2014 to allow thermalization while performing live-cell 

imaging of biological models. The first used models were yeast, then C. elegans until 

reaching drosophila melanogaster among others. 

 

 

 

 

Figure 28, General scheme of the CherryTemp with the different components. CherryLoop (A), Fluidic 

Tank(B), CherryTemp (C), Heat-Exchanger module(D), Thermalization chip(E), chip insert to the 

microscope stage(F) and CherrySoft, software interface that controls the thermalization(G) 
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Some of the key features of this system were: 

• Temperature range, from 45°C to 5°C but able to reach from 60°C to 0°C in special 

cases/setups 

• Fast temperature switch between two different temperatures in 10 seconds or less 

• Accuracy, +/-0.3°C in the sample location 

 

The technology behind this features were the use of a microfluidic chip that allows to 

thermalize a sample using energy transfer through a hard surface(288).  

 

First, the mounting of the sample was made of a sandwich between the thermalization 

chip Figure 28-E  and Figure 29, and a glass coverslip. In order to protect the sample from 

squeezing a spacer was placed, which thickness can be adapted depending on the 

biological model. Then, the thermalization chip was a three layer microfluidic chip made 

of an 24x60x8mm PMMA block, Figure 29-A, a double-side tape layer that conformed 

the thermalization chamber, Figure 29-B and a glass coverslip(#3, 24x60mm). The 

thermalized chip had 2 input points, connected to the Heat Exchanger, Figure 28-D, and 

1 output point, connected to the Fluidic Tank, Figure 28-B. 

 

The, the sample thermalization was based on two independent channels (Channel #1 and 

Channel #2) that had each of them one independent Peltier element allowing very accurate 

and stable temperature control. The working principle started with the thermalization 

liquid that circulated from a reservoir or Fluidic Tank, Figure 28-B, to the Heat-

Exchanger module, where the Peltier elements were located. At this module, the 

thermalization liquid could be heated or cooled depending on the target temperature of 

each channel. Once the liquid reached the target temperature it could be quickly injected 

into the thermalization chip mounted with the sample on the microscope stage. Due to the 

small thermal mass (distance between the thermalization chip and the sample) the energy 

transfer could be very fast (10s or less). Finally, a feedback loop that continuously 

monitors the room temperature or the heat-sink in case of using immersion objective, 

provided the high accuracy of +/-0.3°C presented before. The algorithm behind this 

feedback loop was embedded on the CherrySoft, Figure 28-G, and it was able to calculate 

the heat-loss between the pre-thermalized liquid at the Heat-Exchanger module and the 

thermalization chip. Using as reference the selected sample temperature by the user, the 

CherryTemp tends to reduce this heat-loss in order to provide the most accurate and stable 

temperature as possible.  

 

In the case that the user wanted to change the temperature from Channel #1 to Channe#2, 

it could be done by clicking on the CherrySoft that would activate a fluidic switch inside 

the CherryLoop. This would flow the thermalization liquid towards the Channel #2 at the 

Heat-Exchanger module to the thermalization chip, providing the selected temperature to 

the sample. This switch took 10 seconds or less, corresponding to the time for the liquid 

to flow from the Heat Exchanger to the thermalization chip. In addition, the 

Figure 29,Thermalization chip. PMMA block 3D drawing(A), Thermalization chamber 2D drawing(B), 

Full chip assembly example(C) 
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thermalization chip was placed on a chip insert that was adapted to the microscope stage, 

Figure 28-F. 

 

 Dry configuration characterization 
 

The experiments for the characterization of dry configuration were performed at Cherry 

Biotech’s Head Quarters in Rennes, France, during the summertime of 2018 with a warm 

room temperature(>25°C). The objective of this set of experiments was to quantify the 

impact of different factors in the sample temperature while building a ranking, from the 

higher to the lower impact. 

 

 Setup for the Dry configuration characterization 
 

The material used for the Dry configuration characterization and the location of each 

component can be seen Figure 30. The detailed list is the following one: 

 

CherryTemp from Cherry Biotech, to thermalize the sample: 

• Machine code: TempoCell #2-E1533B118 

• Ambient sensor: Omega 44031 

• Type of chip: ThermaChip + AR-LSR-0.25-AR spacer  

• CherrySoft version: 1.0.37 GeminiV1 

 

Agilent 34972A from Keysight, to record the temperature of all the sensors: 

• 103-JT-sensor: to monitor the temperature of the sample 

• Omega 44031: to monitor the temperature of the microscope stage 

• 2x RTD, PT-100:  to monitor the temperature of the room at two locations, over the 

microscope and at the infinite. 

 

Leica DM-IRBE microscope from Leica: 

• 5x Dry objective 

R&D computer, to control the different software and to store the recorded data 

 

Figure 30, Dry configuration characterization setup with the location of the different sensors, devices 

and the microscope 
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NOTE #1: The AR-LSR-0.25-AR spacer which hosted the 103-JT-sensor(0.5mm thick) 

was made of a 3 layer lamination of AR-90880 tape(0.142m), 0.25mm liquid silicone 

robber, LSR, and AR-90880 tape(0.142mm), which makes a total of 0.543mm. The 2D 

design of the spacer can be seen at Figure 31.   

 

 Dry configuration protocol  
 

The protocol for the Dry configuration was divided in three major steps:  

• Setup preparation 

• CherrySoft and data recording settings 

• Quantification of the impact of the room and the stage temperature over the sample 

one 

 

For the preparation of the setup the requirements were that before starting the recording 

and the thermalization it was necessary to fill the chamber were the 103-JT-sensor was 

located with 50uL of distil water using a syringe. This step was necessary to prevent the 

formation of any air bubble to enter inside the chamber while performing the experiment.  

Indeed, an air bubble could disrupt the temperature measured by the 103-JT-sensor. Then 

the Omega 44031 sensor oversaw the monitoring of the stage temperature while the two 

RTD, PT-100 sensors were used to measure the ambient temperature.   

 

NOTE #2: As an extra security, if the ambient temperature was higher than 30°C or 

below 18°C, the recording would be postponed until the temperature of the room fitted 

inside that threshold to avoid extreme conditions in the characterization that could 

generate outliers and disrupt the outcome.  

 

For the thermalizing software settings, I built a thermalization sequence directly at the 

level of the Heat-Exchanger module in order to have in all the different experiments the 

same thermalization prior to reach the thermalization chip. This setting let the room 

temperature as the only variable capable to impact the sample temperature. The 

programmed temperature profile is available at Figure 32. Briefly, it started by started by 

thermalizing the sample with pre-heated liquid at 20°C for 10’ to go then to -5°C, 5°C, 

15°C, 25°C, 37°C and 45°C. Between all the changes there was a 10’ at 20°C step to 

avoid over-heating the PMMA and remove any memory of the material that could 

generate a thermal inertia that could end up providing not real results. 

 

 

 

Figure 31, 2D design of the AR-LSR-0.25-AR spacer and the dimensions from the upper view 
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From the recording settings, five cycles of 190 minutes each were done in order to 

generate enough data and the sampling frequency was 10s. All the recording was done 

using a MATLAB software that was based on the previous one used to characterize the 

different sensors.  

 

NOTE: Prior to present the results it is necessary to mention that the data from the -5°C 

at the Heat Exchanger was removed from the final analysis because the difference of 

temperature between the room temperature, between 28°C and 24°C make it very hard 

for the chilling system of the CherryTemp to provide stable temperature during that step.  

 

 Dry configuration results 
 

The obtained raw data was represented in the following variables: 

• Temperature of the Peltier (Tp): corresponding to the temperature at the Heat-

Exchanger module during the thermalizing cycles 

• Temperature of the stage (Tst): measured temperature at the microscope stage with 

the Omega 44031 sensor (Location A)  

• Temperature of the sample (Ts): measured temperature at the sample location with 

the 103-JT-sensor (Location B) 

• Temperature of the room #1 (Tr1): measured temperature on top of the microscope 

with an RTD, PT-100 sensor (Location C) 

• Temperature of the room #2 (Tr2): measured temperature on top of the microscope 

with an RTD, PT-100 sensor (Location D) 

 

All this raw data was in absolute temperature and in order to compare between different 

experiment it was necessary to convert it to relative temperature in order to see the real 

effect of the room and stage temperatures on the sample one. The formula to convert the 

data to relative were presented at Table 18. 

 

Figure 32, Scheme of the temperature evolution in the Heat Exchanger during the Dry configuration 

thermalization 
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All the previously mentioned variables allowed me to compare the data between 

experiments but in order to extract the impact of the different room temperatures (Tr1 and 

Tr2) and the temperature of the stage (Tst) I created a new variable called Temperature 

impact in the sample (Tis) that was calculated as Equation 12. It was obtained for each 

relativization to quantify the impact of the different factors (room and stage temperature).  

Table 18, Temperature relativization equations depending different factors such as room temperature or 

stage temperature. 

Equation 12, Temperature impact in the sample equation. This variable was obtained by making the 

difference between the Temperature of the Peltier in Relative (TpR) and the Temperature of the sample 

in Relative (TsR) 

Figure 33, Results from the Tis calculation of the Temperature of the room #1(Tr1A). The left y- axis was 

the Tis, the x-axis was the Temperature of the room #1(Tr1A) in absolute temperature and the right y-axis 

was the (TpA) to visualize the thermalization steps. Each colour represented one experiment. 
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At Figure 33, it was possible to observe that Tis followed a constant difference at each TpA 

step, which was in absolute temperature for the visualization, without any impact from 

the temperature of the room #1 factor.  

At Figure 34 the obtained results showed that Tis followed again a constant difference at 

each TpA step, without any impact from the temperature of the room #2 factor. The results 

of these two cases demonstrated that for the dry configuration, the impact of the room 

temperature is constant and measurable, therefore it can be quantified in order to adapt 

the thermalization to it. 

Finally, in the case of the temperature of the stage Tst, it did not impact at all the 

temperature of the sample as the Tis was again constant at the different TpA steps, as 

presented at Figure 35. Consequently, it was possible to quantify the difference and use 

it in case of need for a thermalization using that value as reference.   

 

Figure 34, Results from the Tis calculation of the Temperature of the room #2(Tr2A). The left y- axis was 

the Tis, the x-axis was the Temperature of the room #2(Tr2A) in absolute temperature and the right y-axis 

was the (TpA) to visualize the thermalization steps. Each colour represented one experiment. 

Figure 35, Results from the Tis calculation of the Temperature of the stage (Tst). The left y- axis was the 

Tis, the x-axis was the Temperature of the stage (Tst)) in absolute temperature and the right y-axis was 

the (TpA) to visualize the thermalization steps. Each colour represented one experiment. 
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 Immersion configuration characterization 
 

The experiments for the characterization of immersion configuration were performed 

during 2018 summertime at Cherry Biotech’s Head Quarters in Rennes, France. The 

experimentation to characterize the impact of different factors on the sample temperature 

was divided in five groups/factors characterization: 

• 2xRoom temperatures (on top of the microscope and at the infinite) 

• Objective temperature  

• Type of objective (sharp of flat tip) 

• Z-distance between the sample and the different objectives 

• Type of immersion liquid (oil vs water) 

 

 Setup for the Immersion configuration 
characterization 

 

The material used for the Immersion configuration characterization was the following one 

and the location of each component can be seen at: 

 

CherryTemp from Cherry Biotech, to thermalize the sample: 

• Machine code: TempoCell #2-E1533B118 

• Ambient sensor: Omega 44031 

• Type of chip: ThermaChip + AR-LSR-0.25-AR spacer (same as in the Dry config)  

• CherrySoft version: 1.0.37 GeminiV1 

 

Agilent 34972A from Keysight, to record the temperature of all the sensors: 

• 103-JT-sensor #1: to monitor the temperature of the sample 

• 103-JT-sensor #2: to monitor the temperature of the stage close the sample 

• Omega 44031: to monitor the temperature of objective 

• 2x RTD, PT-100:  to monitor the temperature of the room at two locations, over the 

microscope and at the infinite. 

 

Leica DM-IRBE microscope from Leica: 

• 100x sharp tip immersion objective 

• 100x flat tip immersion objective 

  

R&D computer, to control the different software and to store the recorded data 
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 Immersion configuration protocols  
 

There were different protocols in order to characterize the five different factors but all of 

them share the same thermalization steps and settings than the ones used with the dry 

configuration.  

 

The preparation phase prior to characterize the impact on the sample temperature of the 

ambient, stage and objective temperature was the following one: 

• The 100x sharp tip objective was placed at the microscope together with 3uL of 

immersion oil (S56822-50uL immersion oil from Sigma-Aldrich) 

• The thermalization chip was assembled together with the AR-LSR-0.25-AR spacer 

and a glass coverslip #1. 

• The chamber where the 103-JT-sensor #1 was located was filled with 50uL of distil 

water 

• Thermalization chip assembly was placed on the chip insert on the microscope stage 

• The objective was brought into contact with the bottom part of the assembly (glass 

coverslip), this point was considered at Z=0µm distance between the glass and the 

objective. 

 

NOTE: As an extra security, if the ambient temperature was higher than 30°C or below 

18°C, the recording would be postponed until the temperature of the room fitted inside 

that threshold to avoid extreme conditions in the characterization that could generate 

outliers and disrupt the outcome.  

 

From the recording settings, five* cycles of 190 minutes each were done in order to 

generate enough data and the sampling frequency was 10s. All the recording was done 

using a MATLAB software that was based on the previous one for the dry configuration.  

 

Figure 36, Immersion configuration characterization setup with the location of the different sensors, 

devices and the microscope 
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*NOTE: During the recording of the experiment the experiment #4, the temperature of 

the objective rise over 30°C, therefore I decided to record a 6th experiment, to avoid 

extreme conditions but for the sake of the results I kept all the data.   

 

In order characterize the impact of the type of objective and the Z-distance the protocol 

the preparation phase was the same one as presented before. The main difference was on 

the different type of recordings as once the five cycles at Z=0 µm were done two more at 

Z=-20µm and Z=-50µm were recorded. Finally, the objective was changed for the flat tip 

one and the 15 recordings repeated.  

 

For the characterization of the impact of water as an immersion liquid, the preparation 

phase include distilled water instead of oil and I only used the 100x sharp tip objective 

because I wanted to compare just one variable Water vs Oil and not introduce more 

complexity by changing the type of objective. The used Z distance was Z= 0µm. 

 

 Immersion configuration results 
 

In the case of the immersion configuration the obtained raw data was represented in the 

following variables: 

• Temperature of the Peltier (Tp): corresponding to the temperature at the Heat-

Exchanger module during the thermalizing cycles 

• Temperature of the objective (Tobj): measured temperature at the objective with the 

Omega 44031 sensor (Location A)  

• Temperature of the sample (Ts): measured temperature at the sample location with 

the 103-JT-sensor (Location B) 

• Temperature of the room #1 (Tr1): measured temperature on top of the microscope 

with an RTD, PT-100 sensor (Location C) 

• Temperature of the room #2 (Tr2): measured temperature on top of the microscope 

with an RTD, PT-100 sensor (Location D) 

Table 19, Temperature relativization equations depending different factors such as room temperature or 

objective temperature. 
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As it was presented before, all the data was in absolute values and in order to compare 

between different experiments it was necessary to relativize it. I used the same principle 

than in the dry configuration and obtained the equations that were summarized at Table 

19. For the quantification of the impact I used the variable presented before Temperature 

impact in the sample (Tis).  

 

I started the analysis of the results with the Figure 37. This figure represented the Tis 

values of the 6 different experiments (each with a different colour) against the room 

temperature #1(on top of the microscope). The horizontal lines showed the different 

thermalization steps. In the case of the dry configuration, the impact of the room 

temperature was quantifiable and linear as it increased the Tis value from being negative 

to positive as the room temperature increased. In this case, only in two experiments, #2 

in green and #4 in dark blue, this linearity occurred. In the other four cases, the Tis started 

being positive and decreased as the room temperature increased but showing a parabolic 

shape instead of a linear curve. These was also the case for the room temperature #2 

Figure 38, meaning that impact of the room temperature into the sample had not a direct 

relationship, or that it could be different types of relationship depending on other factors 

to be analysed such as the heat sink.   

 

Figure 37, Results from the Tis calculation of the Temperature of the room #1(Tr1A). The left y- axis was 

the Tis, the x-axis was the Temperature of the room #1(Tr1A) in absolute temperature and the right y-axis 

was the (TpA) to visualize the thermalization steps. Each colour represented one experiment of the 

immersion configuration. 
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The next factor to be analysed was the impact of the objective temperature using the Tis 

and as it could be seen at Figure 39, again two of the experiments (#2 and #4) showed a 

linear evolution while the objective temperature increased. The other four experiments 

present similar parabolic trajectories, making not clear if it was possible to make a 

association between objective temperature and Tis. As it was mentioned before it could 

be the heat-sink was not the same in all the experiments even if the conditions were 

identical for all of them. This hypothesis could be probed by checking Tis difference 

between the two types of objectives as they would have for sure a different heat-sink due 

to the contact surface due to the tip, in one case sharp and small and the other one flat and 

bigger.  

 

 

Figure 38, Results from the Tis calculation of the Temperature of the room #2(Tr2A). The left y- axis was 

the Tis, the x-axis was the Temperature of the room #2(Tr2A) in absolute temperature and the right y-

axis was the (TpA) to visualize the thermalization steps. Each colour represented one experiment of the 

immersion configuration 

Figure 39, Results from the Tis calculation of the Temperature of the objective (Tobj). The left y- axis 

was the Tis, the x-axis was the Temperature of the objective (Tobj) in absolute temperature and the right 

y-axis was the (TpA) to visualize the thermalization steps. Each colour represented one experiment of the 

immersion configuration 
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The second part of the results was focused on analysing the impact of the different types 

of microscopes objectives and the Z-distance. In order to ease the analysis, the sharp tip 

objective would be called Obj A and the flat one Obj B. For the comparation between 

them I took each Z distance compare the Tis of each of them at different Tp, at 5°C, 25°C 

and 45°C, all in relative using the extrapolation from the raw data.  

 

For the Z=0µm, the results showed at Table 20, both objectives had different Tis with 

increment of the difference as Tp got higher. However, at Z=0µm the maximum difference 

was +0.65°C, that could be enough to validate the hypothesis that each objective had a 

different conformation of the heat-sink. 

For the Z=-20µm, difference in the Tis was big enough in the extremes of the Tp to validate 

that the shape of the objective tip could impact the sample temperature, Table 21. 

Therefore, at a distance of -20µm both objectives would present a different heat-sink that 

could provoke a different heat transfer between the sample and the objective, providing a 

different thermalization.  

 

Finally, the data from the Z=-50µm, confirmed the hypothesis that both objectives had 

different heat-sink just because of the shape of the tip due to the big difference in Tis 

between them.  

On the other hand, the impact of the Z distance showed different result for each objective 

Table 23. In case of the Obj A, the big difference appeared when moving from Z=0µm to 

Z=-20µm as the delta of Tis was at least 1.33°C in the thermalization extremes. Then the 

difference from Z=-20µm to Z=-50µm was lower than 0.1°C. This could be due to the 

surface of contact of the oil at different Z-distance that could modify the heat-sink 

conformation, been more noticeable from 0µm to -20µm than this one to -50µm. 

 

In case of the Obj B or the flat tip objective, the differences were smaller while the big 

change was between -20µm and -50µm. Again, the surface of contact between the oil, the 

Table 20, Results from the different objectives comparation at Z=0µm 

Table 21, Results from the different objectives comparation at Z=-20µm 

Table 22, Results from the different objectives comparation at Z=-20µm 
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sample and the objective could be impacting the final sample temperature and the Z-

distance played a big role on this.  

 

Finally, for the difference between the oil and the water, using the data of the Obj A at 

Z=0 µm, the Tis for each liquid and its difference was presented at Table 24. The 

difference was clear as the Tp increased proving that the immersion liquid could end up 

impacting the sample temperature. The reason behind this could be that during the heat-

sink, the thermal-bridge between the sample coverslip, the immersion liquid and the 

objective transfer the heat on a different way due to the difference in the liquid heat 

capacity. It this case, distil water had a heat capacity of 1 cal/gram°C and immersion oil, 

(mainly mineral oil) had a heat capacity of 0.4 cal/gram°C, meaning that the water was 

able to transfer more heat with lower volume.   

 

 Conclusions from the thermal characterization of the 
microscope setup 

 

As a conclusion for dry condition, the impact of the room and the stage temperatures was 

the same as the Tis followed a predictable trend. Knowing this it was possible to 

counterbalance the effect of both factors via a feedback loop system. Therefore, for dry 

configuration either the room temperature or the stage one had a controllable impact. 

 

In the case of the immersion condition, the results were more complex to analyse as there 

were up to five factors that could impact the temperature of the sample. The type of 

immersion liquid was the factor that could impact more as the heat capacity of the 

immersion liquid played a big role on the heat-sink. Then the thermal-bridge of the heat-

sink could also be affected by the Z-distance and the shape of the objective tip, been both 

of them critical factors to be consider during the thermalization. Following with the 

temperature objective could be a summary of the impact of the different factors mentioned 

before, being the heat-sink the one that caused the different trends presented at Figure 39. 

Finally, the room temperature did not show any direct relationship to the sample 

temperature that could be measured or controlled. 

Table 23, Results from the different Z distance comparation for each objective separately. 

Table 24, Results from the comparation between water and oil as immersion liquid 
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Chapter 3, Context and needs of each biological model used to 
develop new microfluidic devices 
 

Knowing which are the factors that could influence the sample temperature while doing 

live-cell imaging, it was necessary to decipher the needs and requirements for the 

different biological models used in this thesis. Biological experiments have been 

conducted in two different projects: DivIDE and SpOC. 

 

 
 

The DivIDE project was part of the H2020 program, as an International Training 

Network, under Marie Skłodowska Curie grant with the number H2020-MSCA-ITN-

2015-675737. The objective of this research network was to investigate the principles and 

the mechanism behind cell division and to reproduce them in vitro with synthetic 

approaches. All the research was performed by 11 Early Stage Researchers (ESR) that 

were all PhD students. 

 

Key for the cell division is the mitotic spindle, a structure whose main duty is the 

separation of chromosomes. The spindle is made of microtubules (MT), molecular 

motors, and MT-binding factors, some of which very complex. The mitotic spindle is the 

one of the cellular structures that best represents the ability of biological matter to self-

organize though arrays of dynamic protein-protein interactions. It rapidly assembles when 

cells enter mitosis, and it disassembles, after sister chromatid separation and mitotic exit. 

The complexity and dynamic behaviour of the mitotic spindle captures the imagination 

of synthetic biologists and modellers. 

 

This project was founded in 2015 and it has been working since September 2016 until 

October 2019 and it involved 11 European institutions of which 6 were academic labs or 

universities: 

• Centre for Genomic Regulation (CRG) in Barcelona, Spain 

• Institute Curie in Paris and Orsay, France 

• Francis Crick Institute in London, United Kingdom 

• Max Planck Institute of Molecular Physiology in Dortmund, Germany 

• Dresden University of Technology (TUD), in Dresden, Germany 

• European Molecular Biology Laboratory (EMBL) in Heidelberg, Germany 

 

And 5 companies: 

• Eugin Clinics in Barcelona, Spain 

• Lead Discovery Centre GmBH (LDC) in Dortmund, Germany 

• Cherry Biotech in Rennes, France 

• Elvesys in Paris, France 

• Surfrender, Netherlands 

 

At the end all these partners aimed to research around cell division with different 

approaches. My specific objectives in this project as an ESR at Cherry Biotech, was to 

provide the necessary tools that involve temperature control and perfusion at the 

microscope stage. There were three major collaborations that required specific 

adaptations of the CherryTemp temperature controller to add new features for each 
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specific biological model. Those collaborations involve the following models: yeast, 

mammalian cells and MTs in vitro. 

 

Inside the DivIDE project, all the researchers agreed that temperature is a key factor for 

the cell division as it can impact the MT’s polymerization state, altering the cell division 

cycle. Therefore, all the partners understood that in order to obtain the more reliable data 

from the experiments it was necessary to have an accurate temperature control, and that 

is why I used CherryTemp to thermalize the different biological models. 

 

 Yeast Model 
 

The laboratory of Prof. Phong Tran at the Institute Curie in Paris worked with yeast, S. 

Pombe as their biological model to study cell division. His team was interested in 

understanding how cell polarity and cell division are managed by the cytoskeleton. Their 

previous studies in S. Pombe showed that bundles of MTs can direct new sites of actin-

dependent polarized cell growth and that MTs oversee organizing the mitotic spindle for 

the chromosome segregation. The architecture and the dynamics of the cytoskeleton are 

influenced by associated proteins such as motors and bundlers, and regulatory proteins 

such as kinases and phosphatases. Their long-term goal is to understand the molecular 

mechanisms by which these proteins function and establish potential evolutionary 

conservation between yeast and man(289,290).  

 

Their plan has 3 parts: 

• To identify the molecular components of the cell shape and cell division pathways 

• To define the interactions of known (and newly discovered) cytoskeletal proteins and 

their roles in the cell polarity and division 

• To develop and apply advanced optical imaging analysis, and nanotechnology 

methods to the yeast 

 

For many years they have been using CherryTemp as temperature controller to manage 

their thermosensitive mutants or to have accurate and stable temperature while doing live-

cell imaging. To push further his investigation, Prof. Phong Tran had the need of a 

microfluidic device that could allow him to go beyond with his thermosensitive mutant’s 

yeast. This species allowed him to trigger specific phenotypes changing the temperature 

of the sample, but their new interest was to use different drugs to replicate the phenotypes 

observed using temperature control. 

 

In order to do so, it was necessary to first coat the surface of a chamber, a cavity where 

the cells were placed in order to thermalize and observe them during the experimentation.  

For the yeast model the treatment for the surface involved the use of Lectin, a type of 

protein that recognize and bind specific carbohydrates found on the surfaces of cells, 

allowing to immobilize them on specific surfaces. Once the cells were attached inside the 

chamber it would be possible to have medium perfusion at the microscope stage with 

temperature control.  

 

After discussing with him, we agreed about the following main technical requirements: 

• One microfluidic device compatible or Add-on of the CherryTemp 

• Microfluidic chamber of 50-100µL of volume 

• All materials must be biocompatible, non-absorbent and transparent 
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• Possibility to perfuse different reagents, first manually with the option to connect it 

to an automatic system in the future 

• Possibility to make more than one experiments per device 

 

Taking all those requirements into consideration, together with Prof. Phong Tran, we 

designed two experiments to validate the possible device, one based on cells perfusion 

and temperature control, while the second one was more focused on the drug perfusion 

protocols. 

 

The first one consisted on coating the surface of the chamber using Lectin and then 

introduce S. Pombe cells that could get attached to the surface of the chamber. Then using, 

the temperature control of the CherryTemp to depolymerize and repolymerize MT 

switching from 25°C to 8°C and then back to 25°C while doing live-cell imaging. 

 

The second one included the coating and the injection part but also the perfusion of a MT 

depolymerizing drug, called carbendazim or MBC, a molecule capable of disrupt the 

dynamic stability of MTs during the cell division(291,292). The used concentration was 

50ug/uL. That drug, injected at 25°C, could depolymerize the MTs in 5’, presenting the 

same phenotype than with the temperature.  

 

 Mammalian cells Model 
 

The laboratory of Prof. Isabelle Vernos at the CRG in Barcelona worked with HeLa-

Kyoto cells as their biological model to study cell division, more specifically the mitotic 

spindle. The research in her laboratory targets to understand the role of the microtubule 

network in the cell organization and function. In order to address this, they study different 

microtubule-associated proteins (MAPs) and their regulation (Kinases, phosphatases and 

the small GTPase Ran during M-phase). Their long-term goal is to understand how the 

self-organization of cellular components results in the morphogenesis of dynamic 

molecular machines. Now their main focus is on the bipolar spindle in mitosis and 

meiosis, which is one of those self-organized structures(293–296).  

 

In order to contextualize, during the cell division, the mitotic spindle is formed and is 

composed of three different types of MTs fibres: kinetochore (297–299), polar (300–302) 

and aster (303–305). All of them emanate from the centrosome and their duty is to pull 

and push the sister chromatids part towards opposite spindle poles Figure 40.  

Figure 40, Scheme of the mitotic spindle and the different types of MTs 
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The team of Prof. Isabelle Vernos needed of a microfluidic device composed of two parts: 

one where the mammalian cells could be seeded until they reach confluency and a second 

one that could provide temperature control and perfusion (medium renewal or drug 

injection). The need of this device was related with the re-growth experiments where the 

MT’s of a mammalian cell are depolymerized by temperature or drugs and then recovered 

to observe their re-growth or re-adjustment using live-cell imaging.  

 

These type experiments aimed to understand the dynamics of this process and how 

different components inside the cell react to different conditions. Therefore, the main 

technical requirements for her adaptation were the followings: 

• One microfluidic device with one disposable part and one fix compatible with the 

CherryTemp 

• A cell chamber with a glass base to seed the cells 

• Working volumes of 400 to 500 µL in the complete device 

• All materials must be biocompatible, non-absorbent and transparent 

• Possibility to perfuse different reagents, first manually with the option to connect it 

to an automatic system in the future 

 

Considering those requirements, together with the team of Prof. Isabelle Vernos, we 

designed two different experiments to validate the possible device before moving to more 

complex protocols and setups. 

 

The first experiment started with the optimization of the cell seeding protocol on the cell 

chamber, in terms of quantity of cells, surface area and time to reach confluency. Once 

that protocol was optimized, the second part involve the assembly of the two parts of the 

device and the medium renewal steps, all of which to be performed under the hood. With 

these two parts ready, the next step is on the microscope stage where the device should 

be able to perform a complete re-growth experiment using just temperature. Beginning 

by imaging MTs at 37°C, then go down to 4°C until all of them were depolymerized and 

then going back to 37°C to observe the re-polymerization without collapse or death cells.  

 

The second experiment required the optimization of the medium renewal and the drug 

injection protocol on the microscope stage with the objective of using nocodazole, at 

MT’s depolymerizing drug. The aim of this second experiment was to perform the same 

re-growth experiment but instead of using temperature, take advantage of the effect of a 

drug to obtain a very similar phenotype. 

 

 MTs in vitro model 
 

The laboratory of Prof. Carsten Janke at the Institute Curie in Orsay, Paris, worked with 

an in vitro MT’s assay to study cell division, more specifically the role of the tubulin on 

the assembly of those microtubules. His target was to decipher the role of the different 

types of tubulin, the different combinations and their impact on the MT’s, therefore on 

the cell division. As context, MTs are formed by two components, a pair of protein 

dimers, α-tubulin and β-tubulin, which are very similar and conserved proteins. Tubulins 

is highly subjected to a big variety of post-translational modification, which end up 

providing a fast and reversible mechanism to diversify MTs function inside the cell.  

 

His team was focused on studying the mechanism and functional roles of these 

modifications by using multidisciplinary approach that includes biochemistry, biophysics 
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and structural biology. The final goal is to find the correlation between the different post-

translational modifications and possible pathologies in humans (306–308). 

 

Therefore, Prof. Carsten Janke was interested on having a microfluidic device that could 

allow him and his team to perform in vitro experiments with MTs with temperature 

control and medium perfusion. The need of this device was related with two different 

types of scientific questions involving TRIF microscopy. One of their aims was to find at 

which temperature the MTs stop growing in presence of tubulin, meaning that they stop 

being functional. This could explain some post-translational modification in some brain 

diseases, assumed to be linked with MT stability impairment. The second part was to 

discover the affinity of different microtubule-associated proteins (MAPs) and different 

types of MTs with different tubulin configuration.  

  

The main technical requirements for his adaptation were the followings: 

• One microfluidic device compatible or Add-on of the CherryTemp 

• A cell chamber with a maximum volume of 50 µL, due to the low volume of the 

different reagents used in in vitro experiments 

• Working volumes of 400 to 500 µL in the complete device 

• All materials must be biocompatible, non-absorbent, transparent and compatible with 

TIRF microscopy 

• Possibility to perfuse different reagents, first manually with the option to connect it 

to an automatic system in the future 

 

Considering those requirements, together with the team of Prof. Carsten Janke, we 

designed two different experiments to validate the possible device before moving to more 

complex protocols and setups. 

 

The first experiment started with the optimization of the MT’s seeding protocol on the 

cell chamber, in terms of quantity of coating (Kinesin) and the time for it to dry. Then, 

concentration of GMPCPP MT seeds from where the MTs would grow once adding the 

tubulin into the in vitro chamber. Once that protocol was optimized, the second part 

involve the observation on the microscope stage of which is the minimum temperature at 

which the MTs keep growing in presence of different type of tubulin. Some of the tubulin 

was considered as wild type and others as mutants (linked to brain diseases). This part 

required the screening of different types of tubulin and the determination of a testing 

temperature profile to find out the minimum temperature. 

 

The second experiment involved the seeding of two different types of MTs with different 

tubulin configuration and to quantify the affinity of different MAPs to each of the 

combinations. This was considered as a first part of a more complex set of experiments 

as a big quantity of microfluidic devices could be needed to obtain enough data from the 

screening of the different combinations.  
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The SpOC (Spheroids On-a-Chip) project was part of the Région Bretagne transfer de 

technologies, a technology transfer project under the Britany Region grant programme. 

This project aimed at cultivating kidney cancer cells spheroids for at least 5 days in a 

microfluidic device that ensures the micro-environment control of the culture. My 

contribution, as part of Cherry Biotech R&D team was to design the microfluidic device, 

and in collaboration with the Institute de Genetique & Development de Rennes (IGDR), 

applied it to the drug development. The project was granted in January 2017 and it lasted 

between June 2017 until June 2018.  

 

The reason of selecting a 3D cell culture model instead of a 2D one was due to the fact 

that 90% of the drug development processes fail, been most of them based on 2D cell 

cultures models (309,310). Even if those 2D models could provide large amount of data 

on a non-expensive way, they did not represent the complexity of the human body, 

particularly a tumour growth. Therefore, there was an urgent need for more 

physiologically relevant and realistic models to better predict drug effects, specially the 

adverse ones. The new model could substitute the 2D cell culture during the in vitro 

testing in the early phase of the drug development(311,312).  

 

 Spheroid-3D cell culture Model 
 

The laboratory of Dr. Yannick Arlot at the IGDR in Rennes, France, was focused on the 

Von Hippel Lindau (VHL) disease(313–315). This disease was categorized as a rare 

autosomal-dominant hereditary neoplastic one associated with germline loss-of-function 

mutations of the VHL gene. People affected by this illness may develop both benign and 

malignant tumours including clear-cell renal cell carcinoma (ccRCC), retinal angioma, 

cerebellar and spinal hemangioblastoma, pheochromocytoma and pancreatic cancers. 

They investigate the functions of VHL gene in the process of tumorigenesis. The VHL 

gene product (pVHL) was also involved in multiple biological processes such as cell 

growth, differentiation, cell motility and response to hypoxia. They started working with 

2D cell cultures but promptly moved to 3D cell culture models as their gene expression 

profiles as they considered them closer to the real complexity of the human body (313–

315).  

 

Therefore, Dr. Yannick Arlot was looking for the development of a microfluidic device 

that could host spheroids made of 786-O kidney cancer cells, with a diameter of 200µm. 

The objective of the project was to keep them alive for at least 5 days, for which 

temperature control and perfusion for the medium renewal could be needed.  

 

The main technical requirements for her adaptation were the followings: 

• One microfluidic device compatible or Add-on of the CherryTemp 

• A cell chamber with a minimum thickness of 200µm to avoid smashing the spheroids 

• Working volumes of 400 to 500 µL in the complete device 

• All materials must be biocompatible, non-absorbent, transparent and preventing cells 

to attach in the base, so no glass 

• Possibility to perfuse different reagents, first manually with the option to connect it 

to an automatic system in the future 
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Considering those requirements, together with the team of Dr. Yannick Arlot, we 

designed an experimental protocol to validate microfluidic device before moving to more 

complex protocols that involve the use of different drugs.  

 

The aim of that experiment was to keep spheroids inside the microfluidic device for at 

least 5 days, avoiding the collapse of the spheroid. The first step was to find a way to 

place the spheroids in the microfluidic device, without damaging the 3D structure, and 

preventing them to move too much inside the culture chamber. Then to keep the 3D shape 

of the spheroids. Therefore, the optimization of the medium renewing protocol was 

crucial to remove the dead cells as it could lead to an internal apoptosis or cell migration 

that could risk the structural integrity of the 3D cell culture. Once validated, the testing 

of anti-migration drugs was discussed. These drugs has all shown anti-migration 

properties in 2D models, a comparative effect between 2D and 3D models has then been 

achieved. 
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As a conclusion of this chapter, the entire needed device have, as common base, the 

thermalization chip of the CherryTemp, which was adapted for each specific model. 

Although, the iterative process that has been done during the different projects have 

results in obtaining more robust devices.  

 

Once agreed on the required specification, the next step was to conceive, design and 

characterize each of them along with other included in different projects of the R&D team 

inside Cherry Biotech.
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Chapter 4, Conception, design and characterization of the 
different microfluidic devices  
 

 
 

The state of the art of the microfluidic field can be divided according to 3 major axes: 

materials, manufacturing techniques and applications. 

 

Microfluidics is a multidisciplinary science field involving the development of the 

technology to control fluids at the micro-scale. It is at the convergence of physics, 

engineering, biochemistry or material science. The term itself was first introduced in the 

90s related with the development of Micro Electro Mechanical Systems (MEMS), which 

were made up of components in the range of 1 to 100µm, aiming at increasing the power 

of the microprocessors but also to ease their fabrication (316,317).  

 

 Nowadays, microfluidics is emerging as the breakthrough technology that can help the 

development and discovery in different fields such as biology, chemistry, micro-

electronics or even optics. The exponential increase of the field is mainly due to the 

improvements in materials science that allowed using a wide range of materials with new 

micro-fabrication techniques adapted for new applications.    

 

Figure 41, Timeline of the microfluidics history from 1840s until today 
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 Main materials used in microfluidics 
 

The growth of the microfluidic field could be due to different factors been the discovery 

of new materials on of the most important ones, thanks to the material sciences field 

researchers. The most used ones have been silicon, glass, epoxy, thermoplastics, 

elastomers or tapes, among others. 

 

Silicon was the first material used as in the 80s-90s, all the MEMS were based on this 

material but presented a big drawback, it was not transparent so it could not be used for 

microscopy related applications(318–320). However it is still used as base material for 

microfabrication specially in techniques related with soft-lithography or electro 

deposition(321). 

 

Therefore, researchers moved to glass because of its excellent optical properties and low-

fluorescence background. It is also highly resistant to different chemicals and inert for 

most of the biological reagents. In most of the cases it is used as a proof-of-concept or 

prototyping but not for mass production due to its high cost compared with any 

plastic(321,322).  

 

Polydimethylsiloxane (PDMS) was introduced in the field in the late 90s and it is still one 

of the most used materials due to its versatility and low-cost (100-150€/kg. It presents 

excellent optical properties for normal fluorescence microscopy and it is also gas 

permeable. In cases of very high mechanical compliance it can present channel 

deformation. It can evaporate and absorb small molecules (323). Related to some 

biological applications: the compliance property provokes mechanical deformation under 

high stress, and this can be a problem specially when culturing cells that require a specific 

shear force for long periods of time. The absorption properties discards it as material 

eligible for devices related with drug testing, particularly when using hydrophobic 

compounds, making it very unpredictable for experiments with this type of 

compounds(321–327).   

 

SU-8 is an epoxy-based material used in photolithography allowing to build complex 3D 

structures from a liquid resin. It was discovered in the 1970s by scientists at General 

Electric(328) and commercialized under the EPON® SU-8 registered trademark of Shell 

Chemical Company. It is a negative photoresist, meaning that its structures changes 

(hardens) when exposed to electromagnetic radiation (UV-light). This process provides a 

material that is highly stable from the mechanic, thermal and chemical point of view. 

However, the process can generate internal stress making it hard to handle but not fragile. 

It can be deposed and patterned from a nanometre thickness to millimetres films using 

either lithography or laser ablation. It is an excellent material for making master mould. 

It has been commonly used for hot-embossing for thermoplastic devices or for injection 

moulding(328–333). 

 

The next materials are the thermoplastics that include polycarbonate (PC)(334), 

polystyrene (PS)(335,336), polymethylmethacrylate (PMMA)(337) or cyclic olefin 

copolymer (COC)(338,339). Most of the thermoplastics are used as bulk material for the 

fabrication of microfluidic devices due to their low-cost, transmission of light in the 

UV/optical range, biocompatibility, chemical inertness and achievable glass transition 

temperature (Tg, temperature at which the plastic pass from solid to liquid state). Among 

all of them, PMMA is the most used one due to it its low-cost and possibility to generate 
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microstructures on its surface using UV light. Then PS has been used for long time in the 

biological field, especially for the fabrication of culture dishes thanks to its 

biocompatibility. Finally, COC is best thermoplastic regarding light transmission and the 

closest one to glass, while PMMA is one the most used one due to its low-cost, possibility 

to be mould injected and CNC milled. Therefore it is a very attractive solution for optical 

microfluidic devices as an alternative to glass(340–344). 

Elastomers(345–347) and liquid silicon rubbers (LSR)(347–349) are polymers that by 

definition are viscoelastic and able to regain their shape after deformation. They are 

available at low-cost, are optically transparent and present a great biocompatibility which 

make them usable for proteins, cells or tissue applications. They are normally 

manufactured after lamination but they can follow a similar process like the PDMS that 

involves curing(350).      

 

The final material is tape that can be laminated and stacked in independently cut layers 

which once bounded together can form microfluidics devices. This is a very versatile 

material to build microfluidic circuits while bounding together different materials with 

the only drawback of the cutting resolution(50-200µm) that for some applications may 

not be small enough(351,352).  

 

 Main fabrication methods used in microfluidics  
 

The main manufacturing techniques, are moulding, casting, laser ablation, lamination and 

3D printing(353,354) 

 

 Moulding as fabrication method for 
microfluidics  

 

Moulding as the first technique can be divided three sub-types: replica moulding, 

injection moulding and hot embossing, as it can be seen at Figure 42. 

 

 Soft lithography-based moulding 
 

The first sub-technique was first introduced by Xia and Whitesides in 1998 and requires 

the use of soft photolithography to generate silicon and photoresist moulds(355). Soft 

photolithography is a technique that allows generating microstructures over a silicon disk. 

The first step is to design a mask, then place it over a resin coated silicon disk. Depending 

on the type of mask (negative or positive) the resin can get cured or get removed.   

 

After this, by electrodeposition it is possible to place different metals (gold, platinum, 

nickel or cupper) to generate a micro 3D structure that could act later as a microfluidic 

channel. This technique allows to build the so-called master fabrication mould, Figure 42, 

based on a silicon disk. Then any liquid-set polymer such as PDMS can be casted and 

cured to generate a microfluidic device from the master fabrication mould. For very high 

resolutions (lower than 10µm) it is necessary to use a clean room. Finally, device can be 

treated with plasma for the bonding with different materials such as glass.   
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 Injection moulding 
 

The second sub-technique, injection moulding for microfluidics was first developed in 

the 1980s and it grew until today, to become a common fabrication method using different 

thermoplastics. The process starts by melting the thermoplastic inside a compressible 

chamber, then two halves of the mould are compressed, which creates a mould cavity, 

Figure 42. At this point the thermoplastic is injected at a specific rate in order to fill all 

the cavity while it is still liquid prior to cooling it down. The last part consists on removing 

the piece from the mould. Depending on the production life of the mould or the number 

of pieces that it will reproduce it can be done in silicon for short batches or metal for 

industrial scale. The mould is normally milled using a computer numerical control (CNC) 

or a laser but there are some companies that 3D prints it, with very good results(356,357). 

Finally, the main advantages of this technique is the possibility of high-throughput, cost-

efficient and precise production with the only drawback of a very high starting 

investment, in the order of thousands of euros for the metal moulds(353,358,359).  

 

 Hot embossing moulding  
 

Hot embossing is the last sub-technique inside this group. This method uses 

thermoplastics that become viscous liquid at certain temperature, that are shaped 

pressuring it under the heated master fabrication mould, Figure 42. The process starts by 

placing a thermoplastic film between two mould inserts. Then the mould chamber is 

compressed and heated while evacuating all the air inside creating a cast of the mould. 

Prior to remove the piece, the mould is cooled down. This method presents some 

advantages over the injection as the stress in the material is reduces as the thermoplastic 

liquid does not stay for long in liquid while heated. It also avoids the shrinkage of the cast 

while cooling, allowing to fabricate more delicate pieces(360). The main limitations are 

Figure 42, Scheme with the different moulding methods for microfluidics fabrication 
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that it can only use thermoplastics and that it is quite complex to generate 3D 

structures(360–363).  

 

 Laser abrasion as fabrication method for 
microfluidics  

 

The next major fabrication method includes the use of a Laser in order to fabricate 

microfluidic devices. The most used one is the CO2 laser due to its relatively low-cost. It 

has a 10.6µm wavelength and it able to perform direct ablation on surface of different 

materials such as PMMA, PS, COC or glass. The working principle is that the energy of 

the laser is focused over the surface of the material, melting it down resulting on a 

Gaussian-like profile microchannel which width and depth can be controlled with the 

applied power of the laser.  

 

The main advantages of this techniques are that it is straightforward with a relative low-

cost and that the ablation is purely thermal, which makes it compatible with most of the 

thermoplastics and glass. As a drawback, the microchannel can have a very rough inner 

surface, requiring further treatment, apart from the melted material that is deposed in both 

sides of the microchannel. It has a resolution of 50-80µm, which might not be enough for 

some applications(364–368).  

 

 3D printing as fabrication method for 
microfluidics  

 

Another fabrication technique is 3D printing which is a layer-by-layer manufacturing 

technology where a new layer of material is added on top of the previous one. It is 

commonly used for prototyping or to build different moulds for other techniques, such as 

hot-embossing or injection moulding. There are two main sub-techniques that are the 

most used ones, fused deposition moulding (FDM)(369,370) and 

stereolithography(SL)(371,372).    

 

 Fused deposition moulding (FDM) 
 

FDM is the most used method as it is based on the extrusion that combined with a nozzle 

print different layer of 2D planes one on top of each other. The material is melted in the 

nozzle and then extruded onto the already printed layer where it binds before cooling. It 

is considered as the low-cost approach, as it has been widely commercialized, some are 

available at a starting price of $200(373). It can directly print on PC, acrylonitrile 

butadiene styrene (ABS) or PS or print multi-material objects, been one of them, the 

sacrificial material that acts as structural reinforcement during the printing, then is 

removed using solvent(374).  

 

The resolution of this technique can reach 100µm which could be enough for some 

applications. The main drawbacks are related with the usage of materials that are not fully 

transparent and the fabrication time that can reach several hours(375–377).  
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 Stereolithography (SL) 
 

The stereolithography (SL) 3D printing method is a classic fast prototyping technique that 

works through an optical process that builds layer by layer. It is a widely used method to 

create fine features very fast as it uses a bath of resins that is polymerized using UV light. 

The working principle is based on using a focused light-emitted diode (LED) laser and a 

scanning Galvano-mirror to cure spots at the surface of the bath. This technique also 

presents two options to expose the photopolymer to the light. One of the approaches, so 

called “free surface”, Figure 43-A, requires that the height of the bath to be the height of 

the structure while the light comes from the top while the stage foes down. The second 

option “constrained surface”, Figure 43-B, is the most used one as it avoids potential 

contamination and formation oxides that can inhibit the polymerization. The light comes 

from the bottom while the stage goes up, requiring less material in the process. The most 

used materials are PDMS, Fluorinated ethylene propylene (FEP) and glass(378–381). 

 

 Tape lamination as fabrication method for 
microfluidics 

 

The final fabrication method that I will cover is related with the lamination of tapes in 

combination with different materials. This technique is very versatile as it allows to easily 

build any microfluidic circuit using tape and any thermoplastic or glass. The only cost 

comes from the cutting of the tape and from the tape itself. For the cutting a plotter can 

be used or a CO2 laser but it is necessary to characterize the tape to avoid burning it while 

cutting as well as the emission of toxic fumes. This method is used for bounding different 

materials together as there are double-side tapes with different adhesive properties on 

each side. The main limitations are related with the durability of those tape and the 

maximum achievable resolution, which normally is between 50-200µm(382–386). 

 

Figure 43, Stereolithography 3D printing scheme. Free surface stereolithography setup, that cures from 

the top surface of the resin (A) Constrained surface stereolithography setup, that cures from the bottom 

of stage through a transparent window(B) 
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 Main applications for microfluidic devices 
 

Since the discovery of the PDMS the applications for the microfluidic devices have 

connected different fields such as biochemistry and material science or bioengineering 

and microscopy. Those connections are because it is a multidisciplinary field with a lot 

of opportunities. The most used applications nowadays are related with 3D cell culture, 

the organ-on-chip and lab-on-a-chip. 

 

3D cell culture it has become a trend thanks to the latest improvements in the 

microfluidics field developing devices that can be used as high-throughput method for 

drug screening. Most of the actual 2D models lack complexity compared with the patients, 

therefore it was necessary to develop a more complex biological model. Thanks to the 

new 3D cell culture or tissue models, it is possible to access to cell-cell and cell-

extracellular matrix interactions, to spatial migration, cellular growth and differentiation 

or even to patterning(387). Using microfluidics devices, it is possible to control the size 

of a tumour spheroid using just the design of a cell culture chamber geometry thanks to 

micro-engineering methods to manufacture cell microarrays in 3D shapes. At the end, 

those 3D cellular models mimic the cell-cell interactions that are characteristic from the 

in vivo models making them a more complete cell culture reference model(387–390).  

 

An evolution of the 3D cell culture model inside the microfluidics field is to combine 

them with environmental control that includes, temperature, gas and fluid/medium. This 

evolution is called organ-on-chip and it is presumed to represent an alternative to animal 

testing for the drug development industry. The principle is basically to recreate a human 

organ function using cells from a patient in order to test a drug efficacy and the possible 

occurrence of side-effects before using it on the patient. At the moment there are different 

models for different organs such as lung(391–393), liver(394–396), kidney(397–399) or 

gut(400–402). 

 

Another use for microfluidics is lab-on-a-chip (LOC), as it takes the advantage of 

handling low volumes to perform analysis and biochemical detections with a future target 

in diagnostics. The final aim is to develop a portable diagnostic system with integrated 

pumps, electrodes, valves and microelectronics, like a miniaturized version of the insulin 

test that are currently used(403,404). Another application of this technology is on 

pathogen detection for the food industry were some of the bacteria can be lethal for the 

human body, therefore a fast and low-cost test is required, and LOC can provide it(405–

408).  
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Using the state of the art of microfluidics, the knowledge inside the R&D department of 

Cherry Biotech and the requirements for each biological model I come together with a 

solution for each model, the ThermaFlow device line. There was also one more adaptation 

that needed to be done inside other Cherry Biotech’s projects called Cubix. 

 

However, it needed to be mentioned that the base for all the devices presented here was 

the ThermaChip from the CherryTemp device, Figure 44. 

 

 Microfluidic device for yeast model 
 

Inside the collaboration with Pr. Phong Trang’s laboratory at the Institute Curie, Paris, 

we developed together the following device that aimed to be compatible with S. Pombe 

a yeast model used to study cell division inside the project DivIDE. 

 

 Conception, design and materials 
 

The main requirements for this device, which were explained at the 3rd chapter, included 

the need to be compatible with CherryTemp for the temperature control and to have a 

microfluidic chamber of at least 50µL. I used the thermalization chip of the CherryTemp 

as basis for the development of this new microfluidic device, Figure 44. I performed all 

the modifications in the design together with the selection of the new materials.  

 

The thermalization part was made of three pieces: the manifold, the thermalization 

chamber and the plastic coverslip. The manifold was a PMMA block of 24x60x8mm 

(ZEG-MED – Design, Poland) with three thread holes on the side for the fluidic 

connectors. It has been modified by adding two holes passing through the manifold 

thickness for the perfusion. They have been separated by 45mm and with an 8mm 

diameter upper hole and a thread of 4.2mm for M5x0.8 connectors, as it can be seen at 

Figure 45-A. The second layer was a thermalization chamber made of double-side tape 

of 24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) that had two 

Figure 44, 3D drawing of the Thermachip for the CherryTemp. Fluidic connectors(A), PMMA manifold 

of 8mm thick(B), thermalization chamber of a double-side tape, 0.14mm thick (C) and closing glass 

coverslip, 0.17mm(D) 
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holes that match the one on the PMMA for the perfusion, of 6mm diameter, Figure 45-B. 

All the cutting was done using a microblade plotter (CE6000-40, Graphtec Corp, Tokyo, 

Japan).The third layer was a plastic coverslip made of Rinzl, a plastic vinyl of 

24x60x0.28mm (72261-60, Rinzl coverslip, Electron Microscopy Sciences, USA) with 

two added holes of 6mm diameter for the perfusion. This coverslip provided the thermal 

conduction from the thermalization chamber towards the cell chamber and it also allows 

the perfusion, Figure 45-C.  

 

The perfusion part was made of two parts, the cell chamber, Figure 45-D, and the closing 

coverslip, Figure 45-E. The first one made of two layers of double side tape of 

24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) laminate one over 

the other and cut using a microblade plotter (CE6000-40, Graphtec Corp, Tokyo, Japan). 

The total area and volume inside this chamber were 190.06mm2 and 54.73µL. The last 

layer which closes the perfusion circuit is made of #1 24x60mm glass coverslip (Menzel-

Glaser B.V &Co. KG. Germany). 

 

The perfusion circuit was made of 5 different elements, Figure 46. The first one was a 

sealing O-ring, OR-5X1.5-FPM90-5x8x1.5mm (123Roulement, France) that was placed 

in the outlet point of the PMMA block, Figure 46-A. Then the M5x.8 Thread with 1/4" 

Hex to 200 Series Barb, 1/16" (1.6 mm) ID Tubing, Animal-Free Natural Polypropylene 

connector (Nordson Medical, US), Figure 46-B, was placed to seal the chamber prior to 

connect a 150mm Peroxide-Cured Silicone Tube, 1/16"ID X 1/8"OD tube (Cole-Parmer 

Int. Comp. US), Figure 46-C, and a  Female Luer Lug Style to Classic Series Barb, 1/16" 

(1.6 mm) ID Tubing, White Nylon connector (Nordson Medical, US) connector, Figure 

46-D. Finally, a 1mL Luer Slip Terumo Syringe (Terumo Interventional Systems, US), 

Figure 46-E, acted as a manual negative pressure generator to allow the liquid to enter in 

the system. 

Figure 45, Explode view of the ThermaFlow yeast model. PMMA manifold of 8mm thick(A), 

thermalization chamber of a double-side tape, 0.14mm thick (B), Rinzl plastic coverslip, 0.28mm 

thick(C), cell chamber for the yeast, 0.28mm thick(D)and closing glass coverslip, 0.17mm(E) 
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 Assembly process and perfusion protocol 
 

Prior to assemble anything it was necessary to sterilize all the parts with 90% ethanol and 

at least 15’ under UV light. 

 

The assembly process for the devices with all the pieces manufactured started by 

assembling the thermalization part which included the PMMA block, the thermalization 

chamber and the plastic coverslip. The first step was to attach the plastic coverslip and 

the thermalization chamber, which was a layer made of double-side tape, making sure 

that the holes for the perfusion are aligned. For the alignment I manufactured an insert 

made of plastic with a cavity of 24x60x5mm to align all the different layers. Then this 

piece was attached to the PMMA block and pressed using a roller to remove all the 

bubbles. This part should stay untouched for at least 24 hours, the time for the adhesive 

part of the tape to stabilize, especially because the flow at the thermalization chamber 

(4.5mL/min) could dis-attach it.  

 

The perfusion part was then attached to the previously described thermalization part right 

before starting the experimentation. The cell chamber layer was attached to the plastic 

coverslip of the thermalization part using the alignment insert and closed using the glass 

coverslip.  

 

The perfusion connection was done starting from the O-ring, then the M5x.8 thread 

connector and the tubing of 150mm long with the final female Luer connector for the 

syringe. 

 

The perfusion protocol for this device was based on placing the injection liquid on the 

inlet well/hole and applying negative pressure with the syringe, introducing the liquid 

inside the cell chamber.  

 

 

Figure 46, Picture of the perfusion circuit. Sealing O-ring(A), M5x.8 Thread with 1/4" Hex to 200 Series 

Barb, 1/16" (1.6 mm) connector(B), Peroxide-Cured Silicone Tube, 1/16"ID X 1/8"OD tube(C), Female 

Luer Lug Style to Classic Series Barb, 1/16" (1.6 mm)(D) and 1mL Luer Slip Terumo Syringe(E)  
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 Thermal calibration 
 

The calibration protocol for the ThermaFlow device yeast edition for dry and 

immersion(oil) configurations can be found at the Annex #1-Standard ThermaFlow Dry 

and Immersion modes calibration. However, the results from that calibration provide two 

different fitting curves and different thermalization equations, one for dry and another 

one for immersion(oil). The fitting curves were the results of plotting the applied 

temperature at the Peltier (Tp) and the temperature of the sample (Ts) during the 

calibration process. These temperatures were relativized, meaning that the ambient (Ta), 

dry mode, and the objective (Tobj), immersion mode, temperatures were subtracted to 

both Tp and Ts, in order to compare between experiments, no matter the influence of 

external factors. From those curves, I extracted the thermalization equations that showed 

the relationship between the Ts, Tp and Ta or Tobj, that allowed me to control the Ts for 

both modes.  

 

The dry mode calibration was performed in the range of 5°C to 45°C providing a fitting 

curve with an equation like Equation 13 and an average error inside the range of +/-

0.14°C. 

 

On the other hand, for the immersion mode calibration, the range was the same, 5°C to 

45°C providing a different fitting curve like Equation 14 and an average error inside that 

range of +/-0.3°C.  

 

 

Equation 13, ThermaFlow dry configuration fitting curve. Temperature of the sample (Ts), temperature 

of the Peltier (Tp) and temperature of the ambient (Ta) 

Equation 14, ThermaFlow immersion configuration fitting curve. Temperature of the sample (Ts), 

temperature of the Peltier (Tp) and temperature of the objective (Tobj) 
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 Microfluidic device for mammalian cells model 
 

Thanks to the collaboration with Prof. Isabelle Vernos laboratory at the CRG, Barcelona, 

we managed to create together a new device with a specific protocol that aimed to be 

compatible with HeLa-Kyoto cells, mammalian cells model used to study cell division 

inside the project DivIDE. 

 

 Conception, design and materials 
 

The main requirements for this device, which were explained at the 3rd chapter, included 

the need to be compatible with CherryTemp for the temperature control, to have a 

working volume of at least 400µL and two parts, one fixed and another disposable where 

to seed the cells. Taking the thermalization chip of the CherryTemp as base and their cell 

seeding protocols, we developed it and made some modification in the materials.  

 

The thermalization part was the same than the one for the yeast model, made of three 

pieces: the manifold, the thermalization chamber and the plastic coverslip, Figure 47-A-

B-C.   

 

The perfusion part was again made of two parts, the cell chamber, Figure 47-D, and the 

closing coverslip, Figure 47-E. The first one made of two layers of double side tape of 

24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) laminate one over 

the other and cut using a microblade plotter (CE6000-40, Graphtec Corp, Tokyo, Japan). 

The total area and volume inside this chamber were 298mm2 and 85.82µL. Figure XX-

D. The last layer which closes the perfusion circuit is made of #1 24x60mm glass 

coverslip (Menzel-Glaser B.V &Co. KG. Germany). Figure 47. At the end the total 

volume of the full perfusion circuit is 572 µL, considering the both holes and the cell 

chamber.  

 

Finally, the perfusion circuit was the same than the one used in the yeast model, Figure 

46.  

 

Figure 47, Explode view of the ThermaFlow mammalian cells model. PMMA manifold of 8mm thick(A), 

thermalization chamber of a double-side tape, 0.14mm thick (B), Rinzl plastic coverslip, 0.28mm 

thick(C), cell chamber for the mammalian cells, 0.28mm thick(D)and closing glass coverslip, 0.17mm(E) 
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 Assembly process and perfusion protocol 
 

Prior to assemble anything it was necessary to sterilize all the parts with 90% ethanol and 

at least 15’ under UV light. 

 

The assembly process for the devices with all the pieces manufactured started by 

assembling the thermalization part which included the PMMA block, the thermalization 

chamber and the plastic coverslip. The first step was to attach the plastic coverslip and 

the thermalization chamber, which was a layer made of double-side tape, making sure 

that the holes for the perfusion are aligned. For the alignment I manufactured an insert 

made of plastic with a cavity of 24x60x5mm to align all the different layers. Then this 

piece was attached to the PMMA block and pressed using a roller to remove all the 

bubbles. This part should stay untouched for at least 24 hours, the time for the adhesive 

part of the tape to stabilize, specially because the flow at the thermalization chamber 

(4.5mL/min) could dis-attach it.  

 

The perfusion part was then attached separately as the cells were first seeded in the cell 

chamber and then assembled to the thermalization part. The cell chamber was first 

attached to the glass coverslip and left untouched for 24 hours prior to add any biological 

reagent.  

 

The perfusion connection was done starting from the O-ring, then the M5x.8 thread 

connector and the tubing of 150mm long with the final female Luer connector for the 

syringe. 

 

The perfusion protocol for this device was based on placing the injection liquid on the 

inlet well/hole and applying negative pressure with the syringe, introducing the liquid 

inside the cell chamber 

 

 Thermal calibration 
 

This device together with the yeast and the MT’s models presented the same materials 

and layers thickness, therefore the calibration was the same for the three of them. The 

fitting curves and the thermal equations end up been the same for the three of them. 

Therefore, the data from the thermal calibration can be found at the Annex #1-Standard 

ThermaFlow Dry and Immersion modes calibration. 
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 Microfluidic device for MT in vitro model 
 

Together with the laboratory of Prof. Carsten Janke at the Institute Curie, Paris-Orsay we 

developed a new device suitable for in vitro experiments with MTs, in order to study cell 

division inside the project DivIDE. 

 

 Conception, design and materials 
 

The main requirements for this device, which were explained at the 3rd chapter, included 

the need to be compatible with CherryTemp for the temperature control, to have a cell 

chamber of less than 50µL and the possibility to manually handle very small volumes.  

two parts, one fixed and another disposable where to seed the cells. Taking the 

thermalization chip of the CherryTemp as base and their cell seeding protocols, we 

developed it and made some modification in the materials. 

 

The thermalization part was the same than the one for the yeast and the mammalian cells 

models, made of three pieces: the manifold, the thermalization chamber and the plastic 

coverslip, Figure 48-A-B-C.   

The perfusion part was also made of two parts, the cell chamber, Figure 48-D, and the 

closing coverslip, Figure 48-E. The first one made of two layers of double side tape of 

24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) laminate one over 

the other and cut using a microblade plotter (CE6000-40, Graphtec Corp, Tokyo, Japan). 

The total area and volume inside this chamber were 108mm2 and 31.1µL. Figure XX-D. 

The last layer which closes the perfusion circuit is made of #1 24x60mm glass coverslip 

(Menzel-Glaser B.V &Co. KG. Germany). At the end the total volume of the full 

perfusion circuit is 572 µL, considering the both holes and the cell chamber.  

 

The perfusion circuit was made of 5 different elements, Figure 49. The first one was a 

sealing O-ring, OR-5x1.5-FPM90 (123Roulement, France), Figure 49-A, that was placed 

in the outlet point of the PMMA block. Then a metallic thread connector, M5x0.8 (M-

5AU-4, SMC, US),  with an ID of 1.6mm, Figure 49-B, was placed to seal the chamber 

prior to connect it to a 150mm PTFE tubing, 0.5mmID X 1.6mm OD tube (008T16-50-

20, Kinesis, Cole-Parmer Int. Comp. US), Figure 49-C, together with a heat-shrink tubing 

Figure 48, Explode view of the ThermaFlow MTs model. PMMA manifold of 8mm thick(A), 

thermalization chamber of a double-side tape, 0.14mm thick (B), Rinzl plastic coverslip, 0.28mm 

thick(C), cell chamber for the in vitro MTs, 0.28mm thick(D)and closing glass coverslip, 0.17mm(E) 
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of 2mm ID and 25mm long (Alpha wire via RS, UK) to fix the tube to the metallic 

connector.  

 

The final part include a needle(25G1”, Luer 0.5x25mm, Terumo Interventional Systems, 

US), Figure 49-D, that was introduce 15mm inside the Teflon tube and a 1mL Luer Slip 

Terumo Syringe (Terumo Interventional Systems, US), Figure 49-E, acted as a manual 

negative pressure generator to allow the liquid to enter in the system. 

 

 Assembly process and perfusion protocol 
 

Prior to assemble anything it was necessary to sterilize all the parts with 90% ethanol and 

at least 15’ under UV light. 

 

The assembly process for the devices with all the pieces manufactured started by 

assembling the thermalization part which included the PMMA block, the thermalization 

chamber and the plastic coverslip. The first step was to attach the plastic coverslip and 

the thermalization chamber, which was a layer made of double-side tape, making sure 

that the holes for the perfusion are aligned. For the alignment I manufactured an insert 

made of plastic with a cavity of 24x60x5mm to align all the different layers. Then this 

piece was attached to the PMMA block and pressed using a roller to remove all the 

bubbles. This part should stay untouched for at least 24 hours, the time for the adhesive 

part of the tape to stabilize, specially because the flow at the thermalization chamber 

(4.5mL/min) could dis-attach it.  

 

The perfusion part was then attached to the thermalization part right before starting the 

experimentation. The cell chamber layer was attached to the plastic coverslip of the 

thermalization part using the alignment insert. The last part was closed using the glass 

coverslip.  

 

The perfusion connection was done starting from the O-ring, then the M5x.8 thread that 

was connected to the PTFE tube. The needle was introduced 15mm into PTFE tube prior 

to connect it to the syringe via the Luer connector. 

  

Figure 49, Picture of the perfusion circuit for the ThermaFlow MTs edition. Sealing O-ring(A), M5x.8 

metallic thread connector(B), PTFE tubing, 0.5mm ID X 1.6mmOD(C), 25G1”, Luer 0.5x25mm needle 

(D) and 1mL Luer Slip Terumo Syringe(E) 
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The perfusion protocol for this device was based on placing the injection liquid on the 

inlet well/hole and applying negative pressure with the syringe, introducing the liquid 

inside the cell chamber while removing any air could remain inside the cell chamber.  

 

 Thermal calibration 
 

As it was mentioned before, this device together with the yeast and the mammalian cells 

models presented the same materials and layers thickness, therefore the calibration was 

the same for the three of them. The fitting curves and the thermal equations end up been 

the same for the three of them. Therefore, the data from the thermal calibration could be 

found at the Annex #1-Standard ThermaFlow Dry and Immersion modes calibration. 
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 Microfluidic device for spheroids, 3D cell culture model 
 

Inside the SpOC project, the target was to develop a microfluidic device that could allow 

the team of Dr. Yannick Arlot to observe spheroid alive after 5 days. Together using the 

microfluidics experience at Cherry Biotech and their knowledge regarding the culture of 

kidney cells to obtain spheroids, we engineered a microfluidic device capable to achieve 

that target of 5 days. 

 

 Conception, design and materials 
 

The main requirements for this device, which were explained at the 3rd chapter, included 

the need to be compatible with CherryTemp for the temperature control, to have a cell 

chamber with a minimum thickness of 200µm to avoid smashing the spheroids once the 

device was assembled and the possibility to manually renew the medium without 

disturbing the spheroid with shear-stress or high flows. It was designed to be in two parts, 

one fixed and another disposable where spheroids were placed and trapped. Taking the 

thermalization chip of the CherryTemp as base and their spheroid handling protocols, we 

developed it and made some modification in the materials. 

 

The thermalization part was again made of three layers: the manifold, the thermalization 

chamber and the plastic coverslip, Figure 50-A-B-C.   

 

 

 

 

In this case, the perfusion part was made of three layers, the perfusion channel, the cell 

chamber and the closing coverslip. The perfusion channel was a layer of double side tape 

of 24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) with an area of 

254.10mm2 and a volume of 36.6µL. The cell chamber was made of lamination of a 

mono-tape 24x60x0.05mm(9793R; 3M Adhesives and tapes, USA) and a double side 

tape 24x60x0.144mm (ARseal™ 90880; Adhesives Research Inc, Ireland) with a 

chamber of 8 mm diameter, an area of 50.24mm2 and a volume of 9.74 µL. The difference 

in height between the perfusion channel and the cell chamber created a 0.194mm step to 

trap and immobilized the spheroids inside that cell chamber. The closing coverslip was a 

Figure 50, Explode view of the ThermaFlow 3D cell culture model. PMMA manifold of 8mm thick(A), 

thermalization chamber of a double-side tape, 0.14mm thick (B), Rinzl plastic coverslip, 0.28mm 

thick(C), perfusion channel layer, 0.14mm thick(D), cell chamber layer, 0.149mm thick(E), and the   

closing COC coverslip, 0.24mm thick(E) 
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24x60x0.24mm coverslip of Cyclicolefin Copolymer (COC) (TOPAS®, Germany, 

provided by Microfluidic ChipShop GmbH, Germany). This material was selected 

because its excellent optical properties(409,410), its low molecules/drug absorption 

(411,412), and its capability to prevent cell adhesion(413–416).  All the materials were 

cut using a microblade plotter (CE6000-40, Graphtec Corp, Tokyo, Japan). The total 

volume of all the perfusion circuit was 497µL considering the both holes, the perfusion 

channel and the cell chamber.  

 

All the perfusion was done manually by using a 200µL pipette to introduce the medium 

and to remove it, the flow was passive due to gravity difference between the inlet hole 

and the outlet. 

 

 Assembly process and perfusion protocol 
 

Prior to assemble anything it was necessary to sterilize all the parts with 90% ethanol and 

at least 15’ under UV light. 

 

The assembly process for the devices with all the pieces manufactured started by 

assembling the thermalization part which included the PMMA block, the thermalization 

chamber and the plastic coverslip. The first step was to attach the plastic coverslip and 

the thermalization chamber, which was a layer made of double-side tape, making sure 

that the holes for the perfusion are aligned. For the alignment I manufactured an insert 

made of plastic with a cavity of 24x60x5mm to align all the different layers. Then this 

piece was attached to the PMMA block and pressed using a roller to remove all the 

bubbles. This part should stay untouched for at least 24 hours, the time for the adhesive 

part of the tape to stabilize, especially because the flow at the thermalization chamber 

(4.5mL/min) could dis-attach it.  

 

The perfusion part was assembled independently, by first attaching the cell chamber to 

the COC coverslip and then the perfusion channel layer on top of the previous ones. Then 

once the spheroid was placed in the cell chamber the whole device was assembled using 

an alignment insert, as mentioned before in this chapter.  

 

 Thermal calibration 
 

The protocol for the ThermaFlow device spheroid edition for dry configurations can be 

found at the Annex #2-ThermaFlow Spheroid Dry mode calibration. The result of that 

calibration provided one fitting curve with a thermal equation available from 5°C to 45°C, 

Equation 15. This calibration presented an average error of +/-0.13°C.  

 

 

Equation 15, ThermaFlow dry configuration fitting curve for spheroids. Temperature of the sample (Ts), 

temperature of the Peltier (Tp) and temperature of the ambient (Ta) 
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During the development these microfluidic devices, other projects inside the R&D team 

of Cherry Biotech require some adaptation in order to build a new temperature controller 

based on microfluidics. The project was inside the Cubix development, a new product 

inside Cherry Biotech’s portfolio that aims to provide a device to keep biological samples 

alive for more than 5 days. Inside it, the temperature control was a must have in terms of 

stability and accuracy, especially for a 24 multi-well from Falcon, US. 

 

 Main requirements 
 

As part of an R&D project leaded by Antoni Homs-Corbera, the CTO of Cherry Biotech, 

I took advantage of the knowledge and processes previsuly generated during my PhD to 

design, manufacture and thermally characterize the heat-stage. got the assignment of 

designing, manufacturing and thermally characterize the heat-stage. The thermalization 

needed to be based on microfluidics, as it offer more stability, the capacity to go below 

ambient temperature. Therefore, it should be compatible with the CherryTemp device. 

The main requirements were the following ones: 

 

• Be able to thermalize a 24 Multi-well of Falcon (Corning, US) 

• Be compatible with the stage of the Leica DM-IRBE microscope 

• Have a fluidic circuit to use as radiator coupled with CherryTemp to thermalize the 

samples 

• Have dedicated space for temperature control sensors to monitor the temperature of 

the sample 

• Be compatible with the fluidic manifold designed by Matteo Boninsegna from the 

R&D team at Cherry Biotech, to provide the enriched gas 

 

Taking this in consideration, I designed 3 different pieces for this adaptation: heat stage 

base, the sealing rubber and heat stage top, Figure 51.  

 

Figure 51, Explode view of the heat stage. Heat stage base(A), sealing rubber(B) and heat stage top(C). 
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 Design and Materials for the different parts  
 

The first piece was heat-stage top, Figure 51-A. that together with the next ones it was 

made to seal the fluidic part and distribute the heat alongside the piece. It contained 70 

holes for the screws that were in the heat-stage base and to fit with M3x10 screws 

(#965IT3010 from BAFA, France). The dimensions of this piece were bigger compared 

with the base one, 160.07x202.23mm and it also contained two levels, the main one of 

5mm and the bottom one of 0.8mm. There were four spaces for reference temperature 

sensors to monitor the stage temperature while thermalizing using the CherryTemp and 

four holes to place tweezers to press the top closing part against the fluidic part and seal 

it. The piece was made in aluminium and manufactured by Protolabs, UK. Figure XX-C 

 

The sealing rubber was the part that would assure the thermalization liquid circulating 

around the piece would not leak at all. Its main features were its 2mm thickness and that 

it was made of FKM rubber. It was rectangular, 189.23x147.09mm with an inner cut of 

149.23x107.09mm. The difference between the external and the internal perimeter was 

20mm in all the piece, Figure 51-B. IT was manufactures by F.elastomers, a company 

from France.  

 

The heat-stage base, Figure 51-C, was a two levels piece, the lower one to fit into the 

Leica DM-IRBE microscope stage and the top one to host the fluidic circuit. The lower 

part was a square base of 149.70mm of lateral side and 3mm high. The top part was all a 

fluidic circuit with one inlet and one outlet points compatible with ¼ -28 UNF connector. 

There were 70 holes for screws (M3x0.5) to seal the fluidic part with an average distance 

of 17mm between each other. It also had 24 holes on the base to host a 24 Multi-well with 

a contact base of 0.5mm thickness to allow the imaging, as it was visible from the upper 

view, Figure 52. At the end the total thickness of the piece was 10.6mm of which 7.6mm 

were for the top part and 3 for the base. The piece was manufactured in Aluminium by 

Protolabs, a prototyping company in UK. 

 

Figure 52, Upper view of the heat-stage base 
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 Thermal calibration of the heat-stage 
 

The protocol for the heat-stage calibration can be found at the Annex #3-Heat-Stage 

calibration. The outcome of that calibration provided a new equation, Equation 16, in 

order to use the CherryTemp and provide 36.5°C stable in the D row of the 24 Multi-

wells. The reason behind targeting the D row was that the samples were placed in that 

row while the A, B, C rows were used as reservoirs.  

 

However, during the calibration it was necessary to perform a thermal mapping to 

understand the temperature at the different wells and at the same time to check if any of 

them could be too high or too low that could affect the properties of the medium in that 

well. The outcome of that thermal mapping can be seen at Figure 53, showing the big 

discrepancy between the different rows, specially row A and D.  

 

In terms of stability and accuracy this setup helped at the first version of the Cubix, as a 

fast prototype but a new direction has been taken, using a resistance Kapton to thermalize. 

This new option provided more even temperature requiring less equipment, been cheaper 

than using a complete CherryTemp but with the drawback of not been able to thermalize 

below ambient temperature. However, the protocol to characterize the temperature of the 

different well of the 24 multi-well has been based on the one used for this version.  

 

Equation 16, Heat-stage fitting curve. Temperature of the sample (Ts), temperature of the Peltier (Tp) 

and temperature of the ambient (Ta) 

Figure 53, Heat map of the heat-stage while thermalizing the 24 Multi-well. The reference wells 

during the calibration were the D row. In red the wells with a difference higher than +/-1°C with the 

reference. In orange the ones with a difference between +/-1°C and +/-0.5°C. In green the ones with 

a difference lower than +/-0.5°C. The arrows show the path of the thermalized circuit.  
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Chapter 5, Results of the biological proof-of-concepts performed 
with the different models   
 

This chapter will present the different biological protocols developed for each specific 

microfluidic device adapted for the different biological models. Then each microfluidic 

device will have a validation experiment or a proof-of-concept that will lead to results 

such as images or specific phenotypes. Based on this biological validation, the future of 

the device will be decided at the company level, either to integrate a product line or need 

further industrialisation process. 

 

 
 

As it was mentioned in chapters 3&4, Prof. Phong Tran’s collaboration leaded to the 

development of the ThermaFlow yeast edition chip, and thanks to that partnership we 

managed to industrialize it and sell it as a commercial product. The first user and client 

of this product was Prof. Erfei Bi from the Cell and Developmental Biology department 

at the Perelman School of medicine inside the University of Pennsylvania, United States 

of America. 

 

Prior to that together with the team of Prof. Phong Tran, we designed two different 

biological experiments as proof-of-concept for the microfluidic chip. The 

experimentation was divided in two different parts, the first one covered the validation of 

the temperature features, while the second one targeted the perfusion one. All the 

biological experimentation were performed at Prof. Phong Trang’s laboratory at the 

Institute Curie, Paris, France. The imaging system used was an Inverted Spinning Disk 

Confocal Roper/Nikon coupled with a CCD 1392x1040 CoolSnap HQ2 camera. The used 

objective was CFI Plan Apo VC oil, with a Numeric Aperture of 1.4 and WD of 0,23.  

 

 Temperature validation experiment 
 

The biological model used by Prof. Phong Tran was a yeast, S. Pombe, which is a 

eukaryote cell extensively studied in the field of cell division due to its simplicity, short 

generation time (2-4 hours) and availability of thermo-sensitive mutant(417–421). In such 

biologically engineered model, some proteins are temperature dependant, therefore 

depending on the temperature of the specimen they can be functional or not. For example, 

microtubules are proteins made of tubulin monomers in charge of the cell division process 

and that for the S. Pombe needed to be at 25°C to be polymerized and stable. If the 

temperature drops those MTs start to depolymerize and can stop the cell cycle(422).  

 

The validation experiment for the temperature aimed to replicate the depolymerization of 

microtubules (MTs), naturally temperature dependant proteins that are key for the cell 

division(189). The temperature profile was the following one, 25°C for 5’, then 8°C for 

10’, to end up going back to 25°C to observe the repolymerization. All this using the 

ThermaFlow device connected to the CherryTemp for the thermalization. The biological 

model were S. Pombe cells from Rnd1Δ:URA GFP-Atb2:Kan Ase1Δ:Hph strain with the 

GFP tagged at the Atb2 tubulin gene.  
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The temperature validation required the performance of the following steps: 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

 

Lectin coating of the cell chamber: 

• A pipette to inject 200µL of Lectin solution (20µL of Lectin (2mg/ml) and 180µL of 

sterile MiliQ water) was prepared 

• Using the inlet point, the Lectin solution was injected while sucking from the syringe 

until filling all the cell chamber  

• It was left for 15’ at room temperature under the hood 

• As much as Lectin solution as possible was removed using the syringe 

• It was left again to dry for 15’ at room temperature leave it to dry for 15’ more 

 

Cell injection step: 

• A pipette to inject 200µL of cell and medium was prepared 

• Using the inlet point, the cell’s solution was injected while sucking from the syringe 

until filling all the cell chamber  

• The cells were ready to be imaged or stored until the experimentation 

 

Medium renewal step: 

• A pipette to inject 200µL of fresh medium was prepared 

• Using the inlet point, the fresh medium was injected while sucking using the syringe 

until filling all the cell chamber  

• These steps were repeated at least 3x times to make sure that all the old medium is 

removed 

 

Thermalization step: 

• A ThermaFlow device with the cells was placed on the microscope stage with 100x 

oil objective 

• It was connected to the CherryTemp using the Immersion configuration 

• Thermalized at 25°C while looking for the target S. Pombe cells using the Immersion 

configuration 

• Once founded, imaged for 5’ to make sure that the MTs are present 

• The temperature was reduced to 8°C and the sample imaged for 10’ while the MTs 

depolymerized  

• The last step was to rise back the temperature to 25°C to validate that the MTs were 

re-polymerizing 

 

A temperature profile of this experiment can be seen at Figure 54.   
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As it can be seen at Figure 55-A, the were more than ten S. Pombe cells in the selected 

field of view that was thermalized at 25°C. After 5’ of imaging, the temperature was 

reduced to 8°C, Figure 55-B for 10’. After this time, it was possible to notice that the 

majority of the MTs were depolymerized, Figure 55-C, just before increasing back the 

temperature to 25°C, Figure 55-D, for 5’, were the MTs were repolymerized. The 

presented images were the ones selected from a pull of a set of 5 experiments.    

 

 

These results demostrated the proof-of-concept regarding the capacity of ThermaFlow 

yeast edition to control the sample temperature while doing live-cell imaging with a 

biological sample as S. Pombe using CherryTemp. 

Figure 54, Temperature profile of the ThermaFlow yeast edition during the temperature validation. 

Image obtained at T=1min (A), image after 6’(B), image after 16’(C) and image after 21’(D) 

Figure 55, Temperature control validation experiment for MTs depolymerization using ThermaFlow 

yeast edition and 100x objective.  Sample yeast at 25°C (A), sample temperature decreased to 8°C (B) 

sample at 8°C after 10’ (C) and sample at 25°C after 5’ (D). Note: the tubulin at MTs was tagged with 

GFP fluorophore 
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 Perfusion validation experiment 
 

Once the temperature control was validated, it was necessary to validate the perfusion 

feature. As it was mentioned in chapter 3, we decided to use Carbendazim or MBC, which 

is a molecule that suppresses MTs dynamic instability during cell division. Therefore, the 

expected phenotype once the drug was perfused to the cells was to observe the 

depolymerization of the MTs inside the S. pombe cells.   

 

The experimental plan followed these steps: 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

 

Lectin coating of the cell chamber: 

• A pipette to inject 200µL of Lectin solution (20µL of Lectin (2mg/ml) and 180µL of 

sterile MiliQ water) was prepared 

• Using the inlet point, the Lectin solution was injected while sucking from the syringe 

until filling all the cell chamber  

• It was left for 15’ at room temperature under the hood 

• As much as Lectin solution as possible was removed using the syringe 

• It was left again to dry for 15’ at room temperature leave it to dry for 15’ more 

 

Cell injection step: 

• A pipette to inject 200µL of cell and medium was prepared 

• Using the inlet point, the cell’s solution was injected while sucking using the syringe 

until filling all the cell chamber  

• The cells were ready to be imaged or stored until the experimentation 

 

Medium renewal step: 

• A pipette to inject 200µL of fresh medium was prepared 

• Using the inlet point, the fresh medium was injected while sucking from the syringe 

until filling all the cell chamber  

• These steps were repeated at least 3x times to make sure that all the old medium is 

removed 

 

Thermalization and imaging: 

• A ThermaFlow device with the cells was placed on the microscope stage and 

connected to the CherryTemp 

• Thermalized at 25°C while looking for the target S. Pombe cells 

• Once founded, imaged for 5’ to make sure that the MTs are present 

 

The temperature profile of this validation experiment can be seen Figure 56.   
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MBC perfusion step: 

• A pipette to inject 200µL of an MBC+medium solution at 50µg/µL concentration of 

MBC 

• Using the inlet point the MBC solution was injected while sucking from the syringe 

until the cell chamber was filled 

• Observation was done for 10’ in order to validate that the MTs were depolymerizing 

  

Figure 56, Temperature profile of the ThermaFlow yeast edition during the perfusion validation. Image 

taken at T=0min(A), T=5min(B) and T=11min(C) 

Figure 57, Perfusion validation experiment for MTs depolymerization using ThermaFlow yeast edition 

and a 100x objective. Sample yeast at 25°C (A), sample at 25°C after adding the MBC solution(B) sample 

at 25°C 6’ after adding the MBC solution (C). Note: the tubulin at the MTs were tagged with GFP 

fluorophore.  
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As it can be seen at Figure 57-A, the were more than twenty S. Pombe cells in the selected 

field of view that was thermalized at 25°C. After 5’ of imaging, the MBC solution was 

injected following the protocol previously mentioned, and it was possible to observe a 

MTs depolymerization Figure 57-B. After six minutes of drug incubation most of the 

MTs were depolymerized, proving that the drug entered in the cells and acted. It also 

demonstrated that the perfusion capacity of the presented device combined with the 

developed protocol worked. Again, the presented images were selected from a set of 5 

experiments under the same conditions. 

 

These results demonstrated the proof-of-concept regarding the capacity of ThermaFlow 

yeast edition to control the sample temperature while doing live-cell imaging with a 

biological sample as S. Pombe using CherryTemp and to perfuse drugs on the sample. 

These results allowed Cherry Biotech to start commercializing this device inside the 

CherryTemp and perfusion pack having the laboratory of Prof. Erfei Bi as first real user.  
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As it was mentioned before in chapters 3&4, thanks to a collaboration between the Prof. 

Isabelle Vernos laboratory and Cherry Biotech, we developed a ThermaFlow mammalian 

cells edition device. In this case the biological model were Kyoto-HeLa cells with the 

tubulin tagged with GFP and DNA with m-cherry.  

 

The experimentation was divided in two different parts, the first one covered the 

validation of the temperature features, while the second one targeted the drug perfusion 

and the temperature control combined. All the experimentation was performed at the 

CRG, Barcelona, Spain.  

 

 Temperature validation experiment 
 

Inside the research on the cell division field, MTs play a big role as key proteins that lead 

different structures and dynamics inside the cell. For the team of Isabelle Vernos, their 

most used biological model were Kyoto-HeLa cells because as mammalian cells. Their 

study of the MTs involve the understanding of the different mechanisms that trigger their 

actions, which structures could be affected after a disruption and how is the rearrangement 

after that. 

 

A set of experiments was designed to validate the ThermaFlow device that we developed 

together. Its ability to thermalize the sampled cells while doing live-cell imaging was the 

primary focus. However, prior to any experimentation, a protocol to seed the Kyoto-HeLa 

cells on the cell chamber and the assembly of the ThermaFlow device was developed with 

Alejandra Laguillo Diego and Ivan Zadra, two PhD students at Prof. Isabelle Vernos 

Laboratory. 

 

The protocol followed these steps: 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

 

Cells preparation and seeding on the cell chamber: 

• Kyoto-HeLa cells were seeded on a standard petri-dish, 100x15mm using 10mL of 

DNEM medium. 

• Between the 10th and the 15th passage, once the cells reached confluency, we took 

apart 2.2x106 cells per 1mL of medium on 10mL falcon.  

• We diluted that concentration on a 10mL falcon with fresh DNEM medium 

• 2x cell chambers were placed on standard petri dish prior to place 1mL of the cell’s 

solution on them 

• Finally, 9mL of Fresh DNEM medium was added for the cells to grow in the incubator 

(37°C, 5% CO2) for at least 12h or until reaching confluency 

 

ThermaFlow device assembly 

• One cell chamber was taken from the petri dish and placed on a chip insert for the 

alignment  

• 80µL of fresh DNEM medium were added prior to remove the liner using a tweezer  
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• ThermaFlow thermalization part was placed on top and press it for 1’ in order to seal 

the cell chamber 

• A pipette of 500µL of DNEM medium + HEPES (20µM) was prepared to keep the 

pH stable 

• Using the inlet point, the fresh medium was injected while sucking from the syringe 

until filling all the cell chamber with fresh medium 

 

For the validation of the temperature control feature of the ThermaFlow device 

mammalian cell edition, we decided to perform a MTs re-growth experiment. This 

experiment aim to find metaphase cells at 37°C, then depolymerize the MTs using 

temperature(4°C) and the observe the re-growth while rising back to 37°C. The protocol 

for this was the following one: 

 

Thermalization step: 

• A ThermaFlow device with the cells was placed on the microscope stage and 

connected to the CherryTemp 

• Thermalized at 37°C while looking for cells in metaphase using the Immersion 

configuration of the CherryTemp 

• The temperature was reduced to 20°C for 10’ and then to 4°C for 10’ more, using the 

Dry configuration of the CherryTemp and removing the objective from the contact of 

the sample 

• After that time, the objective was placed back in contact with the sample and the 

temperature was risen to 37°C.  

 

NOTE: It was necessary to make the 20°C step to not thermally shock the cells with a 

change of 29°C in 10’. We also switch from the Immersion mode to the Dry one because 

the CherryTemp system was not able to keep the 4°C for Immersion mode due to the 

objective and room temperatures that were over 25°C. The consequence of this was that 

we lose time resolution in order to observe the depolymerization of the MTs. 

Figure 58, 1st HeLa-Kyoto regrowth experiment in the Leica DMI6000B microscope with a 63x objective. 

1st image, metaphasic spindle at 37ºC, 2nd image, after decreasing the temperature sequentially to 20°C 

and 4°C, most of the MTs were de-polymerize, 3rd image, once increased back to 37°C, most of the MTs 

re-polymerized and 4th image, the cell end up segregating after 55’ . Note: the MTs were tagged with 

GFP and the DNA with m-cherry fluorophore. 
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For the thermalization validation was first tested using 63x objective on an 

epifluorescence Leica DMI6000B microscope, using a Leica DFC9000GT camera and 

the LAS X software from Leica, Germany. The results for this first experiment can be 

seen in the Figure 58, presenting one cells obtained from a set of 7 experiments. The 

observed cell was metaphase cell that completed a re-growth experiment using just 

temperature variation (37°C, 20°C and 4°C) and managed to complete the cell division 

afterwards. Even if the epifluorescence microscope provide very good resolution it only 

allowed us to obtain few pictures before photo-bleaching the image. Another drawback 

was the un-possibility to obtain different positions during the experiment as the stage did 

not allow to perform multi-position in the x-y axes. 

 

Considering all the previous points, we decided to move to another microscope, the Andor 

Dragonfly Spinning Disk confocal module on a Nikon Eclipse Ti2 microscope. This 

different setup allowed us to obtain more images at high resolution, without photo-

bleaching the cells and obtain different images using multi-positioning.  

 

Using a 63x objective, performed four sets of experiments following the previously 

mentioned temperature cycle. From all of them recorded cells we selected the ones 

presented at Figure 59. There were four cells at different stages of the cell division. we 

managed to observe four different cells at different cell division stages. In the sample 

cases #1, #2 and 4#, after the 20°C and 4°C steps it was possible to observe that the MT’s 

were depolymerized. In case of sample #3, the aster MTs were still present after the 

thermal cycle. Reason behind this could be that the cell was in anaphase, a very advanced 

stage of the cell division, were the aster MTs are more resistance to depolymerize as cell 

is close to finish the cell division(423–425). 

 

Figure 59, 2nd HeLa-Kyoto regrowth experiment in the Andor Dragonfly Spinning Disk confocal module 

on a Nikon Eclipse Ti2 microscope with a 63x objective. Four different cells in the same ThermaFlow 

device, imaged only the GFP (left column) and merged GFP and DNA (right column). 1st row, at time 

zero and 37°C, 2nd row, after two steps of 10’ each at 20°C and 4°C, 3rd row, 2’ after rising to 37°C and 

4th row, 5’ after rising to 37°C. 
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 Perfusion validation experiment 
 

Once the temperature featured was demonstrated, we planned another experiment using 

Nocodazole, at 2uM, which is an antineoplastic agent capable of blocking the 

polymerization of MTs, and then remove it from the cells by renewing the medium.  Both 

experiments were performed at the Andor Dragonfly Spinning Disk confocal module on 

a Nikon Eclipse Ti2 microscope using a 63x objective.  

 

In order to study the dynamics of the mitotic spindle, sometimes it is necessary to stop or 

inhibit some processes to understand its global structure. Therefore, using Nocodazole to 

depolymerize the MTs and then remove it by renewing the medium could provide 

information about the dynamic stability of the MTs and their rearrangement after the re-

polymerization. If the perfusion feature is validated it could provide a new tool for 

studying cell division.  

 

The protocol for the perfusion followed the same steps than the previous one but with a 

different thermalization, as at this time during all the experimentation the sample was at 

37°C. The perfusion protocol had two parts, the Nocodazole perfusion and the medium 

renewal to remove the drug. 

 

Nocodazole perfusion step: 

• A pipette to inject 500µL of a Nocodazole + DNEM with HEPES (20µM) at 2µM 

concentration of Nocodazole was prepared 

• Using the inlet point the Nocodazole solution was injected while sucking from the 

syringe until the 500µL were perfused through the ThermaFlow 

• Nocodazole was incubated for 40’ with image acquisition every 1’ 

 

For the washout we used for each part of Nocodazole solution 3xPBS parts and 

3xDNEM+HEPES solutions parts, the steps were the following:  

 

Nocodazole washout step: 

• A 2mL Eppendorf with 1.5mL of PBS and another one with 1.5mL of 

DNEM+HEPES (20µM) solution were prepared.  

• Using 500 µL all the PBS and the DNEM+HEPES solution were perfused while 

sucking from the syringe 

 

The results of this experiment were obtained from a set 4 experiments where we selected 

one cell to illustrate the results as it can be seen at Figure 60. This cell showed that using 

the perfusion protocol presented before it was possible to depolymerize MTs using drugs.  

This new protocol could be the base for researchers to test different drugs on their sample 

while performing live-cell imaging under a temperature-controlled environment. 
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 Combination of temperature and perfusion, validation 
experiment 

 

Once the temperature and the perfusion features were validated, we combine temperature 

control and drug perfusion to obtain a more complete view of the usability of the device. 

In this experiment, we targeted the mitotic spindle and decided to first depolymerize the 

MTs using temperature, then perfused S-trityl-L-cysteine (STLC), which is a molecule 

capable of inhibiting Eg5, a key protein on keeping the bipolar mitotic spindle(426). After 

the perfusion, we increased the temperature back to 37°C and check if the Kyoto-HeLa 

cells develop a bi-polar or a mono-polar spindle due to the effect of the STLC. Finally, 

using the wash-out protocol, we aimed to remove all the STLC from the cells and observe 

them recovering the bi-polar spindle in order to continue the cell cycle. 

 

The protocol for this experiment was divided in three parts, the thermalization step, the 

STLC perfusion step and the STLC washout step. The temperature profile can be seen at 

Figure 61. The experiment steps were the following ones: 

 

Thermalization step: 

• A ThermaFlow device with the cells was placed on the microscope stage and 

connected to the CherryTemp 

• Thermalized at 37°C while looking for cells using the Immersion configuration of the 

CherryTemp software 

• The temperature was reduced to 20°C for 10’ and then to 4°C for 10’ more, using the 

Dry configuration of the CherryTemp and removing the objective from the contact of 

the sample 

• Once the MTs were depolymerized the STLC was perfused. 

Figure 60, HeLa-Kyoto cells at the Nocodazole perfusion experiment in the Andor Dragonfly Spinning 

Disk confocal module on a Nikon Eclipse Ti2 microscope with a 63x objective. One cell at metaphase 

inside a ThermaFlow device, imaged only the GFP (left column) and merged GFP and DNA (right 

column). 1st image, metaphase cell at t=0, 37°C and before perfusing the Nocodazole solution. 2nd image, 

the cell after 40’ of incubation at 37°C with the Nocodazole solution. 3rd image, MTs re-growing after the 

Nocodazole washout step. 4th image, the cell 90’ after the washout continuing the cell cycle. 5th image, 

the cell 100’ after the washout finishing the cell cycle. 
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• After that the perfusion, the objective was placed back in contact with the sample and 

the temperature was risen to 37°C. 

• The sample was thermalized at 37°C while  

 

NOTE: It was necessary to make the 20°C step to not thermally shock the cells with a 

change of 29°C in 10’. We also switch from the Immersion mode to the Dry one because 

the CherryTemp system was not able to keep the 4°C for Immersion mode due to the 

objective and room temperatures that were over 25°C. The consequence of this was that 

we lose time resolution in order to observe the depolymerization of the MTs. 

 

 

STLC perfusion step: 

• A pipette to inject 500µL of an STLC+DNEM with HEPES (20µM)  at  10µM 

concentration of STLC was prepared 

• Using the inlet point the STLC solution was injected while sucking from the syringe 

until the 500µL were perfused through the ThermaFlow 

• STLC was incubated for 80’ with image acquisition every 1’ 

 

For the washout we used for each part of STLC solution 6xDNEM+HEPES solutions 

parts, the steps were the following: 

• A 2mL Eppendorf with 1.5mL of DNEM+HEPES (20µM) solution was prepared.  

• Using 500 µL all the DNEM+HEPES solution were perfused while sucking from the 

syringe 

 

This experiment was performed 3 times with multiples cells imaged. An example of what 

we observed was in the Figure 62, where the first image was a cell without MTs due to 

the cold treatment(10’ at 20°C and 10’ at 4°C). Before rising the temperature back at 

37°C, while the sample was at 4°C the STLC was perfused and incubated for 80’.  We 

observed different phenotypes but the one that we hypothesized was to obtain monopolar 

spindles after 80’s of STLC incubation. After the incubation time following the washout 

protocol we managed to observe that the cells were recovering the bi-polar spindle and 

end-up dividing.   

Figure 61, Temperature profile of the STLC experiment. Start of the experiment with sample 

temperature at 37°C in immersion mode to search for the cells(A), reduce to 20°C in dry mode by 

removing the objective for 10’(B), reducing to 4°C for 10’ more before perfusion the STLC and rising 

back to 37°C(C), washout of the STLC drug after 80’ of incubation which corresponded with 110’ after 

starting the experiment(D), end of the experiment at 140’(E)  
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Although, we observed two different phenotypes during this experimentation. The first 

one, where cells that does not develop a mono-polar spindle, Figure 63, while in the 

second one it passed from a bi-polar to mono-polar and again to bi-polar due to the effect 

of the STLC, Figure 64. 

 

 

 

Figure 62, STLC perfusion and temperature experiment with Kyoto-HeLa cells in the Andor Dragonfly 

Spinning Disk confocal module on a Nikon Eclipse Ti2 microscope with a 63x objective. One cell at 

metaphase inside a ThermaFlow device, imaged only the GFP (left column) and merged GFP and DNA 

(right column).  

Figure 63, Phenotype #1 of STLC perfusion and temperature experiment with Kyoto-HeLa cells in the 

Andor Dragonfly Spinning Disk confocal module on a Nikon Eclipse Ti2 microscope with a 63x 

objective. One cell at metaphase inside a ThermaFlow device, imaged only the GFP (left column) and 

merged GFP and DNA (right column). 
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These differences on the phenotype could be due to moment of the cell cycle when the 

cell was contacted by the STLC drug. Depending of the cell division phase, the inhibition 

of Eg5 could no longer be possible, therefore the bi-polar spindle will remain. This first 

hypothesis will be further investigate using the developed device. 

Therefore, as a conclusion in the ThermaFlow mammalian cells edition features, 

temperature control, perfusion and the combination of both were validated and ready to 

be industrialized in order to be commercialized as Cherry Biotech’s products as an add-

on to the CherryTemp. 

Figure 64, Phenotype #2 of STLC perfusion and temperature experiment with Kyoto-HeLa cells in the 

Andor Dragonfly Spinning Disk confocal module on a Nikon Eclipse Ti2 microscope with a 63x 

objective. One cell at metaphase inside a ThermaFlow device, imaged only the GFP (left column) and 

merged GFP and DNA (right column). 
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As it was mentioned before in chapters 3&4, thanks to a collaboration between the Prof. 

Carsten Janke laboratory and Cherry Biotech, we developed a ThermaFlow in vitro 

edition device. In this case the biological model were MTs formed of different types of 

tubulin.  

 

The experimentation was divided in two different parts, the first one covered the 

validation of the temperature features, while the second one targeted the perfusion. All 

the device development was done at Cherry Biotech headquarters and the biological 

experimentation at Carsten Janke’s Laboratory in the Institute Curie Orsay, Paris. The 

microscopy technique used was based on TIRF microscopy, using a 100x objective and 

immersion oil on a Nikon Eclipse Ti spinning disc-TIRF microscope.  

 

During all the process I received the support of Jijumon A.S. a PhD student from Carsten 

Janke’s team that is also part of the DivIDE project.  

 

 Temperature validation experiment 
 

According to the latest research performed at Prof. Carsten Janke’s laboratory, some 

mutations in the tubulin of MTs made them more resistant to lower temperatures. This 

mutation might be one of the causes of some brain diseases. Such mutant MTs can keep 

polymerizing at a lower range outside their ideal temperature of 37°C. Therefore, can be 

used as an original model to validate the temperature control the de device. Taking this 

as an objective, we developed a protocol for injecting the MTs inside the in vitro chamber 

of the ThermaFlow device and to perfuse the different reagents necessary to perform the 

experiment. Finally, we designed a thermalization protocol to find out which was the limit 

temperature at which the different MTs stop polymerizing.  

 

For this experimentation the used MTs were divided in two groups, beta tubulin mutants 

and alpha tubulin mutants, Figure 65, of which one of each group were controls and the 

rest mutants.  

Figure 65, List of different type of MTs based on their alpha or beta mutation. Controls(green) and 

mutants(red) 
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Taking those types, we developed a protocol to perfuse them inside the ThermaFlow 

device, following those steps: 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

• The glass coverslips were sterilized by placing them in Ethanol-Acetone, 50-50% 

solution and dried suing a Bunsen flame. 

 

ThermaFlow device assembly step: 

• The glass coverslip was attached to the ThermaFlow device using an insert to align it. 

• The perfusion part with the tubes and the syringe were assembled  

 

Kinesin coating of the in vitro chamber step: 

• A pipette to inject 50µL of Kinesin solution (500nM) was prepared 

• Using the inlet point, the Kinesin solution was injected while sucking from the syringe 

until filling all the cell chamber  

• It was left for 5’ at room temperature under the hood for it to act on the glass surface 

 

At this point it was necessary to inject the GMPCPP MT seeds from where the MTs would 

grow once adding the tubulin into the in vitro chamber. 

 

Injection of the GMPCPP MT seeds step: 

• A pipette to inject 50µL of GMPCPP MT seeds solution (to have 5-10 per field of 

view) was prepared 

• Using the inlet point, the GMPCPP MT seeds solution was injected while sucking 

from the syringe until filling all the cell chamber  

 

All the previous steps were done under the hood, so the next steps were done directly at 

the microscope stage. Anyway, prior to perfuse the tubulin it was necessary to flush 

100µL of buffer to remove the seeds that did not attached to the coated glass surface. 

 

Injection of the tubulin step: 

• A pipette to inject 100µL of buffer solution (BRB80 buffer 1X) was prepared 

• Using the inlet point, the buffer solution was injected while sucking from the syringe 

until filling all the cell chamber  

• A pipette to inject 50µL of the selected tubulin solution (0.24mg/mL) was prepared 

• Using the inlet point, tubulin solution was injected while sucking from the syringe 

until filling all the cell chamber  

 

The objective of these set of experiments was to obtain the polymerization limit 

temperature for different tubulin strains and their stability. Therefore, we designed a 

thermalization protocol to obtain that information using the ThermaFlow in vitro edition 

chip. Starting at 37°C to make sure that the MTs are growing, we will sequentially reduce 

the temperature to 30°C, 25°C and 20°C, taking 4’ on each one. Once at 20°C we would 

rise the temperature to 23°C, 25°C, 28°C, 30°C, 33°C and finally 37°C. All the steps 

would take 4’, while the last one could last more just to validate the recovery of the 

polymerization as it can be seen at the Figure 67.  



 

109 

 

The results of this experiment were not fully available yet as the team of Prof. Carsten 

Janke was still performing screening to determine which was the real polymerization 

blocking temperature for each of the tubulin strains. An example of how the outcome of 

the experiment was available at Figure 66. 

Figure 67, Thermalization protocol for the MTs stability experiment 

Figure 66, Example of the temperature validation experiment using a X1360 mutant tubulin in vitro. In 

red the GMPCPP MT seeds while in white the selected tubulin of which the MTs growth. The first line 

show the initial growing at 37°C, while the second one stopped completely the polymerization at 20°C. 

the third line showed that at 23°C the polymerization was back in the indicated points (blue arrows). The 

images were obtained using a 100x objective and immersion oil on a Nikon Eclipse Ti spinning disc-

TIRF microscope, while the scale was 10µm 
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Nevertheless, the first preliminary results available can be observed at Figure 68 where 

the three experiments performed with the wild type tubulin control from the alpha 

tubulin(green) showed that the MTs start re-polymerizing at 28°C. For the mutant N° 

1360 it was at 23°C while for the 1362 and 1363 it was at 25°C. These preliminary results 

indicated that the stability could be affected by the assembly of the mutant tubulin, as 

Prof. Carsten Janke’s team hypothesised. However, further investigations were necessary 

to finish the screening and to have the complete data set to validate it or not. Anyway, the 

complete protocol developed due to this collaboration in order to work with MTs on in 

vitro conditions was validated.  

 

 Perfusion validation experiment 
 

The second experiment aimed at validating the perfusion feature as the target was to 

quantify the affinity of different types of Microtubule Associate Proteins (MAPs), Figure 

69, toward different types of MTs, built with different types of tubulin (alpha or beta 

mutations). The experimental plan was to have two different types of MTs growing inside 

the in vitro chamber before injecting a specific type of MAP to quantify its affinity for 

one type of MT or another.  

 

Figure 68,Preliminary results of the MTs in vitro temperature experimentation 

Figure 69, List of the MAPs to be tested using the ThermaFlow in vitro edition device 
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The developed protocol followed these steps: 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

• The glass coverslips were sterilized by placing them in Ethanol-Acetone, 50-50% 

solution and dried suing a Bunsen flame. 

 

ThermaFlow device assembly step: 

• The glass coverslip was attached to the ThermaFlow device using an insert to align it. 

• The perfusion part with the tubes and the syringe were assembled  

 

Kinesin coating of the in vitro chamber step: 

• A pipette to inject 50µL of Kinesin solution (500nM) was prepared 

• Using the inlet point, the Kinesin solution was injected while sucking from the syringe 

until filling all the cell chamber  

• It was left for 5’ at room temperature under the hood for it to act on the glass surface 

 

At this point it was necessary to inject the two different types of GMPCPP MT seeds from 

where the MTs would grow once adding the tubulin into the in vitro chamber. 

 

Injection of the GMPCPP MT seeds step: 

• Two pipettes to inject 50µL of GMPCPP MT seeds solution (to have 5-10 per field 

of view) was prepared 

• Using the inlet point, the type A GMPCPP MT seeds solution was injected while 

sucking from the syringe until filling all the cell chamber  

• Then the type B GMPCPP MT seeds solution was injected while sucking from the 

syringe until filling all the cell chamber  

As mentioned before, all the previous steps were done under the hood, so the next steps 

were done directly at the microscope stage. Anyway, prior to perfuse the tubulin it was 

necessary to flush 100µL of buffer to remove the seeds that did not attached to the coated 

glass surface. 

 

Injection of the buffer and the two types of tubulin step: 

• One pipette to inject 100µL of buffer solution (BRB80 buffer 1X) was prepared 

• Using the inlet point, the buffer solution was injected while sucking from the syringe 

until filling all the cell chamber  

• Two pipettes to inject 50µL of the two selected tubulin solutions (0.24mg/mL) was 

prepared 

• Using the inlet point, the type A tubulin solution was injected while sucking from the 

syringe until filling all the cell chamber  

• Then, the same was done using the type B tubulin solution. 

 

Thermalization step: 

• A ThermaFlow device with the cells was placed on the microscope stage and 

connected to the CherryTemp, the oil was placed on the 100x objective using TIRF 

microscopy 

• Thermalized at 37°C while looking for cells using the Immersion configuration of the 

CherryTemp 
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Injection of the MAPs step: 

• One pipette to inject 50µL of MAPs solution (concentration) was prepared 

• Using the inlet point, the buffer solution was injected while sucking from the syringe 

until filling all the cell chamber  

 

At this point, using TIRF microscopy the selected MTs were observed for 10’ in order to 

quantify the affinity of the MAPs for each type of MTs depending on the tubulin type. 

Together with Jijumon A.S. we managed to fine tune this protocol in order to make it 

repetable for his experiments, as it will be necessary for him to check multiple 

combinations of tubulins and MAPs.  

 

NOTE: At the moment of writing this manuscript, the experiments were still on going 

and the results were not yet available. However, the developed protocol was validated by 

Prof. Carsten Janke’s team as a fast way to perform live-cell imaging experiment while 

doing screening. Once the preliminary results will be available, they will be introduced 

as Annex. 
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As it was mentioned before in chapters 3&4, inside the SpOC project and together with 

the team of Dr. Yannick Arlot from the IGDR, we developed a protocol to culture kidney 

cancer spheroids for 5 days.  

 

 Spheroid formation, transfer and viability validation 
 

The spheroids were made of 786-O kidney adenocarcinoma cells from ATCC, LGC 

Standards, UK. The protocol to form the spheroids followed these steps: 

 

Spheroids formation step: 

• The 786-O cells were seeded and expanded (P10) in RPMI-1640 medium (GibcoTM-

Life Technologies) supplemented with 10% foetal calf serum (FCS) and 1% 

penicillin/streptomycin (PS) at 37°C with 5% CO2 

• The spheroids were formed by seeding 5000 cells/well in a 96 Multi-well plate for 3 

days until they reach a diameter up to 200 µm 

• To prevent cell adhesion to the bottom of the 96 Multi-well plate, this was previously 

coated with Poly (2)-hydroxyethyl metacrylate) (Sigma Aldrich – Merck, Germany) 

 

Once the spheroids were formed it was necessary to recover them and place them on the 

ThermaFlow device in order to start the 5 days experimentation. The steps were the 

following: 

 

Spheroids recovery step: 

• After three days, using a pipette with the tips cut in order to avoid damaging them, 6 

spheroids were recovered one by one and transferred to a 1.5mL Eppendorf 

• Together with 1.5mL of RPMI-1640 medium, the 6 spheroids were centrifuged (3min, 

250G force) to push them to the bottom of the Eppendorf 

• Again, using a pipetted with a cut tip, all of them were resuspended in 25µL of RPMI-

1640 medium supplemented with 10% of FCS and 1% of PS 

 

Prior to transfer the spheroids to the ThermaFlow it was necessary to sterilize the device 

and to prepare the thermalization part and the cell chamber to host the spheroids. The 

main steps were the following ones: 

 

Sterilization part: 

• All the components of the ThermaFlow were previously cleaned with Ethanol 90% 

and sterilized using UV light for at least 15’ 

 

Spheroids transfer and ThermaFlow assembly step: 

• Up to 6 spheroids suspended in 25µL of medium were transferred from the Eppendorf 

to the cell chamber that was placed on a insert to ease the alignment for the assembly 

• At this point, the liner of the perfusion channel was removed and the thermalization 

part was placed on top, pressed for 1’ 

• Finally, 475µL of RPIM-1640 medium were injected using a pipette directly in on of 

the inlets of the manifold, the flow was gravity driven and in 5’ it would fulfil the cell 

chamber and the perfusion channel with medium. 
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After these steps, the spheroids were placed on the incubator at 37°C, 5% CO2 until the 

observation at a Leica DNRIM microscope with a 10X objective. Samples were kept at 

37° C during the imaging using a CherryTemp with the Dry configuration. 

 

For the medium renewal protocol, after different iterations the final version followed 

these steps: 

 

Medium renewal protocol steps: 

• The RPIM-1640 medium was pre-thermalized at 37°C prior to separate 1.2mL of it 

on 1.5mL Eppendorf. 

• Using a pipette, 200µL of old medium were removed while perfusing 400µL of fresh 

medium.  

• Due to the gravity after 30-60s the new medium pushed towards the output the old 

medium  

• The previous step was repeated two more times until flashing all the 1.2mL of fresh 

medium. 

• These steps was performed every 12h in order to keep the spheroids on a healthy state. 

 

Following this protocol, we performed a 5 days experiment aiming to keep the structure 

of the spheroids after that. However, before deciding the outcome of the experiment we 

established a criterion to classify the state of the different spheroids at each given time. 

We classified them in three groups? according to the aspect of their surface and their 

spherical shape; The first group presented a healthy state, Figure 70-A, when surface was 

smooth; the second as unstable state, Figure 70-B, when showing sign of cell migration 

and the last one as collapsing state, Figure 70-C, when losing the spherical shape. 

 

In this experimentation six different spheroids were placed on ThermaFlow device 

monitored and images at different endpoints (3h, 8h, 23h, 29h, 48h, 57h, 73h, 81h and 

96h). A recap of state of the spheroids was summarized at Table 25 and the raw images 

presented at Figure 71. 

 

 

Figure 70, Qualitative spheroids viability assessment. 786-O spheroids were classified in three different 

states: Healthy State (A) in the absence of cells migration (white arrow) and clear and continuous edge 

(black arrow); Unstable State (B) in the presence of cells migration and discontinuous but clear edge; 

Collapsing State (C) in the presence of massive cell migration and complete absence of the edge 
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As a summary, we could resume that 6 spheroids were properly loaded and trapped inside 

the chamber. Spheroids were immobilized allowing a clear identification among the time 

Table 25. After 96 hours using our discontinuous medium renewal, four out of six 

spheroids were in Healthy State; one was in the Unstable State and another in Collapsing 

State, as it can be seen in Figure 71. After 23 hours three spheroids entered in an Unstable 

State, two of them recovered after renewing the medium after 81 hours and one end up in 

the Collapsing State after 96 hours.  

 

 

We could conclude that using the discontinuous and manual perfusion approach that we 

adopted, it was possible to preserve 66% of spheroids viable up to 5 days, allowing to 

perform long term observations on the microscope stage. Therefore, we could validate 

the protocol here presented as a first step to develop more complex protocols that could 

include the use of enriched gas or drug perfusion.  

Table 25, Viability assessment of six spheroids from day 1 to day 5. Spheroids viability was checked at 

selected endpoints; manual medium renewal (red stripped lines) was performed every 12 hours. Green 

= Healthy State; Yellow = Unstable State; Orange=Collapsing 

Figure 71, Follow-up of all the spheroids during the viability assessment. Overview of all the spheroids 

(#1-6) during the viability test at the times, 3h, 23h, 48h, 73h and 96h. 
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Chapter 6, Proof-of-concept combining AI for image 
classification 
 

As it was introduced briefly in chapter 1, Artificial Intelligence (AI) can be a very useful 

tool to speed up process that could requires hours of human time but second of computing 

time. In this line, Cherry Biotech and the institute Jacques Monod in Paris, started a 

collaboration project on January 2019 to apply AI for image classification of biological 

samples. This project allowed me to close the story of my thesis as I started developing 

technology to image samples in the microscope, it will end by processing those images 

using different algorithms. Ultimately, using the improved robustness of image 

generation provided by CherryTemp on temperature sensitive model and the AI algorithm 

on development, we aim at reducing both the variability and the processing time 

following optical readout acquisition. 

 

 
 

Inside the collaboration project, the laboratory of Dr. J. Dumont oversaw providing data 

from their C. elegans embryos experiments while myself start the development of an 

algorithm to classify the provided data according to different features and to release a 

desktop app by July 2019. We firstly aimed at automatizing the already existing manual 

lab protocol.  

 

 Biological context of the project 
 

Dr. J. Dumont was one of the first users of the CherryTemp and it has been using it for 

nearly 3 years in order to control the temperature while performing live-cell imaging of 

C. elegans embryos. At the moment of the collaboration, his team was studying the 

difference between controls and mutants during the 1st embryotic division focusing on 

features such as the distance between the centrosome, the cell perimeter and the cell area, 

and shape, Figure 72.  

 

His actual hypothesis was that by modifying the genomic sequence of a C. elegans 

embryo gene, the previously mentioned features should be affected at different levels 

compared with the controls.  

Figure 72, Example of a C. elegans embryo during the 1st division. Main features of interest for J. 

Dumont’s team, cell perimeter (blue dots ellipse), centrosome distance (pink arrows) and cell area (blue 

dots and green ellipse). 
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 Technical context of the project 
 

From the technical point of view the objective of this project was to solve a pain that the 

team of Dr. J. Dumont had. In order to demonstrate his theory, his team imaged 42 

controls cells and 25 mutants’ cells trying to relate the mutation with a distortion in the 

embryotic division. The analysis of the data took them more than 2 months of a laboratory 

technician manually labelling data, one by one.  

 

The role of Cherry Biotech inside this project was to develop a software able to perform 

the following tasks: extract the desired features(centrosome distance, cell area and cell 

perimeter) from the data, perform a sorting and training an AI algorithm to label each 

image according to some pre-stablished features.  

 

This first AI project also opened the Cherry Biotech’s long-term project to include AI 

technology inside Cubix and more generally inside its life science instruments.  

 

Therefore, using the data provided by Dr. J. Dumont and under the supervision of Dr. 

Antoni Homs, the CTO of Cherry Biotech, on January 2019 I began the development of 

the software for the image labelling according to the different pre-established features.    
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As it was mentioned before the main objective of this collaboration project was to develop 

a tool that could ease and speed up the analysis of different features from images of C. 

elegans embryo entering their 1st division. The project was divided into two phases: image 

classification and phenotype classification. The first phase was done during this PhD 

thesis while the second one will be continued by Cherry Biotech’s R&D team.  

 

The data provided by Dr. J. Dumont included images of 42 experiment with control data, 

and images of 25 experiments with DNA modified samples. The main feature for this 

dataset was the distance between the centrosomes Figure 73-A. The distance was the key 

to analyse if the cell division followed a linear ascending pattern (Figure 73-B) like in the 

control cases or if first shrinks and then growths like in the cases of mutations (Figure 73 

-C).  

 

Figure 73, Example of the first C. elegans embryo division and the distance between 

poles/centrioles (A), evolution of the pole to pole distance during the 1st division on a control 

example(B) and the evolution on a mutated example(C), images provided by J. Dumont 
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Knowing what we got and what we were looking for, we planned the following steps, 

deadlines and deliverables: 

 

Steps->Phase #1-Image classification: 

• Feature extraction: distance between centrosomes 

• Data classification: from raw data to data sorting 

• Data augmentation: generation of new data to homogenise the training set 

• Train, valid and test split: separate into train, validation and test datasets 

• Convolutional Neural Network (CNN) algorithm: training, validation and testing 

• Algorithm deployment: build standalone application  

 

Deadlines: 

• Feature extraction: February 2019 

• Data classification: March 2019 

• Data augmentation: March 2019 

• Convolutional Neural Network (CNN) algorithm: June 2019 

• Algorithm deployment: V1 July 2019, V2 September 2019  

 

Deliverables: 

Standardized protocols by September 2019: 

• Feature extraction using ImageJ 

• Data shorting  

• Trained algorithm to classify images according to their centrosome distance 

• Standalone app able to process experiment to extract the distance over time. 
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As it was mentioned before, the collaboration project was divided in two phases, the first 

one covering the image classification algorithm while the second one will be focused on 

the phenotype classification. At this point, the steps, process and results of the phase #1 

will be summarized, starting from the feature extraction until the standalone app 

deployment.  

 

 Feature extraction 
 

The first step was to develop a standardize protocol to extract the desire feature, distance 

between centrosomes, from all the raw data prior to label each single frame. The raw data 

provided by the Dr. J. Dumont had two different data sets with images of different C. 

elegans embryos making the 1st division. The first data set contained images of 42 

experiments of control samples labelled as JCC56 control. The second one contained 25 

images of   mutation samples labelled as JCC56 gpr-1*2(RNAi). 

 

In order to have a standardized protocol it was necessary to add some filtering and remove 

the data that could be considered as artefacts or noise during the Neural Network training. 

Therefore, the first filter consists on removing all the experiments that include more than 

1 cell in the same field of view. These reduced the available datasets to 36 controls 

experiment and 16 mutant ones. After these, we performed the extraction of the distance 

between the two centrosomes on an easy, repeatable and fast way. I iterate with different 

software’s that had image segmentation, but I end up using Fiji from ImageJ 

(https://imagej.net/Fiji) to extract the position of each centrosome and MATLAB, release 

2019a from MathWorks, Inc., Natick, Massachusetts, United States.  

 

Using the Fiji software: 

• Merge the different channels of each image in .tiff, using the RGB channel tool  

• Track each of the centrioles during all the image sequence, using the Manual tracking 

tool  

• Save the x-y coordinates for each centriole at each image sequence into a .csv file  

• Save each of the frame of the image sequence into a .png file  

 

Using MATLAB software: 

• Pair each frame with the name of the experiment and the frame number 

• Calculate the distance of each frame using the x-y coordinates  

• Assign the distance to each individual frame  

• Classify each frame according to the distance from 0 to 250 

• Save each frame to each destination folder according to the previous classification 

 

https://imagej.net/Fiji
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All the steps presented before were summarized at Figure 74. 

 

 Image classification  
 

The 2nd step include the preliminary analysis of the labelled data and the sorting of it in 

order to avoid future issues during the Neural Network training. The raw data obtained 

from the feature extraction provided 1609 different images classified on 22 different 

distance between 20 and 125 pixels, with steps of 5 pixels. The distance groups with less 

data were in the extremes, all below 10 images. The distribution of the raw data grouped 

by distance can be seen at  Figure 75-A, while a table with the exact number for each is 

available at Figure 75-B. 

 

Figure 75, Visualization of the raw data obtained after the labelling. Graphic distribution of the number 

of images per distance group(A), Table with the exact number of images per distance group(B) 

Figure 74, Diagram with the different steps of the feature extraction protocol for the distance between 

centrosomes 



 

123 

 

After checking that there was a possibility to introduce noise in the training due to the 

low number of images in the distance groups, 20, 25, 120 and 125 that could affect the 

final classification accuracy. This was because in order to learn the features of a specific 

group the more different images of that group the better for the algorithm to learn. In this 

case having all less than 4 images, it was going to be very hard for the algorithm to 

properly classify these types of images. Therefore, I decided to remove them from the 

training data set.  

 

I ended up with a total of 1609 images, distributed in 18 different groups, with a maximum 

of 252 and a minimum of 10 per distance group. The new distribution and exact number 

are available at Figure 76. 

 

 Data augmentation 
 

Prior to start any training it was necessary to generate more data in order to have the same 

number of images per group so the training could be homogeneous for the algorithm. 

There were different options to perform this augmentation from a raw image Figure 77-

A, starting from the vertical flip, Figure 77-B, and horizontal flip, Figure 77-C. These 

methods only provide one augmented image each while combined they generate up to 

four new images.  

Figure 76, Visualization of the shorted data obtained after the image classification. Graphic distribution 

of the number of images per distance group(A), Table with the exact number of images per distance 

group(B) 

Figure 77, Example of data augmentation techniques. Raw image(A), vertical flip(B), horizontal flip(C), 

Rotation(D), x-y translation(E) and scaling or zooming(F) 
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On the other hand, image rotation provides up to 360 augmented images, one per each 

degree of rotation, Figure 77-D. Another option is to translate the image, Figure 77-E, in 

the x-y axes, but this option could remove some information for the image if the image 

size needed certain dimensions. As a final option it is possible to scale or zoom, Figure 

77-F the image in order to have the same image but at different scale.  

 

Among all the techniques mentioned before, I decided to use rotation as I needed to 

generate plenty of new images from the ones that I selected after the sorting. The target 

was to generate at least 3600 images per distance group for the training, which end up 

been a total of 64800 images, that were also resize to 520x696 pixels to have all a coming 

base. However, not all the distance groups required the same rotation as it can be seen at 

Table 26. 

 

The end rotation meant which was the final rotation point while the rotation interval 

represented the separation in degrees between each rotation. As an example, for the 

distance group of 30 pixels, there were 10 images that needed to be rotate 1° at a time 360 

times in order to reach the 3600 images target that I mentioned before. 

 

 Train, valid and test split for the training 
 

Once all the dataset distribution was homogenous, it was necessary to separate the data 

into different group of the training. The first separation was to segment each distance 

intow two groups of 1800 images, as the GPU power available at Cherry Biotech did not 

allow me to train sets of 3600 images at once. The second segmentation involve the 

separation between training and testing data sets. Taking the literature(427,428) and the 

diagram at Figure 78 as reference I did the following separation: 

 

• Training dataset 90%-> 1620 images out of 1800 

o Pure training data 70%->1134 images 

o Validation data 30%-> 486 images 

• Test dataset 10%-> 180 images out of 1800 

Table 26, Summary of the data augmentation using rotation settings.  
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This separation allowed me to perform a two-step training, allowing me to save 

computing time, to adjust more precisely the hyperparameters of the Convolutional 

Neural Network and to obtain a more stable training with available computing power at 

Cherry Biotech. 

 

 Convolutional Neural Network (CNN) algorithms 
 

As it was mentioned in the Chapter 1, there were different generations of CNN algorithms 

already trained to classify images developed by AI scientists and companies such as 

Google or OpenAI. Therefore, I selected three different algorithms from different 

generations Table 27, AlexNet (2012), GoogLeNet (2014) and ResNet-101, the 101 

layers version of ResNet (2015) and performed transfer learning. This process consisted 

on adapting an already pre-trained CNN and adapt the final 3 layers to match the desired 

output, in this case to classify the data between the 18 different distance groups. All this 

was done using the MATLAB deep learning toolbox that allowed to download the 

different pre-trained CNN and adapted them for the transfer learning.  

 

 

 Key concepts for CNN training and optimizing 
features 

 

Prior to explain the CNN training and the different steps performed it was necessary to 

define the meaning of some complex technical concepts as the following ones: 

• Mini-Batch: hyperparameter that determines the size of a subset of the training set. 

• Iteration: each evaluation of the gradient using a Mini-Batch at which the algorithm 

takes one step towards minimizing the loss function.  

• Loss/Cost function: function to be optimized e.g. the sum of squared errors over your 

training set using Stochastic Gradient Descent with Momentum (SGDM) 

• Stochastic Gradient Descent with Momentum (SGDM): method used to solve the 

loss function that oscillate along the path of the steepest descent towards the optimum 

Figure 78, Diagram of the training, validation and testing cycle of a dataset using Neural Networks 

Table 27, Summary of the main features of the used CNN, AlexNet, GoogLeNet and ResNet101 
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and it adds a momentum value to the result to get updated while decreasing the 

oscillation, Equation 17.  

• Epoch: hyperparameter that covers one full pass of the training algorithm over the 

entire training set using Mini-Batches. 

• Learning rate: hyperparameter that determines if a newly acquired information 

substitutes old information.  

• Validation frequency: number of iterations between evaluation of the validation 

metrics.  

• Weight: hyperparameters that while calculating the output of an operation the input 

is multiplied by a value(weight) that conditions the results. It needs to be initiated to 

a number different to zero to avoid dead neurons in the CNN. 

• Biases: while calculating the output of an operation the result from the multiplication 

of the input and the weight is added or subtracted by a value(bias) that leads to the 

result. 

The second part covered the optimization of the training and which featured needed to be 

considered in order to obtain the best results as possible. The outcome from the training 

provide these five features plus the outcome of the test process.  

 

• Training time: time for the training to be completed-> shorter as possible 

• Train max accuracy: max value of accuracy during the training->higher as possible 

• Train loss function value: value of the loss function during the training->lower as 

possible   

• Validation max accuracy: max value of the accuracy after the training while 

performing the validation step->higher as possible  

• Validation loss function value: value of the loss function after the training while 

performing the validation step->lower as possible   

• Test accuracy: after both training and validation, accuracy in the classification of 

images in the test data set 

o Target=90% 

o Ideal >95% 

 

Figure 79, Convolutional Neural Network training diagram 

Equation 17, Stochastic Gradient Descent with Momentum (SGDM) equation. Iteration number(ℓ), α>0 

learning rate(α>0), parameter vector(θ), loss function (E(θ)) and contribution of the previous gradient 

step to the current iteration(γ)  
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Therefore, the training process, Figure 79, aimed to optimize these features using different 

settings divided in three phases. Phase #1 used the 1st dataset with the training settings 

#1, Table 28, to build a solid base while doing the training.  

 

The best trained network of this first batch in terms of validation accuracy and loss 

function was used for the phase #2. In this phase that CNN was re-trained with the same 

dataset but increasing the validation frequency, training settings #2, Table 29, to speed 

up the training and achieving a higher accuracy. together with the training settings #2 

aiming to reach the highest validation accuracy prior to check the test accuracy.  Again, 

the best trained CNN in terms of validation accuracy and loss function was used for the 

phase #3. In this final phase, the 2nd dataset was used  

 

 

 

 

 

Table 28, Summary of the training setting #1 for the training phase #1 

Table 29, Summary of the training setting #2 for the training phase #2 & #3 
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 Results from training with AlexNet 
 

The best results from the training with AlexNet from the phase #1 managed to reach the 

values presented in Table 30. On the other hand, the evolution of the accuracy and the 

loss function is presented at Figure 80, able to reach 77.75% and 0.5736 respectively.  

 

 

 

Figure 80, Graphic representation of the phase #1 training with AlexNet. Results of the training in 

terms of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 30, Results from the phase #1 training with AlexNet 
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For the phase #2, I used trainedNet10 which was the best one from phase #1 and applied 

the settings #2 in the same dataset. Table 31 showed the obtained results while the 

evolution of the training in terms of accuracy and loss function is available at Figure 81, 

where trainedNet100 managed to reach max value of accuracy of 83.78% with a loss 

function value of 0.3907 in its lowest. 

 

 

Figure 81, Graphic representation of the phase #2 training with AlexNet. Results of the training in terms 

of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 31, Results from the phase #2 training with AlexNet 
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Finally, using the trainedNet100 from phase #2, I applied the settings #2 for the phase #3 

on the 2nd dataset and obtained the results Table 32.The evolution of the training in terms 

of accuracy and loss function is available at Figure 82 where trainedNet1001 managed to 

reach max value of accuracy of 87.03% with a loss function value of 0.3057 in its lowest. 

Nevertheless, this was not enough taking the previously mentioned target of 90% 

accuracy. 

 

Figure 82, Graphic representation of the phase #3 training with AlexNet. Results of the training in terms 

of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 32, Results from the phase #3 training with AlexNet 
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 Results from training with GoogLeNet 
 

The 2nd CNN used was GoogLeNet and the results from the phase #1, training on the 1st 

dataset with the settings #1. The results of the training were summarized at Table 33. On 

the other hand, the evolution of the accuracy and the loss function is presented at Figure 

83, able to reach 86.2% and 0.272 respectively.  

 

   

Figure 83, Graphic representation of the phase #1 training with GoogLeNet. Results of the training in 

terms of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 33, Results from the phase #1 training with GoogLeNet 
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For the phase #2, I used trainedNet10 which was the trained network with best results 

from phase #1 and applied the settings #2 in the 1st dataset. Table 34 showed the obtained 

results while the evolution of the training in terms of accuracy and loss function is 

available at Figure 84, where trainedNet100 managed to reach max value of accuracy of 

93.52% with a loss function value of 0.1392 in its lowest 

 

 

Figure 84, Graphic representation of the phase #2 training with GoogLeNet. Results of the training in 

terms of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 34, Results from the phase #2 training with GoogLeNet 
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For the final phase #3, I took trainedNet100 from phase #2, I applied the settings #2 for 

the phase #3 on the 2nd dataset and managed to reached the target as it can be seen in 

Table 35. The evolution of the training in terms of accuracy and loss function is available 

at Figure 85 where trainedNet1001 managed to reach max value of accuracy of 96.11% 

with a loss function value of 0.09 in its lowest. This was so far the only trained CNN able 

to reach the ideal target of >95%.  

 

 

Figure 85, Graphic representation of the phase #3 training with GoogLeNet. Results of the training in 

terms of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 35, Results from the phase #3 training with GoogLeNet 
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 Results from training with ResNet-101 
 

The 3rd CNN used was ResNet-101, the 101 layers version of ResNet and the results from 

the phase #1, training on the 1st dataset with the settings #1 were not the expected ones. 

The computing power available at Cherry Biotech did not support the 3rd iteration of the 

training and collapsed. The reason for this was due to the depth in layers of this CNN that 

saturated the memory of the GPU. I tried to compute the training in the couple using 

Amazon Web Services together with MATLAB cloud but the price for the computing 

hours and the storage data was 50€ per hour of renting. After discussing with Antoni 

Homs and Jeremy Cramer, we decided to stop the training of ResNet at this point. The 

preliminary results can be seen at Table 36 and Figure 86. 

Figure 86, Graphic representation of the phase #1 training with ResNet-101. Results of the training in 

terms of accuracy (Upper part) and results in terms of loss function value (lower part) 

Table 36, Results from the phase #1 training with ResNet-101 
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 Conclusion from the CNN algorithms training 
 

Each of the trained CNN algorithms presented a challenge as it was necessary to make 

some modifications in the code in MATLAB in order to make them work with used 

datasets. 

 

 Conclusion from the AlexNet algorithm 
training  

 

Starting with AlexNet, the main requirements from this network was that the image input 

needed to be 227x227 pixels and that the outcome needed to be changes to the new 18 

distance categories. The used hardware for this training was an Asus laptop (AsusTeK 

Computer, Inc. Taiwan) R558U model with an Intel(R) Core™ i5-6200 CPU @ 2.30 GHz-

2.40 GHz, with 8 GB of RAM. The operating system was a Windows 10, 64-bits. The 

GPU used for the training was a GeForce 920MX from Nvidia (Nvidia Corporation, 

USA). The key values from the recap from the training with AlexNet were the following: 

 

Phase #1  

• Total training time: 153 hours and 25 minutes  

• Maximum Test accuracy achieved: 77.75% 

• Minimum loss function value: 0.5648 

 

Phase #2  

• Total training time: 29 hours and 8 minutes  

• Maximum Test accuracy achieved: 83.78% 

• Minimum loss function value: 0.3907 

 

Phase #3  

• Total training time: 31 hours and 24 minutes  

• Maximum Test accuracy achieved: 87.03% 

• Minimum loss function value: 0.3057 

 

As a conclusion, the training using AlexNet did not reach the target of 90%, that due to 

the deadline contains I decided to stop the training. Nevertheless, this training process 

allowed me to optimize the MATLAB code to be optimum during the data saving process 

after the training.  

 

 Conclusion from the GoogLeNet algorithm 
training  

 

Following with the GoogLeNet, hardware used for the training of this CNN was an 

assembly tower computer by Cooler Master, Co. Ltd, Taiwan. It had an Intel(R) Core™ 

i7-4790 CPU @ 3.60 GHz-3.60 GHz, with 8 GB of RAM. The operating system was a 

Windows 10, 64-bits while the GPU used for the training was a GeForce GTX 1050 Ti 

from Nvidia (Nvidia Corporation, USA). The only adaptations required for this CNN 

were to re-scale the input images to 224x224 pixels in order to fit with the image 

classification and to adapt the output to 18 distances groups. As it was presented with the 

previous CNN, the key values from the training were the following ones:    
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Phase #1  

• Total training time: 63 hours and 44 minutes  

• Maximum Test accuracy achieved: 86.20% 

• Minimum loss function value: 0.272 

 

Phase #2  

• Total training time: 44 hours and 34 minutes  

• Maximum Test accuracy achieved: 93.52% 

• Minimum loss function value: 0.1391 

 

Phase #3  

• Total training time: 45 hours and 59 minutes  

• Maximum Test accuracy achieved: 96.11% 

• Minimum loss function value: 0.09 

 

In order to conclude, the training using GoogLeNet achieved both the initial target of 90% 

and the ideal one of >95%, reaching 96.11%. This score makes it this algorithm the ideal 

one to be introduced in the standalone application prior to the final deployment.  

 

 Conclusion from the ResNet-101 algorithm 
training  

 

Finally, for the training of the ResNet-101 the hardware was the one used for the training 

of the GoogLeNet. The input and output adjustments were the same, 224x224 and 18 as 

the ones performed for the GoogLeNet algorithm. As it could have been in the results 

part, due to the lack of computational power I was not able to complete the full training 

with this CNN, therefore the maximum values obtained did not reach the targeted 

threshold, therefore I discard this one. 

 

 Algorithm deployment: build standalone application  
 

Once the training was finished and the results from the different algorithms compared, I 

decided to implement the trainedNet1001 from GoogLeNet inside the standalone 

application built using MATLAB app designer toolbox from the 2019a release following 

the AGILE methodology for software development, following the  Figure 87. This 

methodology was first mentioned by Dr William Royce in 1970 as a perfect example of 

how to manage and develop large software systems(429).  

 

Figure 87, Scheme of the Agile methodology for software development 
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The basis was that a software need to be developed like a product on an assembly line. 

Each of the steps need to be completed before moving to the next one but before the 

developers needed to have all the requirements prior to start the process. Then the 

architecture and the designs, followed by the code followed with iterations with the end-

user.  

 

In this case, I got the main requirements from Dr. J. Dumont during a meeting in January 

and from that I developed all the User Interface as it can be seen at Figure 88. This was 

the version 1.0, but it will change once I will get the feedback from the final user after the 

meeting in September 2019. 

 

The user guide for this version 1.0, it is available at the Annex #4-Distance extraction app 

UI.   

  

Figure 88, Main view of the standalone application for the image classification and the 

distance extraction built using MATLAB app designer 
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As a conclusion for this chapter, I can say that I managed to develop a full AI project 

from 0 to 1. Starting from the feature extraction of the raw data, followed by the sorting 

and classification, to the training and final deployment application. This project is not 

close at all as once the final user get to use it and start to generate feedback it will evolve 

but for what concerns this PhD thesis, the project is closed.  

 

From the part of Cherry Biotech AI department, this is not only the first step into the AI 

field but a clear proof-of-concept that with the actual resources, technical and personal, 

we are able to build tools that could help researchers or to be included inside the Cubix 

as an additional feature, combined with the image acquisition and the signal processing.  
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Chapter 7, Discussion of the Thesis 
 

Inside the discussion chapter I would cover all the different results presented and compare 

the expectations with the actual results.  

 

The results of the dry configuration characterization in Chapter 2 showed that it was 

possible to quantify the impact of the room temperature (on top of the microscope and at 

the infinite) and the one of the stage on the sample temperature. The relationship between 

the sample temperature and the room temperature is simpler than expected in view of the 

complexity of phenomena involved. These results also proved that the Tis relationship 

with the Tp was direct. This was because if the Tp was below the room or stage 

temperatures the Tis was negative and then turned positive as the Tp overcome the two 

factors temperature.   

 

This direct relationship was not present in the immersion configuration characterization 

where more complex factors were impacting the sample temperature. In this setup the 

heat-sink play a big role as the thermal-bridge between the sample coverslip, the 

immersion liquid (oil or water) and the objective could be altered by many different 

factors. The one that had a bigger impact was the type of immersion liquid as the heat 

capacity of each liquid change completely the capability of the thermal bridge to transfer 

the thermal energy.  

 

On a second level the most impactful parameters were the distance between the sample 

and the objective, what I called Z-distance and the shape of the objective tip. These two 

together modified the thermal bridge generating a different heat-sink at a time. It can be 

counterbalance knowing which could be the maximum distance that could really impact 

the sample temperature, e.g. for the sharp tip objective it was from 0µm to -20µm with a 

Tis difference of +1.33°C while for the flat tip objective was between -20µm and -50µm 

with a difference of -0.47°C in the Tis. 

 

On a third level, there was objective temperature that did not show any direct relationship 

that could be quantified as at the end the impact of the heat-sink was driving its 

temperature. Nevertheless, for the calibration if the temperature of the objective could be 

properly monitored and the other parameters controlled the heat-sink could be monitored 

using it as reference.  

 

As a recap, the temperature of the room did not directly impact in the temperature of the 

sample, but it could in the cases of extreme temperatures (+30°C or <18°C) or very fast 

temperature changes. In that circumstances the equilibrium of the hat-sink between the 

objective, the immersion liquid and the sample coverslip could be altered for a fraction 

of time until reaching a new equilibrium.  

 

As continuation, this knowledge could be directly applied expanding the way the 

CherryTemp systems controls the temperature of the sample. At the moment, it uses one 

feedback loop, monitoring the ambient temperature (dry configuration) or the objective 

temperature (immersion configuration) but it could be possible to add a second one 

monitoring the stage temperature or the temperature of the sample introducing a JT-sensor 

but modifying the actual ThermaChip. All these ideas were proposed and are been 

considered by the R&D team of Cherry Biotech.  
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The results presented at the Chapter 4, the ones related with the calibration of the different 

microfluidic devices showed how relevant was the characterization made at Chapter 2. 

The reason of this was that knowing the impact that the different parameters could make 

on the sample temperature helped into the building of the calibration for each specific 

developed device. However, there was room to improve that calibration by integrating a 

temperature sensor on the microfluidic device in order to monitor the temperature very 

close to the sample, but this would complicate the industrialization of the device later-on. 

For the moment, the presented calibration method was able to thermalize the sample with 

an accuracy of +/-0.3°C.  

 

In terms of design, conception and manufacturing process of the different microfluidic 

devices, it followed the Agile methodology. The reason for this was that as an industrial 

PhD and been in a start-up I needed to use this type of methodology in order to deliver a 

finalized device as fast as possible to the end-user. The presented devices come after 

several discussions with the different collaborators because they were parts of the 

conception, as their inputs were vital in the design decision process. Finally, the 

implementation aimed to reduce to the maximum the possible frictions regarding the 

usability of the different devices. 

 

Nevertheless, the results of the biological validation demonstrated that the different 

devices were able to deliver the features for what they were conceived. The yeast model 

end-up been the most used device as the team of Prof. Erfei Bi in Philadelphia had been 

using this device for more than 2 years. All the suggestions made by them during the 

different stages of the development end up been useful to ease their usability and allow 

them to generate robust results with straight-forward protocols.  

 

The mammalian model validation was complicated as it was necessary to develop a 

protocol for the seeding of the cells that end-up been useful but not the best solution. The 

reason for this was that on a later project inside the R&D team at Cherry Biotech, the 

Therma35 was developed. This was a thermalization chip made to fit on 35mm petri-dish, 

which for mammalian cells was the perfect solution because most of the seeding protocols 

were already adapted for this culture dish. On the other hand, the possibility to observe 

two different phenotypes in the case of the temperature and STLC experimentation, 

highlight that this device was able to provide biologically relevant data. However, further 

investigation will be needed to decipher the exact mechanism behind this result. 

 

The spheroids project was a complete challenge as it included the use of a new material, 

CoP that required a new thermal calibration, the adaptation of the manufacturing process 

and a modification of the seeding protocol compared with the initial idea of the project. 

Anyway, the results validate the projects objective and open a collaboration partnership 

with the team of Dr. Yanncik Arlot. The knowledge regarding 3D cell culture will fit 

perfectly with the development of Cubix, which is new platform developed by the R&D 

team of Cherry Biotech, aiming to control the full environment of any biological model 

while doing image acquisition and processing. The adaptation of microfluidic device for 

3D cell culture that could fit with the Cubix it will be possible using the knowledge 

(design, materials and protocols) generated during the SpOC project.   

 

The in vitro model adaptation was a success from the protocol point of view, as we, 

Jijumon A.S. and me, figure it using our combined experience on microfluidics and in 

vitro experimentation. The only drawback was that in order to generate enough data to 



 

143 

 

present it here, Jijumon needed at least 6 more months starting from May 2019, therefore 

they were not included here. However, it has been considered that the new device could 

allow them to continue a set of experiments that before was not possible and to open new 

research paths such as the screening of different MAPs with different MTs strains, in 

order to quantify the affinity of the MAPs.  

 

Results for the CubiX heating stage cannot be presented here for the same reasons as 

biological validation are currently ongoing. This project allowed me to apply all the 

knowledge generated from the thermal characterization and the different microfluidics 

calibration for a combine device, to work with very tight deadline and to deal with 

supplier to deliver the final version of the temperature controller. 

 

Finally, regarding the proof-of-concept combining Artificial intelligence for image 

classification, the results could be analysed regarding the different steps: data labelling, 

data shorting, algorithm training and application building. 

 

The key output from the data labelling step was that I developed protocol to extract the 

distance between the centrosome on a standard way. It was the most efficient solution as 

it was fast, simple and clean as I managed to label 1609 images in 9h. Then the data 

shorting step end up saving a lot of time as the distribution between the 18 different 

distance group was more uniform after removing the 4 groups that had less than 2 images 

per set. This step was critical because the dataset of 1609 images first and then 1600 was 

relatively small but in the next iteration of the development I assumed that the team of 

Dr. J. Dumont could easily provide 2 or 3 times that number of images. This collaboration 

allowed Cherry Biotech to make the first steps towards the AI that would be used in the 

Cubix in order to manage different types of data (imaging, genomics and proteomics) for 

the assessment and why not discovery of different phenotypes while culturing the 

samples.  
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Chapter 8, Conclusion 
 

As a final conclusion, I would like summary all the knowledge, experience and skills that 

I got from this Industrial PhD.  

 

From the technical point of view and the research performed at the R&D team of Cherry 

Biotech, I learn how to be innovative while developing a strong technical base. I learnt 

from my supervisor, Dr. Jeremy Cramer, how important is the temperature control while 

doing live-cell imaging. He also showed me how microfluidics combined with electronics 

can support the microscopy to obtain robust and reliable results while having a very 

accurate and stable temperature control.  

 

From the scientific point of view, all the experimentation performed at the different 

laboratories, but especially the ones performed at the CRG with my supervisor Prof. 

Isabelle Vernos, helped to understand the reasoning behind the scientific mindset and how 

important is to be structured, with a clear hypothesis to be validated or not, before starting 

any experiment. This learning process allowed me to expand my mindset and to be more 

critic with myself while organizing my experiments in order to obtain the best from them 

while understanding the results. 

 

From the entrepreneurship point of view, I got the chance to make the Industrial PhD on 

a growing start-up, while doing research. I learnt a lot from my work colleagues, 

especially about team building and communication but also how important is to have clear 

goals and a clear organisation. I got the chance to collaborate with all the departments 

inside the company which helped me to have a global view and to understand the big 

picture. All the skills that I gain during these three years allowed me to growth both 

personally and professionally, to become a more complete person. These was possible 

thanks to the culture of the Cherry Biotech that embrace the individual to get the best 

version of itself while been a key player for the team. Everyone is important for the team 

while the team needs the best version of everyone.  

 

As final conclusion, these experience closes a journey of three years where I learnt 

everyday many things from science to communication passing from team building or even 

management, while I was building new entrepreneurial and scientific mindset of doing 

applied research to bring new products to the market and improve experience of the final 

end-user. 
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