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Abstract

This thesis is composed of three articles. The first addresses the recent de-

cline in worker mobility between jobs and links it to changes in demand

for jobs along the skill distribution. I present a novel theoretical frame-

work, where workers compete for and sort to jobs in a frictional labor

market. Using the framework I analyze to what extent the recent decline

in worker mobility can be attributed to changing demand for jobs. The

second article analyzes how the advancement of Information and Commu-

nication Technology affects the sorting of workers and jobs across cities.

I provide a theoretical framework allowing for rich interactions between

technology usage, occupation choice and location choice of workers. I

show that the productivity advancement of IT technology can rationalize

the changes in sorting patterns of workers across cities. The last article

documents gender pay gaps among professors at the University of Cali-

fornia and shows that even after conditioning on research output women

are paid less than men.
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Resum

Aquesta tesi està formada per tres articles. El primer estudia la recent dis-

minució de la mobilitat laboral (en termes de canvis de feina) i la relaciona

amb canvis en la demanda de feina per part de treballadors amb diferents

nivells d’habilitat. Es proposa un nou marc teòric en el qual, dins d’un

mercat laboral amb friccions, els treballadors competeixen entre ells i es

distribueixen els llocs de treball. Amb aquest marc, s’analitza la mesura

en la qual els canvis en la demanda de llocs de treball poden explicar la

disminució recent de la mobilitat laboral. El segon article analitza com

el progrés de les tecnologies de la informació i la comunicació afecta a

la distribució de feines i treballadors entre les diverses ciutats. S’ofereix

un marc teòric ric que permet molts tipus d’interaccions entre l’ús de la

tecnologia, l’elecció d’una ocupació i la tria d’una ciutat per part dels tre-

balladors. Es mostra que l’increment de la productivitat de les TIC pot

racionalitzar els canvis observats en els patrons de distribució dels treba-

lladors entre les diverses ciutats. El darrer article documenta l’existència

de diferències de gènere en els salaris dels professors de la Universitst de

Califòrnia i es mostra que, fins i tot quan es té en compte la diferència de

producció cientı́fica, les dones reben una menor retribució que els homes.

viii



Contents

List of figures xii

List of tables xv

1 LABOR MARKET DYNAMISM AND JOB POLARIZATION 5
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Descriptive Evidence . . . . . . . . . . . . . . . . . . . 12

1.3 Framework . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.1 Examples: Sorting . . . . . . . . . . . . . . . . 26

1.3.2 Examples: Allocation . . . . . . . . . . . . . . 30

1.4 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.4.1 Setup . . . . . . . . . . . . . . . . . . . . . . . 33

1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 41

2 AUTOMATION AND WAGE INEQUALITY ACROSS SPACE 55
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 55

2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.3 The Equilibrium Allocation . . . . . . . . . . . . . . . . 63

ix



2.3.1 Automation . . . . . . . . . . . . . . . . . . . . 66

2.3.2 Skill Biased Technological Change . . . . . . . 69

2.3.3 Numerical Example . . . . . . . . . . . . . . . 73

2.4 Data Sources and Measurement . . . . . . . . . . . . . . 77

2.5 Empirical Evidence . . . . . . . . . . . . . . . . . . . . 84

2.5.1 Measures of Concentration . . . . . . . . . . . . 91

2.6 Estimation . . . . . . . . . . . . . . . . . . . . . . . . . 96

2.6.1 Extended Model Setup . . . . . . . . . . . . . . 97

2.6.2 Identification . . . . . . . . . . . . . . . . . . . 99

2.6.3 Moments, Fit and Estimates . . . . . . . . . . . 101

2.6.4 Results . . . . . . . . . . . . . . . . . . . . . . 104

2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 106

2.7.1 Size . . . . . . . . . . . . . . . . . . . . . . . . 147

3 GENDER GAP IN EARNINGS AMONG PROFESSORS 155
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . 155

3.2 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

3.3 Gender Gap in Annual Earnings . . . . . . . . . . . . . 162

3.3.1 Differences across Campuses and Fields . . . . . 165

3.3.2 Returns to research productivity . . . . . . . . . 170

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . 170

x



List of Figures

1.1 Job Finding Rates . . . . . . . . . . . . . . . . . . . . . 14

1.2 Change in Employment per Capita by Job Type: 1996-2016 15

1.3 Sorting with comparative advantage and heterogeneous

entry costs. . . . . . . . . . . . . . . . . . . . . . . . . 29

1.4 Job Finding Rates, Competition and Directed Search . . 31

1.5 Change in job-to-job hires in response to 7% decline in ωM . 32

1.6 Job-to-Job Moves by destination Occupation . . . . . . . 49

1.7 Wage Premium of Education . . . . . . . . . . . . . . . 52

1.8 Wage Premium - Occupation Groups . . . . . . . . . . . 53

1.9 Job Separation Rates . . . . . . . . . . . . . . . . . . . 53

2.1 Price Index and Real Investment in Technology . . . . . 73

2.2 Skill Distribution across cities – 1995 vs. 2015 . . . . . 76

2.3 Geographical distribution of IT across CMSAs – 2015 . 85

2.4 Skill Distribution across city sizes and time . . . . . . . 107

2.5 Distribution of OS index across city sizes and time . . . 108

2.6 Geographical distribution of ERP across CMSAs – 2015 143

2.7 Skill Distribution: High vs. Low TFP cities - Example 1 151

2.8 Skill Distribution: High vs. Low TFP cities - Example 2 153

xi



3.1 Distribution of Annual Pay in US-$ . . . . . . . . . . . 162

3.2 Gender gap in earnings by UC campus. Controls: Posi-

tion, citations and field of study. Ordered by female share. 166

3.3 Gender gap in earnings by field of study. Controls: Posi-

tion, citations and UC campus. Ordered by female share. 169

xii



List of Tables

1.1 Occupation Groups by Tasks . . . . . . . . . . . . . . . 13

1.2 Targeted Moments . . . . . . . . . . . . . . . . . . . . 36

1.3 External Targets . . . . . . . . . . . . . . . . . . . . . . 37

1.4 Parameter Estimates . . . . . . . . . . . . . . . . . . . . 38

1.5 Decomposition: Job-to-Job Transition Rates . . . . . . . 39

1.6 Decomposition: Job-to-Job Transition Rates by Educa-

tion Level . . . . . . . . . . . . . . . . . . . . . . . . . 40

1.7 Job-to-job Mobility actual vs only composition shift in

education and occupations . . . . . . . . . . . . . . . . 48

1.8 Change in Monthly Job-to-Job Transition Rate from row

to column occupation group. Data Source: CPS Basic

Monthly Files. Own Calculations. . . . . . . . . . . . . 50

1.9 Monthly Job-to-Job Transition Rate from row to column

occupation group. Data Source: CPS Basic Monthly Files.

Own Calculations. . . . . . . . . . . . . . . . . . . . . 51

2.1 Maintained Parameters – from Eeckhout et al. (2014) . . 74

2.2 Adjusted Parameters - Experiments . . . . . . . . . . . . 75

2.3 Numerical Exercise Results . . . . . . . . . . . . . . . 77

xiii



2.4 Occupation Groups by Tasks . . . . . . . . . . . . . . . 79

2.5 Descriptive Statistics . . . . . . . . . . . . . . . . . . . 80

2.6 Coverage Ci Aberdeen relative to NETS . . . . . . . . . 84

2.7 Coverage Ci Aberdeen relative to NETS by Establish-

ment Size . . . . . . . . . . . . . . . . . . . . . . . . . 84

2.8 Ci Coverage relative to NETS: Employment by Industry 85

2.9 Descriptive statistics of technology adoption across MSAs

– 2015 . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.10 IT budget per worker . . . . . . . . . . . . . . . . . . . 88

2.11 IT Investment by Establishment - Firm and Industry FE . 89

2.12 Change in routine-cognitive share, 1980-2015 . . . . . . 90

2.13 Simple Measure of Concentration across skill and city

size groups . . . . . . . . . . . . . . . . . . . . . . . . 93

2.14 Ellison-Glaeser Index . . . . . . . . . . . . . . . . . . . 95

2.15 OS Index across city sizes and time . . . . . . . . . . . 97

2.16 Moments 2015 and Model Fit . . . . . . . . . . . . . . . 102

2.17 Worker Productivity log(Al;i,j) = b0 + b1log(Aj) . . . . 103

2.18 Capital Productivity Ak;i and Elasticity of Substitution

with labor 1
1−γi . . . . . . . . . . . . . . . . . . . . . . 104

2.19 Job Amenity . . . . . . . . . . . . . . . . . . . . . . . . 104

2.20 Elasticity of Employment Shares by Occupation with re-

spect to IT prices dπi/πi
dr/r

. . . . . . . . . . . . . . . . . . 105

2.21 Coverage Ci Aberdeen relative to NETS by Establish-

ment Size . . . . . . . . . . . . . . . . . . . . . . . . . 139

2.22 Ci Coverage relative to NETS: Employment by Industry 140

xiv



2.23 Descriptive statistics of technology adoption across MSAs

– 2015 . . . . . . . . . . . . . . . . . . . . . . . . . . 142

2.24 Enterprise Resource Planning Software . . . . . . . . . 144

2.25 Entreprise Resource Planning Software - weights σ̂−1
ERP . 145

2.26 Change in routine-cognitive share, 1980-2015 σ̂−1
ERP . . 146

2.27 Entreprise Resource Planning Software . . . . . . . . . 147

2.28 Change in routine-cognitive share, 1980-2015 . . . . . . 148

2.29 Software assignment to Occupations . . . . . . . . . . . 149

3.1 Coverage . . . . . . . . . . . . . . . . . . . . . . . . . 158

3.2 University of California Campuses . . . . . . . . . . . . 159

3.3 Major Fields of Study . . . . . . . . . . . . . . . . . . . 161

3.4 Gender gap in annual pay among UC professors . . . . . 164

3.5 Residualized gender gap in earnings and share of females

in Field X Campus . . . . . . . . . . . . . . . . . . . . 168

3.6 Gender gap in returns to citations among UC professors . 171

xv





Introduction

This thesis studies the labor market outcomes of heterogeneous workers.

The first two chapters focus on the impact of recent technological change

on workers. I highlight the competition between workers and how the

sorting of workers to jobs and cities changes in response to new tech-

nologies. In the third chapter I study gender differences in pay among

professors.

In the first chapter I study the relationship between the mobility of

workers between employers and the polarization of employment into low

and high skill job. Over the last two decades labor market dynamism,

measured by flows of workers between employers, declined substantially

in the US. During the same period employment polarized into low and

high skill jobs. This chapter shows that the two trends are linked. First, I

provide a framework to study employment and worker flows, where skill

intensity of jobs and workers’ skills are complements. I analyze within

this framework the effects of routine-biased technological change and

the increasing supply of college graduates on labor market flows. When

routine-biased technological change displaces mid-skill jobs, it lowers the

opportunity to move up to better jobs for low-skilled workers. Similarly,
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high skilled workers have less opportunity to take stepping stone jobs and

are more likely to start employment further up the job ladder, reducing the

frequency of transitions between employers. The rising share of college

graduates puts further pressure on labor markets by increasing compe-

tition for jobs from top to bottom. In equilibrium workers trade down

to jobs with lower skill intensity to gain employment, but find it harder

to move up as they are competing with more highly educated workers. I

quantitatively assess whether such mechanisms contribute to the fall in la-

bor market dynamism, by estimating the model using data on labor market

flows. I find that routine-biased technological change accounts for 40%

of the decline in job-to-job mobility.

In the second chapter I analyze the role of advancing Information and

Communication Technology for the sorting of workers across cities. I

present evidence showing that more expensive cities – measured by rental

costs – have not only invested proportionately more in automation (mea-

sured by either IT budget per worker or investment in Enterprise Resource

Planning software) but have also seen a higher decrease in the share of

routine cognitive jobs (clerical workers and low-level white collar work-

ers). I propose an equilibrium model of location choice by heteroge-

neously skilled workers where each location is a small open economy

in the market for computers and software. I show that if computers are

substitutes to middle skill workers – commonly known as the automa-

tion hypothesis – in equilibrium large and expensive cities invest more

in computers and software, substituting middle skill workers with com-

puters. Intuitively, in expensive cities, the relative benefit of substituting

computers for routine cognitive workers is higher, since workers must be

2



compensated for the high housing prices. Moreover, if the curvature of

the production function is the same across skills, the model also deliv-

ers the thick tails in large cities’ skill distributions presented by Eeckhout

et al. (2014).

In the third chapter I study gender differences in pay among university

professors. Using data from the University of California I compare the

pay that male and female professors receive. I find a large gender gap

in pay: women are on average paid 17% less. First, I analyze to what

extent the pay gap can be explained by differences in pay across fields

and institutions. Both institution of employment and field can not explain

the gender gap in pay. However, many women work in lower paying

positions which explains about half the gender gap in pay. Then I turn

to the effect of research productivity, as measured by citations, on pay.

While research productivity can predict differences in pay in general, it

can only explain a small part of the gap in pay across men and women

conditional on position.
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Chapter 1

LABOR MARKET
DYNAMISM AND JOB
POLARIZATION

1.1 Introduction

In the last two decades the US labor market experienced a decline in labor

market mobility and job polarization, that is a shift in employment away

from mid skill jobs towards low and high skill jobs. While technology has

been identified as an important driver of polarization in employment, the

underlying causes for the decline in labor market mobility, as measured

by job-finding rates on and off the job, are less clear.1 In this paper, I argue

1At the same time, the decline in worker mobility raised concerns about the limited

opportunities workers have to move to better jobs. See Moscarini and Postel-Vinay

(2016) and Abel et al. (2018) for evidence of a “failing” job ladder in recent years
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that the recent decline in worker mobility is driven by the displacement of

mid-skill jobs and further intensified by the increasing supply of college

graduates. The displacement of mid-skill jobs leaves low skilled workers

with less opportunity to move up the job ladder. Thus, they are moving

less between jobs. High skilled workers are less likely to find a stepping

stone job in the middle of skill distribution and start out employment di-

rectly in higher skill jobs. As they start out employment further up the job

ladder, they also move less between jobs. Such changes in the demand for

skills have been accompanied by a large increase in the number of college

educated workers. Additional high skilled workers intensify competition

for high skilled jobs and in response workers trade down to lower skill

jobs, that is competition trickles down the job ladder and intensifies at all

types of jobs. The trickle down of competition makes it harder for every-

one to move up the job ladder, leading to a further decline in job-to-job

mobility.

First, I propose a novel theoretic framework that links the allocation

of employment across jobs with worker mobility. The model embeds

production with heterogeneous occupations and workers into a directed

search model of the labor market. The setup highlights that, when work-

ers’ have a comparative advantage in some jobs, the division of produc-

tion into occupations will depend both upon the relative productivity of

occupations and the supply of skills. Furthermore, as workers compete

with each other for jobs, the incentives for job search depend not only

Closely related, there is also concern about whether college graduates are increasingly

employed in jobs that do not require a college degree, see for example Abel and Deitz

(2014) for a discussion of the employment of college graduates in recent years.
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upon the value of employment but also on the composition of the pool of

applicants. Thus, the allocation of workers to jobs, their mobility between

jobs and overall employment are determined jointly in equilibrium. To

capture the key characteristics of the labor market the model incorporates

search frictions, on-the-job search and endogenous termination of jobs.

Furthermore, the model allows for two-sided heterogeneity and sorting.

These features are essential to study labor market flows in the presence of

rich heterogeneity and assortative matching, as observed in the data. The

allocation of workers to jobs is not random, for example college gradu-

ates are more likely to work as managers, while high school graduates

are more likely to work as waiters. Occupations with different levels of

productivity coexist because they are imperfect substitutes. For instance,

there are jobs as managers and waiters. In the model, the production of

two waiters are perfect substitutes, but the output of waiters and managers

are not. Thus, in equilibrium the relative price of output across occupa-

tions adjusts to ensure that job posting in all occupations is optimal.

Then, I proceed by applying the framework to study the recent expe-

riences in the US labor market. To provide a quantitative assessment of

the importance of technology for the decline in job-finding rates I esti-

mate the main model parameters using labor market flow rates, separately

for the late 1990s and the most recent years. For the estimation I group

jobs based on two criteria: (1) whether the job’s tasks are predominantly

routine and (2) whether the job has mainly cognitive or manual skill re-

quirements. Furthermore, I group workers based on their education level

as a proxy for their skill level. Then, I fit the model to data on job-finding

rates and vacancies. The model can capture well the observed distribu-

7



tion of job-finding rates by education-occupation group. Using the esti-

mated parameters, I analyze to what extent routine-biased technological

change explains the decline in job-to-job mobility. I find that by itself

routine-biased technological change can explain approximately 40% of

the overall decline.

Relation to Literature. First, this article builds upon and contributes

to the literature on the recent decline of labor market mobility. Davis

and Haltiwanger (2014) and Hyatt and Spletzer (2013) provide empiri-

cal evidence for a decline in labor market mobility and argue that while

composition shifts in the labor force are important, they can only explain

30-40% of the decline in mobility. Furthermore, they provide evidence

that shifts in employment across industries has not been a driver of the

decline as workers reallocate towards industries with traditionally higher

turnover. In this study, I build upon their evidence, but focus upon a novel

explanation of the decline in mobility. That is, changes in composition of

the supply of and demand for skills have far-reaching equilibrium effects

on labor markets.

Cairo (2013) studies the effect of increasing training costs on turnover

in a random search model with large firms. She finds that increasing train-

ing costs, acting as a fixed cost to hiring that is subsequently lost when

separating, decreases turnover. By increasing the cost of match forma-

tion the willingness to sustain matches under bad conditions increases

and thus turnover declines. Fujita (2015) argues that increasing “turbu-

lence” - a higher rate of skill loss at separation from employment - can

explain lower turnover. The logic behind his finding is very similar to

8



Cairo (2013), but instead of an increase in the fixed cost of hiring there is

an increase in the cost of separation. Both papers argue that their findings

can explain a joint decline in job-finding and separation rates. In the de-

scriptive analysis of labor market flows, however, I find that separations

to non-employment conditional on a workers education level are increas-

ing while job finding rates decline over the last two decades. This paper

contributes to the findings of those papers by analyzing worker mobility

in a framework with sorting and on-the-job search, two essential features

of the data, and providing a rationale for declining worker mobility in the

absence of changes in matching and separation of costs.

Engbom (2017) highlights aging and its interaction with firms hir-

ing decisions and innovation as a force driving down labor demand and

turnover. Mercan (2018) argues that the availability of information about

workers has increased and thus allows tighter selection at the hiring stage,

leading to fewer job-to-job moves. While these papers address potential

explanations for the decline in mobility and employment, they do not ad-

dress the sorting of workers to jobs and whether the decline in mobility

is related to changes in sorting patterns. One exception is recent work by

Eeckhout and Weng (2018) who study mobility and sorting. They focus

on changes in the complementarity between workers’ unobserved skills

and jobs technology, but I focus on changes in demand for and supply of

skills. While these papers study related questions they focus on differ-

ent mechanisms and the importance of each mechanism for the decline in

mobility is still an open question. Thus I consider them complimentary

to this paper. The main contribution of my paper is to analyze worker

mobility in a setting where there is not only sorting, but also competition
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between workers leading to rich equilibrium interaction between worker

mobility and the demand for and supply of skills.

Second, this study also contributes to the literature on models with

search frictions and sorting in the labor market. Barnichon and Zylber-

berg (2018) consider a setup of the labor market with similar features as in

this paper and analyze employment by education level of workers over the

business cycle. They find that highly-educated workers are downgrading

towards low-skill jobs in downturns, which leads to more unemployment

for workers with less education as high-skilled workers are preferentially

hired. This paper is based on a similar job competition mechanism and

they provide outside evidence that the mechanism is relevant for the al-

location of workers to jobs. Though related, they do not focus on the

trend in worker mobility and its possible causes. Furthermore, they do

not include on-the-job search, which is at the core of this paper. Lise and

Robin (2017) also study sorting over the business cycle, but use a random

search framework that, in contrast, does not feature explicit competition

at the hiring stage. While, they address only business cycles and I focus

on trend changes in the labor market, it is also the key mechanisms of how

sorting happens in the labor market that are different. I focus on compe-

tition between applicants and directed search, while in their framework

sorting is entirely based on matching sets. By allowing for competition

between workers at the hiring stage, I can address to what extent high

skilled workers crowd out lower skilled workers from particular jobs and

employment.

Third, the current article is also closely related to the literature on

technological change, job polarization and wage inequality. Following
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the contributions by Goos and Manning (2003) and Autor et al. (2003)

a large literature has analyzed how technology can explain job polariza-

tion and other labor market outcomes, for instance Acemoglu and Autor

(2011), Goos et al. (2014) and Stokey (2016). Cortes et al. (2017) build on

this literature and study a frictionless model of the labor market to analyze

to what extent the declining labor force participation rate can be explained

by technological factors. In this paper I proceed in a similar manner, but

focus instead on the role of technology for job search both on and off the

job. Beaudry et al. (2016) and Aum (2017) provide evidence that the sup-

ply of educated workers outpaced the demand for skilled workers since

2000. In this paper I find a similar pattern and will take into account

both shifts in demand for jobs and the supply of educated workers. Aum

et al. (2018) argue that the negative effect of “routinization” on aggre-

gate productivity growth was not visible due the rise in productivity of

the computer industry until the 1990s, which became a more important

input across all industries over the same period. This is in line with the

findings in Jaimovich and Siu (2012) and this paper, as the decline routine

employment is concentrated in the period after 2000.

The remainder of the article is organized as follows. Section 1.2 pro-

vides a descriptive overview of the recent trends in worker mobility and

employment. In Section 1.3 I lay out the theoretical framework. The

structural estimation setup follows in Section 1.4, where I discuss iden-

tification and present the estimated parameters and model fit. In Section

1.5 I perform the decomposition of the decline in labor market flows using

the estimated model. The last section offers concluding remarks.
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1.2 Descriptive Evidence

Data Sources and Sample Selection

The CPS Basic Monthly files for the period 1994 to 2017 are the main

source of data. The raw data are provided by Sarah et al. (2018). Occu-

pations are categorized based on their cognitive requirements and routine

task content following Autor et al. (2003), see table 2.4 for an overview.

The grouping into routine vs. non-routine jobs captures to what extent

occupations are exposed to displacement by automation technology. The

differentiation along cognitive skill requirements allows to distinguish

jobs with high vs low cognitive ability requirements. I connect the jobs

cognitive skill requirement to workers by using education levels as a

proxy for cognitive skills. In the main analysis I use three groups for

education levels: (1) at most a high school degree (2) some college, but

not a full four year degree and (3) a four year college degree or more. In

order to exclude individuals in education and close to retirement, I restrict

the sample to individuals of age 25-45. All calculations use CPS sample

weights.

Decline in Worker Mobility and Job Polarization

In this section I present evidence for a trend decline in worker mobility

and job polarization. Over the last two decades there was a substantial

decline in job finding rates both on and off the job.

Figure 1.1 shows in panel 1.1a the job-to-job transition rate and in

panel 1.1b the job finding rate from non-employment. The job-to-job

12



Table 1.1: Occupation Groups by Tasks

Tasks Census Occupations

Non-routine Cognitive Management

Business and financial operations

Computer, Engineering and Science

Education, Legal, Community Service, Arts and

Media Occupations

Healthcare Practitioners and Technical Occupations

Routine Cognitive Sales and Related

Office and Administrative Support

Routine Manual Construction and Extraction

Installation, Maintenance and Repair

Production

Transportation and Material Moving

Non-routine Manual Service Occupations

See Cortes et al. (2014) for details on classification and mapping to Census Occupation

codes.

transition rate declined by over 20% between 1996 and 2016 for workers

of all education levels. The decline in the switching rate between jobs has

been remarkably common between workers of different education levels,

which points towards broad based changes in the labor market. The job

finding rate out of unemployment has declined somewhat. Again, the be-

havior over time is remarkably common for workers of different education

levels. The trend decline in job finding rates can be driven by many factors

related to the value of employment, costs of creating worker-employer re-

13



Figure 1.1: Job Finding Rates

(a) Job-to-Job Transition Rate. Own

Calculations using CPS Basic Monthly

Files. Trend calculated from monthly

transition rates using HP Filter with

smoothing parameter 129600.

(b) Unemployment-Employment Tran-

sition Rate. Own Calculations using

CPS Basic Monthly Files. Trend calcu-

lated from monthly transition rates us-

ing HP Filter with smoothing parameter

129600.

lationships and frictions in the labor market. In this paper, I focus on how

changes in technology affect labor demand and in turn the distribution of

potential jobs a worker can obtain. Particularly, I document that employ-

ment shifted away from mid skill (routine) employment towards low and

high skill (non-routine) jobs. This trend has been called job polarization

and a large literature following the contributions of Autor et al. (2003)

and Goos and Manning (2003) has argued that routine biased technolog-

ical change is behind such changes, but also that trade and off-shoring

are other potential causes (Autor et al., 2016, Blinder and Krueger, 2013).

Here I do not focus on the specific causes for changes in the composi-
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tion of labor demand across jobs, but on its impacts on workers mobility

and will henceforth combine those different mechanisms under the term

“technology”.

Figure 1.2: Change in Employment per Capita by Job Type: 1996-2016

(a) Aggregate
(b) Conditional on Education

In Figure 1.2a I show the change in employment per capita between

1996 and 2016 for each occupation group, as defined in table 2.4. Em-

ployment rose in non-routine jobs, while employment in routine jobs de-

clined. The rise in non-routine employment took place both at the bottom

and top of the wage distribution, while the decline in routine employment

is situated in the middle of the wage distribution2. This trend has been

2The relative pay of these occupation groups has been widely documented. See ap-

pendix 1.6 for the weekly earnings of those occupation groups, calculated using the CPS

outgoing rotation group.
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termed “Job Polarization” by Goos and Manning (2003). This shift in

composition of employment is closely connected to worker mobility. The

different types of jobs form a job ladder that workers try to climb. How-

ever, the part of the ladder which is relevant for a worker depends upon

her education level. For instance, for workers with at most a high school

degree employment is concentrated in non-routine manual and routine

jobs. For college educated workers instead employment is concentrated

in routine and non-routine cognitive jobs3. Thus, as employment shifts

away from mid skill jobs it becomes harder for workers with low educa-

tion levels to move to better jobs, as they have low job finding rates at

high skill jobs4. They can not easily move to high skill jobs, because they

have to compete with college educated workers whose skills are likely

more suited for such jobs. Thus, I argue that the opportunity to move

up out of low skill employment have diminished for workers with low

education levels. For workers with a college degree the decline in de-

mand for mid-skill jobs, instead means that they have fewer opportunities

to take a stepping stone job. Therefore, once they find employment they

are on average more likely to be employed further up the job ladder, and

thus they are less likely to move up. However, as workers compete with

each other for jobs it is not only the demand for jobs, but also the supply

of educated workers that is linked to mobility and employment. In Fig-

ure 1.2b the change in employment by occupation group is shown again,

but conditional on a workers education level. There is a clearly distinct

3See appendix 1.6 for the distribution of employment by job type and education level

of workers
4The differences in job-finding rates from non-employment to jobs by education and

occupation are shown in section 1.4.
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pattern in the cross-section compared to the aggregate. First, there does

not seem to be an increase in employment in non-routine cognitive jobs.

This is driven by the increase in supply of college graduates by over 10pp

over the same time period, as shown in appendix 1.6. Therefore, condi-

tional on a workers education level employment shifts towards low skill

jobs. This suggests that the supply of college graduates outpaced demand

for high-skill jobs which in turn puts pressure on labor markets from top

to bottom. This interpretation is further corroborated by the evidence in

Beaudry et al. (2016) and Aum (2017). For the main analysis in the paper

I will therefore not only take into account potential changes in the demand

for skills, but also in the supply of skills.

1.3 Framework

In this section I develop an equilibrium framework of the labor market in-

corporating skill heterogeneity across workers and technology differences

across jobs. The framework allows for sorting and endogenous mobility

of workers. Output from different occupations is aggregated into a fi-

nal good with a finite elasticity of substitution. As I focus on stationary

equilibria I drop time as a subscript.

Agents and Technology. Time t is continuous. There is a measure one

of risk-neutral workers in the economy. Workers differ in their level of

skill x = 1, · · · , X which has an exogenous distribution G(x). A worker

is either unemployed and searching for a job or employed and searching

for another job. The worker chooses search effort s at cost c(s), which is
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increasing and convex. The search effort cost on the job is multiplied by

a constant φ1, capturing potential differences in the level of search costs

on and off the job. Each unit of search effort translates into a proportional

increase in the job finding rate. Workers also direct their job search, that

is they observe the distribution of vacant jobs and choose to which va-

cancy to apply for. Among vacancies between they are indifferent work-

ers potentially randomize. Furthermore, I assume that workers can not

coordinate their applications, that is application strategies treat two va-

cancies with the same characteristics in the same way5. This assumption

gives rise to matching frictions, as identical vacancies receive zero, one

or many applications. This leaves some vacancies unfilled, while other

vacancies have to turn away applicants.

There is a large measure of potential jobs. Each job chooses its oc-

cupation y before entry. There are y = 1, . . . , Y occupations, which are

ordered by their skill intensity y. The productivity of labor f(x, y) in a job

of type y depends both upon the workers skill x and the jobs occupation

y. Furthermore, flow output depends upon match-specific productivity ε,

which is redrawn at rate θy from the distribution Fy(ε). The flow rev-

enue of a job of type y employing a worker of type x is flow output times

price pyεf(x, t). The price of output py of an occupation is determined

in equilibrium. The allocation of workers to jobs in equilibrium will then

strongly depend upon the properties of f(x, y). The differences in pro-

ductivity across jobs driven by y and ε form a job ladder for workers,

which will also depend upon the workers human capital level x through

5See Shimer (2005a) for a discussion of this assumption and how it gives rise to

matching frictions.
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its impact on labor productivity f(x, y). A new job opens by posting a

vacancy at flow cost k(y). The amount of entry of vacant jobs into the

different occupations will be determined in equilibrium and the price of

occupation output will adjust accordingly. The output of individual jobs

within an occupation are perfect substitutes. Thus, occupation output fol-

lows Qy =
∑

x

∫
εf(x, y)e(x, y, ε) dε. The output of each occupation is

turned into a single final good QF by a CES aggregator with elasticity of

substitution σ, that is yF =
[∑

y ωyQ
σ−1
σ

y

] σ
σ−1

, where
∑
ωy = 1. The

production shares ωy would allow for a situation where more productive

jobs do not represent a larger share of employment, which occurs when

their output represents only a small share of inputs in final goods produc-

tion. The market for occupation output Qy is competitive. Therefore, the

input costs of final goods producers will exhaust revenue. The final good

is the numeraire pF = 1.

Labor Market Frictions and Search. Meetings between workers and

jobs are stochastic and are modeled by an urn ball matching function,

most closely related to the static setup in Shimer (2005a)6. A model with

similar features as Shimer (2005a) and the current setup was studied in

Shi (2002). A worker applies for jobs sequentially, but many applica-

tions potentially arrive simultaneously at a job. Jobs hire their preferred

candidate, as they can only hire one worker. In comparison to the stan-

dard setup job finding rates of workers do not simply depend upon the

6See Peters (1991) and Burdett et al. (2001) for micro foundations of the urn ball

matching function. Shimer (2005a) extends this to a setting with two-sided heterogeneity

where jobs rank workers.
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overall tightness of the labor market, but also on the ranking among the

set of applicants. In order to incorporate on-the-job search, which alters

the outside option of a worker at time of hiring, I extend the type space.

A worker is now described by a tuple x, So where So denotes the value

of his outside option over unemployment. If there is no match-specific

heterogeneity By(x, So) denotes the set of workers ranked above worker

x, So. However, the match-specific productivity ε is drawn in the moment

when workers and jobs meet, therefore the set of better ranked workers

will also depend upon ε, that is By(x, So, ε). Now, I define job finding

rate for a worker of type x, So who sends an application to a job of type

y. For that define a queue of workers λy(x, So) as the effective number of

searchers of type (x, So) applying for type y vacancies over the number

of vacancies vy. Then, we can also define the total queue of better ranked

workers

Λy(x, So, ε) =
∑

(h′,S′o,ε
′)∈By(x,So,ε)

λy(x
′, S ′o)fy(ε

′).

The flow job finding rate at jobs of type y for worker of type (x, So) is

then

νy(x, So) =

∫
e−Λy(x,So,ε)

1− e−λy(x,So)f(ε)

λy(x, So)
{S(x, ε, y) > So} dε.

The filling rate for a job of type y by a worker of type (x, So) is then

νy(x, So)λy(x, So), as the urn ball matching function exhibits aggregate

returns to scale. The actual job finding rate for a worker not only depends

upon the choice where to apply, potentially following a mixed strategy,

but also her total search effort s(x, So). Search effort translates one-to-

one into job finding rates, that is the flow job finding rate conditional on
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applying for job y is s(x, So). Job separations happen at an exogenous rate

δ and when a draw of match-specific productivity below the reservation

threshold εy(x) arrives, so the effective separation rate is δ+λyFy(εy(x)).

Individual Decision Problems and Bellman Equations. I denote the

value of unemployment by U(x), the value of a vacant job of type y

by V (y), the value of a filled job by J(x, So, ε, y) and the value of em-

ployment for a worker in job y by E(x, So, ε, y). Furthermore, I will

denote deviations of values relative to outside options by hats, that is

Ê(x, So, ε, y) = E(x, So, ε, y) − So. The surplus value of a match is

defined as S(x, So, ε, y) = E(x, So, ε, y) + J(x, So, ε, y)− U(x)− V (y).

The surplus value relative to the outside option is then Ŝ(x, So, ε, y) =

S(x, So, ε, y)− So.
Workers choose how much to search and at which type of job. Vacant

jobs choose which types of contracts to post. Contracts are complete and

enforceable, that is jobs and workers commit to fulfilling the conditions

of the contract. To describe a workers search decisions define the value

of one unit of search effort spend on applications at job type y

Wy(x, So) =

∫
νy(x, So, ε)Ê(x, So, ε, y) dε. (1.1)

As workers freely choose to which type of job to apply to, they will only

apply to a job of type y if the application has at least as much value as

their second best option.

Wy(x, So) ≥ max
y′

Wy′(x, So) ⊥ λy(x, So) ≥ 0, (1.2)

where the two conditions hold with complementary slackness.
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The workers search effort solves

max
s
sW (x, So)− c(s),

which has an interior solution s ≥ 0 as c(s) is increasing, monotone and

convex.

The vacant jobs contract posting decision maximizes expected dis-

counted profits. The expected discounted revenue of filling the job is the

flow rate at which the job is filled times the total surplus value left after

compensating the worker for his outside option. However, a job does not

enjoy the remaining value Ŝ by itself, but posts contract values Ê under

commitment that promise the worker a specific amount of the remain-

ing value conditional on his characteristics. Following Shimer (2005a) I

will formulate the decision problem of the vacant job as one of attracting

queues of workers, instead of maximizing over contract values directly.

The contract values will be defined implicitly. Using the workers indif-

ference condition (1.2) we can write the vacant jobs problem as

max
{λy(x,So)}

∑
x,o

∫
µy(x, So)Ŝ(x, So, ε, y) dε−

∑
x,o

λy(x, So)W (x, So),

(1.3)

where λy(x, So) ≥ 0. The corresponding set of first order conditions is

W (x, So) ≥
∫
fy(ε)e

−λy(x,So)fy(ε)e−Λy(x,So,ε)Ŝ(x, So, ε, y) dε . . . (1.4)

−
∑
x′,o′

∫∫
1{Ŝ ′ < Ŝ}fy(ε)e−Λy(x′,So′ ,ε

′) . . .

(1− e−λy(x′,So′ )fy(ε′))Ŝ(x′, So′ , ε
′, y) dε dε′

λy(x, So) ≥ 0, (1.5)
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where the two conditions hold with complementary slackness. If no appli-

cation is attracted λy(x, So) = 0 any contract value below what equation

1.4 specifies could be offered, but this indeterminacy is without any con-

sequence as no one applies. Replacing W (x, So) with its definition in

(1.2) one obtains a definition of expected contract values as a function of

queue lengths. I assume that contracts are complete and enforceable, such

that they can not only specify the value promised to the worker, but also

on-the-job search and continuation decisions in case of match specific

productivity shocks. Therefore, contracts will be specified to maximize

the total value of the match. See Garibaldi et al. (2016) for a setup with a

similar assumption. Contracts will maximize surplus, so we do not need

to specify the value of the match separately for the worker and firm. It

is sufficient to describe the joint surplus to describe allocations, as the

surplus value does not depend on its split between worker and firm. The

Bellman equations defining the values thus follow

rU(x) = max
s
b(x) + sW (s, 0)− c(s) (1.6)

rV (y) = −k(y) +
∑
x,o

∫
µy(x, So, ε)Ŝ(x, So, ε, y) dε . . .

(1.7)

−
∑
x,So

λy(x, So, ε)W (x, So)

(r + δ)S(x, ε, y) = max{0,max
s
pyεf(x, y) + sW (x, S) . . . (1.8)

− c(s)− b(x)− s(x, 0)W (x, 0)− c(s(x, 0))

+ θy

∫
max{S(x, ε′, y)− S(x, ε, y), 0}dFy(ε′))}.

(1.9)
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Here I already set the derivative of the values with respect to time to zero,

as I focus solely on stationary equilibria. See this sections appendix for

omitted derivations.

Distribution of Workers and Jobs. Denote the unemployment rate of

workers with skill x by u(x) and employment in job of type y and match-

specific productivity ε by e(x, y, ε). The hiring rate of a worker of type

(x, So) at a job of type y, while drawing ε, is sy(x, So)νy(x, So, ε) and the

rate of separation to unemployment of type x workers at type y jobs is

denoted as δy(x) = δ + λyFy(ε(x, y)) . Then the distribution of workers

across unemployment u(x) and jobs e(x, y, ε) evolves according to

u̇(x) =− u(x)
∑
y

∫
sy(x, 0)νy(x, 0, ε) dε+

∑
y

∫
δy(x)e(x, ε, y) dε

(1.10)

ė(x, ε, y) =− e(x, ε, y)
∑
y′

∫
sy′(x, S

′)νy(x, S
′, ε) dε′ − e(x, ε, y)δy(x)

(1.11)

+ λyfy(ε){S(x, ε, y) > 0}
∫
e(x, ε′, y) dε′

+

∫
sy(x, S

′)νy(x, S
′, ε) dH(x, S ′)

G(x) = u(x) +
∑
y

∫
e(x, ε, y) dε (1.12)

whereH(x, S ′) is the distribution of individuals by skill x and current sur-

plus value S ′, h(x, 0) = u(x) andH(x, S ′) = u(x)+
∑

y

∫
e(x, ε, y){S(x, ε, y) ≤

S ′} dε for S ′ > 0.
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A stationary distribution satisfies the above law of motion with u̇(x) =

0 and ė(x, ε, y) = 0.

Goods Market The final good is a CES aggregate of the occupation

output yF =
[∑

y ωyQ
σ−1
σ

y

] σ
σ−1

. The intermediate inputs Qy, the occupa-

tion level output, is bought at price py, which is taken as given by com-

petitive final goods producers. Intermediate input demand follows

Qy = ωy

(
py
pF

)−σ
QF . (1.13)

The price index of the final good is

pF =
[∑

ωyp
1−σ
y

] 1
1−σ

. (1.14)

Costinot and Vogel (2010) provide a model with a similar production

structure, but analyze solely assignment between workers and jobs with-

out frictions.

Stationary Equilibrium

Definition 1. A pair {U(y), V (y), S(x, ε, y), u(x), e(x, ε, y),

Ŵ (x, So), λy(x, So)} ∀x, o, ε is a stationary equilibrium, if:

1. the workers indifference condition (1.2) holds;

2. the Bellman equations (1.17), (1.8) and (1.9) hold;

3. there is free entry of jobs, that is V (y) = 0 ∀y = 1, . . . , Y ;

4. the distribution of workers and jobs is constant over time, that is

(1.10) holds with ė = 0 and u̇ = 0;

25



5. py, the price of occupation output, is such that (1.13) and Qy =∑
x

∫
εf(x, y)e(x, ε, y) dε hold;

6. the market for applications clears, that is

s(x, So)h(x, So) =
∑

y λy(x, So)vy ∀x, o;

7. (1.4) and λy(x, So) ≥ 0 hold with complementary slackness.

Computation of equilibria is implemented using the solver for mixed

complementarity problems by Ferris and Munson (1999), see appendix

1.6 for details.

1.3.1 Examples: Sorting

In the model are several forces that drive sorting and in this section I give

examples to clarify those mechanisms. First, I focus on the role of job

output f(x, y). Second, I will discuss the role of entry costs. Here sorting

is defined as first order stochastic dominance.

Definition 2. An allocation exhibits positive assortative matching (PAM),

if the distribution over jobs y for workers of type x2 first order stochasti-

cally dominates that of workers with type x1 when x1 < x2.

1. The conditional distribution of employment across jobs for a worker

of type x is π(y|x) =
∑y
j=1

∫
e(x,ε,j)dε∑Y

j=1

∫
e(x,ε,j)dε

2. An allocation exhibits PAM, if π(y|xi) ≤ π(y|xi′) ∀i, i′ > i ∈
1, · · · , X with the inequality strict for at least one y ∈ {1, . . . , Y }
and xi < xi′ .
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Negative assortative matching (NAM) is defined analogously. Note

that I define sorting globally across all pairs of workers. To clarify under

which conditions sorting occurs it is useful to consider when no sorting

occurs.

Proposition 1. Assume match productivity f(x, y) is log-modular, entry

costs are independent of job type k(y) = k0 and the distribution of ε is

independent of job type. Then no sorting according to definition 2 occurs

in a stationary equilibrium. Proof see appendix.

The no sorting condition is the same as in the frictionless case when

k0 → 0. In the frictionless limit there are no wage differences across

jobs, but even in the case with frictions a similar condition holds in terms

of surplus. Thus, the model presented in Shimer (2005a) by itself does

not directly generalize to explain evidence from matched employer em-

ployee datasets highlighting differences in wages across jobs for similar

workers. To explain such evidence, one needs to assume that firms have

different entry costs in order to sustain surplus differences across jobs in

equilibrium.
For the following examples, consider a simplified version of the model

above where the only form of heterogeneity is in worker skill x and job
type y. There are two types of workers xL < xH and two types of jobs
yL < yH , and there is no match specific productivity variation. The home
production value is b(x) = b̄. In that case, surplus follows

(r+δ)S(x, y) = pyf(x, y)−b−s(x, 0)W (x, 0)+c(s(x, 0))−s(x, S)W (x, S).

The production technology is

f(x, y) = [xρ + yρ]
1
ρ ,
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where ρ governs whether skill x and job type y are complementary. In general,

the properties of surplus S(x, y) determine sorting.Shimer (2005a) discusses

some examples under which sorting arises. However, in this paper there is free

entry and therefore higher surplus in some types of job are only sustainable to

the extent that they reflect lower filling rates µy or higher posting cost k. In

equilibrium additional entry will lead to a decrease in py up until the free entry

condition is satisfied. In the following I give examples in which sorting occurs.

Comparative Advantage in Production. Assume k(y) = k0 ∀y. Then,

the conditions for sorting are the same, as in the frictionless limit k0 → 0.

Costinot and Vogel (2010) show that in the frictionless assignment model sorting

arises when f(x, y) is log-supermodular, that is high skill workers have a com-

parative advantage in high skill intensive occupations. In the current example,

the production function is log-supermodular if ρ < 0. In the two-type exam-

ple we can summarize the distribution of workers across jobs, as the share of

workers in high skill intensive jobs πH(x) = e(x,yH)
e(x,yL)+e(x,yH) . Figure 1.3a plots

πH(x) for low and high skilled workers for various values of ρ in a numerical

example. The condition for PAM is satisfied if πH(xH) > πH(xL). PAM occurs

in equilibrium when f(x, y) is log-supermodular. In this example with a CES

production function, log-supermodularity holds when ρ < 0. When ρ = 0, there

is no sorting and when ρ > 0 (f(x, y) is log-submodular) the allocation exhibits

NAM.

The reason that the condition for sorting is not stronger with frictions in the

labor market relative to the frictionless case is that jobs select workers at the hir-

ing stage. When they receive multiple applications, they hire the worker deliver-

ing the highest value to the firm, which coincides with the worker who provides

the highest surplus. Therefore, when deciding which worker to hire the firm

ranks according to the same criterion as in the frictionless case and sorting arises

28



Figure 1.3: Sorting with comparative advantage and heterogeneous entry

costs.

(a) Employment Share in yH

Jobs and ρ. Log-supermodular

(-submodular) production function

ρ < 0 (ρ > 0) implies PAM

(NAM). Entry Cost k(y) = k0.

(b) Employment share in yH jobs

with heterogeneous entry cost

k(y) = k0y
k1 . Increasing entry cost

in job type k1 > 0 implies PAM in

absence of comparative advantage

ρ = 0.

under the same conditions. However, there is mismatch. Some firms receive

only applications by L type workers, while others only receive applications by

H type workers. Therefore, sorting is not perfect as it would be in the frictionless

case. Mismatch is sustained in equilibrium despite directed search, because firms

post contracts conditional on worker heterogeneity rendering workers indifferent

between applying at different jobs.

Heterogeneous Entry Cost. Differences in entry costs across occupations

y induce sorting, even when the production function is log-modular. The reason

is that differences in entry costs are reflected in surplus values due to free entry.

However, those differences are larger for more skilled workers even in absence
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of comparative advantage (ρ = 0). Consider the same setup, as in the previous

example, but with k(y) = k0y
k1 . Figure 1.3b plots the share of employment

in high skill jobs πH for low and skill workers. When high skill jobs are more

costly to create, k1 > 0, the equilibrium exhibits PAM even with a log-modular

production function. When entry cost are increasing in y the productivity ad-

vantage of yH jobs is not fully competed away due to entry. When k1 > 0,

the relative price of output of yH jobs is larger compared to an equilibrium with

k1 = 0. As the price of output for high type jobs does not fall as much, surplus

can be supermodular without f(x, y) being log-supermodular.

1.3.2 Examples: Allocation

In this section I first show an example allocation to illustrate how job finding rates

are affected by competition between workers, not just surplus value of jobs. Then

I show how job-to-job mobility reacts to a displacement of mid-skill jobs. In

this example I keep with the previous setup, but allow for heterogeneous match-

specific productivity. The production function is chosen to be log-supermodular

and ωL < ωM < ωH and the posting cost is k(y) = k0ωy. The allocation

features positive assortative matching, as defined above.

Panel 1.4a shows the flow job finding rate of L,H type workers at L,M,H type

jobs. Low type workers only find jobs at L,M type jobs, while high type work-

ers find jobs only at M,H type jobs. Workers segregate to the tails of the skill

distribution, but mix in the middle. However, surplus is increasing in job type

for both low and high skilled workers, as shown in Panel 1.4b. In equilibrium,

low skilled workers do not apply at high type jobs, because the contract offered

to them does not compensate them enough for the increased competition by high

skilled worker, which lowers their job-finding rate. At mid-skill jobs the produc-

tivity advantage of high skill workers is not as large, thus the posted contracts
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Figure 1.4: Job Finding Rates, Competition and Directed Search

(a) Flow job finding rate of L,H

type workers at L,M,H type jobs:

sy(x, 0)νy(x, 0)

(b) Surplus: S(x, ε = 1, y)

(c) Flow rate of applications at

which the worker is the best appli-

cant: Eεe−Λy(x,0)

(d) Flow rate at which worker ap-

plies for job: sy(x, 0)

optimally offer sufficient value to also attract low type workers. On the other

hand, high type workers require too much compensation in order to be attracted

for low type jobs, as their option value of searching is larger. Panel 1.4c shows

the rate at which a workers application meets a job and is among the best appli-
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cants. High type workers are more likely to be among the best applicants at all

jobs. However, the probability to be among the best applicants decreases in job

type, as the share of high type applicants increases. The increased competition

lowers job finding rates relatively more for low-skilled workers, as they are more

frequently sent to the back of the queue. Finally, in equilibrium workers apply

to different jobs at different rates. Panel 1.5 shows the flow rate of applications

for each type of job. Low skill workers apply predominantly for low skill jobs

and high skill workers mix relatively evenly between mid and high skill jobs.

Here I focused on workers who are looking for jobs from unemployment, but

the exact same mechanism applies for all searchers independent of employment

status. Once employed workers continue searching for jobs and move up the job

ladder, that is low skill workers stochastically move to mid skill jobs and high

skill workers move to high skill jobs.

Figure 1.5: Change in job-to-job hires in response to 7% decline in ωM .

Consider the displacement of mid-skill jobs driven by a decline in ωM . Job-

to-job hires into mid-skill jobs decline as expected because the share of mid skill

vacancies decreases. Overall job-to-job hires decline. Workers as a response

decrease their search intensity as it became harder to find a job and redirect their
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search, which is the reason for a subdued response in job-to-job hires at low and

high skill jobs. In appendix 1.6 I show evidence of similar changes in job-to-

job hires in the data. This indicates, that the displacement of mid-skill jobs is a

potential driver of the decline in job-to-job mobility.

1.4 Estimation

1.4.1 Setup

The goal of the estimation is to identify the structural parameters governing pro-

duction and matching in the economy. The model parameters are estimated by

Indirect Inference following Gourieroux et al. (1993). I pick a set of moments

m to identify the model parameters θ. The estimation procedure minimizes the

weighted square distance between modelm(θ) and data moments m̄ by choosing

parameters7.

min
θ

(m̄−m(θ))′Ω(m̄−m(θ)) (1.15)

where Ω is a weighting matrix. The estimation is done separately for the period

1995-1997 and 2015-2017, while treating each allocation as stationary. Dis-

counting is large and the half-life of distributions is short, because labor market

flow rates are large. Thus, treating allocations as approximately stationary does

not result in large errors. In practice the model parameters are estimated follow-

ing the approach in Chernozhukov and Hong (2003). The simulation of model

parameters by a Markov Chain Monte Carlo (MCMC) method is done using

the Differential Evolution Markov Chain (DEMC) approached developed in ter

7The model equilibrium is solved for by using the “PATH” solver (Ferris and Mun-

son, 1999). Furthermore, the model implied stationary distribution is used for calculating

model moments
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Braak and Vrugt (2008). The DEMC allows to efficiently simulate from highly

correlated parameter distributions and achieve fast convergence.

Moments and Identification To estimate the model parameters I mainly

use moments on labor market flows. The reason for not using wage moments is

that the theory does not specify a unique wage contract. As wage contracts are

not unique the model is consistent with a wide range of observed wage moments

and therefore additional assumptions would be needed to use information from

wages.

To be estimated are the production function f(x, y), the entry cost k(y),

the distribution of match-specific productivity shocks F (ε), the arrival rate of

productivity shocks θ and the search cost parameters η and φ1. The production

function is parameterized as

log(f(x, y)) = αy + βx + γxy (1.16)

The worker type x and job type y are specified as uniform spaced points in

(1, 2). The parameters alphay, βx and γ are to be estimated. The compara-

tive advantage of workers in different types of jobs is governed by γ, which can

be identified from flows of workers by type x to jobs y. I use the flow rate of

unemployed workers by education level to jobs by occupation group to identify

γ. The parameter βx governs the relative productivity of workers x and thus can

be identified by their relative job finding rates. The occupation level productiv-

ity shifter αy affects the level of employment by job type and can be identified

by the job finding rate by job type y. The entry cost k(y) affects the surplus

value of jobs. Thus, as the surplus value of jobs implies a ranking of jobs in

terms of continuation value, the observed job-to-job mobility between job types

y identifies k(y). I use the job-to-job hires at a particular job type to identify the

entry cost parameters. A similar strategy to rank jobs has been implemented by
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Bagger and Lentz (2014), who uses the share of hires from other employers out

of all hires. The match specific productivity distribution is parameterized as a

two point distribution with equal weight on both points. To be estimated is the

distance between the two points ∆ε. We identify the match-specific productivity

dispersion by matching the share of job-to-job moves that result in a move down

the job ladder in terms of y. The arrival rate of shocks to match-specific produc-

tivity θ is identified from job-to-job mobility at high tenures. The search cost

parameters η and φ1 are disciplined by job-to-job mobility relative to job finding

rates out of unemployment.

The home production value b(x) is set following Hall and Milgrom (2008)

and Shimer (2005b) who set the home production value proportional to the aver-

age wage. I set b(x) = 0.7Eyf(x, y), where Eypyf(x, y) is the average revenue

productivity of employed workers of type x. A similar strategy for setting the

value of home production was used in Lise and Robin (2017). The elasticity of

substitution σ of occupation level output is set to 3, a value within the range of

empirical studies. Table 1.3 summarizes the parameters that are set based on

external targets.

Parameter Estimates

The estimated parameters are summarized in table 1.4a, 1.4b and 1.4c. The

production function estimates are summarized in 1.4a for both 1996 and 2016.

The productivity shifter αy across occupations shows the expected ordering, in-

creasing from non-routine manual up to non-routine cognitive occupations. The

change over time of the productivity shifter αy is also in line with expectations,

it decreases for routine occupations, while productivity in non-routine occupa-

tions increases, but to a much lesser extent. Furthermore, I estimate a (small)

positive γ, which means that the output is weakly log-supermodular in workers
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Table 1.2: Targeted Moments

(a) Unemployment-Employment Transition Rate

Education Occupation Model 96 Data 96 Model 16 Data 16 ∆ Model ∆ Data

non-routine manual 6.5 6.7 8.1 7.9 1.6 1.2

High School routine 21.6 20.8 17.3 16.5 -4.3 -4.3

non-routine cognitive 0.0 1.5 0.0 1.7 0.0 0.1

non-routine manual 4.4 5.5 7.6 7.3 3.2 1.9

Some College routine 23.1 21.7 18.7 17.2 -4.4 -4.5

non-routine cognitive 6.0 7.3 4.6 6.1 -1.4 -1.3

non-routine manual 0.0 2.9 1.6 3.7 1.6 0.8

College routine 14.5 14.5 10.6 10.0 -3.9 -4.6

non-routine cognitive 21.4 19.4 21.7 20.6 0.3 1.2

(b) Job-to-Job Hires by Occupation

Model 96 Data 96 Model 16 Data 16 ∆ Model ∆ Data

non-routine manual 0.13 0.32 0.15 0.38 0.02 0.06

routine 1.11 1.36 0.53 0.84 -0.57 -0.52

non-routine cognitive 1.07 0.78 1.17 0.82 0.1 0.04

(c) Job-to-Job Moves down Ladder and Decline by Tenure

Model 96 Data 96 Model 16 Data 16 ∆ Model ∆ Data
j2j

n′<n
j2j

13.47 12.23 9.64 12.19 -3.84 -0.04
j2jt∈(2,4)
j2jt∈(0,2)

15.35 17.55 16.23 18.65 0.88 1.09

Notes: Own Calculations using CPS Basic Monthly Files and Tenure Supplements.

skill x and job type y. The estimated value of γ hardly changes between the peri-

ods. The productivity advantage of college education βSC and βC stays roughly

constant over time, that is the productivity advantage of higher education that is

independent of job type.

Table 1.4b shows the estimated posting cost parameter ky and the search cost

parameters of workers φ1 and η. The posting cost parameters decrease somewhat
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Table 1.3: External Targets

Parameter Value Source

Home Production b 70% avg productivity Shimer (2005b)

Hall and Milgrom (2008)

Posting Cost k̄ see Table 4 b) Vacancy Index

by Barnichon (2010)

EOS Occupations σ 3 σ ∈ [0.3, 10]

Eden and Gaggl (2018)

and most for routine occupations. For both periods the entry cost parameters

are increasing in job type, lowest for non-routine manual jobs and highest for

non-routine cognitive jobs. This is consistent with a common job ladder for all

worker types and highlights the importance of entry costs for sorting alongside

productivity differences across workers. The search cost parameters φ1 is esti-

mated to be slightly negative, meaning on-the-job search is more efficient than

unemployed search. However the difference is small and not statistically signif-

icant in both periods. The curvature η rises from 4.8 to 5, but is estimated with

substantial noise and therefore the difference is not statistically significant.

Table 1.4c shows the estimated productivity dispersion ∆ε of the match spe-

cific productivity shocks and their arrival rate θ. The estimated productivity dis-

persion between good and bad matches is estimated to be approximately 33%

for 1996 and 27% for 2016, indicating a decline in match specific productiv-

ity dispersion. The arrival rate of shocks declines from 0.1, on average match

specific productivity is redrawn every 10 months, down to 0.06. Those results

indicate that match productivity, unrelated to the worker and job characteristics,

is becoming less dispersed over time and more persistent.
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Table 1.4: Parameter Estimates

(a) Production Function

log(f(x, y)) = αy + βx + γxy

αNRM αR αNRC βSC βC γ

1996 -1.8 0.44 0.36 0.17 0.29 0.014

(0.033) (0.048) (0.058) (0.0077) (0.011) (0.0011)

2016 -1.6 -0.34 0.39 0.15 0.33 0.016

(0.017) (0.014) (0.015) (0.0072) (0.0057) (0.00052)

(b) Posting and Search Cost

ce(s) = φ1
sη

η

log(kNRM ) log(kR) log(kNRC) log(φ1) η

1996 -0.13 0.046 0.34 -0.023 4.8

(0.039) (0.04) (0.042) (0.085) (0.23)

2016 -0.22 -0.18 0.27 -0.11 5.0

(0.014) (0.014) (0.019) (0.041) (0.16)

(c) Productivity Dispersion ∆ε and arrival rate of shocks λ

log(∆ε) log(θ)

1996 -1.1 -2.3

(0.034) (0.042)

2016 -1.3 -2.8

(0.0047) (0.02)

1.5 Results

Mobility Decomposition

To evaluate the importance of technological change, particularly routine-biased

technological change, for the decline in labor market mobility I use the esti-38



mated model to perform a decomposition of the decline in job-to-job mobility.

The model based based decomposition allows me to take into account the rich

equilibrium interactions between workers and jobs.

While the main focus is the relative decline in productivity in routine occupa-

tions, it is important to also take into account the changes in the supply of college

educated labor as the demand for and supply of skills jointly determine mobility

rates. The supply of skills has an important effect on mobility, because the rising

share of college graduates rises implies that lower skilled workers are more likely

to compete with higher skilled workers for jobs and thus their opportunities to

move up to better jobs are potentially diminished.

Table 1.5: Decomposition: Job-to-Job Transition Rates

∆ Data in % ∆ Model in % ∆ α ∆α & k ∆ α & k & G(x)

j2j -18.9 -19.6 -7.8 -6.0 -4.7

Table 1.5 summarizes the results regarding the average job-to-job transition

rate in the economy. The first two column show the change in the job-to-job tran-

sition rate in the data and model. The model can capture the decline in mobility

well. The third column ∆α shows the change in the job-to-job transition rate

when only the productivity level across occupations would change. By itself, the

change in productivity can account for roughly 40% of the decline in job-to-job

transitions. Taking together the change in productivity and the relative change

in entry costs, in column ∆α&k, we can account for 30% of the overall decline

in job-to-job transitions. The decline in entry costs for all job types leads to less

transitions between employers, as differences in value across jobs decline moves

are less frequent. The increasing share of college graduates actually mitigates the

decline in aggregate job-to-job transitions. While these results are indicative that

both technology and shifts in skill supply are important for determining worker
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mobility, it is illustrative to perform the same decomposition conditional on the

education level of workers.

Table 1.6: Decomposition: Job-to-Job Transition Rates by Education

Level

∆ Data in % ∆ Model in % ∆ α ∆α & k ∆ α & k & G(x)

High School -22.0 -14.0 4.6 2.7 1.9

Some College -17.3 -17.8 -13.8 -11.1 -2.7

College -17.4 -25.4 -11.8 -10.7 -9.5

In table 1.6 I show the results of the decomposition in the decline in job-

to-job mobility conditional on the education level of workers. The results show

that changes in technology and skill supply have heterogeneous effects across

the skill distribution. First, the shift in productivity lowers job-to-job transition

rates particularly for mid and high skill workers. However, lower skill workers

are actually moving more frequently between jobs. As competition for routine

jobs intensifies due to technological change, they are more likely to start em-

ployment in non-routine manual jobs right out of unemployment. Therefore,

they are more frequently trying to move to better paying jobs, albeit higher com-

petition. Second, the shift in entry costs mitigates the decline in mobility for

mid and high skill workers. For lower skill workers it actually leads to less mo-

bility. An increase in the supply of college graduates increases the mobility of

workers, particularly for those with some college education. When the share of

college graduates rises, they diminish the opportunities for lower skilled workers

they compete with. Thus, the competition between workers trickles down from

top to bottom. However, there are countervailing forces on job-to-job mobility.

Workers sort down right out of unemployment, thus starting out further down

the ladder and therefore switch jobs more often once employed. However, the

competition by higher skilled workers also makes it harder to move to a different
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job. In this instance, for workers with some college education the net effect on

job-to-job mobility is positive, that is the impact of sorting down out of unem-

ployment leads to more job-to-job transitions despite more competition. There

is an additional effect of the rising college share, it leads actually to more entry,

as the average worker is becoming more skilled the return to posting a vacancy

rises and therefore more jobs are posted. With more vacancies posted it becomes

easier for all workers to find a job.

Overall, the demand shifts captured by α can account for over half the de-

cline in job-to-job mobility by workers with some college education and almost

half of the decline for college educated workers. However, it can not account for

the decline in mobility by workers with at most a High School degree.

1.6 Conclusion

A growing literature documents job polarization and declining worker mobility.

My analysis suggests that these two phenomena are linked. To study the phe-

nomena, I propose a theoretical framework of the labor market with two sided

heterogeneity, search frictions and on-the-job search where the demand for oc-

cupations is endogenous. I apply this framework to study the recent decline in

job-to-job mobility and find that routine-biased technological change not only

gives rise to job polarization, but also shortens the job ladders of workers. With

shorter job ladders, workers move less often between jobs and therefore mobility

declines. The shifts in demand for labor across jobs can account for 40% of the

total decline in job-to-job mobility, where workers without a college degree are

affected the most. The results indicate, that to understand recent trends in the

labor market it is important to consider underlying changes in demand for and

supply of skills. Those shifts mater above and beyond composition, it is their

equilibrium interactions that are important to understand the observed trends.
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The framework presented in the paper has many possible applications as it

provides an appealing way to take into account the role of two-sided hetero-

geneity and sorting for labor market outcomes. For example, studying sorting

based on unobserved heterogeneity using matched employer-employee datasets

is a fruitful application of the framework. Card et al. (2013) indicated that sorting

based on unobserved heterogeneity may have contributed to rising wage inequal-

ity in Germany. However, interpretations of the common two-way fixed effects

approach pioneered by Abowd et al. (1999) in terms of sorting are difficult. The

model presented here is a useful tool to interpret the findings from reduced form

wage regressions. A first step in that direction was taken by Abowd et al. (2014)

who apply the static assignment model of Shimer (2005a) directly to US admin-

istrative data. However, it is important to take into account entry of jobs and

individual labor market dynamics to account for sorting.

Another line of future research would extend the framework to study busi-

ness cycle dynamics in sorting, employment and wages. This would enrich our

understanding of how different types of workers are affected by aggregate tran-

sitory fluctuations and what mechanisms they use to insure against income risk.

Appendices

Value Functions

Surplus. Define the value of unemployment and a vacant job

rU(x) = max
s
b(x) + sW (s, 0)− c(s) (1.17)

rV (y) = −k(y) +
∑
x,o

∫
µy(x, So, ε)J(x, So, ε, y) dε (1.18)

A contract specifies a sequence of paymentsw depending on the worker type

x, job type y, match specific productivity ε and the outside option of the worker
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So when the worker was hired. Additionally the contract specifies a transfer

P (x, So, ε, y) between worker and job in case the worker makes a job-to-job

move.

rE(x, So, ε, y) = max
s
w(x, So, ε, y) + λy

∫
∆E(x, So, ε

′, y)dFy(ε
′) . . .

− δ(E − U) + sW (x,E + P − U)− c(s)

Wy′(x, So) =

∫
νy(x, So, ε)[E(x, So, ε

′, y′)− So − U ] dε′

W (x, So) = max
y′

Wy′(x, So)

s =
∑
y′

sy′

rJ(x, So, ε, y) =pyεf(x, y)− w(x, So, ε, y) + λy

∫
∆E(x, So, ε

′, y)dFy(ε
′) . . .

− δ(J − V ) . . .

−
′∑
y

sy′νy′(x,E − P − U, ε)[min{E′ − E, J} . . .

+ P (x, So, ε
′, y)].

I assume that contracts are complete and can be enforced. Therefore, the contract

will maximize the total value of the match, as any contract that does not is Pareto

dominated.
Now, I specify which penalty schedule P (x, So, ε, y) maximizes total match

value. To that end separate the set of alternative jobs {y′, ε′} into two non-
overlapping sets: (1) jobs whose total value is lower than that of the current
match, (2) jobs whose total value is at least as large as that of the current match.
For jobs in the first set, any application presents a net loss in terms of total pri-
vate value, because the maximum possible amount of contract value offered to
the worker can not compensate for the loss of value for the job owner. For jobs
in the second set, applications are valuable because the worker will be able to
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compensate the job owner for his losses. Specify the penalty for a job-to-job
move as P (x, So, ε, y) = [min{E(x, So, ε

′, y′) − E(x, So, ε, y), J(x, So, ε, y)}.
It follows that applications to jobs which offer E′ ≤ E + J offer no value to the
worker. Therefore, she will only apply to jobs which offer E′ > E + J . Note
that in equilibrium the value of a vacancy is V (y) = 0. It follows, that

rJ(x, So, ε, y) =pyεf(x, y)− w(x, So, ε, y) . . .

+ λy

∫
∆E(x, So, ε

′, y)dFy(ε′)− δ(J − V )

r[E(x, So, ε, y) + J(x, So, ε, y)] =pyεf(x, y) . . .

+ λy

∫
∆[E(x, So, ε

′, y) + J(x, So, ε
′, y)]dFy(ε′) . . .

− δ(E + J − U − V ) . . .

− c(s∗) + s∗W (x, J + E − U)

S(x, ε, y) =E(x, So, ε, y) + J(x, So, ε, y)− U(x)

rS(x, ε, y) =pyεf(x, y) + λy

∫
∆S(x, ε′, y)dFy(ε′) . . .

+ max
s
sW (x, S)− c(s) . . .

− δS(x, ε, y) . . .

− b(x)− sUW (x, 0) + c(sU )

Surplus is independent of the current surplus split, because the gain from on-the-

job search to the worker is only whatever the new job offers above and beyond

the total match value of the current match. This is achieved by setting the penalty

for a job-to-job move equal to the loss for the job owner. This contract maximizes

surplus value, because the worker already maximizes his private value and the

jobs valuation of the match is independent of on-the-job search as the job is

compensated for any loss.
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Contract Posting. Each vacant job posts contract values E(x, So, ε, y). The

flow value of a vacancy follows

rV (y) = −k(y) +
∑
x,o

∫
µy(x, So, ε)J(x, So, ε, y) dε

Replacing J = S − (E − U) and using the workers indifference condition

W (x, So) = max
y′

νy(x, So, ε
′)[E(x, So, ε

′, y′)− So − U ] dε′,

we can replace also E − U and write the value of a vacancy as

rV (y) = −k(y) +
∑
x,o

∫
µy(x, So, ε)S(x, ε, y) dε−

∑
x,o

λy(x, So)W (x, So).

I used µy = λyνy to simplify the equation.

Proposition 1

Proof. To proof proposition 1, one needs to verify no sorting occurs if f(x, y)

is log-modular and entry costs are independent of job type k(y) = k ≥ 0. For

simplicity we also assume θ and match-specific productivity distribution F (ε)

are independent of job type.

Guess that surplus is independent of job-type, that is

S(x, ε, y) = S(x, ε, y′) ∀y, y′ = 1, . . . , Y.

Optimal contract posting (1.4) and worker indifference (1.2) then imply that the

same contract values are posted for all jobs y and that all jobs have the same job

finding rate per unit of search effort.

The free entry condition is

k =
∑
x,So

∫
µy(x, So, ε)Ŝ(x, So, ε, y)− λy(x, So)W (x, So)
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As surplus is the same across jobs, it follows that also the job filling rate (and

queue length λ) are independent of job type.

As f(x, y) is log-modular we can write it as f(x, y) = f1(x)f2(y).

We need to show that e(x, y, ε) = e1(x)e2(y, ε). Denote the number of

matches created of a type m(x, So, y) and following the definition of µ it holds

that

m(x, So, y) = µy(x, So)vy.

Thus the ratio of matches created across jobs

m(x, So, y)

m(x, So, y′)
=
vy
vy′
,

is the same as the ratio of vacancies, because job filling rates are the same. Thus

the distribution of inflow into employment is independent of worker type. There

is no sorting in hiring. Then sorting could still occur if for example low skill

workers are more likely to separate from high skill jobs than high skill jobs or

vice versa. However, as S(x, y, ε) = S(x, y′, ε) it directly follows that separa-

tion rates are independent of job type. That is workers of different types might

separate at different rates from jobs, but they do so independent of a jobs type.

Thus, employment rates differ across jobs and workers, but they are independent

of each other in the sense that e(x, y) = e1(x)e2(y). Output in each occupation

follows

Qy = e2(y)f2(y)
∑
x

∫
e1(x, ε)f1(x) dε.

Thus, the relative price of output across job types follows

py
py′

=

(
e2(y)f2(y)ωy′

e2(y′)f2(y′)ωy

)− 1
σ

, (1.19)

which holds because vy adjusts. Search effort satisfies the definition of λy and

market clearing
∑

y λy(x, So)vy = s(x, So)h(x, So). Thus all equilibrium con-

ditions are satisfied and no sorting occurs.
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Computation

In order to solve the system of equations that defines a stationary equilibrium

I use the PATH Solver (Ferris and Munson, 1999). The distribution is solved

for at any given guess of parameters. The stationary distribution is a solution (a

zero) to the linear system (1.10) with the constraint that the supply of workers is

exhausted.

Standard Errors

θ̂ = arg min
θ

∑
i

ωi

(
m̄i −mi(θ)

m̄i

)2

(1.20)

then variance covariance matrix of the estimates V̂ is

V̂ = (M̂ ′ΩM̂)−1M̂ ′ΩΣ̂ΩM̂(M̂ ′ΩM̂)−1 (1.21)

where Σ̂ is the variance covariance matrix of the momentsmi. M̂ is the jacobian

of the moments with respect to the parameters. And Ω is the weight matrix, here

Ω = diag( ωim̄i )

Additional Descriptive Statistics

In this section I provide some additional labor market statistics related to the

main evidence in the paper.

Occupation and Education Composition and Job-to-Job Transitions.
I perform a shift-share analysis to show that the decline in job-to-job mobility is

not simply driven by a reallocation of employment to jobs with lower mobility

rates. Consider the following decomposition of the job-to-job transition rate

j2jt =
∑
x,y

j2jt,x,yπt,x,y,
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where πt,x,y denotes the share of type x workers in jobs y in period t. I per-

form a simple descriptive decomposition, that is I hold the conditional job-to-job

mobility rates constant and only let the employment shares vary over time. The

share of variation that is explained solely by the shift in employment shares I will

attribute to a pure composition shift.

j2j 1996 2016 rel. change

Actual 2.46 2.01 -18.3

Education and Occupation Share 2.46 2.42 -1.6

Table 1.7: Job-to-job Mobility actual vs only composition shift in educa-

tion and occupations

Table 1.7 shows the aggregate job-to-job mobility in the CPS sample, as de-

scribed in section 1.2, for 1996 and 2016. Then the second row of the table

compares this, with the job-to-job mobility rate that would have been observed

if job-to-job mobility conditional on education and occupation would have re-

mained constant. The changes in composition can hardly explain any part of

the decline, the actual decline is −18.3% while pure composition explains only

−1.3%.

Job Ladders. Here I want to illustrate that (1) workers of different education

levels move to the different types of jobs at different rates and (2) that job ladders

hollowed out in the middle.

In Panel 1.6a the job-to-job transition rate of High School Graduates split

up by the occupation group of the destination occupation is shown. The most

likely destination occupation for high-school graduates are routine manual jobs,

followed by routine cognitive jobs. From 1996-2016 there has been a substantial

drop in such moves to routine jobs. This is consistent with the main hypothesis
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of the paper. Panel 1.6b shows a similar picture for workers with Some Col-

lege education. Routine Jobs are still frequently the destination, but moves to

non-routine cognitive jobs are also frequent in contrast to lower educated work-

ers. The decline in job-to-job moves for workers with some college education

was concentrated in routine jobs, but also there are fewer moves to high-skill

non-routine cognitive jobs. At the same time moves to lower skill jobs actually

increased. This is consistent with (a) the decline in routine employment and (b)

more competition by college graduates. Finally, for College graduates job-to-job

moves are mostly to non-routine cognitive jobs. While job-to-job moves to rou-

tine jobs also decline, these make up only a small share. The decline in job-to-job

moves to high skill jobs are potentially driven by changes in sorting directly out

of unemployment and changes in competition. Both mechanisms are captured in

the theoretic framework.

Figure 1.6: Job-to-Job Moves by destination Occupation

(a) High School Gradu-

ates
(b) Some College (c) College

In table 1.8 the change in job-to-job moves originating in the row occupation

group and moving to the column occupation group are shown. Note that job-to-

job transitions to routine jobs have declined substantially from all occupations.

The decline in job-to-job hires to routine jobs make up 67% of the decline in job-

to-job moves originating from non-routine manual jobs. Indicating a strong de-

49



cline in moves up the job ladder. For job-to-job transitions originating in routine

jobs, basically the whole decline in job-to-job moves is concentrated in moves

to routine jobs. For job-to-job transitions from non-routine cognitive jobs there

is a decline in the moves towards routine jobs, indicating that workers in high

skill jobs might take those routine jobs as insurance to not be unemployed and

over time this option is diminished. Overall the evidence points towards that the

declining demand for routine jobs is closely related to the decline in job-to-job

mobility.

(a) Change 1996-2016

NRM RM RC NRC total

NRM -0.15 -0.18 -0.07 0.03 -0.37

RM 0.02 -0.47 -0.01 -0.04 -0.49

RC 0.06 -0.0 -0.49 -0.05 -0.48

NRC 0.0 -0.07 -0.16 -0.05 -0.27

Table 1.8: Change in Monthly Job-to-Job Transition Rate from row to

column occupation group. Data Source: CPS Basic Monthly Files. Own

Calculations.

Table 1.9 shows the job-to-job transition rate between and within occupation

groups, from row to column.

Wage Premia The average wage premium relative to “High School Gradu-

ates”, where wages are measured as weekly earnings, in the Outgoing Rotation

Group of the CPS, is shown in figure 1.8. The “College” Premium is relatively

stable over the last 20 years, while it increases slightly for workers with a full

year degree or more education, it decreases somewhat for workers who went
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(a) 1995-1997

NRM RM RC NRC total

NRM 1.7 0.47 0.38 0.31 2.86

RM 0.2 2.09 0.21 0.21 2.72

RC 0.16 0.25 1.53 0.5 2.45

NRC 0.09 0.15 0.32 1.39 1.95

(b) 2015-2017

NRM RM RC NRC total

NRM 1.55 0.29 0.31 0.34 2.48

RM 0.22 1.63 0.21 0.17 2.23

RC 0.23 0.25 1.04 0.45 1.97

NRC 0.09 0.08 0.16 1.35 1.68

Table 1.9: Monthly Job-to-Job Transition Rate from row to column occu-

pation group. Data Source: CPS Basic Monthly Files. Own Calculations.

to college but did not finish a 4 year degree. Figure 1.7 shows the wage pre-

mium of the occupation groups defined in section 1.2 relative to the average pay

in “non-routine manual” occupations. The pay premium of routine occupations

decreased from roughly 50% to 40%, while that of non-routine cognitive occu-

pations stayed roughly constant at about 110%.

Employment outflows. Figure 1.9 shows the separation rates out of employ-

ment to non-employment conditional on the education level of workers. The sep-

aration rates increased somewhat, particularly for lower skilled workers. This is

in contrast with findings in Fujita (2015) and Cairo (2013), however their anal-

ysis focuses on a different time period and different definitions of separation
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Figure 1.7: Wage Premium of Education

rates, job destruction and separations to unemployment respectively, while also

focusing on average rates in the economy.

52



Figure 1.8: Wage Premium - Occupation Groups

Figure 1.9: Job Separation Rates
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Chapter 2

AUTOMATION AND WAGE
INEQUALITY ACROSS SPACE

based on joint work with Jan Eeckhout and Roberto Pinheiro

2.1 Introduction

Wage inequality has risen sharply since the early 1980s. In particular, the gap

between the high and low educated, represented by the college premium, has

gone up substantially, from 40% in 1980 to exceeding 97%.1 Moreover, the

college premium is at the highest level since 1915, the earliest year for which

representative data are available.2 The standard explanation first put forward

by Katz and Murphy (1992) is skill-biased technological change (SBTC). New

technologies make high skilled workers disproportionately more productive than

low skilled workers, thus leading to higher wages.

1See Acemoglu and Autor (2011).
2According to Goldin and Katz (2009).
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At the same time, wage inequality has increased as a result of job polariza-

tion. Technological change, but now automation in particular, has resulted in

the “disappearing middle” of the income distribution. The process of automation

has directly substituted capital for labor in tasks previously performed by moder-

ately skilled workers. Machines are most likely to displace jobs that are intensive

in routine tasks. This affects both the low skilled with the highest wages most

(manufacturing and operative occupations), and the high skilled most with the

lowest wages (clerical and administrative occupations). Rather than an increase

in gap between the high and the low skilled, automation leads to a disappearing

middle, where only the lowest and highest wages increase. This is a very distinct

from the increase in the college premium.

An open question is which of the technological forces that lead to the dif-

ferent outcomes – the rising college premium or job polarization – is at work

and how. To investigate these distinct drivers of wage inequality, in this paper

we exploit the geographical variation of technology adoption. The variation of

technological change across locations informs us about the relative importance

of technology on the college premium and on polarization.

We find that routine-task jobs are replaced by computers and software faster

in large, expensive cities than in small, cheap cities. We show that living costs

– in particular housing costs – play a key role. For example, let’s consider two

offices that are demanding for some standard accounting services that can be

performed either by an accounting assistant or by an accounting software. One

of these offices is located in New York city, the other in Akron, OH. In order

to hire a new accounting assistant, the New York office must pay a wage that

allows the new employee to live in an area close enough to the company’s office

in order to go to work every day. Since housing costs in the New York area are

significantly higher than in Akron, OH, the New York-based firm must pay more

to hire the same accounting assistant. In comparison, accounting software is the
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same price in both cities. Consequently, automation at a location-independent

price is a more attractive substitute to the New York firm. In equilibrium, it is

more likely that the New York firm will introduce the new software, while the

Akron office hires an additional accounting assistant.

Our contribution is double. First, we use a novel data set collected by Ab-

erdeen to analyze the role of investment in technology in local, geographically

differentiated labor markets or MSA (Metropolitan Statistical Area). We have

data for two measures: the total IT budget per worker, and the expenditure on

Enterprise Resource Planning (henceforth ERP) software. The combined use of

a IT Budget per worker and exposure to ERP software gives us a diverse measure

of technology adoption. On one hand IT budget per worker is a accurate measure

of investment in technology, being possibly used to either automate away rou-

tine tasks or complement non-routine cognitive tasks. Moreover, the IT budget

per worker is a continuous variable, and also has more detailed information and

coverage across establishments. Instead, information on ERP software usage

allows us to clearly identify the intensity of usage of automation technology.3

Consequently, the introduction of ERP software reduces the need for clerical

and low-level white collar workers. Moreover, in contrast with Personal Com-

puters (PCs), which are general purpose technologies (Jovanovic and Rousseau

(2005)), the introduction of ERP software have as its main goal the replacement

of clerical work.4

3As pointed out by Bloom et al. (2014), ERP is the generic name for software systems

that integrate several data sources and processes of an organization into a unified system.

These applications are used to store, retrieve, and share information on any aspect of the

sales and firm organizational processes in real time. This information includes not only

standard metrics like production, deliveries, machine failures, orders and stocks, but also

broader metrics on human resources and finance.
4Unfortunately, clear drawbacks of ERP measures are their coarseness – the only

available information on ERP it is its type (no available information on type and num-
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Our empirical results show that large and more expensive cities invest more

in technology, measured either by the total IT budget per worker as well as by

ERP software. At the same time, large expensive cities have also experienced

the largest decrease in the fraction of routine cognitive workers in the population

of employed workers.

Our second is to propose a mechanism that can explain this correlation. We

build an equilibrium model of heterogeneous workers’ locations across cities

that offers an economic mechanism that can explain the empirical relation be-

tween investment in technology and the decline in routine tasks. In our model,

housing prices play a key role in workers’ city choice. Heterogeneously skilled

citizens earn a living based on a competitive wage and choose housing in a com-

petitive housing market. Under perfect mobility, their location choice makes

them indifferent between consumption-housing bundles, and therefore between

different wage-housing price pairs across cities. Wages are generated by firms

that compete for labor and that have access to a city-specific technology sum-

marized by that city’s total factor productivity (TFP). This naturally gives rise

to a price-theoretic measure of skills. Larger cities pay higher wages, and are

more expensive to live in. Under worker mobility, revealed preference location

choices imply that wages adjusted for housing prices are a measure of skills.

Within this framework, we introduce investment in technology capital. We

start from the premise that that capital is produced globally and all cities are

small open economies in the market for capital. Therefore, firms in all cities can

rent any quantity of capital and take capital’s rental rate as given.

In the presence of technological investment, we test the two competing hy-

potheses that have set out to analyze. On the one hand, the Skill Biased Techno-

logical Change (SBTC) hypothesis considers that capital and high-skill workers

ber of licenses, for example), as well as the fact that we have information on software

installation for 10% of the establishments in our sample.
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are complements, leading to a college wage premium. On the other hand, the

automation hypothesis considers that mid-skill workers and capital are substi-

tutes. While we believe that these hypothesis are not mutually exclusive, this

simplification allows us to draw some stark comparisons in order to identify

the driving forces behind the changes in the employment and wage distributions

across cities.

We show that the automation hypothesis is able to match the empirical pat-

terns that we find in the data particularly well. We observe an increasing sub-

stitution of routine cognitive jobs with ERP software and computers as the cost

of investment of these technologies falls. Moreover, our model shows that the

automation hypothesis is also able to deliver the thick tails distribution in the

skill distribution, documented by Eeckhout et al. (2014). In contrast, in the same

set-up, the SBTC hypothesis would deliver First Order Stochastic Dominance

(FOSD) in the skill distribution. In this sense, while we do not discard the possi-

bility of SBTC, our results point to the importance of including the automation

hypothesis in order to match some key patterns presented by the empirical evi-

dence.

Related Literature. Our paper is closest to Autor and Dorn (2013). They show

that areas with a high concentration of workers performing routine tasks, there is

a push towards automation. In this sense, we could imagine an initial large sunk

cost of implementing automation – particularly true for routine manual workers

– which would be more profitable the more workers the new machines would

substitute. Our results point towards a different dynamics, that hinges on the

differences of local prices. Through our results, even though clerical workers

may be a somewhat smaller fraction of the labor force in New York City than in

Akron OH, the fact that hiring a new accounting assistant is significantly more

expensive in New York City makes it more attractive to New York-based firms

to introduce the new software. Consequently, it is not necessarily the absolute
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fraction of the work force in routine tasks that induce automation, but the relative

cost of introducing the new technology vs. routine task workers. Our results suit

quite well the introduction of technologies that do not demand large initial sunk

costs – as the introduction of ERP software.

The notion that capital investment affects different skilled workers is of

course not new. Krusell et al. (2000) were the first to argue that the college

premium has risen so much because technological investment affects the high

skilled more than the low skilled. The drop in the cost of such new technologies

then gives rise an increase in the gap between skilled and unskilled workers.

We are the first to document the effects of introducing new technologies

while looking at technology investments that are not only tied to geographical

locations, but also to a particular use. In this sense, we focus on software whose

use is clearly related to the activities performed by routine cognitive workers,

instead of general purpose technologies, such as PCs.5

In his 2019 Ely lecture, Autor et al. (2019), like us, documents the variation

of the disappearing middle across geographical locations. He also finds that this

phenomenon is more pronounced in large cities. We go beyond these facts by

providing a mechanism that can explain the economic mechanism. Moreover,

we use a direct measure of technology, namely the price of investment in tech-

nological capital. We have data on the use of technology at the establishment

level. This establishment level data is unique. Acemoglu and Restrepo (2017)

also analyzes the role of technological change on the labor market, but they im-

pute local level robot use based on national data. They posit that locations with

lots of manufacturing have robots and have a decline in employment. Instead,

we observe the adoption of new technologies at the establishment level.

Our paper is divided into 7 sections. Sections 2 and 3 present our model and

5Autor and Dorn (2013) use the measure constructed by Doms and Lewis (2006) and

measures the number of PCs in 1990.
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theoretical results, as well as some simple numerical exercises. Section 4 and

5 describe the data and empirical results, respectively. Section 6 estimates an

extended version of the model that includes occupational choice and a housing

supply sector. It also shows preliminary counterfactual experiments. Finally,

section 7 concludes the paper. All proofs are presented in the Appendix.

2.2 Model

Population. Consider an economy with heterogeneously skilled workers. Work-

ers are indexed by a skill type i. For now, let the types be discrete: i ∈ I =

{1, ..., I}. Associated with this skill order is a level of productivity xi. Denote

the country-wide measure of skills of type i by Mi. Let there be J locations

(cities) j ∈ J = {1, ..., J}. The amount of land in a city is fixed and denoted by

Hj . Land is a scarce resource.

Preferences. Citizens of skill type i who live in city j have preferences over

consumption cij , and the amount of land (or housing) hij . The consumption

good is a tradable numeraire good with price equal to one. The price per unit

of land is denoted by pj . We think of the expenditure on housing as the flow

value that compensates for the depreciation, interest on capital, etc. In a compet-

itive rental market, the flow payment will equal the rental price.6 A worker has

consumer preferences over the quantities of goods and housing c and h that are

represented by: u(c, h) = c1−αhα, where α ∈ [0, 1]. Workers are perfectly mo-

bile, so they can relocate instantaneously and at no cost to another city. Because

workers with the same skill are identical, in equilibrium each of them should

obtain the same utility level wherever they choose to locate. Therefore for any

6We will abstract from the housing production technology; for example, we can as-

sume that the entire housing stock is held by a zero measure of absentee landlords.
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two cities j, j′ it must be the case that the respective consumption bundles satisfy

u(cij , hij) = u(cij′ , hij′), for all skill types ∀i ∈ {1, ..., I}.

Technology. Cities differ in their total factor productivity (TFP) which is denoted

byAj . For now, we assume that TFP is exogenous. We think of it as representing

a city’s productive amenities, infrastructure, historical industries, persistence of

investments, etc.

In each city, there is a technology operated by a representative firm that has

access to a city-specific TFP Aj . Output is produced by choosing the right mix

of differently skilled workers i as well as the amount of capital k. While labor

markets are local and workers must live in the city in which they are employed,

capital markets are global and even large cities are small open economies in the

capital markets. We also consider that firms rent capital that is owned by a zero

measure of absentee capitalists. For each skill i, a firm in city j chooses a level of

employmentmij and produces output: AjF (m1j , ...,mIj , kj). Firms pay wages

wij for workers of type i. It is important to note that wages depend on the city

j because citizens freely locate between cities not based on the highest wage,

but, given housing price differences, based on the highest utility. Like land and

capital, firms are owned by absentee capitalists (or equivalently, all citizens own

an equal share in the mutual fund that owns all the land and all the firms). Finally,

we consider that the rental price for capital is given by r > 0 which is determined

in the global market and taken as given by firms in the different cities.

Market Clearing. In the country-wide market for skilled labor, markets for skills

clear market by market, and for housing, there is market clearing within each

city:
J∑
j=1

Cjmij = Mi, ∀i
I∑
i=1

hijmij = Hj , ∀j. (2.1)

where Cj denotes the number of cities with TFP Aj .
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2.3 The Equilibrium Allocation

The Citizen’s Problem. Within a given city j and given a wage schedule wij ,

a citizen chooses consumption bundles {cij , hij} to maximize utility subject to

the budget constraint (where the tradable consumption good is the numeraire, i.e.

with price unity)

max
{cij ,hij}

u(cij , hij) = c1−α
ij hαij (2.2)

s.t. cij + pjhij ≤ wij

for all i, j. Solving for the competitive equilibrium allocation for this problem

we obtain c?ij = (1−α)wij and h?ij = α
wij
pj

. Substituting the equilibrium values

in the utility function, we can write the indirect utility for a type i as:

Ui = αα (1− α)1−α wij
pαj

=⇒ wij = Uip
α
j

1

αα (1− α)1−α , (2.3)

where Ui is constant across cities from labor mobility. This allows us to link the

wage distribution across different cities j, j′. Wages across cities relate as:

wij
wij′

=

(
pj
pj′

)α
. (2.4)

The Firm’s Problem. All firms are price-takers and do not affect wages. Wages

are determined simultaneously in each submarket i, j while capital rent is de-

termined in the global market. Given the city production technology, a firm’s

problem is given by:

max
mij ,∀i

AjF (m1j , ...,mIj , kj)−
I∑
i=1

wijmij − rkj , (2.5)

subject to the constraint that mij ≥ 0 and k ≥ 0. The first-order conditions are:

AjFmij (mij , kj) = wij , ∀i and AjFkj (mij , kj) = r.7

7In what follows, the non-negativity constraint on mij and kj are dropped. This is
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Because there is no general solution for the equilibrium allocation in the

presence of an unrestricted technology, we focus on variations of the Constant

Elasticity of Substitution (CES) technology, where the elasticity is allowed to

vary across skill types. As a benchmark therefore, we consider the following

separable technology:

AjF (m1j , ...,mIj , kj) = Aj

(
I∑
i=1

mγi
ijxi + kjxk

)
(2.6)

with γi < 1, ∀i ∈ {1, ..., I}. In this case the first-order conditions are

Ajγim
γi−1
ij xi = wij , ∀i

and

Ajγik
γi−1
j xk = r.

Notice that if γi ≡ γ, ∀i ∈ {1, ..., I} we have a CES production function.

In an on line appendix, we solve the allocation under separable technology

as a special case of the more general technologies presented in the paper. Even

without fully solving the system of equations for the equilibrium wages, ob-

servation of the first-order condition reveals that productivity between different

skills i in a given city is governed by three components: (1) the productivity xi
of the skilled labor and how fast it increases in i; (2) the measure of skills mij

employed (wages decrease in the measure employed from the concavity of the

technology); and (3) the degree of concavity γi, indicating how fast congestion

builds up in a particular skill. Without loss of generality, we assume that wages

are monotonic in the order i.8 This is consistent with our price-theoretic measure

of skill.

justified whenever the technology satisfies the Inada condition that marginal product at

zero tends to infinity whenever Aj is positive. This will be the case since we focus on

variations of the CES technology.
8For a given order i, wages may not be monotonic as they depend on the relative
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We now proceed by introducing varying degrees of substitutability (or com-

plementarity) between different skills and capital, starting from the separable

technology. In this way, we are able to address different theories in terms of the

impact of technology in either boosting the productivity of some types, as pre-

sented by the literature on Skill Bias Technological Change (henceforth SBTC)

or replacing workers, as in the literature about automation. For tractability, let

there be two cities, j ∈ {1, 2} and three skill levels i ∈ {1, 2, 3}. We will

also consider the degree of complementarity/substitutability by nesting a CES

production function within the overall production function. Consequently, if we

assume that there is a degree of complementarity between skill i and capital,

while none between the remaining skills, then we consider that the technology

can be written as
(
mθ
ijxi + kθxk

) γi
θ

+
∑

l=−im
γj
lj xl. Notice that if γi > θ, skill

i and capital are gross complements, while if γi < θ, capital and skill i are gross

substitutes.

Definition 3. Consider the following technologies:

I. Automation. Capital and middle skill workers are substitutes.

AjF (m1j ,m2j ,m3j , k) = Aj

{
mγ1

1jx1 +
(
mθ

2jx2 + kθjxk

) γ2
θ

+mγ3
3jx3

}
where γ2 < θ

II. Skill-Bias Technological Change. Capital and high skill workers are

supply of skills as well as on xi. If they are not, we can relabel skills such that the order

i corresponds to the order of wages. Alternatively, we can allow for the possibility that

higher skilled workers can perform lower skilled jobs. Workers will drop job type until

wages are non-decreasing. Then the distribution of workers is endogenous, and given

this endogenous distribution, all our results go through. For clarity of the exposition, we

will assume that the distribution of skills ensures that wages are monotonic.
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complements.

AjF (m1j ,m2j ,m3j , k) = Aj

{
mγ1

1jx1 +mγ2
2jx2 +

(
mθ

3jx3 + kθjxk

) γ3
θ

}
where γ3 > θ

2.3.1 Automation

We first derive the equilibrium conditions for case I , Automation. The first-order

conditions (henceforth FOCs) are for each j and all skill types i and capital,

respectively:

(m1j) : Ajγ1m
γ1−1
1j x1 = w1j , ∀j ∈ J ;

(m2j) : Aj
γ2

θ

(
mθ

2jx2 + kθjxk

) γ
θ
−1
θmθ−1

2j x2 = w2j , ∀j ∈ J ;

(kj) : Aj
γ2

θ

(
mθ

2jx2 + kθjxk

) γ2
θ
−1
θkθ−1

j xk = r, ∀j ∈ J ;

(m3j) : Ajγ3m
γ3−1
3j x3 = w3j , ∀j ∈ J ;

(2.7)

Using labor mobility, we can write the wage ratio in terms of the house price

ratio for all i, wi2wi1
=
(
p2

p1

)α
and equate the first-order condition in both cities for

a given skill. If we then compare the results for low- and high skill workers and

use both the utility equalization condition, due to labor mobility, and the housing

market clearing conditions for cities 1 and 2 we have:

m11 =

[(
p1

p2

)α
A2
A1

] 1
γ1−1

M1{
1 +

[(
p1

p2

)α
A2
A1

] 1
γ1−1

} (2.8)

and

m31 =

[(
p1

p2

)α
A2
A1

] 1
γ3−1

M3{
1 +

[(
p1

p2

)α
A2
A1

] 1
γ3−1

} (2.9)
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and likewise for city 2. Finally, using the FOCs for skill 2 and capital, jointly

with utility equalization and labor market condition for skill 2 in city 1, we have:

m21 =

(
p1

p2

) α
θ−1 k1

k2[
1 +

(
p1

p2

) α
θ−1 k1

k2

]M2 (2.10)

and

k2 =

M2x
1
θ
2 −

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(2.11)

and likewise for city 2.

So far we have consumer optimization for consumption and housing, the

location choice by the worker, and firm optimization given wages. The next step

is to allow for market clearing in the housing market given land prices. The

system is static and solved simultaneously, which is reported in the Appendix.

In what follows, we assume Hj = H for all cities j. Below, we will discuss the

implications where this simplifying assumption has bite.

The Main Theoretical Results. First we establish the relationship between TFP

and house prices. When cities have the same amount of land, we can establish

the following result.

Proposition 2 (Automation, TFP, and Housing Prices). Assume γ2 < θ. Ai >

Aj ⇒ pi > pj ,∀j ∈ {1, 2}

Consequently, the city with the highest TFP is also the one with the highest

housing prices. We establish this result for cities with an identical supply of

land. Clearly, the supply of land is important in our model since in a city with

an extremely small geographical area, labor demand would drive up housing
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prices all else equal. This may therefore make it more expensive to live in even

if the productivity is lower. Because in our empirical application we consider

large metropolitan areas (NY city for example includes large parts of New Jersey

and Connecticut), we believe that this assumption does not lead to much loss of

generality.9

We now focus on the demand for capital and TFP. As proposition 3 shows,

the city with higher TFP also demands more capital. The intuition is straightfor-

ward. In cities with higher TFP, housing prices are higher and workers must be

compensated in order to afford living in a more expensive place. Furthermore,

since firms with higher TFP hire more of all skill levels, the decreasing marginal

returns are also more strong, pushing towards the increase in the use of capital in

order to replace middle skills in this case. Hence, high-TFP cities demand more

capital.

Proposition 3 (Automation, TFP and capital demand). Assume γ2 < θ. Ai >

Aj ⇒ ki > kj .

Then, in theorem 1 we show that the city with the high TFP is also larger.

In fact, we are able to show that, in equilibrium, the high-TFP city has more

workers at all skill levels.

Theorem 1 (Automation and City Size). Assume γ2 < θ andA1 > A2. We have

that S1 > S2.

Finally, theorem 2 shows that, in the case in which γi ≡ γ for all skills and

γ < θ, high-TFP city has proportionately more of high and low skill workers

9In fact, the equal supply of housing condition is only sufficient for the proof, but

not necessary. However, our model does not address the important issue of within-

city geographical heterogeneity, as analyzed for example in Lucas and Rossi-Hansberg

(2002). In our application, all heterogeneity is absorbed in the pricing index by means

of the hedonic regression.
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than low-TFP cities. This is true even though high-TFP cities have more of all

types. Consequently, the high-TFP city is more unequal in terms of its skill

distribution.

Theorem 2 (Automation and Spatial Sorting). Assume γi ≡ γ, ∀i ∈ {1, 2, 3}
and γ < θ. IfA1 > A2 we have that city 1 has thick tails in the skill distribution.

2.3.2 Skill Biased Technological Change

We now consider the case of Skill-Bias Technological Change (henceforth SBTC)

in which capital and high-skill workers are complements. In this case, the FOCs

for each city j, skill type i, and capital, respectively are:

(m1j) : Ajγ1m
γ1−1
1j x1 = w1j

(m2j) : Ajγ2m
γ2−1
2j x2 = w2j

(m3j) : Ajγ3

(
mθ

3jx3 + kθjxk

) γ3
θ
−1
mθ−1

3j x3 = w3j

(kj) : Ajγ3

(
mθ

3jx3 + kθjxk

) γ3
θ
−1
kθ−1
j xk = r

(2.12)

Using labor mobility, we can write the wage ratio in terms of the house price

ratio for all i, wi2wi1
=
(
p2

p1

)α
and equate the first-order condition in both cities for

a given skill. If we then compare the results for low- and middle-skill workers

and use both the utility equalization condition, due to labor mobility, and the

housing market clearing conditions for cities 1 and 2 we have:

m11 =

[(
p1

p2

)α
A2
A1

] 1
γ1−1

M1{
1 +

[(
p1

p2

)α
A2
A1

] 1
γ1−1

} (2.13)

and

m21 =

[(
p1

p2

)α
A2
A1

] 1
γ2−1

M2{
1 +

[(
p1

p2

)α
A2
A1

] 1
γ2−1

} (2.14)
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and likewise for city 2. Finally, using the FOCs for skill 3 and capital, jointly

with utility equalization and labor market condition for skill 2 in city 1, we have:

m31 =

(
p1

p2

) α
θ−1 k1

k2[
1 +

(
p1

p2

) α
θ−1 k1

k2

]M3 (2.15)

and

k2 =

M3x
1
θ
3 −

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

k1

(
p1

p2

) α
1−θ

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

(2.16)

and likewise for city 2.

So far we have consumer optimization for consumption and housing, the

location choice by the worker, and firm optimization given wages. The next step

is to allow for market clearing in the housing market given land prices. The

system is static and solved simultaneously, which is reported in the Appendix.

In what follows, we assume Hj = H for all cities j. Below, we will discuss the

implications where this simplifying assumption has bite.

The Main Theoretical Results. First we establish the relationship between TFP

and house prices. When cities have the same amount of land, we can establish

the following result.

Proposition 4 (SBTC, TFP, and Housing Prices). Assume γ3 > θ. Ai > Aj ⇒
pi > pj , ∀j ∈ {1, 2}

Consequently, the city with the highest TFP is also the one with the highest

housing prices. We establish this result for cities with an identical supply of

land. Clearly, the supply of land is important in our model since in a city with

an extremely small geographical area, labor demand would drive up housing
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prices all else equal. This may therefore make it more expensive to live in even

if the productivity is lower. Because in our empirical application we consider

large metropolitan areas (NY city for example includes large parts of New Jersey

and Connecticut), we believe that this assumption does not lead to much loss of

generality.

We now focus on the demand for capital and TFP. As proposition 5 shows,

the city with higher TFP also demands more capital.

Proposition 5 (SBTC, TFP, and capital demand). Assume γ3 > θ. Ai > Aj ⇒
ki > kj .

Corollary 1 shows that the high TFP city also attracts more high-skill work-

ers.

Corollary 1 (SBTC and demand for high skill). Assume γ3 > θ. Ai > Aj ⇒
m3i > m3j .

Finally, theorem 3 shows that in the case in which γi ≡ γ for all skills and

γ > θ, high-TFP city attracts proportionately more skilled workers. In particular,

we show that the skill distribution in the high-TFP city stochastically dominates

in first order the skill distribution in the low-TFP city.

Theorem 3. Assume γi ≡ γ, ∀i ∈ {1, 2, 3} and γ > θ. If A1 > A2, we have

that city 1’s skill distribution F.O.S.D. city 2’s skill distribution.

Differently from the case of Automation, SBTC does not imply that the
high-TFP city is larger. In the appendix, we present two examples that illustrate

that results can go either way, i.e., depending on the parameters we may have the

high-TFP city to be either larger or smaller than the low-TFP city.

In the next section, we simulate the model in order to get a better understand-

ing of the model’s mechanisms and how changes in the parameters may affect
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the two regions’ labor markets. We focus on two parameter changes that are re-

lated to the observed evolution of computing power prices over the last twenty

years. First, the price of PCs and software went down significantly over this

time period. Second, personal computers became significantly more powerful,

being able to do operations that needed servers or computer networks previously.

While this distinction seems subtle at first sight, it is an important difference for

the model. Reductions in price, while increasing the benefit of renting more

capital, do nothing to counteract the decreasing marginal contribution of capital.

Differently, increases in computer power per machine, by increasing xk, avoids

the decreasing forces of marginal productivity. Moreover, we also believe it is

an important distinction in reality. Increasing computer power through the use of

servers or connected networks, while possible, demands a lot of coordination and

knowledge by its users. These additional user costs reduce the widespread im-

plementation of internal networks and local servers. Moreover, while prices for

information technology have gone down, the wide decline in the price indexes

for technology, presented in figures (a) and (c) in figure 2.1 are mostly due to

the increase in the processing power which is factored in by the Bureau of Labor

Statistics (BLS). Furthermore, even though there is some evidence that the gross

investment in personal computers and peripherals has stalled in the latter period,

once we control for processing power, the investment in computers has contin-

ued to go up, as we present in figures (b) and (d) in figure 2.1. Consequently,

it is important to take into account a potential difference between quality and

quantity when we are dealing with changes due to technological progress over

time.
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Figure 2.1: Price Index and Real Investment in Technology

2.3.3 Numerical Example

Benchmark parametrization

In this section, we show a simple numerical example that illustrates the results of

the model. In order to be able to interpret the results more properly, we use results73



found in the previous literature and data in order to calibrate our parameters. We

start using parameter values described by Eeckhout et al. (2014)’s table 2 in order

to pin down the values for city TFP and workers’ labor productivity. We consider

the case that γi ≡ γ,∀i ∈ {1, 2, 3} and use Eeckhout et al. (2014)’s table 2 to

set γ as well. Moreover, we follow Davis and Ortalo-Magné (2011) and set

α = 0.24. Finally, we must specify values for both θ and the housing stock. We

will keep these values as given at Hi = 62, 559, 000,∀i ∈ {1, 2} which is close

to the BEA’s estimate for half of the total housing units for the United States in

2005Q2, and θ = 0.85. We present these parameters in table 2.1. We assume

that these parameters are fixed over time in our numerical exercise.

Table 2.1: Maintained Parameters – from Eeckhout et al. (2014)

γ θ A1 A2 y1 y2 y3 Hi α

0.8 0.85 19,118 9,065 0.3189 1 1.4733 62,559,000 0.24

We then consider two periods in time: 1995 and 2015. We consider changes

in the size and composition of the population – measured by the size of the labor

force and the distribution across occupations. We follow the distribution of the

population across routine and non-routine manual and cognitive occupations for

the years 1989 and 2014 as presented by Cortes et al. (2016). We combine routine

cognitive and manual occupations to form the middle-skill measure, while we

consider non-routine cognitive occupations as high skill and non-routine man-

ual as low skill. Finally, we disregard the unemployed. Similarly, we consider

changes in the technology. We pin down xk by normalizing it at 1 in 1995 and

using the estimates for multi-factor productivity (MFP) growth for softwares as

presented by Byrne et al. (2017)’s table 3B in order to pin down xk in 2015.

Similarly, in order to consider the changes in the price for technology, we nor-

malize r = 700 in 1995 – close to the value that Eeckhout et al. (2014) implied
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for a middle-skill worker in the small city – and use Byrne and Corrado (2017)’s

estimate of price decrease in the cost of ICT investments (Table 4 – software), in

order to pin down the value for r in 2015. The calibrated values are presented in

table 2.2.

Table 2.2: Adjusted Parameters - Experiments

yk r M1 M2 M3

1995 1 700 15,836,150 66,973,717 40,745,094

2015 1.333 635.58 26,640,565 67,576,067 61,078,368

Results are presented in figure 2.2 and table 2.3. As we can see from fig-

ures 2.2(a) and 2.2(b) and table 2.3’s panel B, between 1995 and 2015, city 1

not only became even bigger than city 2, but it also became more unequal – the

proportion of mid-skilled workers went down significantly more in city 1 than

in city 2. While this result is in line with the overall increase in inequality that

we observed over time, jointly showing a geographical component, it does not

clearly indicates the underlying reason for this increase in inequality. From our

parameters in table 2.2, we have that many things changed between 1995 and

2015. First, not only the population has grown, but the distribution of skills

across the overall population has developed fatter tails. Second, technology be-

came cheaper as well as more productive. In order to disentangle these effects,

we consider two counterfactuals. In the first counterfactual, we keep the overall

population size and skill distribution at its 1995 levels and only allow technol-

ogy to become cheaper and more productive, presented in figure 2.2(c) and in

table 2.3 Pop. Fixed lines. In the second counterfactual, we keep technology

at its 1995 levels of cost and productivity, while allowing population and skill

distribution to adjust to its 2015 levels, presented in 2.2(d) and in table 2.3 Tech.
Fixed lines. As we can see from the results, while changes in population may
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be responsible for the bulk of the change in the overall shape of the distribu-

tions between 1995 and 2015, the changes in technology cost and productivity

are the leading factors behind the big cities becoming increasingly more unequal

compared to smaller ones.
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Figure 2.2: Skill Distribution across cities – 1995 vs. 2015
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Table 2.3: Numerical Exercise Results

Panel A: Prices and Wages

p1 p2 w11 w12 w21 w22 w31 w32

1995 188.38 28.193 184.73 117.10 432.80 274.36 706.45 447.82

2015 224.91 34.466 166.30 106.02 422.28 269.21 650.81 414.91

Pop. Fixed 185.38 28.572 184.48 117.77 422.85 269.95 705.52 450.4

Tech. Fixed 227.91 34.084 166.48 105.52 432.05 273.83 651.53 412.94

Panel B: City Size and Skill Distribution

S1 f11 f21 f31 S2 f12 f22 f32

1995 99,936,000 12.84% 54.12% 33.04% 23,620,000 12.72% 54.55% 32.73%

2015 125,058,000 21.71% 42.86% 39.79% 30,237,100 16.33% 46.21% 37.45%

Pop. Fixed 99,342,000 12.93% 53.54% 33.45% 24,213,500 12.06% 56.92% 31.02%

Tech. Fixed 125,633,000 21.60% 43.43% 39.39% 29,664,100 17.05% 43.85% 39.09%

2.4 Data Sources and Measurement

Data on Workers Our main data source is the Census Public Use Microdata. We

use the 5% Samples for 1980, 1990, and 2000 and for 2013-2015 we combine

the American Community Survey yearly files. From these files, we construct la-

bor force and price information at the Metropolitan Statistical Area (MSA) level.

The definition of an MSA we use is the 2000 Combined Metropolitan Statistical

Areas (CMSA) by the Census for all MSAs that are part of an CMSA and oth-

erwise the MSA itself. For simplicity, we will refer to this definition as MSA

from now on. We follow the same procedure as Baum-Snow and Pavan (2013)

in order to match the Census Public Use Microdata Area (PUMA) of each Cen-

sus sample to the 2000 Census Metropolitan Area definitions. The Census data

restricts us to consider only MSAs which are sufficiently large, as they are oth-

erwise not identifiable due to the minimal size of a PUMA. For each year we

then construct information on the labor force in each MSA and the local price
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level. We focus our attention to full-time full-year workers aged 25-54. In order

to obtain an estimate of the price level at the MSA level, we consider a sim-

ple price index including both consumption goods – which sell at a the same

price across different locations – and housing, which is priced differently in each

MSA. Based on a hedonic regression using rental data and building character-

istics, we calculate the difference in housing values across cities. In large parts

of our empirical analysis we focus on the occupational composition of MSAs.

To do so, we aggregate the census occupations into broad groups based on their

task content as in Cortes et al. (2014). Table 2.4 shows the classification into

groups by task components and the corresponding titles of occupation groups in

the Census 2010 Occupation Classification system10.

Table 2.5 presents sample averages and standard deviations in the subsample

of MSAs for which we have data in all years in the Census and information

on technology adoption. We present descriptive statistics for the main variables

used in the analysis: occupation shares, employment levels, and our MSA rent

index.

Technology Data

Our technology data comes from the Ci Technology Database, produced by

the Aberdeen Group (formerly known as Harte-Hanks). The data has detailed

hardware and software information for over 200,000 sites in 201511, including

not only installed capacity but also expected future expenses in technology. Their

data also includes detailed geographical location for the interviewed sites, as well

as aggregation to the firm level. Finally, they also collect some basic information

about the sites, such as detailed industry code, number of employees, and total

10See Cortes et al. (2014) for the mapping Census Occupation Classifications
11In fact, the overall sample is significantly larger than 200,000, but we are restricting

the sample to the plants and sites to which we have detailed software information.
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Table 2.4: Occupation Groups by Tasks

Tasks Census Occupations

Non-routine Cognitive Management

Business and financial operations

Computer, Engineering and Science

Education, Legal, Community Service

Arts and Media Occupations

Healthcare Practitioners and Technical Occupations

Non-routine Manual Service Occupations

Routine Cognitive Sales and Related

Office and Administrative Support

Routine Manual Construction and Extraction

Installation, Maintenance and Repair

Production

Transportation and Material Moving

revenue. We have available information for the years 1990, 1996, and 2000-

2015. Our current analysis focuses on the information from 2015 not only due

to a larger sample size, but also due to more detailed information on IT budget

and software installation.

We consider several measures of investment in technology. Initially, we

consider a broad measure of investment in technology: the total IT budget per

worker. While this measure may overstate the investment in technology made

to either boost the productivity or replace a given set of workers, it has several

advantages. First, this measure is available for all the establishments in our sam-

ple. Second, the portion of our database that includes IT budget information

covers a significant fraction of the employed labor force as well as establish-

ments, once compared to other standard databases.12 In particular, table 2.6

12National Establishment Time-Series (NETS) and the County Business Pattern
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Table 2.5: Descriptive Statistics

1980 2015

mean mean
(st. dev.) (st. dev.)

MSA’s Occupation Shares

Non-Routine Cognitive 34.6% 45.3%
(3.95) (5.46)

Non-Routine Manual 9.9% 14.8%
(2.43) (2.38)

Routine Cognitive 29.8% 22.9%
(2.12) (1.96)

Routine Manual 25.3% 16.7%
(4.71) (3.08)

MSA’s Rent and Size

log rent index 0.01 0.01
(0.13) (0.23)

Employment in 000s 861.61 1535.77
(1049.25) (1678.15)

No. of MSAs 261 261

Note: Averages and standard deviations are weighted by

MSA employment. Subsample of MSAs for which we have

complete data in all years.

(CBP), for example.
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shows that, compared to the National Establishment Time-Series (NETS), our

sample covers on average 53% of the MSA’s employed labor force. Moreover,

while table 2.6 shows that our sample covers on average only 13% of the MSA’s

establishments, table 2.7 shows that this is mostly due to a low coverage of es-

tablishments with 1 to 4 employees. In fact, the coverage is on average above

60% for establishments with 20 employees or more. In terms of industry cover-

age, while our sample is more heavily concentrated in manufacturing, all but two

sectors have average coverage in the MSA above 30% (see table 2.8).13 Third,

it is an easily interpretable continuous variable, i.e., it does not suffer of po-

tential biases or judgment calls in the variable construction. Fourth, IT budget

per worker is highly correlated to several different categories of investment in

technology. In particular, in 2015, in our sample of more than 170,000 estab-

lishments, the correlation between IT budget per worker and hardware budget

per employee, software budget per employee, and PC budget per employee is

always above 0.95. Consequently, overall IT budget per worker gives us a good

summary statistic for the variation in technology adoption observed across both

establishments and MSAs.

Alternatively, we may focus on measures that target the degree of comple-

mentarity or substitutability between a group of occupations and technology. In

particular, we focus on the adoption of Enterprise Resource Planning software

(ERP) in order to measure the establishments intent in automate routine cognitive

tasks. As pointed out by Bloom et al. (2014), ERP software systems integrate

several data sources and processes of an organization into a unified system, re-

ducing the need for clerical and low-level white collar workers. We consider

ERPs that help managing the following areas: Accounting, Human Resources,

13Our results are also robust to sub-samples focused on private establishments. Con-

sequently, the inclusion of state-run or governmental departments in our sample do not

drive our results.
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Customer & Sales Force, Collaborative and Integration, Supply Chain Manage-

ment, as well as bundle software like the ones produced by SAP, which are usu-

ally called Enterprise Applications.

There are benefits and drawbacks in using ERP measures. The main bene-

fit is that ERP is a clear measure of a establishment’s intent in automating. In

this sense, ERP softwares are quite distinct from aggregate measures such as IT

budget and other general purpose technologies, such as the adoption of personal

computers. The key drawbacks are twofold. First, there is a significant reduc-

tion in establishment coverage. As shown in table 2.6, our information on ERP

adoption covers on average only 16% of workers and 1% of establishments in

the MSA, compared to NETS. Moreover, even after controlling for establish-

ment size, MSA average coverage is above 30% only for establishments that

have 250 employees or more. Second, we need to focus on coarser measures of

technology adoption. Our leading measure of ERP adoption is the fraction of

establishments in the MSAs that adopted ERP softwares. This measure, while

being easy to calculate and robust to outliers, does not capture the intensive mar-

gin of ERP adoption. For example, consider two establishments, A and B, that

adopt ERP softwares at different degrees. Establishment A adopts a relatively

simple accounting software that may replace the work of a few accounting as-

sistants. Differently, establishment B adopts an integrated ERP software system

that allows it to automate several processes within the firm – sales, HR, inven-

tory, accounting, etc. Both establishments would be classified as “adopters” and

contribute the same for our leading measure. Consequently, our leading measure

will be biased towards finding no effect.

Due to the significant drawbacks of the ERP measure, we focus our analysis

on the IT budget per worker in section 2.5. However, we present the results

for ERP measures in the appendix. While results are understandably weaker for

ERP – due to smaller sample size is a coarser measure – they are still qualitatively
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similar to the ones presented in section 2.5.

Finally, in terms of geographical coverage and summary statistics, figure

2.3a shows the geographical dispersion of IT budget per worker across the coun-

try in 2015. First of all, corroborating the results presented in table 2.6, notice

that the geographical coverage is quite good, with only very few MSAs miss-

ing. In fact, the missing MSAs are due to the matching procedure of the Census

PUMA to the 2000 Census Metropolitan Area definitions as described by Baum-

Snow and Pavan (2013).

Table 2.9 presents the summary statistics for IT budget per worker across

MSAs. First of all, notice that there is a difference in the definition of the unit of

count between the first row and rows 2-4 in table 2.9. In the first row, we calcu-

late the MSA’s IT budget per worker by dividing the sum of the total IT budget

of all establishments in the MSA by the sum of these establishments labor force.

In this sense, we obtain an average IT budget per worker that puts more weight

on larger establishments. Differently, for the summary statistics presented in

rows 2-4, we first calculate the IT budget per worker for each establishment and

then look at the average, median, and standard deviation of IT budget per worker

across establishments within a given MSA. Consequently, rows 2-4 have an es-

tablishment as the unit of measure, reducing the weight of larger establishments

in the overall count. In this sense, rows 2-4 allows us to evaluate within- and

between-MSA IT budget per worker dispersion across establishments. While

our analysis focuses on the definition of MSA’s IT budget per worker presented

in table 2.9’s row 1, rows 2-4 show that there is significant within-MSA variation

of IT budget per worker across establishments. Moreover, our empirical results

are robust to the different ways to calculate the IT budget per worker presented

in table 2.9. As we can see in row 1 of table 2.9, there is significant variation in

IT Budget per worker across MSAs.
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Table 2.6: Coverage Ci Aberdeen relative to NETS

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
Fraction Emp. in Ci 53% 9% 44% 50% 55% 58% 61% 272

Fraction Est. in Ci 13% 3% 9% 11% 13% 15% 15% 272

Fraction Sales in Ci 54% 9% 45% 51% 55% 59% 63% 272

ERP Sample
Fraction Emp. in Ci 16% 5% 10% 13% 15% 18% 21% 272

Fraction Est. in Ci 1% 0% 1% 1% 1% 1% 1% 272

Fraction Sales in Ci 17% 6% 10% 14% 17% 20% 24% 272

Table 2.7: Coverage Ci Aberdeen relative to NETS by Establishment Size

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
1 to 4 Employees 3% 1% 2% 3% 3% 4% 4% 272

5 to 9 Employees 27% 4% 22% 25% 27% 29% 31% 272

10 to 19 Employees 56% 7% 50% 53% 57% 59% 61% 272

20 to 49 Employees 61% 7% 57% 59% 62% 65% 67% 272

50 to 99 Employees 68% 8% 62% 65% 68% 72% 74% 272

100 to 249 Employees 69% 9% 62% 66% 70% 73% 76% 272

250 to 499 Employees 78% 12% 67% 72% 77% 83% 90% 272

500 to 999 Employees 84% 27% 67% 75% 82% 90% 100% 272

1,000 or more Employees 84% 23% 58% 73% 83% 100% 110% 270

2.5 Empirical Evidence

In this section we describe our evidence regarding the adoption of automation

technology and the occupational composition of cities. We focus on the two
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Table 2.8: Ci Coverage relative to NETS: Employment by Industry

Mean S.D. p10 p25 p50 p75 p90 N

IT Budget Sample
Manufacturing 70% 12% 59% 65% 72% 78% 82% 272

Construction 46% 8% 36% 41% 46% 51% 55% 272

Information 66% 13% 51% 60% 67% 74% 81% 272

Finance 47% 10% 37% 42% 47% 53% 59% 272

Professional & Bus Services 35% 10% 24% 30% 35% 41% 47% 272

Education and Health 68% 10% 60% 65% 70% 73% 76% 272

Leisure and Hospitality 21% 8% 13% 16% 20% 24% 29% 272

Public Adm 71% 11% 57% 68% 73% 77% 82% 272

Trade, Transp., and Util. 33% 7% 25% 29% 33% 37% 41% 272

Mining 55% 24% 15% 43% 60% 72% 81% 271

Other Services 28% 7% 20% 24% 28% 31% 36% 272
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Figure 2.3: Geographical distribution of IT across CMSAs – 2015

main predictions of the theory: (1) locations with higher housing costs should

implement automation technology at higher rates and (2) locations with higher
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Table 2.9: Descriptive statistics of technology adoption across MSAs –

2015

Mean Median S.D. Min Max N

IT Budget
MSA’s IT Budget/Emp. 4,919 4,381 2,436 2,710 33,905 272

Avg. IT Budget/Emp. by site 4,238 4,159 515 3,293 5,817 272

Median IT Budget/Emp. by site 2,888 2,860 342 2,062 3,750 272

St. Dev. IT Budget/Emp. by site 8,865 4,917 11,453 3,123 97,557 272

housing costs should also see decreasing shares of their workforce being em-

ployed in middle-skill occupations, whose tasks are being replaced by automa-

tion technology. As discussed in section 2.4, in this section we focus on IT bud-

get per worker as our key variable on technology investment. In the appendix, we

present the results using Enterprise Resource Planning (ERP) software adoption

by the establishment as the technology adoption indicator. Results are qualita-

tively similar in both cases.

Table 2.10 shows the results for MSA-level linear regression models of the

average IT budget per worker on the local price index and the share of routine

cognitive workers in 1980, weighted by MSA size. Columns 1 and 2 indicate

that, when considered separately, both the current local price level and the past

share of routine-cognitive workers help to explain a substantial amount of varia-

tion in IT budget per worker. In the first specification, a one standard deviation

increase in local price index (an increase of 19.6% in the local price index) is as-

sociated with an increase of $564.88 in the MSA’s average IT budget per worker.

This magnitude corresponds to an increase of 10.3% on the average IT budget

per worker. In the second specification, a one standard deviation increase in the

1980’s share of routine-cognitive workers (an increase of 10% in the local share
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of routine cognitive jobs) is associated with an increase of $522.67 in the MSA’s

average IT budget per worker. This magnitude corresponds to an increase of

9.53% on the average IT budget per worker. However, when considering both

variables jointly, the effect of the lagged routine-cognitive share conditional on

the local price level shrinks substantially. In fact, the marginal effect of one

standard deviation increase in the 1980’s local share of routine cognitive jobs de-

clined from 9.53% to 6.6% between specifications (2) and (3) (a decline of 2.92

percentage points). Differently, the decline in the marginal effect of one standard

deviation increase in local price index from specifications (1) and (3) was just of

1.3 percentage points (from 10.3% to 9%). Moreover, once we introduce the

MSA’s average degree of offshorability of the local jobs in 1980 – using the task

offshorability index presented by Autor and Dorn (2013) – we find that the effect

of the 1980’s share of routine-cognitive workers on IT budget per worker is no

longer statistically significant. Differently, the effect of local prices is still highly

significant. Finally, in the appendix we present alternative specifications for the

regressions presented in table 2.10, in which we replace the local price index by

the MSA’s size. Results are qualitatively similar.

However, results presented in table 2.10 may suffer from selection on un-

observables. In particular, the types of firms that select themselves into more

expensive MSAs may be significantly different from the ones that locate in less

expensive places, biasing our results. In order to control for this effect, in table

2.11 we run establishment-level linear regression models of the establishment’s

IT budget per worker on MSA and establishment level variables. In particu-

lar, we include firm- and industry-fixed effects. As a result, our results on local

price level highlight the within-firm variation across establishments in different

locations.14 Results presented in table 2.10, where we restrict our sample to es-

14While 55% of the multi-establishment firms have all their establishments in the same

MSA (11,788 firms), the remaining 45% (9,237 firms) have establishments distributed
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Table 2.10: IT budget per worker

(1) (2) (3) (4)

log(IT) log(IT) log(IT) log(IT)

1980’s log rent index 0.772*** 0.679*** 0.522**
(0.187) (0.168) (0.165)

1980’s Share Routine-Cognitive 3.265** 2.284** 1.073
(0.996) (0.722) (0.936)

1980’s Offshorability Index 0.733*
(0.360)

Adj. R2 0.19 0.10 0.23 0.26

Observations 261 261 261 261

Standard errors in parentheses
* p < 0.1, ** p < 0.05, *** p < 0.01
Each observation (an MSA) is weighted by its employment in 2015

tablishments with at least 50 employees and we cluster our standard errors at

the MSA level. These results highlight the importance of local prices on the es-

tablishment’s IT budget per worker, even after controlling for firm and industry

fixed effects. In fact, from specification 1, we observe that a one standard devia-

tion increase in local price index (an increase of 13.7% in the local price index) is

associated with an increase in the establishment’s average IT budget per worker

of about $66.50. This magnitude corresponds to an increase of 2.3% increase on

the average IT budget per worker. While this effect seems small, we must keep

in mind that we are already controlling for firm- and industry-fixed effects, as

well as establishment’s size and revenue. Moreover, notice that the coefficient

of local prices index on IT budget per worker does not vary significantly across

the different specifications presented in table 2.11. Finally, neither the coeffi-

cient of the share of routine-cognitive workers in 1980 nor the coefficient of the

across MSAs with significant differences in local prices.
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MSA’s average degree of offshorability of the local jobs in 1980 are statistically

significant.

Table 2.11: IT Investment by Establishment - Firm and Industry FE

(1) (2) (3) (4)

log(IT) log(IT) log(IT) log(IT)

1980’s log rent index 0.187*** 0.169*** 0.181*** 0.170***
(0.026) (0.031) (0.027) (0.031)

log(Site’s Size) -0.054*** -0.054*** -0.054*** -0.054***
(0.003) (0.003) (0.003) (0.003)

log(Site’s Revenue) 2.242*** 2.242*** 2.242*** 2.242***
(0.038) (0.038) (0.038) (0.038)

1980’s Offshorability Index 0.069 0.054
(0.053) (0.073)

1980’s Share Routine-Cognitive 0.002 0.001
(0.002) (0.002)

Firm FE Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes

Adj. R2 0.75 0.75 0.75 0.75

No. of Sites 196,586 196,586 196,586 196,586

No. of Firms 61,571 61,571 61,571 61,571

* p < 0.1; ** p < 0.05; *** p < 0.01

We now turn to the second prediction of the theory: High cost locations

should feature a decline in the share of workers, whose tasks can be automated

after the introduction of new technology. We use 1980 as the pre-technology

period and compare to the occupational composition in 2015. Our focus on such

a long span of time is motivated by the fact that we compare steady state predic-

tions of the model and ignore short-term dynamics.
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Table 2.12: Change in routine-cognitive share, 1980-2015

(1) (2) (3) (4)

∆ RC ∆ RC ∆ RC ∆ RC

1980’s log rent index -0.093*** -0.061** -0.041*

(0.029) (0.026) (0.023)

1980’s Share Routine-Cognitive -0.872*** -0.783*** -0.622***

(0.082) (0.075) (0.132)

1980’s Offshorability Index -0.097**

(0.048)

Adj. R2 0.189 0.473 0.550 0.580

Observations 261 261 261 261

∆ RC: Change in share of workers employed in routine-cognitve occupation.

Standard errors in parentheses

* p < 0.1; ** p < 0.05; *** p < 0.01

Each observation (an MSA) is weighted by its employment in 2015.

Table 2.12 presents the results of linear regressions of the change in the

routine-cognitive share of MSAs between 1980 and 2015 on its 1980 level and

the 1980’s local rent index. Again, columns 1 and 2 present the bivariate spec-

ifications, column 3 the model with both covariates, and column 4 includes the

average offshorability of jobs in the MSA. The first column indicates that a one

standard deviation increase in local price index (an increase of 13.6% in the local

price index) is associated with a 1.2 percentage point larger drop in the routine-

cognitive share over 1980-2015. Thus, the most expensive places have about a 7

percentage point larger drop in the routine-cognitive share relative to the cheap-

est locations. This is a significant difference compared to the average routine-

cognitive share of 23% in 2015. Column 2 presents the bivariate specification
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with the 1980’s share of routine-cognitive workers. A one standard deviation

increase in the 1980’s share of routine-cognitive workers (an increase of 2.8 per-

centage points in the local share of routine-cognitive jobs) is associated with a

2.5 percentage point larger drop subsequently. In column 3, the results for the

multivariate regression are presented. Both variables are strongly related to the

decline in the routine-cognitive share of workers, even after accounting for their

covariation. However, the partial effect of each is smaller. The effect of a one

standard deviation higher house price drops to 0.8 percentage point and the effect

of a one standard deviation higher initial share drops to 2.2 percentage points, re-

spectively. Finally, we do observe magnitudes and statistical significance to drop

after we control for the average degree of offshorability of the jobs in the MSA.

The effect of a higher local price index drops to about half of the observed effect

in column 1, while the effect of the share of routine-cognitive workers in 1980

drops by 30%. While our measure of offshorability only highlights the occupa-

tion’s potential exposure to offshoring, it is not unlikely that both offshoring and

automation have happened concomitantly during the 1980-2015 period. Over-

all, our results confirm the prediction that expensive locations have seen a larger

decline in their share of routine-cognitive workers.

2.5.1 Measures of Concentration

We now calculate measures of concentration of skills across regions. These mea-

sures allow us to test if we have observed an increase in the spatial dispersion

of skills across MSAs in the last 30 years. Moreover, these measures abstract

from issues of long-run trends in the composition of labor force. Consequently,

we are able to focus on the correlation between the spatial dispersion of skills

and MSAs characteristics – in particular size and cost of housing. We consider

three simple measures: The location quotient that compares the skill distribution

91



in the MSA against the overall skill distribution in the economy, the Ellison and

Glaeser (1997) index of industry concentration, and an adjusted version of this

index proposed by Oyer and Schaefer (2016). The latter two indexes attempt

to measure concentration by comparing it against a distribution that would be

obtained by chance (the “dartboard approach”).

Location Quotient

As a first pass, we consider a concentration measure that compares the distribu-

tion in a given MSA against the overall economy distribution. In particular, we

consider that the degree of concentration of skill i in city j (λij) is given by:

λij =

mij
Sj
Mi∑N
l=1Ml

(2.17)

Intuitively, if a MSA is more concentrated in skill level i than the economy

at large, this index’s value would be above 1. Moreover, this measure has two

additional benefits. First, by focusing on shares, it reduces the impact of the

MSA’s overall size on the analysis. Second, by comparing the region against the

economy-wide distribution, it takes into account the potential changes in the na-

tional labor market. Consequently, it allows us to focus on the increase/decrease

of concentration across regions as well as how it correlates to these regions’

characteristics.

In our analysis, we consider two time periods – 1980 and 2015. Moreover,

following Cortes et al. (2016), we divide the occupations in 4 groups: non-

routine manual, routine manual, routine cognitive, and non-routine cognitive.

We divide the regions in two groups around the median. As a first pass, we di-

vide MSAs in terms of the size of its labor force, i.e., large vs. small. Similar

results are obtained if we use the log rent index, i.e. cheap vs. expensive, as the

measure to separate the MSAs. Results are presented in table 2.13.
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Table 2.13: Simple Measure of Concentration across skill and city size

groups

Panel A: 1980

Non-Routine
Manual

Routine
Manual

Routine
Cognitive

Non-Routine
Cognitive

Mean Median Mean Median Mean Median Mean Median

Large City 0.99 0.95 1.08 1.05 0.97 0.97 0.95 0.95

Small City 1.05∗ 1.03† 1.11 1.11 0.92∗∗ 0.91†† 0.93 0.90

Panel B: 2015

Non-Routine
Manual

Routine
Manual

Routine
Cognitive

Non-Routine
Cognitive

Mean Median Mean Median Mean Median Mean Median

Large City 0.99 0.96 1.07 1.05 1.02 1.01 0.96 0.97

Small City 1.02 1.02 1.21∗∗ 1.19†† 1.00 0.99 0.90∗ 0.89††

**,* represent significant at 1 and 5 % respectively in a t-test of means with unequal variances.
††,† represent significant at 1 and 5% respectively in a Wilcoxon rank-sum test of medians.
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As we can see from table 2.13, in 1980, small cities had on average a higher

concentration in non-routine manual jobs, a lower concentration in routine cogni-

tive jobs, and were at par in routine manual and non-routine cognitive once com-

pared to large cities. Differently, in 2015 we see small cities being on average

more concentrated in routine manual jobs, less concentrated in non-routine cog-

nitive jobs, and at par in routine cognitive and non-routine manual jobs. Taken as

a whole, table 2.13 shows an increase in the concentration of routine cognitive

and routine manual jobs in small cities, jointly with a decrease in non-routine

manual and non-routine cognitive jobs, as expected from our theory.

Finally, figure 2.4 presents the density distribution of the simple concentra-

tion index for small and large cities across skill groups and time. While we

observe that there is significant variance in this index across CMSAs, the overall

message is the same as the one presented in table 2.13.

Ellison-Glaeser (1997) Index

We now adapt the concentration index presented by Ellison and Glaeser (1997)

for the skill distribution context. Denote γi as the EG concentration index for

skill i. To define this index, we first introduce some notation. Define sij as the

share of workers of skill i in city j, i.e., sij =
mij
Mi

. Let xj be the share of

total employment in city j, i.e., xj =
Sj∑N
l=1Ml

. Then, our measure of spatial

concentration of skill i is given by:

γi =

∑
j (sij − xj)2

1−
∑

j x
2
j

(2.18)

According to Ellison and Glaeser (1997), there are several advantages in using

this index. First, it is easy to compute with readily available data. Second, the

scale of the index allows us to make comparisons with a no-agglomeration case

in which the data is generated by the simple dartboard model of random location

94



choices (in which case E(γi) = 0). Finally, the index is comparable across

populations of different skill sizes. Notice that in this case, we have one index per

skill group per year. Consequently, we are unable compare large and small cities.

However, we are able to see if skill groups became more or less concentrated

across cities over time.

Table 2.14: Ellison-Glaeser Index

1980 2015 % Change

Non-Routine Manual 0.00063 0.00044 -0.29659

Routine Manual 0.00080 0.00068 -0.15094

Routine Cognitive 0.00011 0.00014 0.24356

Non-Routine Cognitive 0.00026 0.00029 0.11259

Results are presented in table 2.14. As we can see, manual occupations

have seen a decline in concentration, whereas cognitive occupations have seen a

(small) increase in concentration. These results complement the results regarding

the location index, by indicating how concentration of each occupation group

has changed across cities. While these results are generally in line with what we

should expect given our model’s outcomes, we are not able to precisely link them

to city characteristics. In order to do that, in the next section we follow Oyer and

Schaefer (2016) and adapt the Ellison and Glaeser (1997) to create a city’s skill

concentration index.

Oyer-Schaefer (2016) Index

We now consider an adapted version of the EG concentration index that we call

the Oyer-Schaefer index (henceforth OS index). Hence, denote ζj the OS con-

centration index for city j. To define this index, we first introduce some no-

tation. Define x̃i the overall share of workers of skill i in the economy, i.e.
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x̃i = Mi∑N
l=1Ml

. Similarly, define s̃ij the share of workers of skill i in city j, i.e.,

s̃ij =
mij
Sj

, where Sj is city j’s labor force size. Then, the OS index is define as:

ζj =
Sj

Sj − 1

∑
i (s̃ij − x̃i)2

1−
∑

i x̃
2
i

− 1

Sj − 1
(2.19)

Differently from the EG index, in the OS index we are able to compare the

degree of concentration across city sizes or across cities with different housing

costs. Unfortunately, we are unable to pin down the source of the increase/decrease

in within-city concentration. In particular, we are unable to tie the changes in

concentration to changes in the shares of each particular skill group. In this

sense, EG and OS indexes, while complementing each other, both have its weak-

nesses and do not give a complete picture of the changes in concentration.

Table 2.15 presents the results for 1980 and 2015. As we can see, in both pe-

riods, small cities are consistently more concentrated than large cities, although

there is also more variance of concentration across small cities. Furthermore,

while both small and large cities have seen a reduction in concentration over

time, the reduction has been on average larger at large cities.

Finally, we present the changes in the density distribution of the OS index

in figure 2.5. As we can see, the distribution of the OS index became more

concentrated as we move from 1980 to 2015.

2.6 Estimation

In order to complement the descriptive evidence in the previous sections and

to perform quantitative counterfactuals we estimate an extended version of the

model which we estimated by Indirect Inference (Gourieroux et al., 1993).

The extended model embeds a more realistic housing market by introducing

Stone-Geary preferences and a finite supply elasticity of housing. Furthermore,
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Table 2.15: OS Index across city sizes and time

Panel A: 1980
Mean Median St. Dev. Min Max

Large City 0.01193 0.00551 0.01732 0.00012 0.10032

Small City 0.01879 0.00965 0.02132 0.00037 0.11660

Panel B: 2015
Mean Median St. Dev. Min Max

Large City 0.00896 0.00406 0.01156 0.00014 0.06074

Small City 0.01835 0.01259 0.01738 0.00003 0.10652

the production function allows for generic substitution patterns between capi-

tal and labor across occupations. Finally, individuals are heterogenous in their

skill, which can differ across occupations, and in their preferences for locations.

Workers choose location and occupation jointly, thus locations biased towards a

certain type of job might attract more workers skilled in that particular job.

In the following, we shortly introduce the model extensions and then dis-

cuss identification of the main model parameters. The identification arguments

motivate the moment selection for the estimation protocol.

2.6.1 Extended Model Setup

We extend the model to capture the key features of housing, labor, and capital

allocations in the data.

Cities j ∈ J are characterized by their production opportunities, housing supply,

and amenities. Each city produces a single final output that is a combination of

different occupations i. Each occupation produces output by combining labor

in efficiency units mij with capital kij . The production function F has a nested

CES structure given by
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F (mj ,kj ,Aj) = Aj

{ ∑
i

[
mγi
ijAl,ij + kγiijAk,i

] λ
γi

}β
λ

, (2.20)

where mij are efficiency units of labor in occupation i in city j. Aj is general

TFP. Al,ij is labor-enhancing productivity in occupation i in city j and capital

enhancing productivity is Ak,i. Factor markets are competitive, thus both labor

and capital are paid according to their marginal product.

Workers are heterogeneous in their skills and preferences for locations. They

consume the final good and housing, where housing must be consumed in the

same city as the workplace. Preferences over consumption and housing follow

u(c, h) = c1−α(h− h)α, (2.21)

where h represents a minimal housing requirement each worker consumes. As

before, workers maximize utility subject to their budget constraint

c+ pjh ≤ w∗j , (2.22)

where income w∗j follows from workers’ optimal occupation choice, which will

be described next. Each worker is endowed with a set of skills for each oc-

cupation, summarized by the vector vector s = [s1, . . . , sI ]. The skill vector

represents how many efficiency units of labor a worker could deliver in each oc-

cupation. The economy-wide distribution of skills is given byG(s). The indirect

utility of a location for a worker with a given set of skills s is

Vj(s)εj = aj max
i
ai

(wi,j(s)− pjh)

pαj
εj , (2.23)

where amenity ai represents a common taste for a type of job. A worker chooses

the occupation optimally, taking into account real income and the amenity value

of the job. The general amenity aj of location j is commonly enjoyed by all
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workers and εj represents idiosyncratic tastes for different locations. The distri-

bution of idiosyncratic tastes is i.i.d. across locations and individuals, following

a Frechet distribution with scale parameter τ . The location parameter is normal-

ized to 1. The share of workers choosing a location j, then follows

P (j|s) =
Vj(s)τ∑
j Vj(s)τ

. (2.24)

The skill distribution in each location is P (s|j) = P (j|s)G(s)
P (j) where P (j) =∫

· · ·
∫
P (j|s)dG(s).

The Housing Market is competitive. Housing supply follows the price-quantity

schedule

p(H) = p̄jH
εp . (2.25)

In an equilibrium housing supply adjusts such that the housing amount demanded

by workers equals that supplied.

2.6.2 Identification

We shortly describe which parameters we estimate and how those can be identi-

fied. The main goal is to identify the parameters of the production function, the

utility function parameters, housing supply and the distribution of skills.

1. Relative productivity of labor by occupation and location Al,ij : The de-

mand for labor depends directly on its productivity. Therefore, we can

identify the relative productivity of labor in an occupation relative to a

reference occupation for each location from its relative demand.

2. Productivity of IT capital by occupation Ak,i: The productivity of capital

can inferred from the quantity of usage in output units.
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3. Elasticity of substitution of IT capital and labor γi can be inferred from the

joint demand for labor and capital and its variation with respect to house

prices, as it shifts the relative price of labor and capital.

4. Amenity of Jobs ai can be identified up to a normalizing constant from

wages and employment in an occupation. An occupation that has high

employment, but low wages tends to have a high amenity.

5. Utility function parametersα and h can be identified from spending shares.

Rewriting the housing demand equation one obtains

hp

w
= α+ (1− α)h

w

p
.

As spending shares and the ratio of wages to house prices are directly ob-

servable in the data, the utility function parameters are directly identified.

6. Common amenities of locations aj can be identified from the wages, city

size and local house prices. A location with high house prices, low wages,

but a large population must offer benefits that are not due to work. Such

amenities are captured by aj .

7. Housing supply shifter p̄j and εp: The housing supply shifter is identified

from the level of house prices. The elasticity of housing supply can not be

identified without additional data, we fix its value following Saiz (2010).

8. Skill distribution G(s) can be identified under parameteric restrictions

from higher order moments of the wage distribution. Nonparameteric

identification would fail partially. We parameterize the distribution of

skills as a product of Beta distributionsB(αi, βi) with support over [xi, xi]

and normalize αi = βi = 1 and set xixi = 5.
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2.6.3 Moments, Fit and Estimates

We estimate a parameterized version of the model by fitting a set of moments.

We calculate the model solution with 3 cities and all moments are calculated

directly without simulation. The data sources are the same as in the previous

sections. We construct city level measures of employment and IT usage from the

data. The IT capital variables are constructed as the product of average IT budget

per employee and the share of employees exposed to softwares that are related

to their occupations. See table 2.29 for the list of softwares and assignment. The

moments we use are all constructed for the year 2015, where we pool years 2014-

2016 from the American Community Survey and 2014-2015 for the Aberdeen

Data to improve coverage.

The set of moments we target is shown in table 2.16. Overall the fit is very

good, most moments are fit almost exactly. Almost half of workers are em-

ployed in non-routine cognitive occupations, while just over 20 % are employed

in either routine-manual or routine-cognitive occupations. Next, we consider the

co-variation of employment by occupation category and house prices using the

following regression

log(mi) = b0 + bmp log(p) (2.26)

The parameter bmp approximates the elasticity of employment in an occupation

with respect to house prices. We find that routine-manual jobs are relatively

unlikely to sort towards high price locations, while both non-routine manual jobs

and cognitive jobs are more likely to appear in expensive cities. This relationship

is well captured by the model.

Essential to our exercise however is the joint allocation of capital and labor.

The aggregate capital stock
∫
pk is the sum of all units of capital across all

locations, which we calculate by occupation category. Next, we consider the
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Table 2.16: Moments 2015 and Model Fit

Data Model

Share employed in RM 0.23 0.22

(0.00021)

Share employed in RC 0.22 0.21

(8.1e-5)

Share employed in NRC 0.44 0.42

(0.00026)

bmp NRM 2.7 2.7

(0.15)

bmp RM 1.1 1.1

(0.21)

bmp RC 2.0 2.0

(0.21)

bmp NRC 2.1 2.1

(0.25)∫
log(pk) RC 0.9 0.89

(0.0043)∫
log(pk) NRC 1.0 1.0

(0.0047)

bkp RC 2.1 2.1

(0.27)

bkp NRC 1.9 1.9

(0.26)

l̄og(w) NRM 2.1 2.1

(3.6e-7)

l̄og(w) RM 2.5 2.5

(2.6e-7)

l̄og(w) RC 2.6 2.6

(4.3e-7)

l̄og(w) NRC 3.1 3.1

(3.1e-7)
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Table 2.17: Worker Productivity

log(Al;i,j) = b0 + b1log(Aj)

b0 b1

RM 1.9 -8.2

(0.0052) (0.26)

RC 2.0 -4.0

(0.014) (0.15)

NRC 3.3 -4.5

(0.016) (0.24)

elasticity of capital usage with respect to house prices

log(ki) = b0 + bkp log(p), (2.27)

which is approximated by bkp . This elasticity is at a similar range as that of labor,

and the model fits the respective elasticities exactly. Finally, we consider the

average wage by occupation. There is a clear ranking in terms of average wages,

where non-routine manual jobs are at the lower end of the wage distribution,

while routine jobs can be considered middle wage jobs and non-routine cognitive

jobs are high paying.

Next, we consider the parameterization of parameters and their estimates.

The productivity of jobs relative to that of non-routine manual jobs is parame-

terized as a log-linear function of city TFP. The parameter estimates for b0 and

b1 represent the relationship of employment shares and relative elasticities with

respect to house prices.

IT capital productivity and its elasticity of substitution with routine-cognitive

and non-routine cognitive labor respectively are presented in table 2.18 The

estimated elasticity of substitution of labor and IT capital is larger in routine-

cognitive, relative to non-routine cognitive occupations. Routine type jobs are
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Table 2.18: Capital Productivity Ak;i and Elasticity of Substitution with

labor 1
1−γi

xk γ

RC 0.59 0.56

(0.03) (0.21)

NRC 0.47 0.41

(0.2) (0.15)

Table 2.19: Job Amenity

ai

RM 0.85

(0.023)

RC 0.49

(0.013)

NRC 0.34

(0.011)

expected to be easier to automate relative compared to non-routine jobs, thus the

estimates actually reflect and support that categorization.

Finally, to jointly account for employment and wages by job type we estimate

an amenity by job type, see table 2.19

2.6.4 Results

We consider an experiment where the price of information technology capital

increases. With this experiment, we evaluate to what extent the fall in prices of

IT can explain the change in sorting of jobs to cities over the last 2 decades in

the United States.
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We calculate within the model the elasticity of employment shares πi with re-

spect to IT prices. In the data, we found that routine-cognitive workers sort away

from expensive locations, while non-routine cognitive workers increasingly con-

centrate there. Furthermore, aggregate employment shares in routine-cognitive

jobs fell, while employment in non-routine cognitive jobs rose.

Table 2.20: Elasticity of Employment Shares by Occupation with respect

to IT prices
dπi/πi
dr/r

RC NRC

Aggregate -0.3 0.085

Cheap City -0.22 0.00019

Expensive City -0.49 0.31

Table 2.20 shows the elasticity of employment shares with respect to IT

prices. We find that economy wide, a 1% increase in IT prices leads to a 0.3%

decline in employment in routine-cognitive occupations, while it leads to an

0.085% increase in employment in non-routine cognitive jobs. We also com-

pare the relative behavior of cheap and expensive cities. What we find is that

cheap cities the employment share of routine cognitive jobs falls by less than in

expensive cities. While, for non-routine cognitive jobs the opposite holds. In-

terestingly, the change of non-routine cognitive employment in cheap cities is

almost zero, consistent with a rise and concentration of high skill employment in

expensive urban areas. Thus, a fall in IT prices over time is consistent with the

models implications in terms of employment patterns across jobs and locations.
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2.7 Conclusion

In this paper, we show that the substitution of routine jobs and tasks with ma-

chines, computers, and software has not happened evenly in space. In fact, the

relative benefit of replacing middle-skill workers that perform routine tasks by

computers and software depend on the cost of hiring a worker in this particular

location. Consequently, living costs – in particular housing costs – play a key

role. Our empirical results show that the share of routine-abstract jobs has gone

down proportionately more in expensive and large cities. Moreover, these areas

also have seen a larger investment in technologies directly associated with the

tasks previously exercised by routine-abstract workers. In order to rationalize

the observed empirical patterns, we propose an equilibrium model of location

choice by heterogeneously skilled workers where each location is a small open

economy in the market for computers and software. We show that if computers

are substitutes to middle-skill workers – commonly known as the automation hy-

pothesis – we have that in equilibrium large and expensive cities will invest more

in automation, as they are more likely to substitute middle-skill workers with

computers. Intuitively, in large and expensive cities, the relative benefit of sub-

stituting computers for routine cognitive workers is higher than in cheaper and

smaller places, since computers have the same price everywhere, while workers

must reside locally, having to be compensated for the high local housing prices.
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Figure 2.4: Skill Distribution across city sizes and time
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Figure 2.5: Distribution of OS index across city sizes and time

108



Appendices

Theory - Preliminary Steps - Automation

Preliminaries

Closing the Model
The final steps to close the model involve simplifying the model such that

we have a system with only two equations and two unknowns (k1 and p1

p2
. Based

on the calculations presented in the paper for k2, k1 and their respective FOCs,

we obtain:

Fj(m1j ,m2j ,m3j , kj) = Aj

[
mγ1

1jx1 +
(
mθ

2jx2 + kθjxk

) γ2
θ

+mγ3
3jx3

]
(2.28)

FOCs:

(m1j) : Ajγ1m
γ1−1
1j x1 = w1j

(m2j) : Ajγ2

(
mθ

2jx2 + kθjxk

) γ2
θ
−1
mθ−1

2j x2 = w2j

(m3j) : Ajγ3m
γ3−1
3j x3 = w3j

(kj) : Ajγ2

(
mθ

2jx2 + kθjxk

) γ2
θ
−1
kθ−1
j xk = r

Since from utility equalization, we have:

wij
wij′

=

(
pj
pj′

)α
, ∀i ∈ {1, 2, 3} and ∀j ∈ {1, 2} (2.29)

From (m11), (m12), and feasibility condition for skill 1, we have:

m11 =

[
A2
A1

(
p1

p2

)α] 1
γ1−1

M1

1 +
[
A2
A1

(
p1

p2

)α] 1
γ1−1

(2.30)
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Similarly, for skill 3:

m31 =

[
A2
A1

(
p1

p2

)α] 1
γ3−1

M3

1 +
[
A2
A1

(
p1

p2

)α] 1
γ3−1

(2.31)

From (m21), (k1), (m22), (k2), labor market clearing, and the utility equal-

ization condition, we have:(
m21

m22

)
=

(
p1

p2

) α
θ−1 k1

k2
(2.32)

Now let’s go back to the expression for (k1). Manipulating it, we have that:

m21 =

{
1

x2

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk

]} 1
θ

k1 (2.33)

Similarly, for (k2), we have:

m22 =

{
1

x2

[(
r

A2γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

2 − xk

]} 1
θ

k2 (2.34)

Dividing (2.33) by (2.34)and substituting (2.32), we have:

(
p1

p2

) αθ
θ−1

=



[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

]
[(

r
A2γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

2 − xk

]
 (2.35)

Manipulating and simplifying it, we have:

k
θ(1−γ2)
γ2−θ

2 =

(
A2

A1

) θ
γ2−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ2)
γ2−θ

1 +

(
r

A2γ2xk

) θ
θ−γ2

[
1−

(
p1

p2

) αθ
1−θ
]
xk

Now, we also can use the fact that m21 +m22 = M2. Then, we have that:
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M2x
1
θ
2 =

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1 + . . . (2.36)

[(
r

A2γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

2 − xk

] 1
θ

k2

Substituting (2.35) and manipulating, we have:

k2 =

M2x
1
θ
2 −

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(2.37)

Substituting (2.37) into (2.36) and manipulating, we have:


M2x

1
θ
2 −

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ

k1

(
p1
p2

) α
1−θ

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ



θ(1−γ2)
γ2−θ

=

=
(
A2
A1

) θ
γ2−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ2)
γ2−θ

1 +
(

r
A2γ2xk

) θ
θ−γ2

[
1−

(
p1

p2

) αθ
1−θ
]
xk

(2.38)

which implicitly pins down k1 as a function of p1

p2
.

Finally, in order to pin down the equilibrium, we need to work with the hous-

ing market equilibrium conditions. Looking at the ratio of the housing market

clearing conditions, we have:

w11m11 + w21m21 + w31m31

w12m12 + w22m22 + w32m32
=
p1

p2
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Now substituting wages and labor demands and rearranging it, we have:
(
mθ

21x2 + kθ1xk
) γ2−θ

θ mθ
21x2−

−A2
A1

p1

p2

(
mθ

22x2 + kθ2xk
) γ2−θ

θ mθ
22x2

 =

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M3

1+
[
A2
A1

(
p1
p2

)α] 1
γ3−1

γ3

x3

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ3
γ3−1

]


(2.39)

Then, from the ratio of (m21) and (m22), we have:(
mθ

22x2 + kθ2xk

) γ2−θ
θ

=

(
p2

p1

)α (
mθ

21x2 + kθ1xk

) γ2−θ
θ
. . . (2.40)(

m21

m22

)θ−1(A1

A2

)
Substituting (2.40) into (2.39) and rearranging, we have:{ [

1−
(
p1

p2

)1−α
M2−m21
m21

] (
mθ

21x2 + kθ1xk
) γ2−θ

θ mθ
21x2

}
=

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M3

1+
[
A2
A1

(
p1
p2

)α] 1
γ3−1

γ3

x3

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ3
γ3−1

]


(2.41)

But then, from equation (2.33), we have that:

mθ
21x2 =

(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−θ)
γ2−θ

1 − kθ1xk (2.42)

Similarly, from (k1), we have:(
mθ

21x2 + kθ1xk

) γ2−θ
θ

=

(
r

A1γ2xk

)
k1−θ

1 (2.43)
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Then, from (2.42) and (2.43), we have:

(
mθ

21x2 + kθ1xk

) γ2−θ
θ
mθ

21x2 =

(
r

A1γ2xk

) γ2
γ2−θ

k
γ2(1−θ)
γ2−θ

1 − r

A1γ2
k1 (2.44)

Substituting equation (2.37) into (2.32) and manipulating, we have:

M2 −m21

m21
=

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(2.45)

Consequently:

[
1−

(
p1
p2

)1−α
M2 −m21

m21

]
=


(

1 +
(
p1
p2

)1−α)
k1

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk
] 1
θ

−
(
p1
p2

)1−α
M2x

1
θ
2


k1

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk
] 1
θ

(2.46)

Then, from equations (2.44) and (2.46), we have that:[
1−

(
p1
p2

)1−α
M2−m21

m21

] (
mθ

21x2 + kθ1xk
) γ2−θ

θ mθ
21x2 =

(
1 +

(
p1
p2

)1−α)
k1

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk
] 1
θ

−
(
p1
p2

)1−α
M2x

1
θ
2


k1

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ

×
{(

r
A1γ2xk

) γ2
γ2−θ

k
γ2(1−θ)
γ2−θ

1 − r
A1γ2

k1

}
(2.47)

Notice that the LHS of equation (2.47) is the same of the one of equation
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(2.41). Substituting it back, we have:



(
1 +

(
p1
p2

)1−α)
k1

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk


1
θ

−
(
p1
p2

)1−α
M2x

1
θ
2


k1

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk


1
θ

×

( r
A1γ2xk

) γ2
γ2−θ k

γ2(1−θ)
γ2−θ

1 − r
A1γ2

k1

 =



 M1

1+

[
A2
A1

(
p1
p2

)α] 1
γ1−1


γ1

x1

[
A2
A1

p1
p2
−
[
A2
A1

(
p1
p2

)α] γ1
γ1−1

]

+

 M3

1+

[
A2
A1

(
p1
p2

)α] 1
γ3−1


γ3

x3

[
A2
A1

p1
p2
−
[
A2
A1

(
p1
p2

)α] γ3
γ3−1

]


(2.48)

Finally, notice that equations (2.48) and (2.38) generate a system with two

equations and two unknowns (k1 and p1

p2
):




(

1 +
(
p1
p2

)1−α)
k1

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk


1
θ

−
(
p1
p2

)1−α
M2x

1
θ
2


k1

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ

×

{(
r

A1γ2xk

) γ2
γ2−θ k

γ2(1−θ)
γ2−θ

1 − r
A1γ2

k1

}
=

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M3

1+
[
A2
A1

(
p1
p2

)α] 1
γ3−1

γ3

x3

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ3
γ3−1

]


(F.1)


M2x

1
θ
2 −

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ

k1

(
p1
p2

) α
1−θ

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ



θ(1−γ2)
γ2−θ

=

=
(
A2
A1

) θ
γ2−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ2)
γ2−θ

1 +
(

r
A2γ2xk

) θ
θ−γ2

[
1−

(
p1

p2

) αθ
1−θ
]
xk

(F.2)
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Preliminary Results

In this subsection, we present some preliminary results that will help us to show

the main results presented in the paper.

Lemma A.1: The distribution of skills across cities is identical if and only if
mi1
mi2

= constant, ∀i ∈ {1, 2, 3}.
Proof: (⇒) Consider that the distribution across cities is constant, then pdfi1 =

pdfi2, ∀i ∈ {1, 2, 3}, i.e.:

mi1

m11 +m21 +m31
=

mi2

m12 +m22 +m32
(2.49)

But that means that mi1
mi2

= η = S1
S2

= m11+m21+m31
m12+m22+m32

. The other direction is

trivial. �

Lemma A.2: Assume γ2 < θ. p1 = p2 if and only if A1 = A2.

Proof: Towards a contradiction, let’s assume that A1 = A2 and p1 > p2. From

the RHS of (F.1), we have:

 M1

1+
[(

p1
p2

)α] 1
γ1−1

γ1

x1

[
p1

p2
−
(
p1

p2

) γ1α
γ1−1

]

+

 M3

1+
[(

p1
p2

)α] 1
γ3−1

γ3

x3

[
p1

p2
−
(
p1

p2

) γ3α
γ3−1

]

> 0

Since p1 > p2, γ1 < 1, and γ3 < 1. Therefore, the LHS of (F.1) must also be

positive in order for the equality to be satisfied. Then, from equation (2.44), we

have:

(
mθ

21x2 + kθ1xk

) γ2−θ
θ
mθ

21x2 =

(
r

A1γ2xk

) γ2
γ2−θ

k
γ2(1−θ)
γ2−θ

1 − r

A1γ2
k1
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So the second term on the LHS of (F.1) must be positive. Moreover, from

(2.43), we have that:

k1

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

= m21x
1
θ
2 > 0

Consequently, in order to satisfy (F.1), we must have:

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

< k1

(
p1

p2

)α−1

Dividing both sides by
(
p1

p2

) α
1−θ , we have:

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

< k1

(
p2

p1

)(1+ αθ
1−θ )

(2.50)

Now, from (F.2), we have that, due to p1 > p2 and γ2 < θ:

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

>

(
p2

p1

) αθ
1−θ×

θ−γ2
θ(1−γ2)

k1 (2.51)

Then, notice that:

1 +
αθ

1− θ
− αθ

1− θ
× θ − γ2

θ(1− γ2)
=1 +

αθ

1− θ

[
1− θ − γ2

θ(1− γ2)

]
= . . .

(2.52)

1 +
αθ

1− θ

[
γ2(1− θ)
θ(1− γ2)

]
> 0
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Therefore the exponent at p2

p1
is higher at the RHS of (2.50). Since p2

p1
∈ (0, 1),

we have that:

k1

(
p2

p1

)(1+ αθ
1−θ )

<

(
p2

p1

) αθ
1−θ×

θ−γ2
θ(1−γ2)

k1

consequently, equations (2.50) and (2.51) give us a contradiction.

Now, again towards a contradiction, let’s assume p2 > p1. In this case, from

the RHS of (F.1), we have:

 M1

1+
[(

p1
p2

)α] 1
γ1−1

γ1

x1

[
p1

p2
−
(
p1

p2

) γ1α
γ1−1

]

+

 M3

1+
[(

p1
p2

)α] 1
γ3−1

γ3

x3

[
p1

p2
−
(
p1

p2

) γ3α
γ3−1

]

< 0

Since p1 < p2, γ1 < 1, and γ3 < 1. Therefore, the LHS of (F.1) must also

be negative. Since we already showed that the second term in the LHS and the

denominator of the first term in the LHS must be positive, this requirement of a

negative LHS implies, after dividing both sides by
(
p1

p2

) α
1−θ :

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

> k1

(
p2

p1

)(1+ αθ
1−θ )

(2.53)

Then, from (F.2), since p1 < p2, the last term on the RHS is positive. Con-

sequently, once γ2 < θ, we have:

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

<

(
p2

p1

) αθ
1−θ×

θ−γ2
θ(1−γ2)

k1 (2.54)
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Since:

1 +
αθ

1− θ
− αθ

1− θ
× θ − γ2

θ(1− γ2)
= 1 +

αθ

1− θ

[
1− θ − γ2

θ(1− γ2)

]
= . . .

1 +
αθ

1− θ

[
γ2(1− θ)
θ(1− γ2)

]
> 0

and p2 > p1, we have that:

k1

(
p2

p1

)(1+ αθ
1−θ )

>

(
p2

p1

) αθ
1−θ×

θ−γ2
θ(1−γ2)

k1

Consequently, equations (2.53) and (2.54) give us a contradiction. Therefore, we

have that p1 = p2 ⇔ A1 = A2. �

SBTC

The final steps to close the model involve simplifying the model such that we

have a system with only two equations and two unknowns (k1 and p1

p2
. Based on

the calculations presented in the paper for k2, k1 and their respective FOCs, we

obtain:

Fj(m1j ,m2j ,m3j , kj) = Aj

[
mγ1

1jx1 +
(
mθ

3jx3 + kθjxk

) γ3
θ

+mγ2
2jx2

]
(2.55)

FOCs:

(m1j) : Ajγ1m
γ1−1
1j x1 = w1j

(m2j) : Ajγ2m
γ2−1
2j x2 = w2j

(m3j) : Ajγ3

(
mθ

3jx3 + kθjxk

) γ3
θ
−1
mθ−1

3j x3 = w3j

(kj) : Ajγ3

(
mθ

3jx3 + kθjxk

) γ3
θ
−1
kθ−1
j xk = r
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Since from utility equalization, we have:

wij
wij′

=

(
pj
pj′

)α
, ∀i ∈ {1, 2, 3} and ∀j ∈ {1, 2} (2.56)

From (m11), (m12), and feasibility condition for skill 1, we have:

m11 =

[
A2
A1

(
p1

p2

)α] 1
γ1−1

M1

1 +
[
A2
A1

(
p1

p2

)α] 1
γ1−1

(2.57)

Similarly, for skill 2:

m21 =

[
A2
A1

(
p1

p2

)α] 1
γ2−1

M2

1 +
[
A2
A1

(
p1

p2

)α] 1
γ2−1

(2.58)

From (m31), (k1), (m32), (k2), labor market clearing, and the utility equal-

ization condition, we have:(
m31

m32

)
=

(
p1

p2

) α
θ−1 k1

k2
(2.59)

Now let’s go back to the expression for (k1). Manipulating it, we have that:

m31 =

{
1

x3

[(
r

A1γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

1 − xk

]} 1
θ

k1 (2.60)

Similarly, for (k2), we have:

m32 =

{
1

x3

[(
r

A2γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

2 − xk

]} 1
θ

k2 (2.61)

Dividing (2.33) by (2.61)and substituting (2.59), we have:

(
p1

p2

) αθ
θ−1

=



[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

]
[(

r
A2γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

2 − xk

]
 (2.62)
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Manipulating and simplifying it, we have:

k
θ(1−γ3)
γ3−θ

2 =

(
A2

A1

) θ
γ3−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ3)
γ3−θ

1 +

(
r

A2γ3xk

) θ
θ−γ3

[
1−

(
p1

p2

) αθ
1−θ
]
xk

Now, we also can use the fact that m31 +m32 = M3. Then, we have that:

M3x
1
θ
3 =

[(
r

A1γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

k1+ (2.63)

[(
r

A2γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

2 − xk

] 1
θ

k2

Substituting (2.62) and manipulating, we have:

k2 =

M3x
1
θ
3 −

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

k1

(
p1

p2

) α
1−θ

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

(2.64)

Substituting (2.64) into (2.63) and manipulating, we have:
M3x

1
θ
3 −

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk

 1
θ

k1

(
p1
p2

) α
1−θ

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk

 1
θ



θ(1−γ3)
γ3−θ

=

=
(
A2
A1

) θ
γ3−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ3)
γ3−θ

1 +
(

r
A2γ3xk

) θ
θ−γ3

[
1−

(
p1

p2

) αθ
1−θ
]
xk

(2.65)

which implicitly pins down k1 as a function of p1

p2
.

Finally, in order to pin down the equilibrium, we need to work with the hous-

ing market equilibrium conditions. Looking at the ratio of the housing market

clearing conditions, we have:

w11m11 + w21m21 + w31m31

w12m12 + w22m22 + w32m32
=
p1

p2
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Now substituting wages and labor demands and rearranging it, we have:
(
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3−

−A2
A1

p1

p2

(
mθ

32x3 + kθ2xk
) γ3−θ

θ mθ
32x3

 =

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M2

1+
[
A2
A1

(
p1
p2

)α] 1
γ2−1

γ2

x2

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ2
γ2−1

]


(2.66)

Then, from the ratio of (m31) and (m32), we have:(
mθ

32x3 + kθ2xk

) γ3−θ
θ

=

(
p2

p1

)α (
mθ

31x3 + kθ1xk

) γ3−θ
θ × . . . (2.67)(

m31

m32

)θ−1

×
(
A1

A2

)
Substituting (2.67) into (2.66) and rearranging, we have:{ [

1−
(
p1

p2

)1−α
M3−m31
m31

] (
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3

}
=

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M2

1+
[
A2
A1

(
p1
p2

)α] 1
γ2−1

γ2

x2

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ2
γ2−1

]


(2.68)

But then, from equation (2.60), we have that:

mθ
31x3 =

(
r

A1γ3xk

) θ
γ3−θ

k
θ(1−θ)
γ3−θ

1 − kθ1xk (2.69)

Similarly, from (k1), we have:(
mθ

31x3 + kθ1xk

) γ3−θ
θ

=

(
r

A1γ3xk

)
k1−θ

1 (2.70)

121



Then, from (2.69) and (2.70), we have:

(
mθ

31x3 + kθ1xk

) γ3−θ
θ
mθ

31x3 =

(
r

A1γ3xk

) γ3
γ3−θ

k
γ3(1−θ)
γ3−θ

1 − r

A1γ3
k1 (2.71)

Substituting equation (2.64) into (2.59) and manipulating, we have:

M3 −m31

m31
=

M3x
1
θ
3 − k1

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

k1

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

(2.72)

Consequently:

[
1−

(
p1
p2

)1−α
M3 −m31

m31

]
=


(

1 +
(
p1
p2

)1−α)
k1

[(
r

A1γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

1 − xk
] 1
θ

−
(
p1
p2

)1−α
M3x

1
θ
3


k1

[(
r

A1γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

1 − xk
] 1
θ

(2.73)

Then, from equations (2.71) and (2.73), we have that:

[
1−

(
p1
p2

)1−α M3−m31
m31

] (
mθ31x3 + kθ1xk

) γ3−θ
θ mθ31x3 =

(
1 +

(
p1
p2

)1−α)
k1

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk


1
θ

−
(
p1
p2

)1−α
M3x

1
θ
3


k1

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk


1
θ

×

( r
A1γ3xk

) γ3
γ3−θ k

γ3(1−θ)
γ3−θ

1 − r
A1γ3

k1


(2.74)

Notice that the LHS of equation (2.74) is the same of the one of equation
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(2.68). Substituting it back, we have:



(
1 +

(
p1
p2

)1−α)
k1

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk


1
θ

−
(
p1
p2

)1−α
M3x

1
θ
3


k1

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk


1
θ

×

( r
A1γ3xk

) γ3
γ3−θ k

γ3(1−θ)
γ3−θ

1 − r
A1γ3

k1

 =



 M1

1+

[
A2
A1

(
p1
p2

)α] 1
γ1−1


γ1

x1

[
A2
A1

p1
p2
−
[
A2
A1

(
p1
p2

)α] γ1
γ1−1

]

+

 M2

1+

[
A2
A1

(
p1
p2

)α] 1
γ2−1


γ2

x2

[
A2
A1

p1
p2
−
[
A2
A1

(
p1
p2

)α] γ2
γ2−1

]


(2.75)

Finally, notice that equations (2.75) and (2.65) generate a system with two

equations and two unknowns (k1 and p1

p2
):
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



(
1 +

(
p1

p2

)1−α
)
k1

[(
r

A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 − xk

] 1
θ

−
(
p1

p2

)1−α
M3x

1
θ
3


k1

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk

 1
θ

×

{(
r

A1γ3xk

) γ3
γ3−θ k

γ3(1−θ)
γ3−θ

1 − r
A1γ3

k1

}
=

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ1
γ1−1

]

+

 M2

1+
[
A2
A1

(
p1
p2

)α] 1
γ2−1

γ2

x2

[
A2
A1

p1

p2
−
[
A2
A1

(
p1

p2

)α] γ2
γ2−1

]


(F.1)


M3x

1
θ
3 −

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk

 1
θ

k1

(
p1
p2

) α
1−θ

( r
A1γ3xk

) θ
γ3−θ k

θ(1−γ3)
γ3−θ

1 −xk

 1
θ



θ(1−γ3)
γ3−θ

=

=
(
A2
A1

) θ
γ3−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ3)
γ3−θ

1 +
(

r
A2γ3xk

) θ
θ−γ3

[
1−

(
p1

p2

) αθ
1−θ
]
xk

(F.2)

Preliminary Results

In this subsection, we present some preliminary results that will help us to show

the main results presented in the paper.

Lemma A.3: The distribution of skills across cities is identical if and only if
mi1
mi2

= constant,∀i ∈ {1, 2, 3}.
Proof: (⇒) Consider that the distribution across cities is constant, then pdfi1 =

pdfi2, ∀i ∈ {1, 2, 3}, i.e.:

mi1

m11 +m21 +m31
=

mi2

m12 +m22 +m32
(2.76)
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But that means that mi1
mi2

= η = S1
S2

= m11+m21+m31
m12+m22+m32

. The other direction is

trivial. �

Lemma A.4: Assume γ3 > θ. p1 = p2 if and only if A1 = A2.

Proof: Towards a contradiction, let’s assume that A1 = A2 and p1 > p2. Conse-

quently,
(
p1

p2

) αθ
θ−1

< 1. From (2.62), we have k1 < k2. But then, from equation

(2.59), we obtain m31 < m32. Finally, from the RHS of (2.39), we have:

 M1

1+
[(

p1
p2

)α] 1
γ1−1

γ1

x1

[
p1

p2
−
(
p1

p2

) γ1α
γ1−1

]

+

 M2

1+
[(

p1
p2

)α] 1
γ2−1

γ2

x2

[
p1

p2
−
(
p1

p2

) γ2α
γ2−1

]

> 0

Since p1 > p2, γ1 < 1, and γ2 < 1. However, given the results we obtained

from (2.62) and (2.59), the LHS of (2.66) gives us:
(
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3−

−A2
A1

p1

p2

(
mθ

32x3 + kθ2xk
) γ3−θ

θ mθ
32x3

 < 0

which is a contradiction.

Similarly, again towards a contradiction, let’s consider A1 = A2 and p1 <

p2. Then
(
p1

p2

) αθ
θ−1

> 1. Again from (2.62), we have k1 > k2. Similarly, from

(2.59), we obtain m31 > m32. But then, from (2.66), we have that:

 M1

1+
[(

p1
p2

)α] 1
γ1−1

γ1

x1

[
p1

p2
−
(
p1

p2

) γ1α
γ1−1

]

+

 M2

1+
[(

p1
p2

)α] 1
γ2−1

γ2

x2

[
p1

p2
−
(
p1

p2

) γ2α
γ2−1

]

< 0
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given p1 < p2. Then RHS(2.66) < 0. While
(
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3−

−A2
A1

p1

p2

(
mθ

32x3 + kθ2xk
) γ3−θ

θ mθ
32x3

 > 0.

which again gives you a contradiction. Therefore, we have that p1 = p2. Conse-

quently, we have that A1 = A2 ⇒ p1 = p2.

Now, let’s show that p1 = p2 ⇒ A1 = A2. Assume p1 = p2. Then, from

(2.59), we have:
m31

m32
=
k1

k2
(2.77)

From (2.62) , we have
k1

k2
=

(
A1

A2

) 1
1−γ3

(2.78)

Combining (2.77) and (2.78), we have:

m31

m32
=

(
A1

A2

) 1
1−γ3

(2.79)

But then, from LHS(2.66), substituting (2.77) and (2.79) given p1 = p2, we have:
(
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3−

−A2
A1

p1

p2

(
mθ

32x3 + kθ2xk
) γ3−θ

θ mθ
32x3

 = . . . (2.80)

[(
A1

A2

) γ3
1−γ3

− A2

A1

](
mθ

32x3 + kθ2xk

) γ3−θ
θ
mθ

32x3

while the RHS(2.66) gives us:

 M1

1+
(
A1
A2

) 1
1−γ1

γ1

x1

[
A2
A1
−
(
A1
A2

) γ1
1−γ1

]

+

 M2

1+
(
A1
A2

) 1
1−γ2

γ2

x2

[
A2
A1
−
(
A1
A2

) γ2
1−γ2

]


(2.81)
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Then, consider the case in whichA1 > A2. From (2.80), we have that LHS(2.66)>

0, while (2.81) gives us RHS(2.66)< 0. Similarly, if A1 < A2, (2.80) gives us

LHS(2.66)< 0 while (2.81) gives us RHS(2.66)> 0. Consequently, (2.66) is

only satisfied if A1 = A2, concluding our proof.�

Proofs

Proof of Proposition 2

Proof. Towards a contradiction, assume that A2 > A1 and p1 > p2. Then, the

RHS of (F.1) is positive. Consequently, in order to satisfy (F.1), (F.1)’s LHS

must also be positive. Following the same argument presented in the proof of

Lemma A.2, we have that inequality (2.50) must hold. Then, from (F.2) we

have that, given that p1 > p2, the last term in (F.2)’s RHS –(
r

A2γ2xk

) θ
θ−γ2

[
1−

(
p1

p2

) αθ
1−θ
]
xk – is negative. We also know that since A2 >

A1 and γ2 < θ,
(
A2
A1

) θ
γ2−θ < 1. Therefore, (F.2) gives us:

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

(
p1

p2

) α
1−θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

>

(
p2

p1

) αθ
1−θ×

θ−γ2
θ(1−γ2)

k1 (2.82)

Given (2.52) we have that, once p2

p1
∈ (0, 1):

k1

(
p2

p1

)(1+ αθ
1−θ )

<

(
p2

p1

) αθ
1−θ×

θ−γ
θ(1−γ)

k1

Consequently, (2.50) and (2.82) give us a contradiction. Following the same

procedure we can easily show that A1 > A2 and p2 > p1 give us the same con-

tradiction. Since lemma A.3 shows that price equality is only achieved through

TFP equality, this concludes our proof.
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Proof of Proposition 2

Proof. Without loss of generality, assume A1 > A2, Then, based on proposition

2, we have that p1 > p2. Then, from equation (2.35), we have:

(
p1

p2

) αθ
θ−1

=


(

r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk(
r

A2γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

2 − xk

 (2.83)

Then, since θ < 1, we have
(
p1

p2

) αθ
θ−1

< 1. Consequently:
(

r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk(
r

A2γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

2 − xk

 < 1 (2.84)

Rearranging it: (
k1

k2

) θ(1−γ2)
γ2−θ

<

(
A1

A2

) θ
γ2−θ

(2.85)

Since γ2 < θ, this implies that
(
k1
k2

) θ(1−γ2)
θ−γ2 >

(
A1
A2

) θ
θ−γ2 . Since A1 > A2, we

must have that k1
k2
> A1

A2
⇒ k1 > k2.

Before we prove Theorem 1, let’s prove some preliminary results that will

be important for the theorems’ proofs.

Lemma 1. If A1 > A2 we must have that
(
p2

p1

)α
A1
A2

> 1.

Proof. From proposition 1 we have that A1 > A2 ⇒ p1 > p2. Now, let’s focus

on (F.1)’s RHS. This term is positive or negative depending on the following

term:
A2

A1

p1

p2
−
[(

p2

p1

)α A1

A2

] γi
1−γi

, ∀i ∈ {1, 3} (2.86)
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Now, towards a contradiction, let’s assume thatA1 > A2 and
(
p2

p1

)α
A1
A2

< 1.

Consequently, the second term in expression (2.86) is less than one. Similarly,(
p2

p1

)α
A1
A2

< 1⇒ A2
A1

(
p1

p2

)α
> 1. Since α < 1 and p1

p2
> 1, this gives us that

A2

A1

p1

p2
−
[(

p2

p1

)α A1

A2

] γi
1−γi

> 0, ∀i ∈ {1, 3}

and the (F.1)’s RHS is positive. Then, (F.1)’s LHS must also be positive. Fol-

lowing the same argument presented in the proof of lemma A.2, we have that

inequality (2.50) must hold.

Similarly, from p1 > p2, we have that the last term on (F.2)’s RHS is nega-

tive. Therefore, since γ2 < θ, we have:
M2x

1
θ
2 −

[(
r

A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk
] 1
θ

k1(
p1
p2

) α
1−θ
[(

r
A1γ2xk

) θ
γ2−θ

k
θ(1−γ2)
γ2−θ

1 − xk
] 1
θ

 >

(
A2

A1

) 1
1−γ2

(
p1
p2

) α
1−θ×

γ2−θ
(1−γ2)

k1

(2.87)

Then, we have that:

RHS(2.50)
RHS(2.87)

=

(
p2

p1

)1+ αθ
1−θ

[
1− γ2−θ

θ(1−γ2)

](
A1

A2

) 1
1−γ2

(2.88)

Notice that 1− γ2−θ
θ(1−γ2) = γ2(1−θ)

θ(1−γ2) . Consequently:

RHS(2.50)
RHS(2.87)

=

(
p2

p1

)1+
γ2α

(1−γ2)
(
A1

A2

) 1
1−γ2

=

{(
p2

p1

)1−γ2(1−α) A1

A2

} 1
1−γ2

(2.89)

But then, notice that 1− γ2(1− α)− α = (1− α)(1− γ2) > 0. Therefore,

1− γ2(1− α) > α. Since p2 < p1, we have that:(
p2

p1

)1−γ2(1−α) A1

A2
<

(
p2

p1

)α A1

A2
< 1 (2.90)
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where the last inequality comes from our assumption for the contradiction. Then,

since 1
1−γ2

> 0, we have RHS(2.50)
RHS(2.87)

< 1. But then inequalities (2.50) and (2.87)

cannot both be satisfied and we have a contradiction.

Corollary 2. If A1 > A2 we must have m11 > m12 and m31 > m32.

Proof. From the expression for m11, we have:

m11 =

[(
p1

p2

)α
A2
A1

] 1
γ1−1

M1{
1 +

[(
p1

p2

)α
A2
A1

] 1
γ1−1

} =

[(
p2

p1

)α
A1
A2

] 1
1−γ1 M1{

1 +
[(

p2

p1

)α
A1
A2

] 1
1−γ1

} (2.91)

Since from lemma 1 we have
(
p2

p1

)α
A1
A2

> 1, we must have that

[(
p2

p1

)α
A1
A2

] 1
1−γ1 M1{

1 +
[(

p2

p1

)α
A1
A2

] 1
1−γ1

} >
M1

2

. Consequentlym11 > m12. The identical argument shows thatm31 > m32.

Proof of Theorem 1

Proof. We already know that m11 > m12 and m31 > m32. So, the only way

in which we may have S2 > S1 is that m22 > m21. Therefore, towards a

contradiction, assume that m22 > m21. From (2.45):

M2x
1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

> k1 (2.92)
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Then, back to (F.2), we have:


M2x

1
θ
2 −

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ

k1

(
p1
p2

) α
1−θ

( r
A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 −xk

 1
θ



θ(1−γ2)
γ2−θ

=

=
(
A2
A1

) θ
γ2−θ

(
p1

p2

) αθ
1−θ

k
θ(1−γ2)
γ2−θ

1 +
(

r
A2γ2xk

) θ
θ−γ2

[
1−

(
p1

p2

) αθ
1−θ
]
xk

(2.93)

Since A1 > A2 we know from previous results that p1 > p2. Consequently,

the last term in (F.2)’s RHS is negative and we have:


M2x

1
θ
2 −

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ



θ(1−γ2)
γ2−θ

> . . . (2.94)

(
A2

A1

) θ
γ2−θ

(
p1

p2

) αθ
1−θ×

[
1+

1−γ2
γ2−θ

]
k
θ(1−γ2)
γ2−θ

1

Now, from (2.92) we have that, since γ2 < θ:


M2x

1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ



θ(1−γ2)
γ2−θ

< k
θ(1−γ2)
γ2−θ

1 (2.95)
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Now, substituting (2.95) into (2.94), we have:

k
θ(1−γ2)
γ2−θ

1 > . . . (2.96)
M2x

1
θ
2 − k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ



θ(1−γ2)
γ2−θ

> . . .

[(
p2

p1

)α A1

A2

] θ
θ−γ2

k
θ(1−γ2)
γ2−θ

1

From lemma 2 and the fact that θ > γ2, we have that
[(

p2

p1

)α
A1
A2

] θ
θ−γ2 > 1.

Consequently, we found a contradiction. Therefore, we must have m21 > m22

and S1 > S2.

Before presenting the proof for theorem 2, let’s consider a final intermediary

result:

Claim 1. Assume γ2 < θ. If A1 > A2 we must have m21
m22

<
[(

p2

p1

)α
A1
A2

] 1
1−γ2

Proof. From lemma 1, we have that if A1 > A2 we must have
(
p2

p1

)α
A1
A2

> 1.

Then, from (F.2), since p1 > p2, we must have:


M2x

1
θ
2 −

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ

k1

k1

[(
r

A1γ2xk

) θ
γ2−θ k

θ(1−γ2)
γ2−θ

1 − xk

] 1
θ



θ(1−γ2)
γ2−θ

<

{
A2

A1

(
p1

p2

)α} θ
γ2−θ

From (2.45) and γ2 < θ, we have m21
m22

<
[(

p2

p1

)α
A1
A2

] 1
1−γ2 , concluding the

proof.
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Proof of Theorem 2:

Proof. Assume that γi ≡ γ,∀i ∈ {1, 2, 3} and γ < θ. Assume that A1 >

A2 as well. From theorem 1 and claim 1 we have S1 <
[(

p2

p1

)α
A1
A2

] 1
1−γ2 S2.

Then, notice that pdf1i = m1i
Si

. Therefore pdf11

pdf12
= m11

m12
× S2

S1
. Since m11

m12
=[(

p2

p1

)α
A1
A2

] 1
1−γ and S2

S1
> 1[(

p2
p1

)α A1
A2

] 1
1−γ

, we have that:

pdf11

pdf12
>

[(
p2

p1

)α A1

A2

] 1
1−γ
× 1[(

p2

p1

)α
A1
A2

] 1
1−γ

(2.97)

Consequently pdf11 > pdf12. The same calculation gives us pdf31 > pdf32.

Since density functions must add to one, we must also have pdf21 < pdf22

Proof of Proposition 4

Proof. Towards a contradiction, assume that A1 > A2 and p2 > p1. Then, from

(2.62), after some manipulations and using γ3 > θ, and p2

p1
> 1 we have:(

r

A1γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

1 >

(
r

A2γ3xk

) θ
γ3−θ

k
θ(1−γ3)
γ3−θ

2

i.e.:
k1

k2
>

(
A1

A2

) 1
1−γ3

(2.98)

From equation (2.59), we have:

m31

m32
>
k1

k2
⇒ m31

m32
>

(
A1

A2

) 1
1−γ3

(2.99)

Then, from LHS(2.66), substituting (2.98) and (2.99), we have:


(
mθ31x3 + kθ1xk

) γ3−θ
θ mθ31x3−

−A2
A1

p1
p2

(
mθ32x3 + kθ2xk

) γ3−θ
θ mθ32x3

 >

(A1

A2

) γ3
1−γ3 −

A2

A1

(
p1

p2

) (m
θ
32x3+k

θ
2xk)

γ3−θ
θ m

θ
32x3 > 0

(2.100)
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While from RHS(2.66), we have that:[
A2

A1

p1

p2
−
[
A2

A1

(
p1

p2

)α] γi
γi−1

]
< 0, ∀γi < 1

Consequently RHS(2.39)< 0, which gives us a contradiction. Since we showed

in lemma A.2 that p1 = p2 only happens ifA1 = A2, we must have thatA1 > A2

⇒ p1 > p2. Following the same procedure we can easily show that A2 > A1⇒
p2 > p1.

Proof of Proposition 5

Proof. Without loss of generality, assume that A1 > A2. From proposition 4 we

have that A1 > A2 ⇒ p1 > p2. From (2.64) and (F.2), given that p1 > p2, we

have – after some manipulations:

k1

k2
>

(
A1

A2

) 1
1−γ3

(
p2

p1

) α(γ3−θ)
(1−γ3)(1−θ)

While from (2.59), we have that:

m31

m32
>

(
p2

p1

) α
1−θ
(
A1

A2

) 1
1−γ3

(
p2

p1

) α(γ3−θ)
(1−γ3)(1−θ)

Simplifying it:
m31

m32
>

[
A1

A2

(
p2

p1

)α] 1
1−γ3

(2.101)

Let’s consider two cases:

Case 1:
[
A1
A2

(
p2

p1

)α]
≥ 1 – In this case, equation (2.101) already implies that

m31 ≥ m32. From (2.59) and θ < 1, we have that:

k1

k2
≥
(
p1

p2

) α
1−θ

> 1 (2.102)
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Consequently, k1 > k2, concluding this part of the proof.

Case 2:
[
A1
A2

(
p2

p1

)α]
< 1 – In this case, from RHS(2.66), we have that:

 M1

1+
[
A2
A1

(
p1
p2

)α] 1
γ1−1

γ1

x1

[
A2
A1

p1

p2
−
[
A1
A2

(
p2

p1

)α] γ1
1−γ1

]

+

 M2

1+
[
A2
A1

(
p1
p2

)α] 1
γ2−1

γ2

x2

[
A2
A1

p1

p2
−
[
A1
A2

(
p2

p1

)α] γ2
1−γ2

]


Given A1
A2

(
p2

p1

)α
< 1, notice that:

A1

A2

(
p2

p1

)α
< 1⇒ A2

A1

(
p1

p2

)α
> 1⇒ A2

A1

p1

p2
> 1

Consequently,
[
A2
A1

p1

p2
−
[
A1
A2

(
p2

p1

)α] γi
1−γi

]
> 0 for i ∈ {1, 2} and RHS(2.66)>

0.

But then, from (2.68), given that
(
mθ

31x3 + kθ1xk
) γ3−θ

θ mθ
31x3 > 0, we would

need to have:

1−
(
p1

p2

)1−α M3 −m31

m31
> 0

Rearranging it:
m31

m32
>

(
p1

p2

)1−α
> 1 (2.103)

From (2.103) and (2.59), we have:(
p2

p1

) α
1−θ k1

k2
>

(
p1

p2

)1−α
⇒ k1

k2
>

(
p1

p2

)1+ αθ
1−θ

(2.104)

Consequently, (2.104) implies that k1 > k2, concluding our proof.

Proof of Corollary 1
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Proof. Proof of proposition 5 already showed this result for all cases but[
A1
A2

(
p2

p1

)α]
= 1. In this case, notice that:

A1

A2

(
p2

p1

)α
= 1⇒ A2

A1

(
p1

p2

)α
= 1

Since α < 1 and p1 > p2, we have that A2
A1

(
p1

p2

)
> 1. Again, we can show that

the RHS(2.39)> 0. Following the same steps presented in the proof of proposi-

tion 5, we can conclude that m3i > m3j .

Proof of Theorem 3

Proof. Towards a contradiction, assume that pdf31 ≤ pdf32. In this case, we

must have:
m31

m11 +m21 +m31
≤ m32

m12 +m22 +m32

Rearranging and simplifying it, we obtain:

m31m12 −m32m11 +m31m22 −m32m21 ≤ 0 (2.105)

From equations (2.57) and (2.58) and labor market clearing conditions, we

have:

m11 =

[
A1

A2

(
p1

p2

)α] 1
1−γ

m12 and m21 =

[
A1

A2

(
p1

p2

)α] 1
1−γ

m22 (2.106)

As a result, we have:

m31m12 −m32m11 = m32m12

{
m31

m32
−
[
A1

A2

(
p1

p2

)α] 1
1−γ
}
> 0 (2.107)

and

m31m22 −m32m21 = m32m22

{
m31

m32
−
[
A1

A2

(
p1

p2

)α] 1
1−γ
}
> 0 (2.108)
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where the inequalities come from m31
m32

>
[
A1
A2

(
p1

p2

)α] 1
1−γ as shown in equation

(2.101). Consequently, equations (2.105), (2.107), and (2.108) jointly show a

contradiction. As a result, pdf31 > pdf32.

Similarly, towards a contradiction, consider that pdf21 ≥ pdf22. In this case,

we must have:

m21

m11 +m21 +m31
≥ m22

m12 +m22 +m32

Rearranging and simplifying it, we obtain:

m12m21 −m22m11 +m32m21 −m31m22 ≤ 0 (2.109)

From (2.106), after some manipulations, we have:

m12m21 −m22m11 = 0 (2.110)

and

m32m21 −m31m22 = m32m22

{[
A1

A2

(
p1

p2

)α] 1
1−γ
− m31

m32

}
< 0 (2.111)

where the inequalities come from m31
m32

>
[
A1
A2

(
p1

p2

)α] 1
1−γ as shown in equation

(2.101). Consequently, equations (2.109), (2.110), and (2.111) jointly show a

contradiction. As a result, pdf21 < pdf22.

Finally, towards a contradiction, assume that pdf11 ≥ pdf12. In this case, we

must have:
m11

m11 +m21 +m31
≥ m12

m12 +m22 +m32

Rearranging and simplifying it, we obtain:

m11m22 −m12m21 +m32m11 −m31m12 ≤ 0 (2.112)
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In equation (2.110), we already showed that m11m22 − m12m21 = 0. Then,

from (2.106) and (2.101), we have:

m32m11 −m31m12 = m32m12

{[
A1

A2

(
p1

p2

)α] 1
1−γ
− m31

m32

}
< 0 (2.113)

Consequently, equations (2.112), (2.110), and (2.113) jointly show a contra-

diction. As a result, pdf11 < pdf12, concluding our proof that pdf1 F.O.S.D.

pdf2.

Empirical Evidence - Enterprise Resource Plan-

ning (ERP) software

In this section, we discuss the coverage of our sample that includes information

on ERP adoption, as well as the empirical evidence on the relationship between

ERP adoption and local rental price index as well as 1980’s share of routine-

cognitive jobs in the local labor force.

Data Coverage

As discussed in section 2.4 and presented in table 2.6, our ERP sample is limited.

Our information on ERP adoption covers on average only 16% of workers and

1% of establishments in the MSA, compared to NETS. Moreover, as presented in

table 2.21, even after controlling for establishment size, MSA average coverage

is above 30% only for establishments that have 250 employees or more. Finally,

table 2.22 shows that employment coverage is below 30% in all industry sectors.
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Nonetheless, table 2.23 shows that there is a lot of dispersion in the ERP

shares across MSAs even in 2015, when we should expect already a more widespread

use of technology. As we can see, we have at least some information on 272

MSAs across the country. Moreover, we can see that, while on average about

47% of the establishments have at least some form of ERP, there is substantial

variation across the country. Some MSAs have a fraction as low as 29%, while

others have more than 61% of establishments with some form of ERP. Even

more, as we show in figure 2.6b, the degree of adoption seems closely tied to

the size as well as cost of living in the MSA, proxied by the rental index. Fi-

nally, figure 2.6a shows the geographical dispersion of ERP concentration across

the country in 2015. First of all geographical coverage is quite good, with only

very few MSAs completely missing. In fact, the missing MSAs are due to the

matching procedure of the Census PUMA to the 2000 Census Metropolitan Area

definitions as described by Baum-Snow and Pavan (2013).
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Figure 2.6: Geographical distribution of ERP across CMSAs – 2015

Empirical Evidence

Table 2.24 shows the results of a linear regression of the index of ERP usage on

the local price index and the share of routine cognitive workers in 1980. Columns

1 and 2 indicate that, when considered separately, both the current local price

level and the past share of routine-cognitive workers can explain a substantial

amount of variation in ERP adoption. In the first specification, a 10% higher

local price index (about half a standard deviation) is associated with a 0.8%

increase in the share of sites that use ERP. The most expensive places in our

sample have about 8% more sites that use ERP, relative to the cheapest places.

In the second specification, a 1% higher the share of routine-cognitive workers

in 1980 (about half a standard deviation) is associated with a 0.05% higher share

of sites with ERP. However, when considering both variables jointly the effect

of the lagged routine-cognitive share conditional on the local price level shrinks

substantially and turns out insignificant. Yet, the coefficient on the price level is

stable across the specifications. These results indicate that the usage of ERP is

more widespread in MSAs with a higher local price level, but conditional on the
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current price level the past concentration of routine-cognitive workers does not

predict the change in concentration. This is in line with the theoretic prediction

that cities with high living costs invest more in automation technology.

Table 2.24: Enterprise Resource Planning Software

(1) (2) (3)

ERP 2015 ERP 2015 ERP 2015

log rent index 0.0858∗∗∗ 0.0777∗∗∗

(0.0153) (0.0180)

routine cognitive share 1980 0.508∗∗∗ 0.205
(0.133) (0.137)

Observations 253 253 253

R2 0.230 0.082 0.242

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Each observation (an MSA) is weighted by its employment in 2015.

Robustness Check - Weighting

In the main analysis of the data we weighted each MSA by its employment.

This may raise concerns that we are relying too much on large cities to inform

our estimates. Therefore, we consider a different weighting scheme to check

for robustness. One may argue that we should compare our previous results to

results without any weighting. However, our estimates of the ERP share are very

noisy for some MSAs due to small sample size. Therefore we use the inverse of

the standard error of the ERP index as weights. We calculate the standard error
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σERP according to the following formula

σ̂ERP =

√
π̂ERP (1− π̂ERP )

N
(2.114)

where π̂ERP is the empirical share of ERP sites in a location and N the number

of sites.

In order to examine the differences in empirical results between this weight-

ing scheme and the original weighting by size table 2.25 and 2.26 replicate the

corresponding estimations of the main section with the new weighting scheme.

The results in table 2.24 and 2.25 show the results regarding ERP adoption with

the two weighting schemes. We find that the parameter estimates are very simi-

lar.

Table 2.25: Entreprise Resource Planning Software - weights σ̂−1
ERP

(1) (2) (3)

ERP 2015 ERP 2015 ERP 2015

log rent index 0.0769∗∗∗ 0.0650∗∗∗

(0.0141) (0.0158)

routine cognitive share 1980 0.420∗∗∗ 0.225∗

(0.110) (0.112)

Observations 253 253 253

R2 0.114 0.060 0.128

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Each observation (an MSA) is weighted by the inverse of the estimated

standard error of the ERP measure.

Comparing the results regarding the change in the routine-cognitive share of

employment, table 2.12 and 2.26, we find again the same pattern. Results are
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very similar, albeit parameter estimates on rent being slightly smaller in absolute

size. From this exercise we conclude that results were not simplz driven by very

large MSAs.

Table 2.26: Change in routine-cognitive share, 1980-2015 σ̂−1
ERP

(1) (2) (3)

∆ rout-cog ∆ rout-cog ∆ rout-cog

log rent index -0.0700∗∗∗ -0.0326∗∗∗

(0.00903) (0.00902)

routine cognitive share 1980 -0.801∗∗∗ -0.703∗∗∗

(0.0466) (0.0426)

Observations 253 253 253

R2 0.240 0.558 0.601

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Each observation (an MSA) is weighted by the inverse of the estimated

standard error of the ERP measure.

Finally, in the next appendix we replace the log rent index by log employ-

ment. As presented in section 2, the model delivers an equilibrium in which not

only the more productive city is more expensive, but it is also bigger. As we

can see from tables 2.27 and 2.28, results are qualitatively the same as the ones

presented here.
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Empirical Evidence - City Size

2.7.1 Size

In the theory there is strong relationship between size and productivity of loca-

tions, which should also lead to a similar house price productivity relationship.

In this section we consider, whether it holds that size has a similar relationship

as house prices with automation technology adoption and the change in occupa-

tional shares.

Table 2.27: Entreprise Resource Planning Software

(1) (2) (3)

ERP 2015 ERP 2015 ERP 2015

log employment 0.0143∗∗∗ 0.0135∗∗∗

(0.00259) (0.00331)

routine cognitive share 1980 0.508∗∗∗ 0.106

(0.133) (0.166)

Observations 253 253 253

R2 0.261 0.082 0.264

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Each observation (an MSA) is weighted by its employment in 2015.

Qualitatively the relationship between rent and ERP adoption, as well as the

change in the routine-cognitive share is the same as with size.
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Table 2.28: Change in routine-cognitive share, 1980-2015

(1) (2) (3)

∆ rout-cog ∆ rout-cog ∆ rout-cog

log employment -0.00941∗∗∗ -0.00417

(0.00238) (0.00219)

routine cognitive share 1980 -0.831∗∗∗ -0.707∗∗∗

(0.0765) (0.0948)

Observations 253 253 253

R2 0.252 0.490 0.529

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Each observation (an MSA) is weighted by its employment in 2015.

Estimation Details

Standard Errors

The estimator θ̂ solves

minθ
∑
i

ωi

(
m̄i −mi(θ)

m̄i

)2

.

The variance covariance matrix of the estimator is

V̂ = (M̂ ′ΩM̂)−1M̂ ′ΩΣ̂ΩM̂(M̂ ′ΩM̂)−1 (2.115)

where Σ̂ is the variance covariance matrix of the momentsmi. M̂ is the Jacobian

of the moments with respect to the parameters. And Ω is the weight matrix, here

Ω = diag(1).

List of Softwares
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Table 2.29: Software assignment to Occupations

Occupation Category Software

routine cognitive Entreprise Resource Planning

Document Management

Supply Chain Management

Human Resource

non-routine cognitive Entreprise Management

Business Intelligence

Datawarehouse

Development

Workflow

Skill Biased Technological Change and City Size

- Numerical Examples

Differently from the case of Automation, SBTC does not imply that the high-
TFP city is larger. In this section, we present two examples that illustrate that

results can go either way.

High-TFP city is smaller (the “Boulder” case)

Consider the following parameter values:

In this case, we obtain the following equilibrium prices and quantities:

As we can see, the high-TFP city, while paying higher wages, investing more

in capital, having higher housing prices, and having more high-skill workers,
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Example 1: Parameters

x1 x2 x3 A1 A2 H xk r

0.3189 1 1.4733 19118 19000 62559000 1.333 635.58

γ1 γ2 γ3 θ α M1 M2 M3

0.8 0.8 0.82 0.5 0.24 15836150 66973717 40745094

Example 1: Equilibrium outcomes

m1j m2j m3j Sj pj

City 1 7683472.87 32494687 21148855.3 61327015.1 496.69

City 2 8152677.13 34479030 19596238.7 62227945.9 460.71

w1j w2j w3j kj

City 1 204.68 481.03 5308.34 1207650344

City 2 201.02 472.42 5213.4 1020740138
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it is still smaller than the low-TFP city. In particular, the high-TFP city has

fewer low- and mid-skill workers than the low TFP city. Finally, as expected,

the skill distribution in the High-TFP city skill dominates in first order the skill

distribution in the Low-TFP city, as we see in figure 1.
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Figure 2.7: Skill Distribution: High vs. Low TFP cities - Example 1

High-TFP city is larger (the “NYC” case)

Consider the following parameter values:

In order to make a simple comparison, the parameters are the same of Exam-

ple 1, apart from a higher A1. In this case, we obtain the following equilibrium

prices and quantities:

Notice that the high-TFP city is larger. However, we still have fewer low-

and mid-skill workers. As before, all other results follow through, including the

F.O.S.D. of the skill distribution of the high-TFP city, as seen in figure 2.
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Example 2: Parameters

x1 x2 x3 A1 A2 H xk r

0.3189 1 1.4733 21118 19000 62559000 1.333 635.58

γ1 γ2 γ3 θ α M1 M2 M3

0.8 0.8 0.82 0.5 0.24 15836150 66973717 40745094

Example 2: Equilibrium outcomes

m1j m2j m3j Sj pj

City 1 7841477.23 33162913.76 24434572.45 65438963.44 663.10

City 2 7994672.77 33810803.24 16310521.55 58115997.56 420.08

w1j w2j w3j kj

City 1 225.17 529.19 6283.30 1954872597.36

City 2 201.81 474.28 5631.30 995018365.67
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Figure 2.8: Skill Distribution: High vs. Low TFP cities - Example 2
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Chapter 3

GENDER GAP IN EARNINGS
AMONG PROFESSORS

3.1 Introduction

In this paper I study the extent of the gender pay gap among professors at the Uni-

versity of California (UC). The academic environment provides a setting with a

high skill labor market and readily observable productivity measures of research

output. Thus, the setting allows to decompose to what extent differences in pay

can be attributed to differences in productivity. The main question this study ad-

dresses to what extent women and men are paid differently in similar jobs with

similar productivity. I find that women are consistently paid less than men, which

holds across major fields of study and UC campuses. After controlling for pro-

ductivity and position type, a substantial gender gap remains. Interestingly, the

fields with the lowest share of female professors (Physics, Math and Engineer-

ing) show relatively small gender gaps in pay, which disappear after controlling

for research productivity and type of position. In terms of returns to research
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productivity I find no differences between men and women.

The present study relates to a large and expanding literature examining gen-

der gaps in a variety of labor markets and on different outcomes. For example,

Azmat and Ferrer (2017) study young lawyers and find that women are on aver-

age less productive and that differences in productivity can explain a substantial

part in differences in pay. The study is closely related and complementary as

it focuses on a different segment of the labor market. Weisshaar (2017) anal-

yses the career trajectories of assistant professors in Sociology, Computer Sci-

ence, and English. She finds that the gender gap in promotion to tenure, that

women are less likely to receive tenure, can be partially explained by produc-

tivity. However, that the department context does not explain the gender gap in

tenure. Furthermore, she finds that women, once they receive tenure they do so

on average in lower prestige departments. Overall, the results point towards dif-

ferential treatment of men and women in the tenure evaluation process. In this

study, I analyze the gender gap in earnings of professors instead of promotion.

One piece of evidence for differential treatment of men and women is by Sheltzer

and Smith (2014), who show that male faculty members tend to employ fewer

women than female faculty members in the life-sciences across US academic

institutions. This points towards that departments or fields that have a higher

share of women might provide better opportunities for women. A hypothesis I

will address for the case of gender gaps in pay. Bandiera et al. (2016) report

substantial gaps in earnings between men and women at LSE. The results are

in several features quite similar to the findings in the present study. One major

concern of the literature studying gender gaps in academic environments is the

under-representation of women, see e.g. Ceci et al. (2014) or Ginther and Kahn

(2004). Reuben et al. (2014) show that women are discriminated against in the

hiring for a mathematical task. Providing more information shrinks the gap, but

even under full information about past performance the gap does not close fully.
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They find that the bias is related to stereotypes as measured by an Implicit As-

sociation test. Such stereotypes give a rationale for the finding of gender gaps in

pay, if stereotypes are biased against women in an academic setting.

In the following I will first present the data used in the study and then present

the results regarding the gender pay gap.

3.2 Data

University of California Salary Records are made public on an annual

basis. I use the records for the years 2013 - 2017. The records include the name

of the employee, job title, pay (split up into subcategories) and some further

information. I subset the records to professors based on job title. For those

individuals I estimate their gender based on their first name using the service

gender.io. In the rest of the article I will refer to the estimated gender based on

first name simply as ”gender” for brevity.

The Microsoft Academic Graph (MAG) is a database on academic arti-

cles and patents (Sinha et al., 2015). It includes information on individual ar-

ticles, authors and citations/references. Additionally, the MAG also provides a

classification into fields of study. I construct the list of authors who were ever

affiliated to the University of California according to their affiliation on papers

that are found in the MAG. Then I match this list of authors to the University

of California salary records. For the matching I use the machine-learning algo-

rithm developed in Bilenko (2006), which I train using the names of authors1.

Table 3.1 show that the sample coverage in terms of matching the MAG and the

public salary records is very good, but almost a third of observations could not

1The python library implementing the algorithm can be found at

https://github.com/dedupeio/dedupe.git.
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have their gender inferred based on first name. I drop those observations from

the analysis.

Table 3.1: Coverage

N Sample

583 Citation Info missing

34810 Gender Info missing

59221 Matched Sample

In order to provide an overview of the data, I provide basic statistics in terms

of pay, citations and share of female professors by UC campus and major field

of study. Table 3.2 shows that the share of female professors varies between

30 % at UC Santa Barbara and 44 % at UC San Francisco. The average pay

across campuses varies substantially from around 130.000 US$ at UC Riverside

to 235.000 US$ at UC Los Angeles. There is similar variation in citation counts

per professor across these institutions. One outlier seems to be UC Merced,

however the campus was only established in 2005, which explains why it is still

small compared to the other campuses.
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Table 3.3 show that across the major fields of study there is large variation in

the share of female professors. Traditionally male-dominated fields like Physics

and Engineering have a share of females professors at only 18 %, while at the

other end of the distribution Sociology actually has a female share of 54 %. This

shows that on average professor positions are male dominated across almost all

fields and campuses.
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Furthermore, it seems to be the case that fields with high male share also

have relatively high pay. However, for example medicine has a high share of

females but tops the income distribution. Across campuses the picture is even

less clear. To what extent those differences can also explain differences in pay

across men and women will be explored in the next section.

3.3 Gender Gap in Annual Earnings

In this section I describe the gender gap in pay among professors at the University

of California. First I present the raw distribution of total pay and citations by

gender.

Figure 3.1: Distribution of Annual Pay in US-$

Figure 3.1 shows the raw distribution of the log of annual pay by gender.

There is substantial variation in pay within both males and females, but the dis-

tribution of earnings of men first-order stochastically dominates that of women.

Thus, there is a gender gap in earnings: men on average out-earn women.
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I will now summarize the average gender gap and show whether differences

in sorting to fields, institutions and/or research output can explain gender gaps in

pay. Table 3.4 summarizes the gender gap in annual earnings by regressions of

the log of earnings on a set of controls. Column (1) shows the raw difference in

earnings between men and women: female professors at UC campuses earn on

average about 16% less then their male colleagues. Interestingly, the difference

can not be explained by sorting of women to low paying fields or low paying

campuses. Columns (2) and (3) control for the major field of study of the pro-

fessor and the UC campus at which they are employed, but the gender gap in

earnings can not be explained by those factors. In column (4) I control for the

type of position the professor holds. This can explain about half of the gap in

earnings between men and women. That is, at a similar position women on aver-

age earn about 8% less than their male counterparts. The difference in earnings

can not be explained by differences in the number of citations as the estimated

gender gap conditional on citations is still over 7%. That is even after controlling

for the type of position, field, institution and a measure of research productivity

a substantial gender gap in earnings remains.
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The analysis in table 3.4 established that the gender gap in pay is substantial

and can not be explained by (1) field of research, (2) differences in pay across

campuses and (3) research output as measured by citations. Conditional on the

position a professor holds, the pay gap on average is about half of the overall gap.

In other words, about half of the pay gap between male and female professors

can be attributed to the different position men and women hold.

3.3.1 Differences across Campuses and Fields

In order to investigate, whether the average effects previously established are

common across campuses and fields I will now estimate the gender gap in pay

by field and institution of employment. I repeat the previous analysis separately

by UC campus and field. In interest of brevity I only present estimated gender

gaps, raw and after controlling for position, citations and field/institution. This

corresponds to columns (1) and (5) in table 3.4.
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Figure 3.2 shows the difference in earnings among men and women by UC

campus. In orange the raw gap is shown, the green bar shows the gap in earn-

ings after controlling for position, citations and field of study. The raw gender

earnings gap is substantial and negative, male professors out-earn their female

counterparts consistently across all UC campuses, which are ordered by the share

of female professors. However, the earnings gap after controls reaches approxi-

mately zero for Berkeley and Santa Barbara, while it turns positive for the Santa

Cruz campus. The largest gap in earnings are to be found at the LA and San

Diego campuses, both before and after controls are applied.

Across fields the picture is somewhat unexpected, with traditionally male

dominated fields like Physics, Math and Engineering showing small differences

in earnings between men and women, both before and after applying controls.

An extreme case is ”Material Sciences”, where the gap before controls reaches

over 40%, however after controls ”Material Sciences” looks quite similar in

terms of gender gap to Business and Medicine. Another field with a large differ-

ence in gender gaps in earnings before and after controls is Economics. However,

it remains that in most cases even after controlling for productivity and position

women earn substantially less then men at UC campuses. Relating to the find-

ings of Sheltzer and Smith (2014), that male faculty tend to hire relatively more

men, a similar bias seems not to be present in pay setting as there is no relation-

ship between the gender gap in earnings and the share of female professors at a

campus or in a field. However, that may simply be the case because the relevant

measure would be the interaction between field and campus. I address this in

table 3.5. There is no apparent relationship between the share of females in a

field of study at a specific campus and the estimated residual pay gap at the same

unit of observation.
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Table 3.5: Residualized gender gap in earnings and share of females in

Field X Campus

Dependent variable:

‘Residual Gender gap‘

‘Female share‘ −0.163

(0.126)

Constant 0.011

(0.047)

Fixed effects: Position Yes

Control Citations: Yes

Observations 173

R2 0.010

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Weighted by square root of observations in FieldXCampus.
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3.3.2 Returns to research productivity

As the overall gap can not be explained by differences in productivity, I will now

analyze whether the returns to productivity are different for men and women. In

table 3.6 I show the estimated returns to citations. Column (1) shows the average

estimate, while column (2) allows for differential returns to citations for men and

women. The point estimate for the difference in returns between men and women

is close to zero and relatively precisely estimated. This suggests that the gain in

pay from research productivity is similar for men and women at UC campuses.

3.4 Conclusion

Women earn substantially less than men as professors at the University of Cal-

ifornia. This holds even after controlling for field, position and research pro-

ductivity. On the positive side, gender gaps shrink substantially by taking into

account productivity and position (by ca. 50%). However, this also means there

is likely room for improvement in pay setting to make academic jobs more attrac-

tive for women and which in turn could help mitigate under-representation. At

the same time, the estimated returns to citations are similar for men and women.

Which suggests that research output is treated similarly for men and women in

pay setting. However, this may be the case because we consider an easily ob-

servable measure of productivity. Other factors, that are more subjective, likely

have more room for differential treatment.
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Table 3.6: Gender gap in returns to citations among UC professors

Dependent variable:

log(TotalPay)

(1) (2)

female −0.072∗∗∗ −0.069∗∗∗

(0.008) (0.020)

log(1 + Cite) 0.028∗∗∗ 0.029∗∗∗

(0.002) (0.002)

Cite == 0 0.040∗∗∗ 0.024

(0.013) (0.017)

femaleTRUE:log(1 + Cite) −0.002

(0.003)

femaleTRUE:Cite == 0 0.034

(0.027)

Fixed effects: Field Yes Yes

Fixed effects: Institution Yes Yes

Fixed effects: Position Yes Yes

Observations 59,221 59,221

R2 0.179 0.180

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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