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Abstract  
 
In our everyday life we must effectively orient attention to relevant 

objects and events in multisensory environments. The impact of 

cross-modal links for attention orienting to spatial and temporal 

cues has been widely described. However, real-life scenarios 

provide a rich web of semantic information through the different 

sensory modalities. Despite some previous studies have revealed an 

impact of crossmodal sematic correspondences, the results are 

mixed with regard to the conditions in which audiovisual semantic 

congruence can influence attention orienting. Furthermore, the vast 

majority of the research on crossmodal semantics used simple, 

stereotyped displays that are far from achieving ecological validity.  

The present thesis attempts to close this gap by addressing the role 

of identity-based crossmodal relationships on attention orienting in 

scenarios closer to real-world conditions. To this end, the 

experiments presented here attempt to extrapolate and generalize 

previous findings in more realistic environments by using 

naturalistic and dynamic stimuli, and address the theoretical 

questions of task relevance and perceptual load. The outcome of the 

three empirical studies in this thesis lead to several conclusions. 

First, that the effect of audio-visual semantic congruence on 

attention is not strictly automatic. Instead, they suggest that some 

top-down processing is necessary for audio-visual semantic 

congruence to trigger spatial orienting. The second conclusion to 

emerge is that crossmodal semantic congruence can guide attention 

under goal-directed conditions in visual search, and also under free 



 viii 

observation in complex and dynamic scenes. Third, that perceptual 

load is a limiting factor for these interactions. These findings extend 

previous knowledge on object-based crossmodal interactions with 

simple stimuli and clarify how audio-visual semantically congruent 

relationships play out in realistic scenarios.  
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Resumen 
 
En nuestra vida cotidiana debemos orientar efectivamente la 

atención a objetos y eventos relevantes en entornos 

multisensoriales. El impacto que tienen los enlaces intermodales en 

la orientación de la atención a señales espaciales y temporales ha 

sido ampliamente descrito. Sin embargo, los escenarios de la vida 

real proporcionan una rica red de información semántica a través de 

las diferentes modalidades sensoriales. A pesar de que algunos 

estudios previos han revelado un impacto de las correspondencias 

semánticas entre modalidades, los resultados se mezclan con 

respecto a las condiciones en que la congruencia semántica 

audiovisual puede influir en la orientación de la atención. Además, 

la gran mayoría de la investigación sobre semántica intermodal 

utilizó representaciones simples y estereotipadas que están lejos de 

alcanzar la validez ecológica.  

La presente tesis intenta llenar esta brecha al abordar el papel que 

las relaciones intermodales basadas en la identidad tienen en la 

orientación de la atención en escenarios más cercanos a las 

condiciones del mundo real. Con este fin, los experimentos 

presentados aquí intentan extrapolar y generalizar hallazgos previos 

en entornos más realistas mediante el uso de estímulos naturales y 

dinámicos, y abordar cuestiones teóricas como la relevancia de la 

tarea y la carga perceptiva. El resultado de los tres estudios 

empíricos de esta tesis condujo a varias conclusiones. Primero, que 

el efecto de la congruencia semántica audiovisual en la atención no 

es estrictamente automático. En cambio, sugieren que es necesario 

un procesamiento de arriba hacia abajo para que la congruencia 



 x 

semántica audiovisual desencadene en la orientación espacial. La 

segunda conclusión que surge es que la congruencia semántica 

intermodal puede guiar la atención en condiciones de búsqueda 

visual dirigida a un objetivo, y también bajo observación libre en 

escenas complejas y dinámicas.  

Tercero, la carga perceptiva es un factor limitante para estas 

interacciones. Estos hallazgos amplían el conocimiento previo sobre 

las interacciones intermodales basadas en objetos usando estímulos 

simples y aclaran cómo las relaciones audiovisuales 

semánticamente congruentes se desarrollan en escenarios realista
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Imagine yourself in the middle of a busy city street. Many objects 

that surround you are competing for your attention at the same time 

– people talking, cars passing by, a barking dog running next to 

you, billboards, the traffic light sounds, and the music from the 

street performer. In addition to these external events, you might 

have internal goals, like trying to find a friend you are meeting up 

with, or just walking and looking around. Whatever you do, your 

brain receives (and processes to some extent) a large amount of 

information from a variety of different sensory modalities.  

The question of how we orient attention and, specifically how 

interactions between sensory modalities can affect this process has 

been under the spotlight of research for at least the last thirty years. 

Studies by the end of last century demonstrated that combined 

audio-visual information affects the deployment of attention 

(Spence & Driver, 2004; McDonald et al., 2001; Koelewijn et al., 

2010; Talsma et al., 2010; Santangelo and Macaluso, 2012). 

Specifically, a large number of studies provide convincing evidence 

that an event in one sensory modality (sound) can induce shifts of 

attention in other modalities based on temporal and spatial 

proximity (Spence et al, 1998; McDonald et al., 2000; Van der Burg 

et al., 2008; Van den Brink et al., 2014). At that moment, cross-

modal attention studies were an important step in cognitive 

neuroscience, as they brought attention experiments closer to the 

multisensory nature of real-life conditions. Despite that, the 

majority of those studies still used stereotyped stimuli like beeps 

and noise bursts in audition, or LED flashes and Gabor patches in 

vision, and they usually investigated attention cueing under 
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simplified set ups with just the experimentally relevant stimuli, 

devoid of meaning or context. These features rendered the 

experimental designs far from the street example that opened this 

section. If we think about the barking dog in the example, it is 

evident that our perception of it depends not only on the fact that 

sound is coming from the dog and it is synchronized with its muzzle 

movements, but also that barking sound and the sight of the dog 

share information about identity.  The fact that the barking dog 

attract our attention will also depend on the perceptual context and 

what is our goal, among other things.  

Furthermore, other cross modal studies have also demonstrated the 

role of meaning shared between two modalities on perception (Chen 

& Spence, 2011; Molholm, Ritter, Javitt, & Foxe, 2004; Pesquita, 

Brennan, Enns, & Soto-Faraco, 2013; Iordanescu, Guzman-

Martinez, Grabowecky, & Suzuki, 2008; Iordanescu, Grabowecky, 

Franconeri, Theeuwes, & Suzuki, 2010; List, Iordanescu, 

Grabowecky, & Suzuki, 2014). Characteristic sounds were proven 

to increase sensitivity in many like visual detection (Chen & 

Spence, 2011), object recognition (Molholm et al., 2004) or visual 

search (Iordanescu et al., 2008; 2010). 

Despite studies on cross-modal attention and on cross-modal 

semantic effects in perception are numerous, still relatively few 

studies have addressed whether these audio-visual semantic 

relationships can influence attention orienting. Answering this 

question is important to understand how these two important 

multisensory processes (attention and semantics) play out in real 

world environments. In an attempt to answer this question, previous 
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studies have demonstrated that cross-modal semantic congruence 

can affect spatial orienting, but it is still unclear under which 

conditions this effect appears (Iordanescu, Guzman-Martinez, 

Grabowecky, & Suzuki, 2008; Iordanescu, Grabowecky, 

Franconeri, Theeuwes, & Suzuki, 2010; Mastroberardino, 

Santangelo & Macaluso (2015). What is more important, semantic 

congruence in spatial orienting so far has been studied using 

isolated artificial audio-visual stimuli that lacked context and 

ecological validity.  

This thesis attempts to take one step toward understanding the role 

of audio-visual semantic interactions on attention in realistic 

conditions. First of all, we study whether crossmodal congruence 

can summon attention under different task constraints and levels of 

perceptual load. These are variables relevant to the real-world 

generalization, and that have not been varied systematically in 

previous studies (Chapter 2.1). Second, we take a step further to a 

more realistic and ecologically valid experimental designs and 

addressed the interaction between attention and audio-visual 

semantic congruence using complex and dynamic stimuli. In 

particular, we studied whether characteristic spatially uninformative 

sounds can guide attention to a corresponding visual event present 

in the scene (Chapter 2.2). Finally, we also addressed whether this 

semantic-guided attention orienting in complex dynamic stimuli 

modulates spontaneous visual exploration under during free 

observation of complex scenes (Chapter 2.3). The present chapter 

will introduce the current state of research on the topic, the scope of 

the thesis and the general hypotheses, whereas the last chapter 
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(Chapter 3) will discuss the general relevance of the findings and 

draw the conclusions from this work.  

 

2.1 Multisensory integration and attention 

One first relevant issue for discussion is what is the relationship 

between multisensory integration and attention. The question has 

been under debate for years. Below, I present a condensed 

summary.  

Traditionally, it was thought that we integrate multisensory events 

in a bottom-up pre-attentive way, independently from the focus of 

attention. What is more, as a result of these bottom-up integration 

processes, attention could be dragged to the multisensory object in 

an automatic way (Bertelson, Vroomen, De Gelder, & Driver, 2000; 

Driver, 1996; Van Der Burg, Olivers, Bronkhorst, & Theeuwes, 

2008; Vroomen, Bertelson, & de Gelder, 2001). Initially, this effect 

was demonstrated using low-level cues and spatial cueing between 

modalities. For instance, McDonald et al 2000 demonstrated that 

sudden sound increases detection of the flash when it appears in the 

same location. Along this line, several studies demonstrated that 

spatially uninformative but temporally correlated coherent sounds 

can attract attention in an automatic way (Van der Burg et al., 2008; 

Van den Brink et al., 2014). Remarkably, a variety of results 

demonstrated that orienting of attention could ocur based on the 

outcome of multisensory integration, therefore suggestion that 

integration preceded attention (Driver, 1996; Vroomen et al., 2001a, 

2001b).  
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However, a more recent view on the topic debates pure automaticity 

of the multisensory integration process, and instead proposes that 

both bottom-up processing and top-down mediation play a role in 

the interaction between attention and multisensory processing 

(Koelewijn et al., 2010; Talsma, 2010; ten Oever et al., 2016; Soto-

Faraco et al., 2019). According to this more nuanced view, the 

answer to this question about attention and multisensory integration 

will depend on a variety of factors like perceptual load, task 

relevance and crossmodal correspondences, that could be based not 

only on spatio-temporal proximities but also on semantic identity-

based information.  

2.1.1 Cross-modal semantic interactions 

The semantic interactions between modalities has been addressed 

mostly in the context of object recognition or identification 

literature. In the early 2000s a big body of evidence was produced 

to support the idea that the  representation of objects in the brain is 

multimodal (Amedi, von Kriegstein, van Atteveldt, Beauchamp, & 

Naumer, 2005; Beauchamp, Argall, et al., 2004; Beauchamp, Lee, 

et al., 2004; Molholm et al., 2004; Smith et al., 2007; von 

Kriegstein et al., 2005).  Several of these results showed higher 

activation in polysensory areas of the temporal cortex (pSTS and 

MTG) when semantically combined (object-based) audio-visual 

information was presented, compared to semantically incongruent 

presentations (or just neutral objects such as scrambled therefore 

meaningless pictures). Those demonstrations were important to 

establish the role of object-based information in multisensory 

integration (for review, Doehrman & Naumer 2008) and led to a 
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further investigation of the effects that crossmodal sematic 

correspondences might have. Therefore, researchers started to 

unfold the impact of object content on crossmodal interactions and 

its influence on behavior using increasingly more meaningful 

stimuli and isolating effects of high-level crossmodal 

correspondences from low-level.  

Laurienti et al. (2004) demonstrated how crossmodal semantic 

congruence improves visual discrimination, although in this case 

semantic congruence was limited to matching colour patches with 

colour names. Accordingly, Molholm et al. (2004) found that 

participants respond faster to the combined semantically congruent 

auditory and visual cues about objects, in comparison to just single 

modality ones. This finding in behavior went along with observed 

modulations of the ERP component associated with early visual 

object processing (N1), suggesting that visual identification is 

enhanced when semantically congruent information is provided by 

visual and auditory modalities (Molholm et al., 2004). Further, 

naturalistic sounds were proven to increase sensitivity in visual 

detection (Chen & Spence, 2011), identification (Chen & Spence, 

2010), boosting visual events into dominance in binocular rivalry 

(Chen et al., 2011; Cox & Hong, 2015) and improving performance 

in picture naming (Mädebach et al., 2017). Together those findings 

have proven a role that object-based crossmodal information plays 

in visual perception, above and beyond simple (low-level) stimulus 

properties such as location, orientation, motion direction, contrast, 

etc.  
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2.1.2 Cross-modal semantics and attention orienting 

The studies discussed above established that cross-modal 

combination of semantic cues can have an impact in brain activity 

related to object recognition, and also improve perception. The 

present thesis focuses on the question of whether these audio-visual 

semantic congruence relationships play a role in orienting attention. 

What does the literature tell us on this subject so far?  

Iordanescu et al. (2008) showed that characteristic sounds, even if 

spatially uninformative, can speed up visual search when consistent 

with the visual target. In this study, participants were presented a 

cue word indicating the target of search and then an array of 4 

common objects (animals, musical instruments, vehicles, etc.) 

placed in 4 quadrants of the computer monitor. The presentation of 

objects was accompanied with a sound that could be either 

consistent with the search target, consistent with one of the 3 

distractors present in the array, or unrelated (a sound that did not 

correspond to any object in the array). The results showed that 

participants found the target object significantly faster when the 

semantically congruent sound had been played. These results, 

obtained using manual responses, were later supported with eye 

movement response (Iordanescu et al., 2010) and using rare target 

objects (Iordanescu et al., 2011). Interestingly, a characteristic 

sound that was congruent with the search target guided attention to 

the visual target, however when the sound was congruent with a 

distractor object, this effect was no longer present. That is, attention 

was not summoned to the non-target object related to the sound. 

Iordanescu et al. (2008) suggested that the cue word activates an 
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attentional template and the semantic network that is related to the 

object and further the consistent sound cross-modally enhance 

visual processing of the corresponding target-object. Since target-

consistent sound decreased search latencies whereas distractor-

consistent sounds did not slow down search, the authors suggested 

that the effect of crossmodal semantic congruence may appear only 

in a goal-directed manner. meaning that audio-visual pair that is 

relevant to the current goal (task) will attract attention whereas the 

irrelevant will not. This assumption supported a previous finding of 

Molholm et al. (2004) where it was demonstrated that object 

identification is enhanced when semantically consistent information 

is provided by visual and auditory modalities. Therefore, if one 

wanted to make a parallel to a real word situation, we could say that 

if you are already looking for a dog on the street (you have set up a 

search template, and expectation that includes semantic properties), 

then a characteristic barking sound will facilitate the processes 

involved. 

2.1.3 The importance of task relevance 

One interesting question further arises as to whether cross-modal 

congruence can attract attention despite being irrelevant to a current 

goal or when there is no specific task at all? That is, in the situation 

above, if the dog bark will make us orient visually toward the dog 

even if what we are looking for is our car. Answering this question 

not only has theoretical importance, but also practical implications 

for road safety, systems of alerting, or advertising strategies, to 

provide a few examples.  
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The first study that addressed the role of semantic crossmodal 

correspondences on attention was a recent study of Mastroberardino 

et al. (2015). They demonstrated a small effect whereby 

semantically congruent events (static image of an object with its 

corresponding sound) could capture spatial visual attention and thus 

increase discrimination performance on an upcoming visual target 

presented at that location. Note that in this study, sounds were 

presented centrally and could not therefore attract visual attention 

by means of low-level cues to spatial location. The effect appeared 

only in some of the condition’s tests (high difficulty).  The authors 

concluded that attentional capture was caused by the semantically 

congruent but task irrelevant audio-visual event. However, it might 

be the case that visual events in this study were not absolutely task 

irrelevant, since the study used only two possible objects (cat and 

dog) and they were always presented in one of the two possible 

positions where the upcoming visual target would appear. This 

experimental set up made the competition for attentional processing 

between stimuli relatively low when the irrelevant objects appeared. 

It is well known that under these conditions irrelevant stimuli are 

likely to receive some processing even if not strictly necessary for 

the task (Lavie et al., 1995). What is more, because visual targets 

could appear only at one of the possible positions occupied by the 

irrelevant audiovisual objects, one could argue that the irrelevant 

objects could have acted as location placeholders for the upcoming 

targets, hence somehow relevant for the participants. 

Another study of Nardo et al. (2014) has offered evidence on the 

question of crossmodal congruence and spatial orienting under task 
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irrelevant conditions. Here they demonstrated that semantic 

congruence (or incongruence) between sounds and visual events did 

not have any effect on spatial orienting. Interestingly, in this study, 

no task was used, and participants were observing visual scenes 

freely. Also, it is important to mention that in this study the main 

manipulated variable was spatial congruence between visual and 

auditory stimuli. Semantic congruence was introduced for spatially 

and temporally correlated events and therefore the possible effects 

of semantic congruence could not be completely singled out from 

other low-level correspondences (which was not the goal of the 

study).  

Based on the outcome of these studies, however, no consistency is 

found so far.  Some suggest that semantic congruence, even if 

irrelevant to the task, has an effect of attracting attention and some 

suggesting that it does not. Because of the great variability between 

different studies, an important question remains open: what are the 

conditions in which cross-modal semantic relationships influence 

orienting behaviors?  

1.1.4 Potentially important differences between studies 

If we compare the findings of the studies discussed above, we will 

see that one of the important differences that varied between studies 

was the relevance of the audio-visual event to the current goal of the 

task. The task relevance of the crossmodal stimuli was manipulated 

in the aforementioned studies from explicitly relevant (REF) to 

completely irrelevant (Nardo et al., 2014).  The studies of 

Iordanescu (2008; 2010) demonstrated how, in a goal-orienting 
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paradigm, characteristic sounds drove attention to the visual object 

that was explicitly relevant to the current task. Instead, when the 

observer has no particular goal, under free observation and with no 

task constraints, crossmodal semantic congruence seems to not have 

an impact on visual spatial orienting (Nardo 2014). On the other 

hand, the relatively irrelevant audiovisual event summoned 

attention, if only in some conditions, in the study of 

Mastroberardino et al. (2015). However, in this study, irrelevant 

visual objects consistently marked the positions where the 

upcoming visual target could potentially appear. Also, low 

uncertainty between stimuli and the sequential presentation of the 

events leads to the low perceptual load that benefits the processing 

of irrelevant events (Lavie & Tsal, 1994). Therefore, the assumed 

irrelevance of crossmodal pair in this study is arguable. Importantly, 

if completely irrelevant audio-visual semantic pair could attract 

attention then it would mean that crossmodal semantic congruence 

can attract attention in an automatic way, similarly to the spatial or 

temporal crossmodal congruence.  

Inferring from these results it might be the case that crossmodal 

sematic congruence has an effect on attention only when it bears 

some relevance to the task. The strong automaticity of these effects 

raises some doubts and needs to be addressed in the new paradigm 

where irrelevance to the current goal and perceptual load are 

controlled. This is one of the questions that we want to address in 

the present dissertation.  
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1.2  EXTRAPOLATION TO REAL-LIFE SCENARIOS 

1.2.1 Cross-modal semantic effects in real-life 

So far, the discussion has concentrated on the importance of task 

relevance for the cross-modal semantic effects of attention. 

However, there is another dimension in which the few prior studies 

in the area have differed widely: Ecological validity. Most of the 

demonstrations of audiovisual semantic effects on attention and 

behavior in general have used artificial simplified designs without 

any meaningful context. This detracts from ecological validity. This 

section briefly addresses the importance of generalizing laboratory 

findings to realistic contexts.  

Traditionally, one hope of scientific research is that the findings 

from laboratory research are generalized to real life. However, the 

striking difference between highly controlled experimental setups 

and reality could sometimes lead to the lack of validity of the 

findings or simply the inability to apply the results in the real world. 

It is possible that a phenomenon that is studied in isolation, will 

change or vanish under the many uncontrolled variables that are 

brought about in real world conditions. The ongoing trend in 

cognitive neuroscience now consists of addressing the problem of 

bringing the research closer to the ecological validity and several 

researches have already marked the importance if this process 

(Peelen & Kastner, 2014; Matusz 2018; Soto Faraco et al 2019; 

Spence & Soto-Faraco, 2019).  

Previous studies have already made a point regarding differences in 

how visual attention operates in naturalistic, real-life scenes 
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compared to simple and artificial displays that are used traditionally 

in psychophysical studies (Kingstone et al., 2003; Wolfe, Horowitz, 

& Kenner, 2005; Nardo et al., 2011; Peelen & Kastner, 2014; 

Henderson & Hayes, 2017). Here it is important to take into account 

that when we orient attention in everyday life, we often do so 

amongst scenes populated with meaningful events embedded in 

meaningful scenes and not at just basic visual features (like 

horizontal/vertical bars or flashes) placed on the grey screen. Unlike 

these simple statistical structures of artificial stimuli, natural 

environments give us an overwhelming amount of complex 

information layers. However, despite this, humans are surprisingly 

efficient at perceiving this information and orient within it, by 

selecting relevant events. We can extract abundant information 

from natural scenes at a glance, quickly building up expectations 

from the spatial layout and functional connections between objects 

(Biederman, Mezzanotte, & Rabinowitz, 1982; Greene & Oliva, 

2009; Peelen, Fei-Fei, & Kastner, 2009; MacEvoy & Epstein, 

2011). Also, experience and repetition play a role in visual search 

within natural environments (Shiffrin & Schneider, 1977; Evans, 

Georgian-Smith, Tambouret, Birdwell, & Wolfe, 2013; Kuai, Levi, 

& Kourtzi, 2013).  Apart from the simple sensory characteristics of 

external visual events, internal processes related to current tasks, 

goals, expectations contribute as well to the distribution of attention 

(Yantis, 2000).  

In the case of multisensory research, the approach to the impact of 

combined sensory information on behavior and particularly on 

attention is largely unknown. One of the first attempts to study 
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spatial orienting in complex and multisensory scenes was performed 

in the cited study by Nardo and colleagues (2014). In this fMRI 

study, they presented videos of everyday life scenes containing 

sounds that could be spatially and/or semantically congruent with 

particular events in the scene. They found that multisensory brain 

areas, such as the posterior parietal cortex, displayed an increased 

BOLD activity when auditory stimuli were spatially congruent to 

the visual ones (e.g., a character bouncing a ball on the right side of 

screen, combined with a sound arising from the right side). This 

crossmodal spatial effect was found to be independent of varying 

semantic congruence between sounds and visual events. However if 

we go back to the findings explained in section X, it is clear that 

these results (regarding lack of semantic effects) seem at odds with 

previous results in less realistic and more controlled laboratory 

contexts that clearly state the crossmodal semantic effect on brain 

responses and behavior (Amedi, von Kriegstein, van Atteveldt, 

Beauchamp, & Naumer, 2005; Beauchamp, Argall, Bodurka, Duyn, 

& Martin, 2004; Beauchamp, Lee, Argall, & Martin, 2004; 

Iordanescu et al., 2008, 2010; Laurienti et al., 2004). One of the 

reasons why semantically related audio-visual events were not more 

salient than unrelated ones might be explained by the presence of 

spatio-temporal crossmodal correspondences. Possibly congruence 

based on meaning was less salient than bottom-up salience effects 

of low-level audio-visual correspondences. Also, it is important to 

note that the presentation of stimuli in the study of Nardo et al. 2014 

was lateralized, and sounds were either spatially congruent or 

incongruent to the one main visual event on one of the sides. The 
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imbalance between the saliency of low-level cues such a spatial 

coincidence, and higher-level cues such as semantic congruence, 

arises que question of bottom-up versus top-down processes. 

1.2.2 The interplay between bottom-up and top-down 
processes in attention guidance 

If we think about a complex audiovisual environment, as we did in 

the very beginning of the introduction, we will have many events 

that are correlated to each other temporally and spatially. Some of 

these coincidences might be spurious, and others signal actual 

multisensory objects. In such a context, it might be of particular 

interest to apply cross-modal object-based congruence constraints. 

These constrains can be beneficial in order to achieve spatial 

orienting in complex and dynamic scenes where the location of 

audiovisual events is uncertain and high-level sematic 

correspondences are isolated from low-level physical ones. 

However, these two types of information might possibly involve 

different types of orienting mechanism.  

Current models of attentional deployment focus on either top-down 

or bottom-up mechanisms, and all need to address the complex 

interplay between these two processes. One of the traditional and 

most influential studies on attentional guidance by bottom-up 

mechanisms was conducted by Koch and Ullman (1985), proposing 

the idea of a saliency map that is based on luminance, contrast, size, 

color and orientation. According to this framework, attention 

guidance could be predicted according to these basic visual features 

(Itti,Koch & Niebur, 1998; Itti &Koch, 2001; Harel, Koch & 
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Perona, 2006). Alternatively, cognitive guidance theories state that 

attention orienting depends highly on the distribution of meaning in 

the scene, spatial location of meaningful events and previous 

experience (Potter, 1975; Henderson & Hollingworth, 1999; Wolfe 

& Horowitz, 2017). The recent framework of Henderson and Hayes 

(2017) proposed that both meaning and visual salience account for 

the distribution of attention, but only meaning predicts the unique 

variance of attention in complex scenes.  

However, these models are mostly based on visual studies. To 

further approximate the reality, an important line for the research is 

to study how attention operates in situations that include multiple 

modalities because it is plausible that meaningful audio-visual 

information can also guide spatial orienting. Therefore, in the 

second line of research of the present dissertation, we address the 

question of how the meaningful information shared between 

auditory and visual modalities influence attention in real-world 

scenes, when low-level cues provide limited information.  

In the following section, we formulate the hypotheses and introduce 

the studies that address them in the present dissertation.  
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1.3 SCOPE AND HYPOTHESES  

1.3.1 Cross-modal sematic effects on spatial orienting: 
task relevance and perceptual load  

Various studies show that cross-modal semantic relationships play a 

role in perception, however, it is still unclear if, or under which 

circumstances, spatial attention orienting can be guided by auditory 

semantically congruent information. A related question is whether 

cross-modal semantic congruency automatically attracts attention. 

At present the outcomes of different studies have been inconsistent 

(Iordanescu et al., 2008; Nardo et al., 2014; Mastroberardino et al., 

2015). The difference in task-relevance of the audiovisual event 

from explicitly relevant, to completely irrelevant together with 

variation in perceptual load may account for the previous 

controversial findings. In the first study of the present thesis, we 

hypothesized that the effect of crossmodal semantic congruence will 

occur when at least one of two conditions apply: (a) the 

multisensory object (or one of its components) is task relevant or, 

(b) even if the multisensory object is irrelevant, but is presented 

under low perceptual load. We addressed this hypothesis with 

experiments using visual search arrays composed of images of 

everyday life objects (animals, vehicles, musical instruments, etc.) 

presented with sounds (congruent, incongruent, or neutral). We 

varied task relevance of the audiovisual object and perceptual load 

conditions. These experiments are presented in Chapter 2.1.  
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We found audiovisual semantic congruence influenced attention 

when it is relevant to the task, or when irrelevant but presented 

under low perceptual load. This way characteristic sounds guided 

attention to the corresponding visual image. However, the 

audiovisual pair was task-irrelevant and perceptual load was high, 

the sound did not summon orienting to the visual image. These 

findings lead us to conclude that semantic crossmodal congruence 

does not attract attention is an automatic way and requires some 

top-down processing in order to emerge.  

1.3.2 Audio-visual semantic effects on visual search in 
complex scenes 

Previous studies demonstrated that characteristic sounds can 

enhance performance in different visual tasks and that this effect is 

more likely to emerge in task-relevant and goal-directed paradigms. 

However, all the previous demonstrations were provided in simple 

and stereotyped displays that lack ecological validity. Please note 

that the only study which used close-to-realistic conditions did not 

address effects on visual search since there was no task (Nardo et 

al., 2014). Given the importance of generalizing the laboratory 

research into the real world, in the second study of the present 

dissertation, we address the identity-based crossmodal congruence 

effects in naturalistic (close to real world) scenarios.  We designed a 

visual search task using complex, dynamic scenes of everyday life 

events or footage from movies or video-clips. In this study, 

participants searched for common objects in these videos, whilst 
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semantically consistent but spatially uninformative auditory cues 

were embedded in background noise.  

We hypothesized that, if crossmodal semantic congruency guides 

attention in complex, dynamic scenes, then search times should be 

faster when the sounds are consistent with the object of search in 

comparison to when the sounds are consistent with distractor 

objects, neutral, or when no sound is presented (e.g., target-

consistent characteristic sounds will help attract attention to the 

corresponding visual object). We found that, in these naturalistic 

scenes, characteristic sounds do improve visual search for task-

relevant objects but fail to increase the characteristic sounds 

salience of irrelevant distracters. Our findings generalize previous 

results on task-relevant object-based crossmodal interactions with 

simple stimuli and demonstrate how audio-visual semantically 

congruent relationships play out in real life contexts.  

1.3.3 Audio-visual semantic effects on free observation 
of real-life scenes 

At this point, the first study of this dissertation, presented in 

Chapter 2.1, demonstrated that crossmodal semantic congruence 

can influence attention when even if it is irrelevant to the current 

goal but only when perceptual load is low. The experiment in 

Chapter 2.2 demonstrated that characteristic sounds can speed up 

visual search for everyday life objects when embedded in natural 

and dynamic environments. These results suggest that object-based 

enhancement occurs in a goal-directed manner. The third study of 

the current thesis, presented in Chapter 4, investigated crossmodal 
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semantic congruence drives visual attention also under free-viewing 

conditions, that is when the observer does not have a specific task. 

In order to address this question, we designed an eye-tracker study 

with audio-visual dynamic scenes similar to the second study 

described in the previous sub-section. 

We hypothesized that semantically consistent sounds would 

increase the salience of the corresponding (irrelevant) visual object, 

and therefore the probability of directing overt attention toward the 

visual object would increase. In particular, we computed in how 

many of the videos the object of interest is looked at under different 

sound conditions (consistent, neutral or no sound), the total dwell 

time spent looking at the object, number of fixations made at the 

object, and time to first fixation inside the area of interest.  

We found that characteristic sounds increased the percentage 

observations, the number of fixations and the total dwell time spent 

on the object of interest in comparison to the neutral or no sounds. 

This finding suggests that crossmodal semantic congruence indeed 

has an effect on gaze and eye movements, and therefore on attention 

orienting, even under free observation of real-world scenes.  

The following section contains 3 experimental studies that are 

presented in form of submitted articles.  
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3. EXPERIMENTAL STUDIES  
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Abstract 

Recent studies show that cross-modal semantic congruence plays a 

role in spatial attention orienting and visual search. However, the 

extent to which these cross-modal semantic relationships attract 

attention automatically is still unclear. At present the outcomes of 

different studies have been inconsistent. Variations in task-

relevance of the cross-modal stimuli (from explicitly needed, to 

completely irrelevant) and the amount of perceptual load may 

account for the mixed results of previous experiments. In the 

present study, we addressed the effects of audio-visual semantic 

congruence on visuo-spatial attention across variations in task 

relevance and perceptual load. We used visual search amongst 

images of common objects paired with characteristic object sounds 

(e.g., guitar image and chord sound). We found that audio-visual 

semantic congruence speeded visual search times when the cross-

modal objects are task relevant, or when they are irrelevant but 

presented under low perceptual load. Instead, when perceptual load 

is high, sounds fail to attract attention towards the congruent visual 

images. These results lead us to conclude that object-based 

crossmodal congruence does not attract attention automatically and 

requires some top-down processing.  
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Introduction 

Interactions between sensory modalities and their influence on 

perception and behavior have been convincingly demonstrated over 

the past decades.  For instance, in multisensory contexts, 

information from different senses influences the deployment of 

spatial attention (McDonald et al., 2001; Koelewijn et al., 2010; 

Talsma et al., 2010; Santangelo and Macaluso, 2012). This way, 

lateralized sounds can produce a shift of attention that facilitates the 

processing of a visual target presented at that (congruent) location 

(Spence et al, 1998; McDonald et al., 2000). Even if spatially 

uninformative, auditory stimuli can enhance the processing of visual 

events that are temporally congruent (Van der Burg et al., 2008; 

Van den Brink et al., 2014).  

These attention effects by congruent audio-visual stimuli has 

previously been observed using simple stereotyped objects i.e. 

Gabor patches, beeps, flashes, by manipulating congruence between 

low-level attributes such as spatial location or time. Yet, in the real 

world, multisensory events do not only provide temporally and 

spatially correlated information but also convey higher-level 

information about the identity of the object. Like lower level spatio-

temporal features, these higher-level attributes can bear congruence 

relationships, arising from their semantic associations. It is therefore 

possible that in the natural environment object-based (semantic) 

relations between sounds and visual events might have an influence 

on attention orienting. Several recent studies have addressed the 

role of crossmodal semantic congruence on spatial orienting by 

investigating how characteristic sounds of objects (musical 
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instruments, vehicles, animals etc) or semantically congruent tactile 

information can enhance performance in different visual tasks 

(e.g., Laurienti et al., 2004; Chen and Spence, 2011; Molholm et al., 

2004; Pesquita et al., 2013; Iordanescu et al., 2008; Iordanescu et 

al., 2010; List et al., 2014). However, the results of these studies are 

mixed, some suggesting that semantic congruence effectively 

attracts attention and some suggesting that it does not. Because of 

the great methodological variability between different studies, an 

important question remains as to what are the conditions in which 

cross-modal semantic relationships influence orienting behaviors. 

Answering this question can shed some light on the underlying 

processes supporting cross-modal semantic interactions. 

Nardo et al. (2014) reported that crossmodal semantic congruency 

between visual events and sounds had no effect on spatial orienting 

or brain activity (measured with fMRI) when observers watched 

videos of everyday life scenes. In contrast, another study by 

Mastroberardino et al. (2015), using static images of objects, 

reported that attention was oriented toward the image semantically 

congruent (albeit spatially uninformative) sound presented at the 

same time. Along similar lines, Iordanescu et al. (2008, 2010) 

showed that characteristic sounds, even if spatially uninformative, 

speeded up visual search when consistent with the target object. 

Conversely to the study of Nardo et al. (2014) which found no 

effect, Iordanescu et al. and Mastroberardino et al. used simple 

static images presented in decontextualized search arrays 

(Iordanescu et al., 2008, 2010). One could argue that this might be 

the reason for the different result. Indeed, both the dynamic nature 
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of natural scenes and their complexity, have been pointed out as 

important gaps in the generalization of laboratory research findings 

to real-world contexts (e.g., Hasson et al., 2010). However, a recent 

study from our laboratory has addressed these potential 

explanations by demonstrating that characteristic sounds 

crossmodally enhance visual search of relevant objects even in 

complex and dynamic real-life scenes (Kvasova et al., 2019). 

Therefore, the static stimuli and lack of context in previous studies 

might not fully account for the difference in the results between 

previous studies. Here, we investigate whether task relevance might 

be a factor. 

Task-relevance is another possibly important variable that has 

varied significantly across studies in prior research on cross-modal 

semantic effects on spatial attention. Iordanescu et al have shown 

that characteristic sounds, even if spatially uninformative, speed up 

search times for congruent visual targets (Iordanescu et al., 2008, 

2010). In these studies, the visual search array contained four 

competing stimuli and the visual event was a target itself, the audio-

visual object was in this case completely task-relevant. A similar 

method was applied in Kvasova et al. (2019) expect that the objects 

were embedded in more realistic video clips, with equivalent 

results. These studies showed consistent effects of cross-modal 

semantic congruence when the audio-visually congruent object is 

relevant for the task at hand (see also Iourdanescu et al., 2008, 

2010). 

What happens when the audio-visual congruent object is task-

irrelevant? In Nardo (2014) participants were asked to freely 
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observe videos without any particular task requirement. In this case, 

cross-modal semantic relations had null effects on orienting 

(measured with eye-tracking). In Mastroberardino et al (2015), 

participants did perform a task, but the audio-visual semantic 

congruence was putatively task irrelevant. In the cited study, 

participants were asked to discriminate the orientation of a visual 

target (a Gabor grating) presented to one side (left or right) of 

central fixation. However, right before the relevant visual target 

appeared, a pair of irrelevant images of animals were presented at 

the corresponding left/right locations where the upcoming targets 

could appear. What they found is that when a central sound was 

semantically congruent with one of the two images, then 

discrimination performance of the visual target presented later at 

that location improved. Mastroberardino et al. concluded that 

despite irrelevance to the task, the semantically congruent audio-

visual object produced capture, hence summoning attention to that 

location. Compared to Nardo et al., however, Mastroberardino et 

al.’s task did not impose a high perceptual load: the presentation the 

irrelevant animal images was sequential with the relevant visual 

targets1, there was only two of them (always the same two, a cat and 

a dog), and they were presented at two pre-specified locations. One 

could even think that the images might have acted as placeholders, 

and therefore not being completely task irrelevant). In any case, 

according to the perceptual load theory (Lavie and Tsal, 1994), one 

would expect processing of irrelevant information under these low 

 
1 That is to say. At the moment the task-irrelevant sound-image combination was 
presented, there was no other competing task or stimuli. 
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perceptual load conditions. Inferring from the results of these very 

different studies, one might be tempted to conclude that under high 

perceptual load, cross-modal semantic congruence matters only if it 

bears some relevance to the task at hand. This is precisely the 

question that we address in the present study. 

Here we aim at investigating how task constraints may modulate the 

effect of cross-modal semantic congruence on attracting attention. 

We hypothesized that the effect of audio-visual semantic 

congruence will emerge when at least one of two conditions apply: 

the multisensory object (or one of its components) carries some 

relevance to the current goal or, the multisensory object is irrelevant 

but presented under low perceptual load. We therefore predict that a 

semantically congruent sounds speed up the explicit search of a 

corresponding visual target, but when attention is engaged in 

another task, and therefore search is not explicit, then this cross-

modal semantic effect will wane. 

We addressed this question in three experiments using the same set 

of multisensory stimuli, with the only variations being task 

relevance and perceptual load. For all the experiments we used 

audio-visual pairs of common objects (e.g. a picture of a cat and a 

meowing sound, picture of a phone and a ring tone).  

In Experiment 1, we studied the effect of audio-visual semantic 

congruence on spatial attention when the audio-visual pairs are task 

relevant. To do so, we aimed at replicating the results of Iordanescu 

et al. (2008, 2010), where the visual component of the multisensory 

object was task relevant by explicit instruction. In all cases, 
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participants performed a visual search task for pre-defined visual 

objects while hearing sounds that could be semantically consistent 

with the target, consistent with a distracter or not related to any 

object in the search array. According to these previous results, we 

expected to find significant effects of cross-modal semantic 

congruency in the form of shorter search latencies in target-

consistent, compared to distractor-consistent trials or neutral trials. 

Previous findings by Iordanescu et al. (2008, 2010) and Molholm et 

al. (2004) also show that semantically consistent sounds do not 

increase the visual salience of a distractor visual object in the search 

array. In line with this, no difference in reaction time between 

distractor-consistent and neutral conditions is expected. This would 

support (and confirm) that the object-based audio-visual facilitation 

requires some top-down (goal-directed) processing.  

In Experiments 2 and 3, we studied the effect of audio-visual 

semantic congruence on spatial attention when the audio-visual 

pairs were not task relevant. In these experiments, an array of visual 

objects and a sound were presented just like in Experiment 1 (and 

under the same conditions described). Yet, participants did not have 

to do any task with this array but were instructed to just wait until 

this array was replaced with a second visual array composed of “T” 

letters. Participants searched this second array for an upright “T” 

amongst inverted “T” s. The variable of interest was whether or not 

the target in the T search task appeared at a location previously 

occupied by a congruent audio-visual pair. The difference between 

Experiments 2 and 3 was perceptual load (low vs. high 

respectively).  
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According to our hypothesis, the predictions are as follows. If cross-

modal congruence triggers automatic orienting, even in task-

irrelevant conditions, then we expected to find a search advantage 

(shorter latency) if targets appeared at the location previous 

occupied by a congruent multisensory object, compared to when the 

target appeared away from this location. In the case that these 

interactions were to occur independently of available processing 

resources, indicating strong automaticity, then we would expect the 

effect to survive despite of task irrelevance and high perceptual load 

(Experiment 3). If orienting toward cross-modal semantic 

congruence breaks down in Experiments 2 and 3, we will conclude 

that task relevance is a condition for these interactions. If orienting 

toward cross-modal semantic congruence breaks down only in 

Experiment 3, then we will conclude that these interactions may 

happen even if task irrelevant, as long as perceptual load is low. 

Either of the two latter outcomes will cast doubts on a strong 

version of the automaticity hypothesis. Finally, by hypothesis we do 

not expect the effect of cross-modal semantic congruence to be 

significant in Experiment 3 but not in Experiment 2. Such a pattern 

of results should lead to a revision of the initial hypothesis. 

Experiment 1: Replication of Iordanescu et al., 2008, 2010 

In Experiment 1 we aimed at replicating the results of the study of 

Iordanescu et al. (2008, 2010) but with a new set of audio-visual 

stimuli. We created a visual search task where participants had to 

look for a target visual object while hearing characteristic sounds 

that were either consistent with the target of search, consistent with 
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a distractor, or neutral (consistent with neither). We conducted three 

different versions of the experiment (Experiments 1a, 1b and 1c) 

with variations in measurement: in Experiment 1a and 1b we 

measured saccadic search times (Iordanescu et al., 2010) and in 

Experiment 1c participants gave manual responses (Iordanescu et 

al., 2008). This was done mainly for the replication purposes and 

also to ascertain if both types of response are reliable in order to be 

used in other experiments. 

Experiment 1a: Saccadic responses with aligned audio-visual 

stimuli 

Methods 

Participants  

Sixteen volunteers (7 males; mean age 24.56 years, SD = 3.67) took 

part in the study. They had normal or corrected-to-normal vision, 

reported normal hearing and were naïve about the purpose of the 

experiment. All subjects gave written informed consent to 

participate in the experiment.  

Stimuli  

A set of 20 different images were obtained from free picture data-

bases. Images represented tools, animals, transport, etc. (See 

supplementary materials). All pictures were edited with Adobe 

Photoshop CC 2015. Each picture was converted to greyscale and 

scaled to fit within 4.5 ° x 4.5 ° degrees area. All visual stimuli were 

presented on a gray background. Characteristic audio clips for each 
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of the visual objects were obtained from Freesound.org database 

(See online supplementary materials). The duration of sounds varied 

due to differences in their natural durations (M = 660 ms with SD = 

130 ms). These differences should not have affected our results 

since the design of our experiments was counterbalanced (see 

Procedure). The sounds provided no information about the visual 

target’s location, were clearly audible and presented via two 

loudspeakers, one on each side of the monitor, in order to render 

them perceptually central. On each trial, the sound was either 

consistent with the target object (target consistent), consistent with 

a distractor object (distractor consistent), or not consistent with any 

of the four objects included in the search display (neutral). All of 

the objects were randomly selected for each trial.  

Procedure 

The experiment was programmed and conducted using Psychopy 

1.81 (for Python 2.7) running under Windows 7. An Eyetribe eye 

tracker (60 Hz sampling rate and 0.5° RMS spatial resolution) with 

a combined chin and forehead rest was used to control for eye 

movements.  

Participants were sitting in front of a computer monitor 22.5’’ (Sony 

GDM-FW900) at a distance of 77cm. In order to start each block of 

the experiment, participants pressed the space bar. Each trial started 

with the fixation cross that lasted for 2000 ms. Then a cue word was 

printed on the screen indicating the target of the visual search for 

that trial (Figure 1). After 2000 ms, a cue word disappeared, and a 

search display appeared. Every trial of the experiment contained a 
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display with 4 black and white pictures of visual objects that were 

placed in the four quadrants at 4.7° eccentricity. One of these four 

objects was a visual search target and the rest three were distractors. 

Visual display with objects appeared simultaneously with the sound 

that followed one of the three experimental conditions (target-

consistent, distractor-consistent or neutral).  

Participants were instructed to look as fast as possible at the visual 

target. Visual search performance for each subject and condition 

was determined by the mean Saccadic search time (SST). Once eye 

gaze entered the quadrant with visual target the trial automatically 

finished, and the new trial begins. SST was calculated from the 

beginning of the appearance of the visual search display until the 

moment the left eye gaze position reached the region of the target. 

Target object was presented in every trial. The experiment consisted 

of 4 blocks in total, each block contained: 20 target-consistent, 20 

distractor-consistent and 20 neutral trials.  
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Figure 1. The sequence of event was identical for the Experiments 1a, b and c. First 

participants were asked to stay fixated in the central cross. The fixation cross was followed by 

the presentation of a cue word. Then search array of 4 objects appeared together with the 

sound that in the Experiment 1a was synchronous to the visual onset and in the Experiments 1 

b, c preceded the pictures for 100 ms. In the Experiments 1 a, b participants had to look at the 

target object as fast as possible. Once the gaze was detected inside of the quadrant with target 

the trial was abrupted and the new trial began. In the Experiment 1c participant had to 

maintain central fixation throughout the whole trial and press as fast as possible one of the four 

keys that corresponded to the location of visual target. In contrary to the Experiment 1 a and b, 

in the Experiment 1c visual objects were presented only for 670 ms. Participant could respond 

during these 670 ms, otherwise the question mark appeared and stayed until participant presses 

the response key.   
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Results  

We ran a repeated measures ANOVA on mean search times, with 

subject as the random effect and condition as the factor of interest. 

The analysis showed that main effect of condition was not 

significant (F(2,30)=0.4; p=0.67). Saccadic search time was not 

significantly faster in the target-consistent-sound condition (M = 

501 ms) compared with both the distractor-consistent- condition (M 

= 500 ms), t(15) =0.29, p = 0.388 and neutral condition (M = 497 

ms), t(15) = 1.05, p = 0.154. Neither the difference was found 

between the distractor-consistent and neutral conditions, t(15) 

=0.56, p = 0.29 (Figure 2). Thus, in the Experiment 1a characteristic 

sounds did not speed up gaze towards the visual target.  

The results of this experiment fail to replicate the cross-modal 

semantic effect, a finding established by several previous studies. 

One of the reasons for the null result might lie in the nature of 

processing of complex sounds. Meaningful sounds take a certain 

(and variable) amount of time to identify given that information 

needs to be integrated over some hundreds of milliseconds (e.g. 

Cummings et al., 2006). On the other hand, less time is necessary to 

access the meaning of visual information in comparison to (Kim et 

al., 2014; Weatherford et al., 2015). In particular, semantic 

information can be accessed from visual stimuli within the first 

100ms (for a review, see Potter, 2014), whereas processing of the 

meaning of a complex naturalistic sound can require more time due 

to the temporal nature of the information (according to some 

review, approximately 150 ms after onset, Murray and Spierer, 
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2009). For this reason, the temporal window of audio-visual 

integration for complex sounds is not the same as for simple 

artificial sounds (Vatakis and Spence, 2010). Here, because 

saccades are fast, it might be the case that there was no sufficient 

integration time for the meaning of the sound to influence visual 

processing before response. Following the same logic as previous 

laboratory studies that used complex sounds and visual events, we 

decided to advance the presentation of sounds by 100ms in 

Experiment 1b (Vatakis and Spence, 2010, for a review; Knoeferle 

K. M., Knoeferle P., Velasco and Spence, 2016, Kvasova et al, 

2019, for a similar procedure). In Experiment 1c, we used the same 

procedure but changed the type of response: instead of saccadic 

search we used manual response. 
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Figure 2. Visual search average reaction times towards a target and error rates 

were plotted in the target-consistent sounds, distracter-consistent sounds and 

neutral sounds conditions in Experiment 1a (Saccadic search times, SOA0ms), 

Experiment 1b (Saccadic search times, SOA100ms) and Experiment 1c (Manual 

response times, SOA100ms). Error bars indicate the standard error. Asterisks 

indicate significant difference between conditions (1 asterisk for p-value less than 

0.05, 2 asterisks for p-value less than 0.01)  

 

Experiment 1b: Saccadic responses with offset sounds 

All apparatuses and stimuli in Experiment 1b (see Experiment 1a 

Methods) were identical to those used in Experiment 1a, except that 

the sound preceded the onset of visual search array for 100 ms 

(stimulus onset asynchrony SOA 100ms).  For this purpose, we 

recruited an additional group of 16 participants (7 males; mean age 

24.56 years, SD = 3.67). 
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Results 

The analysis returned a significant main effect of condition 

(F(2,30)=4.14; p=0.025). Further, we tested the differences between 

conditions using one tail t-test with Holm-Bonferroni correction for 

multiple comparisons (Ludbrook, 1998). The analysis showed that 

saccadic search time was significantly faster in the target-consistent 

sound condition (M = 462 ms) compared with both the distractor-

consistent (M = 478 ms), t(15) =2.51, p = 0.012, Cohen’s d=0.27 

and neutral condition (M = 476 ms), t(15) = 2.55, p = 0.011, 

Cohen’s d=0.23, see Figure 2). All these results survived the 

correction for multiple comparisons.  

Thus, in Experiment 1b we have shown that during visual search 

task characteristic sounds, when presented 100 ms in advance, 

speeded gaze responses towards semantically congruent visual 

targets. This successfully replicates previous results and establishes 

the cross-modal semantic effect on visual search. In addition, we 

compared search times in distractor-consistent and neutral 

conditions. The additional prediction stated that if audio-visual 

semantic consistency has an impact only in a goal-directed way then 

distractor-consistent sounds should not slow down performance 

compared to other not related sounds. Post-hoc t-tests showed the 

lack of difference in saccadic search time between the distractor-

consistent and neutral conditions, t(15) =-0.902, p=0.381.  
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Experiment 1c 

An additional group of 16 participants was recruited for this 

experiment (7 males; mean age 24.56 years, SD = 3.67). The 

experiment was programmed and conducted using the MATLAB 

8.2-R2013b running under Windows 7. The procedure in the 

experiment 1c was adapted for the use manual response instead of 

gaze responses. The details of the procedure are as in Experiment 

1b, except for the following differences: In experiment 1c 

participants had to maintain visual fixation throughout the whole 

trial, and were instructed to press one key out of four possible (1, 7, 

9 and 3 keys of the number pad of the keyboard) corresponding to 

the location of the target (instead of gazing at the target). Visual 

search performance for each subject and condition was determined 

by the mean reaction time (RT) of manual responses. RT was 

calculated from the beginning of the visual search display until the 

moment the moment subject pressed the response key.  

Results 

We ran a repeated measures ANOVA on mean RTs (over correct 

responses), with subject as the random effect and condition as the 

factor of interest. The analysis showed a significant main effect of 

condition (F(2,30)=7.7; p=0.002). We found that reaction time was 

significantly faster in the target-consistent-sound condition (M = 

578 ms) compared with both the distractor-consistent-condition (M 

= 619 ms), t(15) =3.05, p = 0.004, Cohen’s d=0.36 and neutral 

condition (M = 599 ms), t(15) =2.51, p = 0.012, Cohen’s d=0.19 



 

 45 

(Figure 2). All comparisons survived the Holm-Bonferroni multiple 

comparison correction. Furthermore, reaction time was slower in 

distractor-consistent than in neutral conditions, t(15) =2.36, p = 

0.016, Cohen’s d=0.17. This last result suggests that distractor 

objects may also attract attention when congruent with the sound, 

even if these audio-visual events are not relevant to the current goal. 

This result was not expected, by comparison to previous results in 

the literature (and with the results of saccadic responses in 

Experiment 1b). We will come back to this in the General 

Discussion section. All in all, the results of experiments 1b and 1c 

allowed us to show that semantically consistent sound attract 

attention to the visual object when audio-visual event is relevant to 

the task, i.e. visual search. This replicates the finding from 

Iordanescu. (2008, 2010) and also Knoeferle et al. (2016) and 

Kvasova et al. (2019). Because the effect of crossmodal semantic 

congruence was found only when sound was presented 100ms 

before the visual stimuli we decided to use SOA100ms in all the 

following experiments. Also, the effect size was larger when using 

manual versus eye responses. Therefore, we used manual responses 

for the subsequent experiments.  

 

Experiment 2  

In the previous experiments we found that when audio-visual pair is 

relevant to the current goal of the task, semantic congruence has an 

effect on search. As the next step of our study addressed whether 
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audio-visual semantic congruence attracts attention even when the 

audio-visual pair is not relevant to the task. Here participants saw 

the same arrays as in experiments 1A-C, containing images and 

characteristic sounds of common objects (same conditions), only 

this time these arrays were completely task-irrelevant. Instead, 

subjects were asked to wait until the array transitioned into a new 

display composed of a set of letters T, and then perform a search 

task for an upright T amongst rotated Ts. In some of the trials the 

target T appeared at the same spot where the visual object 

congruent with the sound had been presented before. If audio-visual 

semantic congruence attracts attention to its location, then we would 

expect benefits in visual search if the target of the new away falls at 

that location. Because audio-visual events are task irrelevant, this 

would mean that crossmodal sematic congruency is able to attract 

attention in an automatic manner.  

Methods 

Participants  

Fifteen volunteers (6 males; mean age 26.32 years, SD = 4.15) took 

part in the study. They had normal or corrected-to-normal vision, 

reported normal hearing and were naïve about the purpose of the 

experiment. All subjects gave written informed consent to 

participate in the experiment.  
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Stimuli and Procedure 

For this experiment we used the same set of 20 pictures of common 

objects and their corresponding sounds as in Experiment 1. We 

presented sounds 100 ms before visual onset similarly to 

Experiments 1 b & c. In the beginning of the trial participants were 

presented with the cross in the middle of the screen for 500 ms and 

were instructed to maintain visual fixation on it (Figure 3A).  Then 

4 pictures of common object together with a sound were presented 

for 670 ms. The sound was either consistent with the object that was 

located in the quadrant where the following target of search will 

appear (cued); consistent with the object located in one of the other 

3 quadrants (uncued), or not consistent with any of the four objects 

(neutral). After that, pictures faded out gradually and the search 

array started to appear on top of it. This transition lasted for 150 ms 

until pictures of objects completely disappeared and the search 

array was clearly visible. The transition was used in order to avoid 

abrupt changes that might induce the reorientation of attention 

(Remington et al., 1992). The search array contained 16 ‘T’ letters. 

Participants searched for an upright “T” within inverted “Ts” and 

were instructed to press a response key as fast as they could when 

they found the target or withhold response if there was no target 

(filler trials).  

The experiment consisted of 4 blocks of 200 trials each. In total 800 

trials: 160 trials with no target (filler trials), 120 cued, 160 neutral 

and 360 uncued trials. By the low presence of cued trials (15% of 

the total) we disincentivized the strategy of anticipating targets 



 

 48 

where the previous audio-visual congruent event was located, which 

could artificially generate the result we expected.  

This procedure was adapted from the study of Mastroberardino et 

al. (2015). However, we did several important modifications. In the 

study of Mastroberardino et al. (2015) authors primed location of 

the upcoming relevant visual events with 2 object images (always a 

cat and a dog) that repeated throughout the experiment and were 

always at the same two locations. Because of this, and the strictly 

sequential presentation of the images and the visual targets, the 

perceptual load and the competition for processing resources 

between stimuli was relatively low. Also, since the initially 

irrelevant visual objects consistently market the two positions where 

visual targets could appear could have become relevant to the task. 

In Experiments 2 and 3 of the current study, displays contained 4 

pictures of common objects selected from a set of 20 different 

objects randomly chosen in every trial. In Experiment 2 we used 

sequential presentation of events (just like in Mastroberardino et al., 

2015), whereas in Experiment 3 (described below) the image array 

and the search array appeared concurrently. Finally, in the present 

experiments the target task required visual search with 16 T letters 

that were equally distributed within the area where previous 4 

pictures appeared. This helped us to avoid the role of pictures acting 

as placeholders and therefore minimize possible relevance to the 

task which was important to our research question.  
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Figure 3. A) Sequence of events in the Experiment 2. At the beginning of the 

trial fixation cross appeared for 500 ms. 4 pictures of objects were then presented 

with the centrally presented sound for 670 ms. Sound advanced the presentation 

of the pictures for 100 ms. Then the trial continued into the transition phase for 
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150 ms during which the pictures gradually disappeared and search screen with 

inverted ‘T’ letters appeared. Search screen stayed until participant responds. B) 

Experiment 3 included two types of trials: with low (A) and high perceptual load 

(B). In the high perceptual load trials participants viewed pictures with sounds 

together with search array of inverted ‘T’ letters. Search screen stayed until 

participant responds. 

Results 

We anticipated that, if crossmodal semantic congruence attracts 

attention despite being irrelevant to the task then search time in the 

cued condition should be faster than in uncued or neutral. ANOVA 

returned a significant main effect of condition, F(2,28)=5.56 

p=0.009. The analysis showed that average RTs in the cued 

condition (M = 893 ms) were significantly faster than in the uncued 

(M = 955 ms), t(14)=3.96, p=0.0003, Cohen’s d=0.34 or neutral 

condition (M=937 ms), t(14) =2.02, p=0.031, Cohen’s d=0.24 

(Figure 4A). All these comparisons are one tail (given the 

directional hypothesis) and survived the multiple comparison 

correction using Holm-Bonferroni.  

Our results demonstrate that semantically consistent sounds guide 

attention to its corresponding visual object despite the fact that the 

audio-visual events are irrelevant to the current task. Although we 

introduced several important changes in the design to increase 

uncertainty and irrelevance of audio-visual events to the task, we 

still have observed the effect of crossmodal semantic congruence on 

orienting, similarly to the study of Mastroberardino et al. (2015). 

However, despite we assumed task-irrelevant design, the 
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presentation of events in the Experiment 2 was still sequential, since 

sounds and visual objects were always presented before the actual 

task. Therefore, the perceptual load in this study was relatively low, 

liberating resources required for the perceptual processing of 

pictures and sounds that despite being irrelevant to the current goal 

appear to the participant in the moment when no other events took 

place. If cross-modal semantic interactions are strongly automatic, 

then we would expect the effect to survive not only task irrelevance, 

but also high perceptual load. This was tested in Experiment 3. 
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Figure 4. A) Experiment 2: Visual search reaction times towards a target and 

error rates were plotted in the cued (white), uncued (black) and neutral (grey) 

conditions. B) Experiment 3: Visual search reaction times towards a target and 

error rates were plotted in the cued (white), uncued (black) and neutral (grey) 

conditions and separated in two plots. Left plot represents performance in the 

same three conditions as in the Experiment 2 in the low perceptual load and right 

plot in the high perceptual load trials. In both experiments error bars indicate the 

standard error and asterisks indicate significant difference between conditions (1 

asterisk for p-value less than 0.05, 2 asterisks for p-value less than 0.01) 
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Experiment 3 

In Experiment 3 we preserved the irrelevance of audio-visual events 

to the task, but we introduced the additional differentiation between 

high and low perceptual load.  The task was the same as in the 

Experiment 2 (see Experiment 2. Methods) and the presentation of 

sounds followed the same conditions. However, the perceptual load 

in this experiment was high since all objects and sounds were 

presented together with the array of “T” letters upon objects (Figure 

3B). To be able to directly compare the effect of perceptual load we 

included both types of trials high vs low (intermixed within blocks). 

An additional group of twenty participants was recruited for 

Experiment 3 (7 males; mean age 24.45 years, SD = 3.05). The 

experiment was divided in 8 blocks of 200 trials: 2 types of load 

(low and high) x (20 no target) + (15 cued) + (20 neutral) + (45 

uncued). Hence, this experiment contained a total of 1600 trials 

(160 no target, 120 cued, 160 neutral, and 360 uncued, per each 

load condition).  

Results 

We run a repeated measurements ANOVA separately for high and 

low perceptual load conditions. The analysis of the low perceptual 

load data returned a significant main effect of sound condition 

(F(2,38)=7.56; p=0.002). Further comparisons showed that in the 

trials with low perceptual load average RTs in the cued condition 

(M = 948 ms) were significantly faster than in the uncued (M = 

1028 ms), t(14)=3.57, p=0.001, Cohen’s d=0.40 or the neutral 
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condition (M=1005 ms), t(19)=2.41, p=0.013, Cohen’s d=0.30 

(Figure 4B). This replicates the effects found in Experiment 2. All 

significant effects survived Holm-Bonferroni correction for multiple 

comparisons. Instead, in the high perceptual load no effects of 

sound were found F(2,38)=0.36, p=0.7. Reaction time was not 

significantly faster in cued (M = 1375 ms) and uncued trials (M = 

1393 ms), t(19)=0.72, p=0.24. Neither the difference between cued 

and neutral (M = 1391 ms) conditions resulted significant 

t(19)=0.58, p=0.28. These results demonstrate that audiovisual 

congruent events can summon attention even when task irrelevant, 

but only in low perceptual load condition. Attention capture by 

cross-modal semantic congruence does not survive high perceptual 

load.  

Discussion   

We addressed whether, and under which conditions, semantic 

congruence between sounds and visual objects attracts visual spatial 

attention. We manipulated task relevance of the audio-visual object 

and perceptual load. The findings to emerge from the experiments 

presented in this study show that audio-visual semantic congruence 

can help improve performance when searching for objects that are 

relevant to the current task goal. When task-irrelevant, the extent to 

which audio-visual congruence may attract visual attention is 

limited by perceptual load.  

In Experiment 1 (Experiments 1B and 1C) characteristic sounds 

speeded up search times for the semantically corresponding visual 
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target in a visual search task. This result is in agreement with the 

idea that cross-modal semantic congruence can attract spatial 

attention and confirms prior results (Iordanescu et al, 2008, 2010; 

Knoeferle et al., 2016; Kvasova et al., 2019). In Experiment 1B, 

distractor consistent sounds did not slow down responses compared 

to neural sounds, suggesting that audio-visual congruence benefits 

goal-directed processes, but not the processing of other potential 

objects. However, in Experiment 1C we found that distractor-

consistent sound slowed down search latencies in comparison to 

neutral sounds as well. This result is against the hypothesis and 

rather suggests that despite the irrelevance to the current goal 

semantically congruent audio-visual distractor attracted attention.  

In Experiment 2, we measured search times in a visual array 

unrelated to the audio-visual objects, presented right after. The 

results showed that, when perceptual load is low, search times 

benefit if a visual target appears at a location previously occupied 

by an audio-visually congruent but task-irrelevant object. This 

finding suggests that cross-modal semantic congruence can attract 

spatial attention even if not bearing any particular relevance to the 

person’s task. Therefore, the previous notion that semantic audio-

visual enhancements occur only in a goal-directed task-relevant 

manner is not fully supported (Molholm et al., 2004; von Kriegstein 

et al., 2005; Iordanescu et al., 2008, 2010). The results of 

Experiment 2 are in line with the study of Mastroberardino et al. 

(2015) showing that, despite being irrelevant to the task, crossmodal 

semantic congruence can still attract attention.  
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In Experiment 3, we used the same task as in Experiment 2, but 

used two different perceptual load conditions. In the low load 

condition, an exact replication of Experiment 2, we found the same 

results: Task irrelevant audio-visual congruence attracted attention. 

In the high perceptual load condition, we found that that effect of 

task-irrelevant semantic congruence just vanished.  

What consequences do these results have to interpret prior findings? 

We believe that the effect of perceptual load might help explain 

why some studies find task-irrelevant effects of semantic 

congruence, and why some others do not. For example, this could 

help explain the unstable effect of distractors in our Experiments 1B 

and 1C. Contrary to ours, Mastroberardino found crossmodal 

semantic effects on spatial orienting only for difficult visual targets, 

in one of the two experiments they reported. The authors suggested 

that probably, contrary to Iordanescu et al. (2008, 2010) both valid 

and invalid audio-visual events acted as distractors to the current 

task. However, we believe that difficulties in finding a stable effect 

could be rather explained by abrupt change between presentation of 

audio-visual events and task display. This sudden switch between 

displays might induce the reorientation of attention (Remington et 

al., 1992) that further vanished all the cueing effects of semantically 

congruent audio-visual pair. We believe that the transition phase 

between displays used in the current study helped to maintain the 

attention on the location where previous congruent event appeared.  

In sum, the results of Experiment 2 and 3 have shown cross-modal 

semantic congruence can attracts spatial attention even if not 
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bearing any particular relevance to the current task. This pattern of 

results would suggest that audio-visual congruent objects do have a 

tendency to attract attention in an automatic manner. However, we 

also found that perceptual load might act as a limiting condition to 

this automatic tendency for congruence effects. This speaks against 

a strong automaticity account of cross-modal semantic interactions.  

In order to conclude that audio-visual semantic interactions are fully 

automatic it would be necessary to demonstrate that the effect 

appears in task-irrelevant conditions and survives when attention is 

compromised by high perceptual load. The results of Experiment 3 

suggest otherwise. Under high perceptual load when the number of 

items for processing is high and therefore the amount of resources is 

exceeded, the effect of audio-visual semantic consistence disappears 

when task irrelevant. This means that audio-visual semantic 

congruence necessitates from some top-down regulation in order to 

guide attention, above and beyond any fast, bottom up cross-modal 

integration process. This cross-modal interaction can be triggered 

even in the absence of a particular goal, as long as sufficient 

processing resources are left available. However, if so, the 

crossmodal sematic effect should be observed in the high perceptual 

load condition in Experiment 3. Instead, we found that when 

attention is fully engaged in different task semantically congruent 

audio-visual event does not attract attention. Therefore, we believe 

that semantic-based audio-visual integration requires some 

attention.  
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Even if one cannot conclude on automatic cross-modal effects, one 

interesting question is still open about what is the mechanism of 

audio-visual semantic interactions. One might think that this pattern 

of results could be based on the well-known effect of semantic 

priming, without the need to invoke a different process of fast 

semantic integration across modalities. Cross-modal facilitation by 

semantic priming could be explained by the fact that semantic 

associations across modalities established via prior experience tend 

to be reinforced. When information in one sensory modality recalls 

semantic representations, it creates expectation in other modalities 

which enhances recognition of the upcoming information that is 

congruent (e.g., Parise and Spence, 2009). Previous studies have 

demonstrated priming effects across modalities, however, the effect 

was observed using asynchronous presentation of auditory and 

visual events and null effect for synchronous or nearly synchronous 

presentation (Chen and Spence, 2011; 2013). Previous studies 

generally suggest that cross-modal semantic priming appears when 

cues (e.g., sounds) are presented prior to targets (e.g., the visual 

stimulus) (Dehaene et al., 1998; Costello et al., 2009). In our current 

study, however, consistent sounds were presented only 100 ms 

before the visual onset, which lead us to suggest that this effect 

might be caused by a different mechanism than traditional 

crossmodal semantic priming. Such mechanism would have to be 

based on interactions between quickly accessed auditory and 

visually identity information. Possibly, crossmodal semantic effects 

happen as well due to automatic audio-visual processing based on 

semantic information. This notion is supported by the findings in 
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the recent study of Cox et al. (2015). Authors showed that 

synchronously presented semantically congruent sound boosted 

visual below threshold image into the awareness during continuous 

flash suppression (CFS). No effect was found when sounds 

preceded the image. The authors suggested that these cross-modal 

semantic effects are due to automatic audio-visual processes, rather 

than traditional semantic priming.  

Despite the interaction mechanisms alluded to in the discussion 

above provide potential accounts for our effects, the actual impact 

of traditional priming mechanisms is still difficult to assess. For 

example, in the previous studies where presentation of visual 

stimuli was very brief (e.g. 27 ms in the study of Chen & Spence, 

2011), synchrony manipulations may have been effective to 

attribute the effect of priming, which are supposed to unfold in 

time. In our case, the duration of stimulus presentation was 

relatively long (approximately 660 ms for sounds and 670 ms for 

pictures). Given that the temporal overlap between auditory and 

visual stimuli was large, the effects of semantic priming may still 

occur over the time-course of synchronized events. However, the 

methods of the current study do not allow us to conclude on the 

mechanisms of audio-visual semantic interactions. More studies 

should be conducted in order to address this question.  

Given the results observed in this (and prior) experiments, one 

important question are the implications for real-life scenarios. 

Object-based enhancements occur consistently for task-relevant 

objects and might occur even when task irrelevant but only under 
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favourable, low load, conditions. However, like in previous 

demonstrations of the same principle, experiments have typically 

used rather artificial settings: stimuli are presented under relatively 

low perceptual load, and without any meaningful context and 

ecological validity (Iordanescu et al., 2008; 2010; Mastroberardino 

et al., 2015). This is unlike real world conditions, where functional 

relationships and statistical regularities between objects (forks are 

often seen next to dishes), or between an object and its context (cars 

are rarely part of a submarine scene), are of great importance. 

Previous visual-only studies have already made a point about the 

differences in how attention is distributed in naturalistic, real life 

scenes compared to simple artificial search displays typically used 

in psychophysical studies (e.g., Peelen and Kastner, 2014, for a 

review; Henderson and Hayes, 2017).  

Recently, the importance of studying multisensory interactions in 

realistic environments has been highlighted (e.g. Soto-Faraco et al., 

2019; Matusz et al., 2019).  One particularly relevant point refers to 

the interaction between these multisensory processes and attention, 

given that in realistic contexts, perceptual load tends to be high, 

compared to the idealised conditions of the current (and previous 

experiments). According to our results, high perceptual load leads 

to a decrement in the effectivity of crossmodal congruent events to 

attract attention (see also, Lunn et al. 2019). This could mean that 

the incidence of these effects in real life contexts could be limited.  

As discussed above, another important aspect of real-world scenes, 

compared to the artificial displays used here, is contextual 
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information. Whereas in artificial search displays the different 

elements and their location do not provide any particular constrain 

on each other, naturalistic scenes are precisely defined by learned 

relationships that have an impact on object identification (see 

Peelen and Kastner, 2011).  Under this light, in real-world settings 

that contain information from multiple sensory modalities, semantic 

relationships might be especially important for orienting. Further 

studies to understand the limits of crossmodal semantic effects and 

how they apply to real-life dynamic scenarios are necessary should 

to clarify this point. In a recent study, we have demonstrated that 

semantically consistent sounds can speed up search latencies for an 

object in dynamic and naturalistic visual scenes (Kvasova et al., 

2019).  This finding proves that audio-visual congruency facilitation 

effects for task-relevant objects demonstrated with simple and 

artificial AV stimuli (Experiments 1B and 1C; Iordanescu et al., 

2008, 2010) could be generalized to the real-world contexts. 

However, it is perhaps fair to say that in real-life conditions, most of 

the sensory information available (including audio-visual congruent 

objects if present) occur outside the focus of attention and are 

potentially task irrelevant. Therefore, experiments with realistic 

scenes should address the effects of cross-modal semantic 

congruence in task-irrelevant or no-task conditions. These 

validations in more ecologically valid materials will help 

understand the relevance of semantic congruence in real life. 
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Conclusions 

In the current study, we examined the constrains under which 

audio-visual semantic congruence triggers spatial orienting. We 

found that audio-visual semantic congruence speeded visual search 

times when the cross-modal objects are task relevant, a 

phenomenon that had been already described in other studies. Here, 

we show that even when these audio-visually congruent objects are 

task irrelevant they can summon attention, but only when presented 

under low perceptual load conditions. When these audio-visual 

events are irrelevant to the task and perceptual load is high, then the 

attention-grabbing effects of audio-visually congruent events 

vanish. This pattern of results does not support a strict automaticity 

hypothesis of semantic integration across modalities. Instead, we 

believe that some top-down processing is necessary for audio-visual 

semantic congruence to trigger spatial orienting. Further, in order to 

understand the relevance of semantic congruence in real life more 

experiments with realistic scenes should address the cross-modal 

semantic effects in task-irrelevant or no-task conditions.  
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Abstract   

Real-world events provide a rich web of semantic correspondences 

about object identity in different sensory modalities. These 

correspondences help us parse sensory information and make sense 

of the environment. For example, a sudden car honk just as we are 

about to cross the street brings the image of an approaching vehicle 

into sharp focus. Previously, we were able to demonstrate that 

characteristic sounds speed up visual search for everyday life 

objects in natural and dynamic environments. Furthermore, our 

results suggest that object-based enhancement occurs in a goal-

directed manner. In the current study, we investigated if this 

crossmodal semantic congruency effect drives visual attention 

under free-viewing condition, without any specific task. We 

addressed this question in an eye-tracker study using a set of 108 

video clips from realistic complex scenes (YouTube, TV, movies, 

news, etc.)  presented alongside various sounds of varying semantic 

congruency with objects within the videos. We found that 

characteristic sound increased the percentage of observed 

corresponding visual objects, number of fixation and the total dwell 

time inside the area of interest in comparison to the neutral sounds 

or when video are presented with background noise only. The 

results suggest that crossmodal semantic congruence indeed have an 

effect on gaze and eye movements and therefore attention in a free 

viewing paradigm. Our findings extend previous findings on object-

based crossmodal interactions with simple stimuli and shed more 

light upon how audio-visual semantically congruent relationships 

play out in realistic scenarios.  
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Introduction 

In real world contexts, we are constantly bombarded with all sorts 

of sensory information. Our brains need to make sense of these 

signals and deploy resources efficiently by orienting attention on 

what is relevant. Previous studies have highlighted that sensory cues 

from different modalities can affect visuo-spatial orienting. For 

instance, cross-modal spatial cueing demonstrates that abrupt 

sounds summon not only auditory attention but also visual attention 

towards their location (Driver, 1996; Spence et al., 1998; McDonald 

et al., 2000; see Spence & Soto-Faraco, 2019 for an applied 

perspective). In addition, temporal congruence between 

multisensory events can also attract attention and enhance responses 

to subthreshold stimuli (REF). Previous studies have also shown 

that a sound synchronized with a visual transient can boost the 

salience of that visual event, improving search performance (Van 

der Burg et al., 2008; Van den Brink et al., 2014). Looking at the 

literature, it is clear that spatio-temporal information has a robust 

influence on perception and attentional orienting (Santangelo and 

Spence, 2007).  

However, going back to real world contexts, in our everyday life 

environments we do not only focus attention based on spatial and/or 

temporal attributes. These environments are rich in behaviorally 

relevant information about the identity and semantic attributes of 

objects. Hence, they contain a rich web of semantic 

correspondences about object identity in different sensory 

modalities. These correspondences also help us parse sensory 
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information and deploy processing resources in an efficient manner. 

In line with this idea, prior studies have demonstrated that high-

level semantic information (as opposed to low-level spatio-temporal 

cues) can also influence visuospatial attention (Iordanescu et al., 

2008,2010; Mastroberardino et al., 2015; Kvasova and Soto-Faraco, 

2019). However, most of these studies have used simplified 

situations which allow for optimal experimental control, but do not 

capture the complexity of relevant real-world situations (e.g., Soto-

Faraco et al., 2019; Kvasova et al., 2019; Matusz et al., 2019, for a 

similar argument). The present work is precisely about the potential 

of cross-modal semantic cues to summon attention under conditions 

closer to real-life scenarios.  

Previous studies on crossmodal semantic congruence have 

demonstrated cross-modal semantic effects on visual processing and 

attention. For example, Molholm et al. (2004) found that 

performance in an audio-visual object-recognition task was 

enhanced with respect to uni-modal trials, when the auditory and 

visual semantic cues were congruent. Similar enhanced object-

recognition was also seen with haptic-visual cross-modal stimuli by 

Pesquita et al. (2013). In addition to cross-modal effects on 

identification, it has been demonstrated that crossmodal semantic 

congruence can also improve performance in visual detection task 

(Chen and Spence, 2011), picture naming (Mädebach et al., 2017), 

and especially relevant for the question at stake in this study, cross-

modal semantic congruence influences the spatial distribution of 

visual attention (Iordanescu et al., 2008;2010; Mastroberardino et 

al., 2015; Kvasova et al., 2019).  
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These previous findings suggest that semantic information may play 

a role in spatial orienting and making sense of multisensory 

information. However, most of these studies are characterized by a 

reductionist approach which trades ecological validity for 

experimental control (Soto-Faraco et al., 2019; Blanton & Jaccard, 

2006; Burgess et al., 2006; Kayser, Körding, & König, 2004; 

Kingstone et al., 2003; Neisser, 1976; 1982). For example, the 

studies mentioned so far have used simplified scenarios in which 

isolated visual objects are presented in the absence of any 

meaningful or structured context.  

The meanings of objects and their role on the guidance of attention 

have recently come under the spotlight of visual attention research 

(Peelen et al., 2014; Henderson and Hayes, 2017). Previous studies 

have already addressed the question about the differences in human 

performance, comparing simple meaningless artificial search 

displays versus naturalistic scenes that are rich in meaningful 

context (Peelen et al., 2014). It has been shown that humans can 

extract complex information from just a brief glance at a scene, and 

can then predict which types of objects, which likely spatial 

arrangements, and what semantic connections between objects are 

likely to be found in this type of scenes (Wu et al., 2014). In 

addition, real world scenes are typically characterized by high 

perceptual load. Given these differences, it would be fair to assume 

that visual search and eye movement within a complex scene is 

significantly different from that of simple search paradigms using 

well controlled but idealized search arrays (like those used in most 

previous studies). Hence, generalization studies are warranted. 
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The studies discussed above addressing attention orienting in 

complex, realistic scenarios, have focused on visual-only tasks. 

Little is known about whether the cross-modal semantic effects on 

orienting discovered might generalize from the laboratory to 

complex real-life scenes. In one of the first studies to address this 

question, Nardo and colleagues (2014) used video-clips of real-life 

scenes whilst participants passively watched. They measured eye 

movements and BOLD responses using fMRI. In this study, 

semantic congruence between sounds and visual events did not 

produce any particular modulation in gaze distribution or brain 

activations (despite other aspects of the stimuli, such as spatial 

congruence between visual and acoustic cues did). The null result 

for semantic congruence in realistic scenes contrasts with the 

significant outcomes from the various, more controlled laboratory 

studies discussed at the beginning. One could think that this could 

constitute a case in which laboratory findings magnify an effect that 

is not very significant for real life.  

A recent visual search study from our group (Kvasova et al., 2019), 

also using realistic video clips, found that semantically consistent 

(but spatially uninformative) sounds speeded up visual search times 

(in comparison to the distractor-consistent, neutral sounds, or no 

sound conditions). However, one important aspect of this study is 

that it used a goal-oriented search paradigm. Given that in Nardo et 

al.’s experiment, subjects did not have a specific task other than to 

view the video clips, one could think cross-modal congruence 

simply is inefficient when task irrelevant. However, work from 

Mastroberardino and colleagues (2015) demonstrated that audio-
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visual semantically congruent events can indeed influence and 

attract attention despite being unrelated to the task. Another 

possible explanation for the reduced impact of semantic congruence 

whilst freely observing real scenes is that, in Nardo et al.’s study, 

the presence of strong cues to spatial and temporal congruence of 

audio-visual events overrode potential cross-modal effects based on 

object identity. 

After these results, one is left to wonder whether semantic 

coincidences between modalities in everyday life scenes, even if not 

necessarily relevant to our current goals, do exert some attraction 

effect on our attention. Here, we have used eye-tracking to 

investigate the impact of cross-modal congruence as people watch 

real world scenes without a specific task. However, in contrast to 

Nardo et al., we focused on scenes where spatio-temporal cues are 

not as salient, and therefore semantic cues may become more 

salient. In particular, we measured whether semantically consistent 

sounds can produce faster, longer and/or more frequent spatial 

orienting towards the corresponding visual object in real-life 

dynamic scenes. By using eye-tracking, we could test the influence 

of sounds on attention while participants are freely observing visual 

scenes and orienting behavior unfolds spontaneously.  

We presented subjects with a series of short video-clips of complex 

everyday life scenes (from movies, video-clips, or self-produced 

footage) mixed with background noise plus object characteristic 

sounds that were chosen according to the experimental conditions 

described below. For each video, an area of interest (AOI) 
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containing an object of interest (such as a car, a telephone, a guitar, 

etc.) was defined. The AOI was used to measure eye-gaze 

parameters such as fixation number, duration (dwell time) and time 

to first fixation.  Each participant was presented with all videos but 

with the three different sound conditions counterbalanced: 

consistent  (the characteristic object sound is consistent with the 

object in the AOI), neutral (the characteristic object sound 

corresponds to an object that is not presented in the video) and no 

sound (videos are presented only with background noise).  

We hypothesized that semantically consistent sounds would 

increase the salience of the corresponding visual object if present, 

and therefore the probability of directing overt attention toward the 

visual object would increase. In order to test this hypothesis, we 

measured various eye-gaze parameters. First, we computed in how 

many of the videos the AOI is looked at in each condition. Based on 

our hypothesis we predicted that percentage of videos where AOI is 

observed by participant will be higher in consistent than in neutral 

or no sound conditions. Second, we hypothesized that consistent 

auditory semantic information will strengthen the effect of spatial 

orienting and increase exploration of the corresponding visual 

object. This way we predicted that the total time spent looking 

(dwell time) and number of fixations inside the AOI in the 

consistent condition will be higher in comparison to the neutral or 

no sound conditions. Further, we measured how fast the gaze goes 

towards the AOI. We predicted that in the consistent condition gaze 

would be directed in the AOI faster in comparison to control 

conditions.  
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Methods 

Participants  

45 subjects (12 males, mean age 23.3 (between 19-35) participated 

in the study. All gave consent to take part in this experiment. All 

participants had normal or corrected to normal vision, normal 

hearing and were naïve about the purpose of the study. Each 

participant performed a calibration run with the eye-tracker 

software before each experiment block to ensure that accuracy of 

gaze tracking was acceptable (within <0.5º of visual angle). 

Participants were excluded is calibration failed to reach the criterion 

after 3 attempts.  

Stimuli  

We created a set of 108 video clips for the experiment. To avoid 

cross-modal spatio-temporal correspondences we removed original 

audios from videos and replaced them with background noises 

composed of generic sounds typical of the corresponding visual 

scene. We decided to present the characteristic sounds of each 

condition embedded in background noise, in order to avoid alerting 

effect of the sound. Background noise was tailored of the videos. 

For example, if the video contained scenes from the concert, we 

added a noise of the crowd to it (see example video clips and 

sounds in the online supplementary materials). This was done for all 

videos to maintain the ecological validity.  



 

 92 

Videoclips were taken from movies, television, YouTube or were 

recorded by the authors. All videos, size 1024x768 pixels and 30 

fps were edited with iMovie software 10.1.10 to the 2 seconds 

duration clips. Each video contained a target object (e.g.: a guitar, a 

bicycle, a dog, etc.). All target objects were chosen based on the 

subjective criteria. Although objects of interest were visible (no 

occlusions, good contrast), they were not part of the main action in 

the scene and never centrally presented. Objects of interest were 

always presented from the beginning till the end of the video. 

Nevertheless, in order to compensate for potential biases of highly 

heterogeneous stimuli, we counterbalanced the materials so that 

each video contributed in all conditions in equal proportions across 

participants The area of interest (AOI) in each video was defined 

around the target object. Due to the high heterogeneity of object’s 

size and location, all the areas of interest were defined subjectively 

and manually, by creating a rectangular area around the object. This 

method of AOI definition has proved useful when dealing with 

complex and heterogenous visual scenes (Hessel et al., 2016 for 

review of AOIs methods). We chose only videos where the target 

object had a fixed screen position throughout the duration. This 

allowed us to define AOI for only one frame of each video and keep 

it fixed because objects were not changing its location in space. 

Slight movements (camera, or object) were always inside the 

defined AOI.   

Sounds for each visual object were obtained from Freesound.org 

database. We used characteristic sounds that corresponded 

semantically to the target objects (e.g. sound of barking 
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corresponded to a dog). However, those sounds provided no 

information about the location of the object (as they were always 

presented from the same central location) or its temporal profile (the 

sound onset was fixed for all videos and conditions). All the sounds 

were normalized to 89 dB SPL and their duration varied due to 

differences in their profile (M = 600 ms with SD = 145 ms). Sounds 

were delivered through two loudspeakers placed at each side of the 

monitor, in order to render them perceptually central. Background 

noise was normalized to 72 dB SPL.  

The three sound conditions were used in this experiment: consistent, 

neutral, and no sound. For the control no sound condition, the video 

was presented with no characteristic sounds, but still contained 

background noise suitable to the content of the scene. For the 

consistent condition, a characteristic sound of the target object of 

that video was embedded in the background noise (e.g.: the sound 

of a barking dog when a dog is the target object). For the neutral 

condition, a sound characteristic of a different object than the target 

in the video was presented (e.g.: the sound of a piano when a car is 

the target object). 

We used 23 different sounds, since objects were repeated across 

different videos (different dogs, different guitars, etc.). All the 

sounds were divided in 5 semantic groups: animals, vehicles. 

electronics, musical instruments and other (not related to any of the 

groups). We created an exclusion criteria in our design so that 

sounds within the same semantic category could not be presented as 

neutral (e.g.: a video with the target object of a guitar could not be 
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presented with a sound of a piano for the neutral condition, as guitar 

and piano fall within the same semantic category of “musical 

instruments”). Moreover, after the automatic exclusion procedure, 

we inspected manually that videos did not contain objects that could 

be related semantically to any of the sounds from the pool in the 

neutral condition. If such an object was found, we restricted all the 

sounds from the related semantic category to be used as neutral. For 

instance, the dog is our object of interest, but there is also a guitar 

presented in the scene. In this case none of the musical instrument’s 

sounds were used as neutral for this video. This way we avoided the 

creation of unwanted distractor events.  

Procedure  

The experiment was programmed and conducted using the 

Psychopy package 1.84.2 (Python 2.7) running under Windows 7. 

Participants were sitting in front of a 22.5” computer monitor (Sony 

GDM-FW900) at a distance of 70cm. Two loudspeakers, delivering 

the sounds stereophonically, were placed at each side of the 

monitor. Eye movements were recorded using the EyeTribe  

eyetracker (60 Hz sampling rate and 0.5° RMS spatial resolution) 

and PyGaze 0.5.1 open-source software. 

Participants were instructed to watch the videos as if they are 

watching television. This way we attempted to minimize any task 

related behavior. The only restriction was to watch within the 

screen area (e.g., avoid looking aside of the screen or closing the 

eyes). First, participants underwent an individualized calibration of 
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the eye-tracking equipment and sensors. In addition to this general 

calibration, embedded within the experiment there were separate 

calibration runs before each of the six blocks of the experiment, to 

ensure proper measurements would be taken.  

Due to the high heterogeneity of visual stimuli it was necessary to 

counterbalance videos across conditions and participants. Each 

participant saw each video-clip once, but overall, each video clip 

appeared in each of the three experimental conditions the same 

number of times (across subjects). To achieve this, we created 3 

versions of the experiment (15 participants in each group). This was 

done to equate the number of times each video appears in each 

condition. The experiment consisted of 108 trials, divided into six 

blocks of 18 videos. Six videos per condition were used in each 

block, 36 videos per condition for each participant. The order of 

blocks and the order of appearance of videos within blocks were 

randomized between participants. 

Each trial began with a fixation cross presented in the center of a 

blank screen. Participants had to fixate on the cross in order for the 

next trial to start. After it was determined that the participants were 

indeed fixating on the cross, then the trial began. The sound lasted 

for approximately 600 ms (the natural duration of sound varied with 

standard deviation of 145 ms), was presented centrally and gave no 

information about the location of corresponding visual object. 100 

ms after auditory onset the video with embedded background noise 

started and lasted for 2000 ms and was followed by the fixation 

cross again. In the no sound condition the presentation of fixation 
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cross was followed by the direct presentation of video with 

background sounds only. 

We recorded eye movements from the onset of the video. After each 

trial, there was a brief rest period of 1s before the next fixation cross 

would appear, followed by the next video (Figure 1A). Participants 

were encouraged to rest between blocks, but they could take 

additional self-paced rest periods by not fixating on the cross 

between trials.  
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Figure 1. A) Sequence of events in the experiment. The trial started with the presentation of a fixation 
cross. The gaze allocation of the participant is represented as a red circle on the screen. Participants 
were asked to fixate on the cross, so the circle will move to the cross. Once participant was fixated on 
the center of the screen the trial started. In the consistent and neutral condition, the trial started with the 
sound that was either characteristic to the one of the objects (consistent) or not characteristic to any 
object on the video (neutral). Participants were instructed to fixate on the cross but once the video 
started, they could move their eyes and freely watch the video. Blue quadrant represents area of 
interest. It was not presented to the participant and was applied on the visual frame on the analysis 
stage. Here it is placed on top if the video for the illustrative purposes. B) One example heat map out of 
108. Heat plots indicate fixation behavior of 45 participants over one stimulus video in 3 experimental 
conditions (15 participants per condition). This visualization is used to display the general distribution 
of gaze points overlaid on presented on the frame of experimental video. Colors from yellow to blue 
represent in descending order the amount and duration of fixations on the screen with ratio from 0 to 
250.  
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Results 

We performed detection of fixations on the raw eye-gaze data, in 

relation to the AOI using MATLAB_R2017a. Fixation was defined 

as a period of stable gaze within 1 degree of visual angle that lasted 

for 50 milliseconds minimum. We calculated four measurements: 

number of fixations inside AOI, dwell time inside the AOI, time to 

first fixation inside AOI and percentage of observed AOIs per each 

condition (at least one fixation should be found inside AOI). All the 

results were calculated for each participant, and then averaged 

across participants. 

For a preliminary visualization, we generated heat maps to visualize 

the general distribution of gaze points in all experimental videos in 

three sound conditions (Figure 1B). From the representative heat 

maps (see an illustrative example in Figure 1B), it appears that there 

might be a tendency to spend more time fixating within the AOI in 

congruent sound conditions in comparison to neutral or no sound 

conditions. As a next step, we examined and analyzed the data 

quantitatively (Figure 2), and ra n repeated measurements ANOVA 

separately on each of the four measurements listed above, with 

subject as the random effect and auditory condition as the factor of 

interest.  

The analysis on the percentage of videos with fixation in the AOIs 

returned a significant main effect F(2,88)=14.37; p=0.000004. 

Based on the significant main effect of condition on the percentage 

of attended videos with a fixation in the AOIs we went to test our 

specific prediction using t-tests. We had hypothesized that during 
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free observation of ecologically valid and dynamic videos, 

semantically congruent audio-visual event will attract attention. 

Based on this hypothesis, we predicted that percentage of observed 

objects of interest should be higher in consistent condition in 

comparison to the neutral or no sound conditions.  The analysis 

demonstrated that percentage in the consistent condition was higher 

M=41%  than in neutral M=33% [t(44)=2.22, p=0.00015, Cohen’s 

d=0.45] and no sound M=32% [t(44)=2.89, p=0.00002, Cohen’s  

d=0.5] conditions (Figure 2A). In summary, an object was 8-9% to 

be looked at if its characteristic sound was presented.  

The analyses on the number of fixations inside the AOI 

F(2,88)=10.91; p=0.00006 and dwell time inside AOI 

F(2,88)=17.23; p=0.0000005 also returned significant effects. 

(These two variables are logically correlated). We hypothesized that 

consistent auditory semantic information will strengthen the effect 

of spatial orienting towards visual object and increase exploration 

inside the AOI. Therefore, we predicted that dwell time and number 

of fixations inside the AOI in consistent condition would be higher 

in comparison to the neutral or no sound conditions. One-tailed t-

tests showed that number of fixations was higher in the consistent 

condition (M=0.68) in comparison to neutral (M=0.52), [t(44)=3.12, 

p=0.0016, Cohen’s d=0.44] and no sound (M=0.5), [t(44)=4.22, 

p=0.00006, Cohen’s d=0.5] conditions (Figure 2B). Accordingly, 

dwell time was higher in the consistent condition (M=207 ms) in 

comparison to neutral (M=153 ms), [t(44)=3.94, p=0.0016, Cohen’s 

d=0.55] and no sound (M=143), [t(44)=5.01, p=0.00006, Cohen’s 
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d=0.66] conditions (Figure 2C). All the above comparisons are one-

tailed (given the directional hypothesis) and survived the multiple 

comparison correction using Holm-Bonferroni (Ludbrook, 1998). 

The analysis on the time to first fixation was not significant 

F(2,88)=1.31; p=0.27. Because our last hypothesis stated that 

semantically consistent sound will guide attention to the visual 

object faster than neutral or no sound conditions, we had predicted 

that participants would look at the AOI faster in the consistent 

condition than on control conditions. This did not happen. Further 

exploratory t-tests showed only marginal difference (M=61ms) 

between consistent sounds and no sound [t(44)=1.49, p=0.072, 

Cohen’s d=0.16] conditions in the expected direction (Figure 2D).  
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Figure 2. A) The percentage of videos where participants looked at the area of interest. observed 
areas of interest. B) Number of fixations detected inside of the region of interest C) Total dwell time 
spent looking inside of the area of interest D) How much time participant spend before the first 
fixation is detected inside the area of interest  
All measurements and error rates were averaged across 45 participants and plotted in the consistent, 
neutral and no sound conditions Error bars indicate the standard error. Asterisks indicate significant 
difference between conditions (1 asterisk for p-value less than 0.05, 2 asterisks for p-value less than 
0.01, 3 asterisks for p-value less than 0.001) 
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Discussion   

We addressed whether semantic correspondences between sounds 

and visual objects influence spatial orienting during free viewing of 

real-life dynamic scenes. Our results suggest that cross-modal 

semantic congruence indeed has an effect on gaze behavior and on 

the distribution of spatial attention, in a free viewing paradigm. In 

particular, hearing the characteristic sound of an object increases the 

likelihood that the corresponding visual object will be looked at in 

the scene. Visual objects in control conditions, with neutral sounds 

or no sound, were looked at only in approximately 32% of times the 

video was shown. Please note that we intentionally chose videos 

where the objects of interest had relatively low salience in the 

image, hence they did not always attract gaze. Despite low salience 

of stimuli, when presented together with a semantically congruent 

sound, this percentage increases up to 41%. We also found that 

cross-modal semantic congruence increased the number of fixations 

and total dwell time spent looking on the object of interest (inside 

area of interest) by significant amounts. However, semantically 

congruent sound did not make participants look at the object of 

interest faster than in control conditions.  

These results indicate that characteristic sounds might increase the 

salience of corresponding visual object and drive spatial orienting 

towards them. Many studies have investigated the potential benefits 

of cross-modal congruence using a variety of attributes (e.g. 

Bolognini et al., 2005; Koelewijn et al., 2010; McDonald et al., 

2000, 2001; Vroomen & de Gelder, 2000), including experiments
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addressing semantic correspondences (Chen and Spence, 2011; 

Iordanescu et al., 2008, 2010; Molholm et al., 2004; Pesquita et al., 

2013). As mentioned in the introduction, previous findings have 

shown a facilitation effect of cross-modal object-based congruence 

on visual search (Iordanescu et al., 2008;2010; Knoeferle et al., 

2016; Kvasova et al., 2019). However, in these studies, participants 

were given the goal to find objects and therefore, actively used the 

semantic cues for the task. Here, we have investigated if these 

cross-modal     semantic effects do have an impact on spontaneous 

viewing behavior (under no task constrains).  

The present result has implications about the degree to which 

voluntary attention guides these cross-modal effects. For example, 

in the study of Iordanescu (2008) it was demonstrated that 

semantically congruent sound attracts attention towards visual 

target, but not to the distractor object. The authors then claimed that 

cross-modal facilitation can occur only in goal-directed manner, 

meaning that sounds can only enhance visual representations if an 

attentional template is activated for a visual target search. This 

would imply a strong role of voluntary attention. This finding was 

further supported by our previous study (Kvasova et al., 2019) 

where we demonstrated that cross-modal semantic effects 

extrapolate to search tasks into real-life scenes (as opposed ordered 

to search arrays). Here, the result of Nardo et al. (2014) is also 

relevant, given that in their experiment using eye-tracking and free 

observation found no particular effects of cross-modal semantic 

congruence on orienting. This would support the same idea, namely, 
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that cross-modal semantics matters only when for goal relevant 

objects, but wanes when they are task irrelevant.  

Our results, however, point to a different conclusion, because the 

observers oriented more frequently and for longer time to objects 

whose characteristic sound was playing, even if they were not 

searching for them or had been primed in any other way. The 

potential for cross-modal congruence to attract attention even when 

task irrelevant has been also pointed out by other studies 

(Mastroberardino et al., 2015; Kvasova and Soto-Faraco, 2019). In 

both these studies audio-visual objects appeared as task-irrelevant 

objects before or in parallel with a different primary task. In the two 

studies, the main finding was that under certain conditions the 

position of the irrelevant cross-modal congruent objects attracted 

spatial attention and influenced performance in the primary task.   

Previous results then seem to point in opposite directions with 

regard to the question of whether cross-modal semantic congruence 

have an effect on spontaneous spatial orienting in real life. How can 

we reconcile these findings? In the light of the present evidence, it 

would seem that cross-modal semantic congruence effects on 

orienting do not abide to a strictly automatic process, yet under 

some conditions they can percolate behavior even if irrelevant. We 

believe that the question is not whether or, but under which 

conditions cross-modal semantic congruence has an influence on 

orienting. For example, previous studies have varied widely in 

terms of perceptual load, which seems to be a determining factor for 

whether irrelevant information is processed or not (Lavie, 2005). 
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The effect of cross-modal attentional capture with simple stimuli is 

sensitive to perceptual load (Lunn et al., 2019). In addition, a recent 

study, Kvasova and Soto-Faraco (2019) shows that this perceptual 

load modulation also applies to cross-modal semantic congruence 

effects on in visual search. 

However, perceptual load is not the only relevant variable to explain 

whether cross-modal semantic effects happen or not in free viewing 

of natural scenes. The high perceptual load typical of the crowded, 

dynamic scenes did not eliminate the impact of cross-modal 

congruence in the present study. In natural scenes, the impact of the 

amount of elements present would not be that high as if we perceive 

artificial set of events (Peelen & Kastner, 2011). This is because 

real-world scenes are meaningful, contain context and learned 

structural relationships between elements (e.g., pendant lamps often 

appear hanging from ceilings), which are not present in artificial 

arrays (Kaiser et al., 2014). It was demonstrated previously that not 

only low-level visual salience but also semantic relationships 

between the objects in a complex visual scene can guide attention 

effectively (Wu et al., 2014, for review). In particular, Henderson 

and Hayes (2017) showed that while calculating salience of visual 

scenes one must take into account not only low-level features but 

high-level object and context information, since both low- and high-

level information participate in guiding attention.  

These structural properties of natural scenes apply to the 

multisensory case investigated here, and could motivate the fact 

that, despite the perceptual load, cross-modal congruence still 
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played a role in task-irrelevant conditions. This constitutes an 

example of how the outcomes of laboratory experiments with 

simplified set ups might vary as conditions approach real life (Soto-

Faraco et al., 2019; Matusz et al., 2019; Maguire et al., 2012).   

In natural scenes, cues regarding low level features (such as the 

location of a sound and a visual event) as well as the higher-level 

features regarding structural correlations or semantic relationships 

are all present at the same time.  Nardo et al. (2014) already 

demonstrated that low-level spatial correspondences between 

sounds and visual objects affect spontaneous spatial orienting in 

real-life scenes. Yet, they did not find any effect of semantic 

congruence.  We reasoned that the low level properties in that study 

overwhelmed the possibly weaker effects of semantic congruence. 

In our study we minimized the role of low-level cross-modal 

congruence by making spatial and temporal properties equal across 

conditions. Admittedly, this is unrepresentative of natural audio-

visual events, but a necessary measure in order to isolate the 

semantic effects from any direct attention-grabbing effect of spatio-

temporal correspondences.   

 

 

 

 

 

 



 

 107 

Conclusions 

In the current study, we examined whether crossmodal sematic 

congruence guides attention in real-life scenes. We found that 

characteristic sounds increase the probability to look at the 

corresponding visual objects and increase total time spent looking 

and number of fixations at the object of interest. All in all, the 

results demonstrate that cross-modal semantic congruency can play 

a role when watching everyday life scenes.  
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3. GENERAL DISCUSSION  
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This dissertation aimed at assessing the role of audiovisual semantic 

correspondences in visuo-spatial orienting. Despite some previous 

studies have already studied this question, the approach here was to 

understand better how this cross-modal congruence effects on 

attention would play out in complex, close to real life scenarios. The 

thesis addressed the following three main hypotheses: 

  

1. The effects of crossmodal semantic congruence emerges 

when at least one of two conditions apply: the audio-visual 

object (or one of its components) carries some relevance to 

the current goal or, it is irrelevant but presented under low 

perceptual load. 

2. Crossmodal semantic congruence can guide spatial orienting 

in real-life scenes in goal directed manner. 

3. Semantically consistent sounds would increase the salience 

of the corresponding visual object under free observation of 

real-life scenes, and therefore the probability of directing 

overt attention toward the visual object would increase. 

 

In this final chapter I will discuss the findings of the empirical 

studies reported in Chapters 2.1-2.3 with respect to these three 

hypotheses and their implications regarding current literature.  

 

3.1. Cross-modal semantic congruence speeds up 
search under task relevance  

The findings from Chapter 2.1 (the first study of the thesis) show 

that audio-visual semantic congruence can help improve 
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performance when searching for visual objects. Visual search 

represents in this case an example of task-relevant conditions since 

the audio-visual objects are explicitly relevant for the current goal 

(find the visual object). The results demonstrated, using a visual 

search task for object images in an array, that characteristic sounds 

shorten search latencies of the corresponding visual targets in 

comparison to sounds semantically congruent with a distractor or 

just neutral sounds that did not correspond to any object in the 

array. This result replicates prior findings and suggests that cross-

modal semantic congruence can attract attention in these goal-

directed tasks (Iordanescu et al, 2008; 2010; Knoeferle et al., 2016). 

In Experiment 1b distractor-consistent sounds did not slow down 

responses compared to neutral sounds, suggesting that cross-modal 

congruence only benefits processing of relevant visual object and 

not the irrelevant distractor. This crossmodal effect on attention 

orienting under goal-directed conditions was further supported by 

the results of visual search but in more naturalistic conditions. In 

particular, the second study presented in the thesis (Chapter 2.2) 

used dynamic more ecologically valid visual scenes with similar 

results (Kvasova et al. 2019a).  

 

3.2 The effects of cross-modal semantic congruence in 
task-irrelevant objects 
 
One question of relevance, in order to settle the automaticity of 

these effects was whether sounds congruent with distractors would 

hinder performance by attracting attention to non-target objects. 
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Here, similar to prior literature, the results were mixed. Whereas in 

Experiment 1b of Chapter 2.1 and of Chapter 2.2 distractor-

congruent sounds did not hinder performance (hence, suggesting a 

non-automatic process), the results of Experiment 1c (in Chapter 

2.1) revealed an effect of distractor-consistent sounds. These sounds 

increased search times in comparison to neutral sounds, suggesting 

attention capture. This finding goes against the hypothesis and 

suggests that despite the irrelevance to the current goal semantically 

congruent audio-visual distractor attracted attention. Yet, after the 

results of other experiments in Chapter 2.1 (Experiments 2 and 3) 

we believe that any automatic effect of cross-modal semantic 

congruence might not be strong, since neither of the previous 

studies nor the studies presented in this thesis replicates the 

difference in search time between semantically inconsistent and 

neutral sounds. This may be linked to a limitation in terms of 

perceptual load, as is discussed further, below.  

The results of Experiment 2 (Chapter 2.1) showed that task 

relevance is indeed not a necessary requirement for crossmodal 

semantic effects on attention to occur. However, Experiment 3 

revealed that this is true only when perceptual load is low. These 

two experiments, which specifically addressed cross-modal 

semantic effects under task irrelevant conditions, used a visual 

search task unrelated to the audio-visual objects. In this case, the 

subjects task was to search for a T in an array of tilted Ts, just after 

or at the same time as a completely irrelevant array of visual objects 

was presented together with a sound. When perceptual load was 

low, search times were faster if the target of the main visual search 
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task (the T letter) appeared at a location previously occupied by an 

audio-visually congruent but task-irrelevant audio-visual object 

(valid trials). This benefit was found in comparison to the invalid 

condition (audio-visual pair primed wrong location) and neutral 

(sound was not congruent to any of the visual objects). These results 

are in line with the study of Mastroberardino et al. (2015), although 

the adapted paradigm was significantly different. The effect of 

irrelevant audio-visual event was found despite the higher 

uncertainty and greater competition between stimuli then in the 

study of Mastroberardino et al. (2015).  

3.3. Perceptual load and automaticity of cross-modal 
semantic effects 

Previous authors have suggested that, unlike the strongly automatic 

effects of crossmodal spatial congruence, high-level semantic 

congruence can only produce enhancements in behavior in a goal-

directed task-relevant manner (Molholm et al., 2004; von Kriegstein 

et al., 2005; Iordanescu et al., 2008; 2010). In contrast, the results of 

Experiment 1c and Experiment 2 suggest that even task-irrelevant 

crossmodal semantic congruence can attract attention (incidentally, 

this conclusion is also supported by the results of the free 

observation study, in Chapter 2.3, which will be discussed later). 

The pattern of results would suggest that audio-visual congruent 

objects do have a tendency to attract attention even if task 

irrelevant. This tendency, however, wanes as perceptual load 

increases. This is what we learn from the results of Experiment 3 

(Chapter 2.1), which showed that perceptual load might act as a 
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limiting condition to the automatic tendency for cross-modal 

congruence effects on orienting. Altogether, we believe that this 

combination of results speak against a strong automaticity account 

of cross-modal semantic interactions.  

Perceptual load has been demonstrated as an important factor for 

irrelevant information to be consequential to behavior or not in 

visual attention (Lavie et al., 2005). In addition, the effect of cross-

modal attentional capture with simple stimuli has been shown to be 

sensitive to perceptual load (Lunn et al., 2019). It seems that 

perceptual load modulation also applies to cross-modal semantic 

congruence effects observed in Chapter 2.1. We could conclude that 

irrelevant audio-visual congruent events do not attract attention 

when the number of items for processing is high and therefore the 

amount of resources is exceeded. This means that crossmodal 

semantic congruence necessitates from top-down regulation in order 

to guide attention, above and beyond any fast, bottom up cross-

modal integration process. This audio-visual interaction can be 

induced in the absence of a particular relevance to the task, as long 

as sufficient processing resources are available. As it was found in 

the experiments of Chapter 2.1, when attention is fully engaged in 

different task due to high perceptual load semantically congruent 

audio-visual event does not attract attention. Perceptual load might 

also account for the unstable effect of distractor consistent sounds in 

Experiment 1c, as well as perhaps in other experiments in the 

literature. Task irrelevance of the audio-visual distractor events in 

Experiment 1 is similar to ones in the high perceptual load condition 

of Experiment 3. In both cases distractor and target are presented at 
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the same time and intervene with the attentional template activated 

for a different object. Taken together these results suggest that 

semantic-based audio-visual integration is not strictly automatic and 

requires some attention in order to emerge.  

3.4. Cross-modal semantic congruence in real-world 
scenarios 

Another important contribution of the present dissertation is the 

demonstration of how audio-visual semantic congruence influences 

visuo-spatial orienting in real-life scenes. Findings in the second 

study (Chapter 2.2) support previous demonstrations of crossmodal 

semantic effect on visual search (Iordanescu 2008;2010; Knoeferle 

et al., 2016; Kvasova et al. 2019b). However, this study 

demonstrated for the first time that semantically congruent and 

spatially uninformative sounds speed up visual search times not 

only in simple and artificial displays but also when searching for an 

object in complex and dynamic scenes that contained contextual 

information. Hence, the hypothesis about the potential of 

crossmodal semantic congruence to guide spatial orientin in a goal 

directed manner was confirmed in real life scenes.  

Reaction times in a search task were faster in the target-consistent 

condition than in the distracter-consistent, neutral or no sound 

conditions (target-consistent characteristic sounds help attract 

attention to the corresponding visual object). Distracter-consistent 

sounds produced no measurable advantage or disadvantage with 

respect to the control condition, supporting again the weak effects 
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of task-irrelevant crossmodal semantic congruence under 

(putatively) high perceptual load, as explained above. Importantly, 

effect of the characteristic sound was demonstrated in isolation of 

possible spatio-temporal audio-visual correspondences, therefore 

the observed effect is due to object-based correspondences only. 

The beneficial effect of semantically congruent auditory 

information in visual search neither could be explained by the 

general alerting of the sound (Nickerson, 1973) since no difference 

between distractor-consistent, neutral and visual only trials has been 

found.  

Previous studies have already highlighted the difference in how 

visual attention operates in naturalistic, real-life scenes compared to 

simple and artificial displays that are used traditionally in 

psychophysical studies (Kingstone et al., 2003; Wolfe, Horowitz, & 

Kenner, 2005; Nardo et al., 2011; Peelen & Kastner, 2014; 

Henderson & Hayes, 2017). Additionally, semantic relationships 

between the objects in a complex visual scene were proved to be 

effective in guiding attention (Wu, Wick, & Pomplun et al., 2014), 

Therefore, the findings in Chapter 2.2 fill an important gap between 

crossmodal semantic effects in artificial and realistic environments. 

First, the results of the second study (Chapter 2.2) showed that 

crossmodal semantic congruence can guide attention to the target of 

visual search despite the higher perceptual complexity of realistic 

scenes. Second, this finding demonstrates that the predictive 

semantic, functional and structural relationships in complex scenes 

do not make characteristic acoustic information redundant. These 

structural and functional relationships have been shown to facilitate 
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search in visual only studies (e.g. Hershler & Hochstein, 2009; 

Preston et al., 2013; Peelen & Kastner, 2014; Kaiser et al., 2014). 

Here, it is shown that characteristic sounds might benefit visual 

search along with, or in addition to, the available visual semantic 

structure of the scene.  

3.5. The impact of cross-modal semantic congruence 
during free observation 

Together with crossmodal semantic congruence during goal-

directed tasks, such as in visual search, this dissertation also 

addressed the role characteristic sounds in visuo-spatial orienting 

during free observation of real-life scenes. The results of the third 

study (Chapter 2.3) suggest that crossmodal semantic congruence 

has an effect on gaze behavior in free viewing. In particular, it was 

found that hearing a characteristic sound of a visual object increases 

the likelihood of that object to be looked at, if present in the scene. 

Using different measures derived from eye-tracking during free 

observations of videos, the experiment showed that sound-

congruent objects were observed by participants significantly more 

times, compared to when sounds were inconsistent or when no 

sound was presented. It was also shown that that cross-modal 

semantic congruence increased the number of fixations and total 

dwell time spent looking on the object of interest.  

Previous studies already demonstrated benefits of crossmodal 

congruence in a variety of tasks, by manipulating congruence 

between different attributes such as space and or time (e.g. 
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Bolognini et al., 2005; Koelewijn et al., 2010; McDonald et al., 

2000, 2001; Vroomen & de Gelder, 2000).  The role of semantic 

congruence in particular has been less investigated. Importantly, the 

role of semantic information shared between modalities was proved 

to be beneficial for visual detection, identification and (as shown 

also in this dissertation Chapters 2.2 and 2.3) search tasks (Chen 

and Spence, 2011; Iordanescu et al., 2008, 2010; Molholm et al., 

2004; Pesquita et al., 2013). However, these studies addressed the 

role of cross-modal congruence in paradigms with goal-directed 

tasks. In Chapter 2.3 we addressed the impact of audio-visual 

semantic congruence on the spontaneous orienting behavior under 

free observation of visual scenes. Demonstrating the effect of cross-

modal semantic congruence on attention without any particular task 

was important in order to raise a doubt on the claim that this effect 

only operates in goal directed manner, meaning when audio-visual 

event is explicitly relevant to the current goal.  

The fact that characteristic sounds increase the processing of the 

visual object only when relevant suggests a strong role of top-down 

voluntary attention. So far, the result of the study by Nardo et al., 

2014 would suggest so. However, the results of the first and third 

studies (Chapters 2.1 and 2.3), together with the study of 

Mastroberardino et al. (2015), lead to a different conclusion: even 

though the strong automaticity of the effect of crossmodal semantic 

congruence on attention was disproved by the combination of high 

perceptual load and irrelevance of the audio-visual event to the task, 

the impact of voluntary attention in this process is much less then it 

was thought before.  



 

 123 

 

3.6. Real-world scenes and perceptual load 

High perceptual load was highlighted as a limiting factor for the 

effects of crossmodal semantic congruence on orienting in the first 

study (Experiments 2 and 3). However, it seems not to play a big 

role in the highly cluttered but realistic and meaningful scenes 

employed in Chapter 2.2 and, especially, under the free observation 

conditions of Chapter 2.3. It is arguable that in natural scenes, the 

impact of the amount of elements present would not be as 

detrimental as in artificial sets of elements (Peelen & Kastner, 

2011). For instance, Li et al. (2002) demonstrated that participants 

easily detect meaningful peripheral stimuli despite the high 

perceptual load of a dual task, whereas performance drops at chance 

level when artificial stimuli are presented instead of meaningful 

ones. In a similar way, the rich semantic structure of natural scenes 

provides basis for more efficient parsing, so it is feasible that the 

effect of perceptual load on crossmodal semantic congruence seen 

in artificial displays, tends to vanish when perceiving natural 

scenes. This would provide a valid illustration of how the outcomes 

of laboratory experiments, with simplified set ups, might change 

when played out in real life scenarios (Maguire et al., 2004; Soto-

Faraco et al., 2019; Matusz et al., 2019). 
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4. Conclusions 

The results of this dissertation extend our knowledge about the role 

that crossmodal correspondences play in spatial orienting in real life 

scenes. Previous visual only studies demonstrated how low-level 

visual salience together with high-level meaningful structure of the 

visual scene account for distribution of attention (Henderson & 

Hollingworth, 1999; Wolfe & Horowitz, 2017; Henderson and 

Hayes, 2017). Further, Nardo et al. (2014) demonstrated how low-

level spatial congruence between auditory and visual modalities 

affect distribution of attention. In the present dissertation a further 

step toward ecological generalization was made. It was found that 

meaningful information shared between auditory and visual 

modalities contributes to visuo-spatial orienting in natural scenes. In 

addition, the present findings extend previous knowledge on 

conditions under which semantic crossmodal interaction influence 

attention, regarding task relevance and perceptual load. Taken 

together, the results of the empirical studies presented in this thesis 

demonstrate that cross-modal semantic congruency can play a role 

when searching through, or simply watching, everyday life scenes. 

In more concrete terms, this dissertation advances two main 

conclusions on how crossmodal semantic congruence influence 

attention. 
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First, it was demonstrated that crossmodal sematic congruence 

attracts attention in task-relevant and no task conditions in complex, 

dynamic scenes. This demonstration not only generalizes and 

confirms previous laboratory findings on semantically based 

crossmodal interactions but expands it to the field of research in 

natural scenes.  

Second, it was found that irrelevant audio-visual semantically 

congruent events can summon attention, but only when presented 

under low perceptual load conditions. When these audio-visual 

events are irrelevant to the task and perceptual load is high, then 

their attention-grabbing effect vanishes. This pattern of results does 

not support a strict automaticity hypothesis of semantic integration 

across modalities, and instead suggests that some top-down 

processing is necessary for audio-visual semantic congruence to 

trigger spatial orienting.  
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5. Future directions 

To this point, evidence suggests that crossmodal congruence plays a 

role in visuo-spatial orienting. In the future work, it is of a particular 

interest to further investigate how characteristic sounds can 

influence visual salience and meaning maps in natural scenes.  

To further approximate the real world, an important step for future 

research will be to study neural mechanisms of crossmodal semantic 

interactions in complex scenes. Additionally, it is important to 

demonstrate if semantically congruent and spatially uninformative 

visual cues could produce an enhancement through the object-based 

interactions between auditory and visual modalities while 

performing an auditory task. Such demonstration will help to test 

whether audio-visual semantic effects on attention operate in a bi-

directional way.  
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