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Abstract

The present thesis has three major thrusts: the first thrust presents a broad
investigation of asymptotic binary hypothesis testing, when each hypothesis
represents asymptotically many independent instances of a quantum channel.
Unlike the familiar setting of quantum states as hypotheses, there is a funda-
mental distinction between adaptive and non-adaptive strategies with respect
to the channel uses, and we introduce a number of further variants of the
discrimination tasks by imposing different restrictions on the test strategies.
The following results are obtained: (1) The first separation between adaptive
and non-adaptive symmetric hypothesis testing exponents for quantum chan-
nels, which we derive from a general lower bound on the error probability for
non-adaptive strategies. (2) We prove that for classical-quantum channels,
adaptive and non-adaptive strategies lead to the same error exponents both
in the symmetric (Chernoff) and asymmetric (Hoeffding) settings. (3) We
prove that, in some sense generalizing the previous statement, for general
channels adaptive strategies restricted to classical feed-forward and product
state channel inputs are not superior to non-adaptive product state strate-
gies. (4) As application of our findings, we address the discrimination power
of quantum channels and show that neither adaptive strategies nor input
quantum memory can increase the discrimination power of an entanglement-
breaking channel.

In the second thrust, we construct new protocols for the tasks of con-
verting noisy multipartite quantum correlations into noiseless classical and
quantum ones using local operations and classical communications (LOCC).
For the former, known as common randomness (CR) distillation, two new
lower bounds are obtained. Our proof relies on a generalization of communi-
cation for omniscience (CO). Our contribution here is a novel simultaneous
decoder for the compression of correlated classical sources by random binning
with quantum side information at the decoder. For the latter, we derive two
new lower bounds on the rate at which Greenberger-Horne-Zeilinger (GHZ)
states can be asymptotically distilled from any given pure state under LOCC.
Our approach consists in “making coherent” the proposed CR distillation
protocols and recycling of resources.

The final thrust studies communication over a single-serving two-receiver
quantum broadcast channel with legitimate receiver and eavesdropper. We
find inner and outer boundary regions for the tradeoff between common, in-
dividualized, confidential messages as well as the rate of the dummy random-
ness used for obfuscation. As applications, we find one-shot capacity bounds
on the simultaneous transmission of classical and quantum information and
re-derive a number of asymptotic results in the literature.
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Resum

Aquesta tesi esta estructurada en tres eixos: A la primera part es presen-
ta una investigacié extensa dels test d’hipotesis binaris asimptotics quan
cada hipotesi representa diferents instancies independents d’'un canal quan-
tic. A diferencia del cas habitual ja conegut en el qual els estats quantics
es modelen com a hipotesi, en aquest treball es distingeix entre estrategies
adaptatives i no adaptatives pel que fa a I'is del canal, i es presenten una
serie de variants addicionals de les tasques de discriminacié imposant dife-
rents restriccions a la estrategies de test. S’obtenen els segiients resultats:
(1) S’obté per primera vegada una separacié entre els exponents de test d’-
hipotesis simetrics adaptatius i no adaptatius, derivant per primera vegada
una fita inferior de la probabilitat d’error per estrategies no adaptatives. (2)
Es demostra que per a canals quantics classics, les estrategies adaptatives
i no adaptatives condueixen als mateixos exponents d’error tant en el cas
simetric (Chernoff) com en configuracions asimetriques (Hoeffding); (3) Es
demostra, generalitzant el resultat anterior, que en general estrategies adap-
tatives restringides a feed-forward classic i entrades de tipus producte no séon
superiors a estrategies de tipus producte no adaptatives; (4) Com a aplicacié
dels resultats anteriors s’aborda la discriminaci6 de potencia en canals quan-
tics. Es demostra que, ni estrategies adaptatives, ni la utilitzacié d’entrades
amb memoria, permeten millorar la discriminacié de poténcia de canals de
tipus entanglement-breaking.

A la segona part de la tesi es construeixen nous protocols per convertir
correlacions quantiques sorolloses en correlacions classiques, o bé en corre-
lacions quantiques, ambdues lliures de soroll, mitjancant la utilitzaci6 d’o-
peracions locals i comunicacions classiques (LOCC). Per a la primera tas-
ca, coneguda com destil-laci6 d’aleatorietat comi (CR), s’obtenen dos nous
limits inferiors de ’aleatorietat comuna destil-lable. Aquest treball suposa
una generalitzacié de la comunicacio per a I’omnisciencia. En la segona tasca,
s’obtenen dos nous limits inferiors de la taxa a la qual els estats Greenberger-
Horne-Zeilinger (GHZ) poden destil-lar asimptoticament, des de qualsevol es-
tat pur, utilitzant LOCC. L’enfocament consisteix a fer coherent el protocol
de destil-laci6 CR proposat aixi com en la reutilitzacié de recursos.

L altima part de la tesi final estudia la comunicacié mitjancant un sol
Us de canal quantic en presencia d’un receptor legitim i d’un observador no
autoritzat. S’obtenen regions interiors i exteriors associades a el compromis
entre la taxa de transmissié comi, confidencial, individualitzada i de la font
aleatoria.
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Resumen

Esta tesis esta estructurada en tres ejes: En la primera parte se presenta
una investigacion extensa de los test de hipotesis binarios asintéticos cuando
cada hipdtesis representa diferentes instancias independientes de un canal
cudntico. A diferencia del caso habitual ya conocido en el que los estados
cuanticos se modelan como hipdtesis, en este trabajo se distingue entre es-
trategias adaptativas y no adaptativas con respecto al uso del canal, y se
presentan una serie de variantes adicionales de las tareas de discriminaciéon
imponiendo diferentes restricciones a la estrategias de test. Se obtienen los
siguientes resultados: (1) Se obtiene por primera vez una separacién entre
los exponentes de test de hipdtesis simétricos adaptativos y no adaptativos,
derivandose por primera vez una cota inferior de la probabilidad de error
para estrategias no adaptativas. (2) Se demuestra que para canales cuan-
ticos clasicos, las estrategias adaptativas y no adaptativas conducen a los
mismos exponentes de error tanto en el caso simétrico (Chernoff) como en
configuraciones asimétricas (Hoeffding); (3) Se demuestra, generalizando el
resultado anterior, que en general estrategias adaptativas restringidas al feed-
forward clasico y entradas de tipo producto no son superiores a estrategias
de tipo producto no adaptativas; (4) Como aplicacién de los resultados an-
teriores se aborda la discriminacién de potencia en canales cudnticos. Se
demuestra que, ni estrategias adaptativas, ni la utilizaciéon de entradas con
memoria, permiten mejorar la discriminacién de potencia de canales del tipo
entanglement-breaking.

En la segunda parte de la tesis se construyen nuevos protocolos para
convertir correlaciones cuanticas ruidosas en correlaciones clasicas ,0 bien
en correlaciones cuanticas, ambas libres de ruido, mediante la utilizacién de
operaciones locales y comunicaciones clasicas (LOCC). Para la primera ta-
rea, conocida como destilacion de aleatoriedad comin (CR), se obtienen dos
nuevos limites inferiores de la aleatoriedad comin destilable. Este trabajo
supone una generalizaciéon de la comunicacién para la omnisciencia. En la
segunda tarea, se obtienen dos nuevos limites inferiores de la tasa a la que
los estados Greenberger-Horne-Zeilinger (GHZ) pueden destilarse asintdtica-
mente, desde cualquier estado puro, utilizando LOCC. El enfoque consiste
en hacer coherente el protocolo de destilaciéon CR propuesto asi como en la
reutilizacion de recursos.

La ultima parte de la tesis final estudia la comunicacion mediante un solo
uso del canal cuantico en presencia de un receptor legitimo y de un observa-
dor no autorizado. Se obtienen regiones interiores y exteriores asociadas al
compromiso entre la tasa de transmisién comun, confidencial, individualizada
y de la fuente aleatoria.
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Chapter 1

Introduction

1.1 Background and motivation

In 1948, Bell Labs scientist Claude E. Shannon published a paper entitled
“A Mathematical Theory of Communication” [1] underlying the foundation
of a major field known today as information theory. Information theory
expresses in very simple-looking terms what is possible to communicate, what
is possible to do with information, with data. The field intersects a number
of other fields including electrical engineering, computer science, physics and
mathematics. In Shannon’s definition of information, it is not a physical
entity but an abstract mathematical concept, and therefore hard to quantify
in general.

When human factors come into play, a piece of information that is to
be communicated over or be stored on certain media, must follow the laws
of physics. On the other hand, existence of a piece of information lies on
its physical support: while Shannon’s theory essentially assumes a classical
physical support, once the media are on the scales of microscopic physical
systems, the communicated or stored information behaves much differently;
this requires translation of information-theoretic language to another lan-
guage featuring all those specific features of microscopic physical systems.
Discovered in the early twentieth century, quantum theory is the name of
this language, essentially and fundamentally consisting of a set of postulates
that governs the physics of elementary particles, i.e. how particles on the
scale of atoms evolve dynamically in nature as time progresses. The quan-
tum theory has a number of aspects with no classical counterparts. The
objects of classical theory consist of bits, i.e. combination of zeros and ones;
however, quantum counterpart of a bit, a qubit, can be a zero and a one at
the same time. In more technical terms, a quantum particle can be in a lin-



ear combination of two or more allowable quantum states. The other central
issue in quantum theory is that non-orthogonal states cannot be perfectly
discriminated. Another striking aspect of quantum theory is entanglement,
referring to the strong quantum correlations between multiple parties. Com-
mon or secret bits shared by multiple parties are perhaps the closest counter-
parts to this quantum phenomena; however, entanglement offers such strong
correlations that do not exit in classical world.

The synthesis of information theory and quantum mechanics, i.e. a math-
ematical theory of communication common to information theory and quan-
tum theory, is now called “quantum Shannon theory”, basically occupied
with generalizing and applying (Shannon’s) classical contributions to the
quantum setting. The difficulties usually are faced in these extensions stem
from non-commutativity of quantum mechanics. However, it is important to
note that there are intrinsically quantum information-processing tasks that
are not solely non-commuting versions of certain classical tasks. As such,
quantum Shannon theory covers a broader field than a non-commutative
analogue of classical information theory. The key to this distinction is entan-
glement, whose presence gives rise to several quantum information processing
protocols.

This thesis is mostly built around studying the quantum counterparts of
several classical contributions; the three major thrusts of the thesis can be
cast as follows:

o Hypothesis testing of quantum channels
 Distillation of common randomness and entanglement
o Transmission over single-serving quantum broadcast channel

While all three topics are generically applications and explanations of von
Neumann entropy, there is no connection between them from the perspec-
tive of problem solving. Therefore I provide an introduction for each topic
separately below.

1.1.1 Hypothesis Testing of Quantum Channels

Arguably, hypothesis testing is one of the most fundamental primitives in
both classical and quantum information processing. It is such a central task
because a variety of other information processing problems can be cast in
the framework of hypothesis testing; both direct coding theorems and con-
verses can be reduced to it. In binary hypothesis testing, the two hypotheses
are usually referred to as null and alternative hypotheses and accordingly,



two error probabilities are defined: type-I error due to a wrong decision in
favour of the alternative hypothesis (while the truth corresponds to the null
hypothesis) and type-II error due to the alternative hypothesis is rejected
despite being correct. The overall objective of the hypothesis testing is to
minimize the error probability in identifying the hypotheses. Depending on
the significance attributed to two types of errors, several settings can be
distinguished. An historical distinction is between the symmetric and the
asymmetric hypothesis testing: in symmetric hypothesis testing, the goal is
to minimize both error probabilities simultaneously, while in asymmetric hy-
pothesis testing, the goal is to minimize one type of error probability subject
to a constraint on the other type of error probability. This description of
the problem presupposes that the two hypotheses correspond to objects in a
probabilistic framework, in which also the possible tests (decision rules) are
phrased, so as to give unambiguous meaning to the type-I and type-II error
probabilities. The traditionally studied framework is that each hypothesis
represents a probability distribution on a given set, and more generally a
state on a given quantum system.

The setting of state discrimination is naturally extended to the discrimi-
nation of quantum channels, i.e. the two hypotheses are two quantum chan-
nels and the task follows by feeding quantum states into the unknown channel
and performing measurements on the outputs. Despite the inherent similari-
ties between state and channel discrimination, the setting of the latter prob-
lem is fundamentally richer and considerably more difficult. This complexity
basically stems from the more general “adaptive” strategies that can be de-
vised in the channel setting: if only product-state inputs are allowed to the
unknown channel and measurement is performed at the end, the problem
follows trivially from the traditional state discrimination setting; however,
allowing entangled state inputs or feed-forward information after perform-
ing each measurement, gives rise to strategies whose error performance have
been widely open until recently.

1.1.2 Common Randomness and Entanglement Distil-
lation

Interconversion between various resources is one of the big ongoing programs
of quantum and classical information theory for a considerable time [2].
Within that broad class of questions, the transformations of multipartite
quantum states into other forms has provided considerable inspiration. A
particularly prototypical example of this is bipartite entanglement of pure
states: in the asymptotic setting of many copies of a pure state, not only can



cach pure state [1))*” be converted to EPR states |¢) = Lz(|0) |0) +[1)[1)) at

rate E(¢) = S(A)y by local operations and classical communication (LOCC),
where S(A), = - Tr pAlog p# is the von Neumann entropy of the reduced state
of a quantum state pAB, the same rate governs the reverse transformation
from ¢ to ¢ [3]. The story is far less satisfying for mixed states [4], neverthe-
less this raised certain expectations for multipartite pure states: while it is
clear that there cannot be a single “gold standard” like the EPR state in the
bipartite setting — as EPR states between any pair of m parties are inequiv-
alent to EPR states between any other pair —, the question arose whether
there is a “minimal reversible entanglement generating set” (MREGS) [5].
In the latter paper, it was shown that for m > 4 parties, also the GHZ state
ITn) = L2(|0)®m +|1)®™) needs to be part of an MREGS, and in [6] this
was extended to m = 3. Since then, increasing lower bounds on the size of
an MREGS have been proved, and it is conceivable that any MREGS is in-
finitely large. For a broad overview over the history and state of the art in
multipartite entanglement, see the review [7].

In any case, the frustrated hope of the MREGS programme has made re-
searchers reevaluate what we actually want from our theory of state conver-
sions. One big component, rather than a universal normal form, is knowledge
how, and how efficiently, to transform a given m-partite pure state |@Z))A1"'Am
into a specific desired target state. In the multipartite setting, this presents a
problem of choice. There seem to be at least two canonical options: first, aim
for EPR states between designated pairs of parties, and second, an m-party
GHZ state. The first problem has an elegant solution, based on quantum
state merging [§]. If EPR states are to be distilled between a specific pair
of parties, say ¢ and j, then the optimal rate (capacity) is the following
number [9]:

If we want to distill EPR states between different pairs of parties simulta-
neously, there are partial results, for example outer rate bounds from the
subgroup entropies, all of which are monotones [5, Lemma 1 & Thm. 2],
i.e. each S(A;j), for I ¢ [m], is a monotone under asymptotic LOCC; fur-
thermore, [6] gives asymptotic monotones for certain state conversions based
on the quantum relative entropy. And there is the “entanglement combing”
protocol that yields EPR pairs between a single party and each of the other
m —1 |10]. These tasks of creating pairwise (EPP type) entanglement be-
tween nodes, assisted by the others, is very much tied to the objectives of
the so-called quantum internet [11,/12]. As for GHZ distillation, also this is
evidently relevant for the quantum internet, but has received considerably
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less attention; we review some of the relevant prior work later in this chapter.

1.1.3 Transmission over Single-Serving Quantum Broad-
cast Channel

Shannon modeled a noisy (classical) channel as a stochastic map Wyx_y tak-
ing classical inputs to classical outputs according to some probability distri-
bution, py|x (y|x) [1]. In his paper, he defined and computed the fundamental
feature of a channel, its capacity: the amount of classical information, i.e.,
bits, that can be reliably transmitted from a sender to a remote receiver over
a classical channel. In the limit of many independent uses of a stationary
memoryless channel, Shannon showed that its capacity in bits per use of the
channel is equal to the mutual information between the input and output.

Since nature is fundamentally quantum, it seemed necessary to enhance
or replace Shannon’s channel model with a quantum channel model that
takes quantum mechanics into account. Many years after Shannon in the
context of quantum information theory, a quantum channel is modelled by a
completely-positive trace-preserving map (cptp) with possibly different input
and output Hilbert spaces. Denoted by M4_, 5, a quantum channel with input
and output systems A and B respectively, can now be used to accomplish
a variety of information-processing tasks and accordingly different capacities
can be defined. One such task is communication of secret information and the
utmost ability of a channel to communicate information in a secure, secret
fashion is called its secrecy capacity.

Security is one of the most important issues in communications. The
information theoretic approach to achieving secure communication was ini-
tiated by Wyner under the name “wiretap channel” [13]: a communication
system in which a sender aims to transmit a message reliably to a receiver
while hiding it from an eavesdropper. The basic idea underlying Wyner’s
coding scheme is to generate a sufficiently large number of random sequences
and position them into bins labeled with the messages to be transmitted. To
send a message, a sequence from the message bin is randomly selected and
transmitted. In the original model of Wyner, the eavesdropper is assumed to
be at a physical disadvantage with respect to the legitimate receiver, mean-
ing that, upon transmission over the channel, the eavesdropper only receives
what can be regarded as a noisy version of the information received by the
legitimate receiver. This model is usually referred to as the physically de-
graded wiretap channel. This channel description was later enhanced by
Csiszar and Kérner [14] by introducing a public message that is piggybacked
on top of the confidential message and that is to be reliably decoded by both



receivers. Furthermore, in this new model called broadcast channel with
confidential messages (BCC), the legitimate receiver has no specific physical
advantage over the eavesdropper. The coding scheme of the BCC consists
of superposition coding [15] to encode the confidential message on top of the
common message in combination with Wyner’s codebook structure with local
randomness for equivocation. The most important contribution of Csiszar
and Korner consists of prepending a prefixing stochastic map to the channel
and using a then-new single-letterization trick in the converse proof.

The implementation of the prefixing stochastic map is performed from
random numbers using a method such as channel simulation [16]. This means
that two sources of randomness are required for BCC coding, one for ran-
dom codeword selection and another for channel simulation. Traditionally
randomness has been assumed to be an unlimited resource. In practice, how-
ever, a limited randomness rate is reasonable, potentially compromising the
simultaneous reliability and secrecy criteria. Csiszar and Koérner [17] later
proposed an alternative description of the BCC where the message to be
transmitted consists of two independent parts, a confidential part defined in
the same sense as the original BCC and a non-secret or individualized part,
i.e. a message without any secrecy requirement placed on it, potentially and
partially playing the role of a source of randomness.

The quantum generalisation of the wiretap channel was studied in [18]
and [19], where the capacity for the transmission of confidential classical
information was given by a regularized formula. The ability of the quantum
channels to preserve quantum superpositions gives rise to purely quantum
information processing tasks with no classical counterparts. The quantum
capacity, i.e. the ability of a quantum channel to transmit qubits, is one
such example. The unified task of transmission of the classical and quantum
information was studied in [20] and simultaneously achievable rates were
proven. The protocol of [20] is conceptually related to the superposition
coding, where, for each classical message a different quantum code is used
and the capacity region is given in the form of a regularized rate region.

1.2 Notation and preliminaries

In this section, we introduce some conventions, notation and facts that we use
throughout this thesis. A, B, C, etc. denote quantum systems, but also their
corresponding Hilbert space. We identify states p with their density operators
and use superscripts to denote the systems on which the mathematical objects
are defined. The set of linear operators on A is denoted by L4, the set of
positive semi-definite operators acting on A is denoted by P4, the set of



density matrices on A is written as S4 and the set of subnormalized states,
ie. {pe PATrp < 1}, as S&. When talking about tensor products of
spaces, we may habitually omit the tensor sign, so A® B = AB, etc. The
capital letters X, Y, etc. denote random variables whose realizations and the
alphabets will be shown by the corresponding small and calligraphic letters,
respectively: X = x e X'. All Hilbert spaces and ranges of variables may be
infinite; the dimension of a Hilbert space A is denoted |A|, as is the cardinality
|X| of a set X. For a state p € SAB of the composite system AB, the partial
trace over system A (resp. B) is denoted by Trs (resp. Trg). We denote
the identity operator by I. We use log and In to denote base 2 and natural
logarithms, respectively.

Moving on to quantum channels, these are linear, completely positive and
trace preserving maps N : 84 - 8B for two quantum systems A and B; N
extends uniquely to a linear map from trace class operators on A to those on
B. We often denote quantum channels, by slight abuse of notation, as N :
A - B. According to Stinespring’s factorization theorem [21], if N': A — B
is a cptp map, then it can be dilated to the isometry Uy : A = BW with
W as the environment system such that N (p) = Try (U NPUL) The ideal,
or identity, channel on A is denoted id4. Note furthermore that a state
p?A on a system A can be viewed as a quantum channel p : 1 - A, where
1 denotes the canonical one-dimensional Hilbert space, isomorphic to the
complex numbers C, which interprets a state operationally consistently as a
state preparation procedure. For any positive integer m, we use the notation
[m] = {1,...,m}. For conciseness, we denote the tuple (Xi,...,X,,) by
X[m) and also X,, = (X1, X,); while the former is used in Chapter 3,
the latter is more convenient to use in Chapter 2. More generally, for a set
L, we write X = (X; : i € L), subsequently for a pair of integers i < 7,
[i:7]={i,i+1,....5}.

The normalized trace distance between two states p and o is given as
+lp ol and the fidelity between them is defined as:

F(p,0) = |/pVol1
The fidelity relates to the quantum relative entropy in the following way [22]:
F2(p,0) > 27Dl (1.2)

The definition of the fidelity can be extended to subnormalized states, where
the generalized fidelity is defined for subnormalized states 7, v € Sc as follows
23]

F(r,v) = F(r,v) +1/(1-Tr7)(1-Trv).



It is easily seen that the generalized fidelity reduces to the fidelity if at least
one of the states is normalized.
We frequently use the following properties of the trace distance:

o The (normalized) trace distance (res. fidelity) is a convex (res. concave)
function. For two ensembles {p(z), p%} and {p(z), 0%}, where p%, 0% €
D(Ha) forall z, let pxa =Y, p(x) |r z|®py and ox 4 = Y, p(x) [z)z|®
0% be the associated classical-quantum (CQ) states, respectively. Then,

> p(@)ph - Y p(x)oh

Moreover, the following property can be easily checked:

<2 p(@)ph - il
1 xT

lpxa—oxal; => p(x)]|ph - o4l (1.3)

o Trace distance is monotone non-increasing with respect to cptp maps.
That is, for quantum states p and o and the map N, the following
inequality holds:

IN(p) =N (o) < llp=al.

o Trace distance is invariant with respect to tensor-product states, mean-
ing that for quantum states p,o and 7, we have that:

lpeT-c@|=]p-ol

o Trace distance fulfills the triangle inequality; That is, for any three
quantum states p,o and 7, the following inequality holds:

lo=oly<lp=7li+lr=0l

The generalized fidelity is used to define the purified distance as follows:

P(p70) = V 1—F2(,0,0').

We use the purified distance to specify an e-ball around p4 € S, that is
Be(pa) ={py € S: P(p4,pa) < c}. Purified distance relates to the trace
distance in the following way:

1
slo=ali<P(p,0) <Vlp=0l.

The purified distance satisfies several properties similar to those of the
trace distance, we list some of them below see for example [24] [T}

'In this thesis, without loss of generality, we work with normalized quantum states and
the definition of the generalized fidelity is mentioned for completeness.



o Monotonicity: For quantum states p,o and any completely positive
trace-preserving map &,

P(&(p),€(0)) < P(p,0).

o Triangle inequality: For quantum states p,o and w, it holds that

P(p,0) <P(p,w) + P(w,0).

e Invariance with respect to tensor product states: For quantum states
p,o and w, it holds that:

P(pow,c®@w) =P(p,0).
The following can also be easily verified:
P( Y p(x)la)zl® o7 @wy, Y a(2) [o)z| ® 0f © w))

- P(Xp(@) le)al @ p, Y a(a) la)al @ 02).

The von Neumann entropy and the quantum relative entropy are defined
as:

S(A), = S(p") =~ Trp"log p*
D(p|le) =Tr(plogp - plogo), if supp(p) € supp(c) and + co otherwise,

respectively, where supp(p) is the support of p. Conditional entropy, mu-
tual information and conditional mutual information, S(A|B),, I(A; B), and
I(A; B|C),, are defined as:

S(A[B),=S(AB), - S(B),,

I(A;B),=S(A),+S(B),-S(AB),,
I(A;B|C), = S(A|C), - S(AIBC),=S(AC),+ S(BC),-S(ABC), - S(C),.
The von Neumann entropy and the mutual information can be defined as
special cases of the quantum relative entropy; for instance it can be seen

that D(pAB|pA ® pP) = I(A; B),. The coherent information of a bipartite
state pap € SAP is defined as follows:

I(A)B),=S(B),- S(AB),. (1.4)



The conditional coherent information of a tripartite state pspc is defined as
I(A)B|C), = S(B|C), - S(AB|C), and it can be shown that I(A)B|C), =
I(A)BC),. In particular, for the CQ state pxap = ¥, px (z)|z){z|x ® p% 5, We
have I(A)BX), = ¥, px(x)I(A)B), . For classical systems (random vari-
ables), the von Neumann entropy reduces to the Shannon entropy, denoted
H(X).

Let {A,1 - A} be the elements of a POVM that distinguishes between
quantum states p and ¢ such that the probability of a correct guess on input
p equals TrAp and a wrong guess on ¢ is made with probability TrAc.
Let € € (0,1). Then, the hypothesis testing relative entropy is defined as
follows [25], [26]:

D (pllo) =max{-log, TrAc: 0 <A< TATrAp>1-¢}. (1.5)

For all state p4 and 04 and € € [0,1), the following inequality holds [25]

Di(paloa) < 7= [D(pallon) + (o)), (1.6

where hy(e) = —elogye — (1 — €)log,(1 — ¢) is the binary entropy function.
Another connection between the two relative entropies is due to the quantum
Stein’s lemma as given below for ¢ € (0,1) [27], [28]:

3 1 1> n n
lim =Dy (p®"|0®") = D(pllo). (1.7)

n—-oo n

From Eq. (|1.5]), the hypothesis testing mutual information for a bipartite
state pAB is defined as follows:

I;(A; B), = Dy (0P| p* ® pP).

The followings are simple consequences of the above definitions. For a bipar-
tite state pA8 € SAB and ¢ € (0,1), we have

(45 B), < - (1(4:B), + u(:). (18)

3 1 € n n
lim ~I5 (A" B")en = D(p"" |p" ® pP) = 1(A; B),. (1.9)

n—oo n

Max-relative entropy for pa,04 € D(H4) is defined as follows [29]:

Dinax(palloa) =inf {A e R: ps <2*c4}, (1.10)
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where it is well-defined if supp(pa) € supp(c4). And it relates to quantum
relative entropy as follows [29)]:

D(pAHO—A) SDmax(pA”UA)' (111)

An important property of the max-relative entropy is its monotonically non-

increasing behavior with cptp maps, i.e., for quantum states p,o and any
cptp map &, the following holds [29]:

D (E(p)IE(@)) € Das(pl). (112)

For a parameter ¢ € (0, 1) and quantum states p and o, the smooth max-
relative entropy is defined as follows [29]:

Diax(pllo) = min Dyax(p']0). (1.13)
p'eBs(p)

Further relation between the two entropies is given by the quantum Stein’s
lemma, usually referred to as asymptotic equipartition property (AEP): for
e€(0,1) [30]:

1
lim — D%, (6°"|0°") = D(p|o). (1.14)
n—00 ’rL

From the smooth max-relative entropy, one can define a mutual information-
like quantity for a bipartite state pA8 as follows:

D%o(A; B), = Dy (0P 0% © p7) = i Drnax (0P [0 ® pP),  (1.15)

and its relation to quantum relative entropy can be seen from Eq. (1.14):

1
lim — D

max
n—oo n

holding for € € (0,1).
For a bipartite state pAZ and a parameter ¢ € (0, 1), a mutual information-
like quantity can be defined as follows [31]:

(A" B™) jon = D(p*P|p* ® pP) = 1(A; B),,

It (A;B), = inf  Duw(pP o @ pP). (1.16)
p

/ABEBs(pAB)

The following inequality from [31] relates the mutual information-like quan-
tity above and the quantity defined in (1.15)).

T2 (A B), < Dopna(4; B), + log, (3) . (1.17)
13
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where p € S48 and € € (0,1).
The quantum relative entropy variance for pa, o4 € D(H 4) is given by [32]:

V(paloa) = Tr{pa[logy pa —logy o4 — D(paloa)]?}, (1.18)

whenever supp(pa) € supp(oa) and D(pa|oa) is the quantum relative en-
tropy.

Fact 1 ( [32] and [30]). Let € € (0,1) and n be an integer. For any pair of

states pa and o4 and their n-fold products, i.e., p§" and 0", the following

equations hold:

Dy (p3"o3") =nD (paloa)
+y/nV (palloa)®@ () + O(logn),

Dia (03" 03") = nD (paloa)

—/nV (paloa) @ (e2) + O(logn),

where ®(z) = \/%f_woo exp(—%)dm is the cumulative distribution function for

a standard Gaussian random variable and its inverse is defined as ®1(¢g) =
sup{a € R|®(«) < e}.

Lemma 1.1 (Hayashi and Nagaoka [33]). For a POVM element 0 <T <1
and an operator S >0,

1-(S+T)2T(S+T)2<2(1-T)+45S. n

Lemma 1.2 (Gentle measurement lemma [34]). Let ps € D(H4) and 0 <
Ay <1 be a measurement operator. If the measurement operator decides in
favor of pa with high probability, Tr{Aapa} >1-¢ foree€[0,1], then

HpA - \/A—ApA\/A—AH1 <2Ve.

1.3 The structure of the thesis

In this subsection we delve into the details of the problems studied and the
organisation of the thesis.

12



1.3.1 Chapter 2

Despite the existence of classical channels that can be better discriminated by
adaptive (“sequential”) strategies than by non-adaptive (“parallel”) strate-
gies, Hayashi [35] showed that adaptive strategies for classical channel dis-
crimination do not give any advantage over non-adaptive strategies on the
asymptotic rate at which the error probability exponentially decays with the
number of channel uses. Verifying the potential advantages of the adap-
tive strategies in discrimination of quantum channels have been the focus of
many studies. The second chapter of the thesis studies this problem further,
where we first show an exponential lower bound on the discrimination of two
channels by non-adaptive strategies, which is applicable to a large number
of cases. In particular, it applies to a certain pair of entanglement-breaking
channels for which it is known that two adaptive uses result in perfect dis-
crimination |36]. Thus we get a separation between the adaptive Chernoff
exponent of the two channels, which is infinite, and the non-adaptive one,
which is finite. Next we show that the asymptotic error exponent rate of
discrimination of classical-quantum channels cannot be improved by adap-
tive strategies. This conclusion follows by proving a generalised Chernoff
bound and the Hoeffding error exponent; that is, we show that a lower bound
on the error exponent rate of the alternative hypothesis leads to the error
probability of the null hypothesis decreasing to zero exponentially fast at a
rate determined by a function of the difference between the imposed lower
bound and the maximum quantum Rényi divergence registered between the
channels. Combining our results with the recent findings of [37] in the set-
tings of Stein’s lemma and Han-Kobayashi indicates that adaptive strategies
for discrimination of classical-quantum channels are not necessary. The im-
proved proof strategy in our work is also novel for the classical case. We also
prove the non-adaptive strategies to be optimal for discrimination of quantum
channels under a subclass of strategies which only allow classical feedback
and product input states. As an application of our findings, we address the
discrimination power of quantum channels and show that neither adaptive
strategies nor input quantum memory can increase the discrimination power
of entanglement-breaking channels.

1.3.2 Chapter 3

In chapter three, we address the second-tier type of question posed in sub-
section via a two-pronged strategy. The first resource conversion we
study is the task of converting noisy multipartite quantum correlations, i.e.
an m-partite quantum state (m > 2), into noiseless m-partite classical corre-

13



lations, i.e. common randomness (CR), under local operations and classical
communications (LOCC). Intuitively, CR is a random variable that is uni-
formly distributed and known to all m parties. It is known that distillation of
CR without additional classical communication is generically impossible [38].
On the other hand, since classical communication and CR are not “orthog-
onal” resources, allowing free classical communications is not appropriate,
because it can be used to create unlimited CR. However, one can consider
two interesting directions: imposing a secrecy requirement on CR, or lim-
iting the classical communication. In this chapter, we are concerned with
the second direction; the first one, known as key distillation, was studied
by Maurer [39], Ahlswede and Csiszar [40] and its quantum generalization
in [41]. The problem of distilling CR from two correlated random variables
under one-way classical communication of R bits per source observation was
studied by Ahlswede and Csiszar [38] (see the paper for other models). Sub-
sequently, their model was generalized in [42], introducing the distillable CR,
the amount of CR generated in excess of the consumed classical communica-
tion. When the classical communication is one-way, the distillable CR is still
an (asymmetric) measure of the total classical correlations in the state [43].
For a recent review of multi-party key distillation see [44].

In Section [3.2] we prove two lower bounds on the distillable CR from
multipartite mixed quantum states. We do this by offering a generalization
of a result in multi-terminal distributed lossless source coding and secret
key agreement due to Csiszar and Narayan [45] known as communication for
omniscience (CO). There, m parties observe a correlated discrete memoryless
multiple source X[,,; = (Xi,...,Xy), the i-th node obtaining X;. The nodes
are allowed to communicate interactively over a public noiseless broadcast
channel so that at the end they attain omniscience: each node reconstructs
the whole vector of observations Xp,,). The objective is to minimise the
overall communication to achieve this goal.

We first apply the main result of [45] to the outcomes of local measure-
ments on m-partite quantum states, and then generalize this result to partial
measurements, modelled as instruments, such that each party not only has
classical information X; but also a quantum register A containing containing
correlated quantum side information. It uses a novel random binning cod-
ing and decoding strategy for the problem of correlated source compression
with quantum side information at the decoder, presented in a concise way in
the Appendix. The reason for the secrecy rate being exactly the difference
between the entropy of Xj,,; and the total communication rate Rgo is that
this is attained by privacy amplification. We note that the same rate is also
an achievable rate for the distillable CR by the recycling of resources idea;
for more on their relation see [46].
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Our second problem concerns converting multipartite quantum correla-
tion into noiseless quantum correlation, i.e. the so-called entanglement dis-
tillation task (Section . The theory of asymptotic manipulation of mul-
tipartite entanglement is very complex, even in the pure state case a sim-
ple theory as is known for bipartite pure states, is probably forever beyond
reach; for mixed states, already the bipartite case defies complete analysis, so
much so that it is even open whether there are bound entangled states with
non-positive partial transpose (NPT). For these reasons, for the task of en-
tanglement distillation, we focus on the Greenberger-Horne-Zeilinger (GHZ)
distillation problem, and on pure initial states. Very little previous work has
concerned itself with the asymptotic rate of GHZ distillation, despite such
states being evidently useful for cryptography [47]. The important excep-
tions are Smolin et al. [48], Fortescue and Lo [49] and Streltsov et al. [50];
furthermore [51] for stabilizer states and exact distillation. For the entropy
and relative entropy upper rate bounds see [5,(6].

Motivated by the recent paper [52], which treats the distillation of mul-
tipartite GHZ states from many copies of a given multipartite pure state
and presents an achievable rate based on a combinatorial construction, we
realised that the same rate can be obtained and improved using off-the-shelf
techniques of quantum Shannon theory from the early 2000s, namely the
coherification of protocols for CR distillation.

The first lower bound reproduces the result of Vrana and Christandl [52],
and the second protocol improves upon this lower bound. To the best of
our knowledge it is the best available bound, subsuming a number of other
previous results.

1.3.3 Chapter 4

In this chapter, we aim to study the problem of simultaneous transmission of
classical and quantum information over a single use of a quantum channel.
In other words, we are interested in the one-shot tradeoff between the num-
ber of bits and qubits that are simultaneously achievable. The root of our
approach is the well-known quantum capacity theorem via private classcial
communication [19]. The basic intuition underlying the quantum capacity
is the no-cloning theorem which states that it is impossible to create an
identical copy of an arbitrary unknown quantum state. We know well that
associated to every quantum channel there is an environment (Eve). If Eve
can learn anything about the quantum information that the transmitter is
trying to send to the receiver, the receiver will not be able to retrieve this
information, otherwise the no-cloning theorem would be violated. Hence, to
transmit quantum information, the transmitter needs to store her quantum
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information in such subspaces of her input space that Eve does not have
access to. By using this idea, Devetak |19] proved that a code for private
classical communication can be readily translated into a code for quantum
communication. This approach to quantum information transmission under-
pins our approach in which the focus is put on transmission of public and
private classical information, and the latter can be translated into quantum
information directly.

1.3.4 Chapter 5

The problem addressed in this chapter is a continuation of the simultaneous
transmission of classical and quantum information studied in the previous
chapter. It is known that existence of local randomness in encoding is a
prerequisite for transmission of secret messages. It was also shown that a
non-secret message may also play the role of the dummy randomness [17].
The interesting question arose here is that of the tradeoff between the non-
secret message and dummy randomness. Moreover, traditionally, local ran-
domness in encoding was assumed to be available infinitely, undermining its
effect and value in secret transmission. In this chapter, we consider trans-
mission of secret messages over a single-serving quantum broadcast channel
with rate-limited randomness and will find inner and outer bound regions
for the tradeoff between the secret message, dummy randomness and also
the non-secret message that help compensate for the lack of enough dummy
randomness.

In summary, the last four chapters are essentially based on the following
publications and preprints:

o Chapter 2:

— Farzin Salek, Masahito Hayashi and Andreas Winter, ‘When are
Adaptive Strategies in Asymptotic Quantum Channel Discrimi-
nation Useful?”, in preparation, 2020.

o Chapter 3:

— [53]: Farzin Salek and Andreas Winter, “Multi-User Distillation of
Common Randomness and Entanglement from Quantum States,”
pre-print (2019), arXiv: 2008.04964.

— [54]: Farzin Salek and Andreas Winter, “Multi-User Distilla-
tion of Common Randomness and Entanglement from Quantum

States," 2020 IEEE International Symposium on Information The-
ory (ISIT), Los Angeles, CA, USA, 2020, pp. 1949-1954.
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o Chapter 4:

— [55] F. Salek, A. Anshu, M. Hsieh, R. Jain and J. R. Fonollosa,
“One-Shot Capacity Bounds on the Simultaneous Transmission of
Classical and Quantum Information,” IEEE Trans. Inf. Theory,
vol. 66, no. 4, pp. 2141-2164, 2020. arXiv: 1811.09177.

— [56]: F. Salek, A. Anshu, M. Hsieh, R. Jain and J. R. Fonollosa,
“One-shot Capacity Bounds on the Simultaneous Transmission of
Public and Private Information Over Quantum Channels," 2018
IEEE International Symposium on Information Theory (ISIT),
Vail, CO, 2018, pp. 296-300.

e Chapter 5:

— [57] : F. Salek, M. Hsieh, J. R. Fonollosa, “Single-Serving Quan-
tum Broadcast Channel with Common, Individualized and Confi-
dential Messages,” IEEFE Trans. Inf. Theory, 2020. arXiv:1903.04463.

— [58]: F. Salek, M. Hsieh and J. R. Fonollosa, “Publicness, Pri-
vacy and Confidentiality in the Single-Serving Quantum Broad-
cast Channel," 2019 IEEE International Symposium on Informa-
tion Theory (ISIT), Paris, France, 2019, pp. 1712-1716.
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Chapter 2

When are adaptive strategies in
asymptotic quantum channel
discrimination useful?

This chapter concerns the separation between adaptive and non-adaptive
strategies in discrimination of quantum channels. To show that adaptive
strategies in general are superior to non-adaptive ones, we find an expo-
nential lower bound on the discrimination of two channels by non-adaptive
strategies, which is applicable to a large number of cases. In particular,
it applies to a certain pair of entanglement-breaking channels for which it
is known that two adaptive uses result in perfect discrimination. Thus we
get a separation between the adaptive Chernoff exponent of the two chan-
nels, which is infinite, and the non-adaptive one, which is finite. Next we
show that for classical-quantum channels the most general adaptive strategy
does not give any advantage over non-adaptive strategies on the asymptotic
rate at which the error probability exponentially decays with the number
of channel uses. This conclusion follows by proving a generalised Chernoff
bound and the Hoeffding error exponent. This result generalises to arbitrary
quantum channels under a restricted class of protocols where only product
state inputs are allowed and only classical information for the feed-forward
in the adaptive strategy. We also show that under the same class of pro-
tocols, the non-adaptive strategies are optimal for discrimination of binary
hypotheses with an arbitrary quantum channel. However, for a slightly larger
class where entangled state inputs are allowed, we only show the optimality
of non-adaptive strategies for the entanglement-breaking channels.
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2.1 Background

Hypothesis testing is one of the most important problems in information
theory, and in quantum information, one of the simplest problems where the
difficulties stemming from non-commutativity of operators appear. A par-
ticular hypothesis testing setting that we study in this chapter is that of
quantum channel discrimination, in which the hypotheses are described by
two quantum channels, i.e. completely positive and trace preserving (cptp)
maps, acting on a given quantum system, and more precisely n > 1 inde-
pendent realizations of the unknown channel. It is not hard to see that both
the type-I and type-II error probabilities can be made to go to 0 exponen-
tially fast, just as in the case of hypotheses described by quantum states, and
hence the fundamental question is the characterization of the possible error
exponents.

To spell out the precise questions, let us introduce a bit of notation.
Throughout the chapter, A, B, C, etc, denote quantum systems, but also
their corresponding Hilbert space. We identify states p with their density
operators and use superscripts to denote the systems on which the math-
ematical objects are defined. The set of density matrices on A is written
as S4. When talking about tensor products of spaces, we may habitually
omit the tensor sign, so A® B = AB, etc. The capital letters X, Y, etc.
denote random variables whose realizations and the alphabets will be shown
by the corresponding small and calligraphic letters, respectively: X =x e X.
All Hilbert spaces and ranges of variables may be infinite; the dimension of
a Hilbert space A is denoted |A|, as is the cardinality |X| of a set X. For
any positive integer m, we define Z,, = (x1,--,x,,). For the state p € SAP
in the composite system AB, the partial trace over system A (resp. B) is
denoted by Try (resp. Trg). We denote the identity operator by /. We use
log and In to denote base 2 and natural logarithms, respectively. Moving
on to quantum channels, these are linear, completely positive and trace pre-
serving maps M : 84 - §B for two quantum systems A and B; M extends
uniquely to a linear map from trace class operators on A to those on B. We
often denote quantum channels, by slight abuse of notation, as M : A - B.
The ideal, or identity, channel on A is denoted id4. Note furthermore that
a state p4 on a system A can be viewed as a quantum channel p: 1 - A,
where 1 denotes the canonical one-dimensional Hilbert space, isomorphic to
the complex numbers C, which interprets a state operationally consistently
as a state preparation procedure.

The most general operationally justified strategy to distinguish two chan-
nels M, M : A - B is to prepare a state p4, apply the unknown channel to
A (and the identity channel idg to R), and then apply a binary measurement
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POVM (T,1-T) on BR, so that

a(M|M) = Tr((idg ® M)p)(I - T),
BMIM) = Tr((idr ® M)p)T,

are the error probabilities of type I and type II, respectively. It is easy to see
that whatever state pA% is considered as input, it can be purified to AR
with a suitable Hilbert space, and the latter state can be used to get the
same error probabilities. Then, once there is a pure state, one only needs
a subspace of R ® R’ of dimension |A|, namely the support of "% which
by the Schmidt decomposition is at most |A|-dimensional. Therefore, the
state p is without loss of generality pure and that hence R has dimension at
most that of A. The strategy is entirely described by the pair (p, (T,1- T))
consisting of the initial state and the final measurement, and we denote it
T. Consequently, the above error probabilities are more precisely denoted
(M| M|T) and B(M|M|T), respectively.

These strategies use the unknown channel exactly once; to use it n > 1
times, one could simply consider that M®" and M are quantum channels
themselves and apply the above recipe. While for states this indeed leads
to the most general possible discrimination strategy, for general channels
other, more elaborate procedures are possible. The most general strategy we
shall consider in this chapter is the adaptive strategy, applying the n channel
instances sequentially, using quantum memory and quantum feed-forward,
and a measurement at the end. It is defined as follows.

Definition 1. Concretely, the strategy T, is given by an (n + 1)-tuple
(pf1A7f‘17 . ;fn—ly (T, I- T)),

consisting of an auziliary system Ry and a state p1 on Ry Ay, quantum chan-
nels Fp ¢ RynBim = Ryns1Ame and a binary POVM (T, I -T) on R,B. It
encodes the following procedure: in the m-th round (1 < m < n), apply the
unknown channel Z € { M, M} to py, = pEn4m  obtaining

RmBm _ RmBm (=Y _ (; - RmAm
Wrn =W (“) - (lth ® ‘—‘)pm :
Then, as long as m < n, use F,, to prepare the state for the next channel use:
Rm+ Am+ _ RmBm
pm+11 = fm(wm )

When m = n, measure the state w5 with (T,1-T), where the Jirst outcome
corresponds to declaring the unknown channel to be M, the second M. Thus,
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the n-copy error probabilities of type I and type II are given by

an(M|MIT,) = Tr(wf"B"(/\/l))(I -T),
Ba(MIMIT,) = Tr(wfin?»(M))T,

respectively. As in the case of a single use of the channel, one can without
loss of generality (w.l.o.q.) simplify the strategy, by purifying the initial state
p1, hence |Ry| < |A|, and for each m > 1 going to the Stinespring isometric
extension of the channel Trgr_ ., oF,, : Ry By = A1, which requires a system
Ryni1 with dimension |Rpy,.1| < |Rn||A||Bl.

The set of all adaptive strategies of n sequential channel uses is denoted
A,. It quite evidently includes the n parallel uses described at the beginning
of this paragraph, when a single-use strategy is applied to £®7; the set of these
non-adaptive or parallel strategies is denoted P,. Among those again, we
can distinguish the subclass of parallel strategies without quantum memory,
meaning that R =1 is trivial and that the input state p4" at the input system
An= Ay ... A, is a product state, pA" = pi @ ---® pa"; this set is denoted P9,
Another restricted set of strategies we are considering in the present chapter
is that of adaptive strategies with classical feed-forward and no quantum
memory, which we will define formally in Section , and denote by A%’

For a given class S, c A, of adaptive strategies for any number n of
channel uses, the fundamental problem is now to characterize the possible
pairs of error exponents for two channels M and M:

E(M|N]S) = {(7’, $):37,€S,0<r< hg_l)i;lf—% log Bn(M|M|T),
0<s<lim inf—l log ozn(/\/l|m|7;)}. (2.1)
n—>00 n

In particular, we are interested, for each s > 0, in the largest r such that
(r,s) € €(M|M]S). To this end, we define the error rate tradeoff

_ 1 _
B3(r|M||M) :=sups s.t. 3T, €S, r <liminf ——log B, (M| M|T,),
n—oo n
1 _
s <liminf -=log a,, ( M||IM|T), (2.2)
n—o0 n
as well as the closely related function

C%(a, M| M) = inf lim inf —% log (2"t (M|M|T,) + 2" B, (M| M|T,)) .
(2.3)
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Note that &(M|M]S) is a closed set by definition, and for most ‘natural’
restrictions S it is also convex. In the latter case, the graph of BS(r|M|M)
traces the upper boundary of &(M|M|S), and it can be reconstructed from
CS(a,blM|M) by a Legendre transform.

Historically, two extreme regimes are of special interest: the maximally
asymmetric error exponent,

maxr s.t. 3s (r,5) € €(M|M|S) = maxr s.t. (r,0) € E(M|M|S),

together with the opposite one of maximisation of s, which are known as
Stein’s exponents, and the symmetric error exponent

ES(M, M) =maxr s.t. (r,r) e E(M|M]S)
= C5(0,0|M[ M),

which is generally known as Chernoff exponent or Chernoff bound.

In the present chapter we are primarily occupied with the performance of
adaptive strategies. Naturally, the first question in this search would be to
investigate the existence of quantum channels for which some class S,, c A,
outperforms the parallel strategy when n — oo; in other words, if there exists
a separation between adaptive and non-adaptive strategies. We then shift the
focus to a particular class of channels, namely, classical-quantum channels
(cq-channels) and investigate if the most general strategy offers any benefit
over the most weak strategy P2. To see whether our cq-channels study can
be generalized to other channels, we study adaptive strategies that only allow
for classical feed-forward, i.e. A¢ and AS°. These findings are then applied
to discrimination power of a quantum channel: how well two given states
in A®" can be discriminated after passing through a quantum channel and
whether employment of adaptive strategies can be beneficiary.

The rest of the chapter is organized as follows. In the following Section
[2.2] we review some of the background history of hypothesis testing and pre-
vious work, this should also motives the problems we solve. In Section
we show the first asymptotic separation between adaptive and non-adaptive
strategies via proving a lower bound on the Chernoff error for non-adaptive
strategies and analyzing an example where adaptive strategies achieve error
zero even with two copies of the channels. Section contains our analysis
of cq-channel discrimination, where we start by describing the most general
adaptive strategy in this case, and mathematically define the specific quanti-
ties that we address. In Section [2.6] we study the discrimination of quantum
channels with classical feed-forward, with and without entangled inputs, and
in Section [2.7]we apply our results to the discrimination power of an arbitrary
quantum channel. We conclude in Section [2.8]
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2.2 History and previous work

In classical information theory, discriminating two distributions has been
studied by many researchers; Stein, Chernoff [59], Hoeffding [60] and Han-
Kobayashi [61] formulated asymptotic hypothesis testing of two distributions
as optimization problems and subsequently found optimum expressions. As
generalizations of these settings to quantum realm, discrimination of two
quantum states has been studied extensively in quantum information theory,
albeit the complications stemming from the noncommutativity of quantum
mechanics appear in the most visible way among these problems. The di-
rect part and weak converse of the quantum extension of Stein’s lemma were
proven by Hiai and Petz [62]; the proof combines the classical case of Stein’s
lemma and the fact that for a properly chosen measurement, the classical
relative entropy of the measurement outcome approaches the quantum rel-
ative entropy of the initial states. Subsequently, Ogawa and Nagaoka [27]
proved the strong converse of quantum Stein’s lemma, that is, they showed
that if the error exponent of type II goes to zero exponentially fast at a rate
higher than the relative entropy registered between the states, the probabil-
ity of correctly identifying the null hypothesis decays to zero with a certain
speed, where they found the exact expression. The Chernoff bound was
settled by Nussbaum and Szkota [63] and Audenaert et al. [64], where the
former proved the converse and the latter showed its attainability (See [65]
for earlier significant progress). Concerning the quantum extension of the
Hoeffding bound, in [66] a lower bound was proved suggesting the existence
of a tighter lower bound. Later, [67] proved the suggested tighter lower bound
and subsequently, Nagaoka [68] showed the optimality of the above quantum
Hoeffding lower bound.

Discrimination of two (quantum) channels appears as a natural extension
of the state discrimination problem. However, despite inherent mathemati-
cal links between the channel and state discrimination problems, due to the
additional degrees of freedom introduced by the adaptive strategies, discrim-
ination of channels is more complicated. Many papers have been dedicated
to study the potential advantages of adaptive strategies over non-adaptive
strategies in channel discrimination.

The seminal classical work [35] showed that in the asymptotic regime, the
exponential error rate for classical channel discrimination cannot be improved
by adaptive strategies for any of the symmetric or asymmetric settings. In
thw classical case, where the classical channels W:z - W, and W : 2z - W,
with common input (X') and output ()’) alphabets, and output distributions
{W,} pexr and {W, }sex, Tesp., are given, Ref. [35, Thm. 1] proved the strong
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converse

BA(r|W[W) =0 if r>D(W|W):=sup D(W,|W,), (2.4)

where D(W,[W,) = ¥,y Wx(y)log(Wm(y)/Wx(y)) is the relative entropy;
and for 0 <7 < D(W|W), [35, Thm. 2] showed that
a-1

BA(r|W W) = BE (r]W|W) = sup sup

r 0<a<l

(T_DQ(WJ:|‘W$))7 (25)

where Da(Wx ”W:L‘) = ﬁ 10g Zyey(Wx(y)/Wx(y))an(y) is the Rényi rela-
tive entropy[l] Moreover, from the relation between the Hoeffding and Cher-
noff exponents

(W, W) =sup {r| BE(rIN|N) 27},
it was shown in |35, Cor. 2| that

AW, W) = 2 (W, W) = sup Osupl(l — ) Do (W, |[W,). (2.6)
x <a<

Since the publication of this seminal work, significant amount of research
has focused on showing the potential advantages of adaptive strategies in
discrimination of quantum channels. Significant progress was reported in [69]
concerning classical-quantum (cq) channels. Let N : 2 — p, and N : z - o,
be two cq-channels (these channels will be formally defined in Sec. [2.5)).
One may expect the same relations as , and to hold for cq-
channels, replacing the Rényi relative entropy with a quantum extension of
it. For Stein’s lemma and its strong converse this was indeed shown to be

the case in [69, Cor. 28], namely

BA(rIN|N)=0 if r>DWNI|N):=supD(p,|o.), (2.7)

where D(p.|o.) = Trp.(logp, —logo,) is the quantum relative entropy.
Thus, one can assume 0 < 7 < D(N|N) for the Hoeffding and Chernoff
bounds.

A number of upper bounds for BA(r|NV|N) are reported in the literature
but finding a compact form meeting BP’ (r|N'| ') has been an open problem.
Two such upper bounds were reported by Berta et al. [69]; the first upper

Tn the original notation in [35], Dyya(W,|Wy) = %’”W” Moreover, the defi-

nition of BS» (r[W|W) implicitly follows from (2.15) by replacing the quantum channels
with respective classical channels.
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bound follows the similar reasoning as in the classical Hoeffding bound [35],
that is, considering an intermediate channel and using the strong and weak
Stein’s lemma. However, unlike the classical case, this line of reasoning could

not yield a tight bound. Note that besides (2.5)), in the classical case there
is another compact expression for BA(r|W W)

BAr|W[W)=sup min  D(Q[W,).
zeX Q:D(Q|Wg)<r

The reason that the classical approach of [35] does not yield a tight bound
in quantum case is [65, Sec. 3.8]

BA(rIN|N) <max min  D(7p.).

(WIR) <max  min  D(rlp,)

The second upper bound of Berta et al. [69] employs the fact that cq-channels
are environment-parameterized: Due to the structure of the environment-
parametrized channels, any n-round adaptive channel discrimination proto-
col can be understood as a particular kind of state discrimination protocol
for the environment states of each channel. This development reduces the
cq-channel discrimination problem to that of state discrimination between
(®. pz)®" and (®, 0, )®". However, plugging the states into the well-known
state discrimination bounds does not lead to tight characterisation.

In general quantum channel discrimination, it is known that adaptive
strategies offer an advantage in the non-asymptotic regime for discrimination
in symmetric Chernoff setting [36,(70-72]. In particular, Harrow et al. [36]
demonstrated the advantage of adaptive strategies in discriminating a pair
of entanglement-breaking channels that requires just two channel evaluations
to distinguish them perfectly, but such that no non-adaptive strategy can
give perfect distinguishability using any finite number of channel evaluations.
However, it was open whether the same holds in the asymptotic setting.

This question in the asymmetric regime was recently settled by Wang and
Wilde: In |73, Thm. 3], they found an exponent in Stein’s setting for non-
adaptive strategies in terms of channel max-relative entropy, also in the same
paper |73, Thm. 6], they found an exponent in Stein’s setting for the adaptive
strategies in terms of amortized channel divergence, a quantity introduced in
[69] to quantify the largest distinguishability between two channels. However,
the fact that adaptive strategies do not offer an advantage in the setting of
Stein’s lemma for quantum channels, i.e. the equality of the aforementioned
exponents of Wang and Wilde, was later shown in [74] via a chain rule for
the quantum relative entropy proven therein.

Cooney et al. [75] proved quantum Stein’s lemma for discriminating be-
tween an arbitrary quantum channel and a “replacer channel” that discards
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its input and replaces it with a fixed state. This work led to the conclusion
that at least in the asymptotic regime, a non-adaptive strategy is optimal in
the setting of Stein’s lemma. However, in the Hoeffding and Chernoff set-
tings, the question of potential advantages of adaptive strategies involving
replacer channels remains open.

Hirche et al. |76] studied the maximum power of a fixed quantum detec-
tor, i.e. a POVM, in discriminating two possible states. This problem is
dual to the state discrimination scenario considered so far in that, while in
the state discrimination problem the state pair is fixed and optimization is
over all measurements, in this problem a measurement POVM is fixed and
the question is how powerful this discriminator is, and then whatever crite-
rion considered for quantifying the power of the given detector, it should be
optimized over all input states. In particular, if n > 2 uses of the detector
are available, the optimization takes place over all n-partite entangled states
and also all adaptive strategies that may help improve the performance of the
measurement. The main result of [76] states that when asymptotically many
uses (i.e. n - o) of a given detector is available, its performance does not
improve by considering general input states or adopting any kind of adaptive
strategy in any of the symmetric or asymmetric settings described before.
The main ingredient in this paper is the classical result in the previous pa-
per [35]; that is, it is shown that adaptive improvement of the measurement
results with general entangled states can be cast as discriminating two clas-
sical channels, which is known to be improve by adaptive strategies.

2.3 Asymptotic separation between adaptive
and non-adaptive strategies

In this section we exhibit an asymptotic separation between the Chernoff
error exponents of discriminating between two channels by adaptive versus
non-adaptive strategies. Concretely, we will show that two channels described
in [36], and shown to be perfectly distinguishable by adaptive strategies of
n > 2 copies, hence having infinite Chernoff exponent, nevertheless have a
finite error exponent under non-adaptive strategies.

The separation is based on a general lower bound on non-adaptive strate-
gies for an arbitrary pair of channels. Consider two quantum channels, i.e.
cptp maps, M, M : A - B. To fix notation, we can write their Kraus de-
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compositions as

J

The most general strategy to distinguish them consists in the preparation
of a, w.l.o.g. pure, state ¢ on A® R, where |R| ~ |A|, send it through the
unknown channel, and make a binary measurement (7,7 -7T) on B® R:

p=Tr((idp® M)p)T,
qg="Tr ((idR ®M)g0) T,

and likewise 1 —p and 1 - ¢ by replacing T" in the above formulas with I —T'.
Note that for uniform prior probabilities on the two hypotheses, the error
probability in inferring the true channel from the measurement output is
1(1=lp—-ql).

The maximum of |p — g| over state preparations and measurements gives
rise to the (normalized) diamond norm distance of the channels:

1 J—
max [p —q| = = |M - M|,
nax|p-q| = 5| o
which in turn quantifies the minimum discrimination error under the most
general quantum strategy:

1 1 —
P, - §(1 SlM MHO).

We are interested in the asymptotics of this error probability when the
discrimination strategy has access to n > 1 many instances of the unknown
channel in parallel, or in other words, in a non-adaptive way. This means
effectively that the two hypotheses are the simple channels M®" and Hm,
so that the error probability is

)

The (non-adaptive) Chernoff exponent is then defined as

®n

o _ L L) en T

P - 2(1 5 | pmem -2
vl 1 n

&P (M, M) = lim —log Py,

the existence of the limit being guaranteed by general principles. Note that
the limit can be +o00, which happens in all cases where there is an n such that
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Pe(ﬁ,) = 0. It is currently unknown whether this is the only case; cf. the case of
the more flexible adaptive strategies, for which there is a simple criterion to
determine whether there exists an n such that the adaptive error probability
Pe(;) =0 [70], and then evidently (M, M) = +oo; conversely, we know that
in all other cases, the adaptive Chernoff exponent is & (M, M) < +oo [77].

Duan et al. |[71] have attempted a characterization of the channel pairs
such that there exists an n with Pe(f;) =0, and have given a simple sufficient
condition for the contrary. Namely, the existing result |71, Cor. 1] states
that if span{E!F;} contains a positive definite element, then for all n we
have PE(?,) > 0. The following proposition, which makes the result of [71]
quantitaitive, is the main result of this section.

Proposition 2.1. Let a;; € C be such that 3, |ag* = 1 and P = ¥ aijEZFj >
0, i.e. P is assumed to be positive definite. Then for all n,

ny o1 n
P& > T Amin(P)™",
where Amin(A) denotes the smallest eigenvalue of the Hermitian operator A.
Consequently,

&P (M, M) < 4log [P w.

Proof. We begin with a test state ¢ as in the above description of the most
general non-adaptive strategy for the channels M and M, so that the two
output states are p = (idg®M )y, 0 = (idg®@M)y. By well-known inequalities
[78], it holds

1 1
§||p_0-”1S V 1—F(p,0')2§1_§F(p,0')2,

where F(p,0) = |/p\/o|1 is the fidelity. Thus, it will be enough to lower
bound the fidelity between the output states of the two channels. With
7 =Trr|pXp|, we have:

F(p,o) =\/pVol
> Tr\/p\/o

>Tr po

= 2T B Fyrf
ij

2

> ZO&Z'J'TI'E;[F]'T

ij

=|Tr 7P|
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Here, the second line is by standard inequalities for the trace norm, the third
is because of p < \/p, the fourth is a formula from |71, Sec. II], in the fifth
we used Cauchy-Schwarz inequality and in the last line the definition of P.
Since 7, like ¢, ranges over all states, we get

F(pa0)2 2 AHliﬂ(‘P)Ala

and so

1
Pe 2 Z)\min(P)4-

We can apply the same reasoning to M®" and Mm, for which the vector
(av;;)®™ is eligible and leads to the positive definite operator P#". Thus,

1 1
P > — A (P2)* = ~Apin(P)*".
© 4 4
Taking the limit and noting Apin(P)~! = | P! concludes the proof. m

Next we show that two channels defined by Harrow et al. [36] yield an
example of a pair with £P(M, M) < +oo, yet EA(M, M) = +oo because indeed
P =0.

Example 1. Harrow et al. [30] proposed the following two entanglement-
breaking channels, from A® C =C?® C? (two qubits) to B =C? (one qubit):

M(p™ @) =[0X01{0] 7 [0) +[0XO[ (1] [1) 0] p[0) + %I<1|7|1> (1 pl1),
M(p" @7) = [+X+[{0]7 [0) + [IXLI{L] 7 [1) (+] p|+) + %Hllvll) {=lrl-),

extended by linearity to all states. Here, |0),|1) is the computational basis (Z
eigenbasis) of the qubits, while |+) ,|-) is the Hadamard basis (X eigenbasis).

In words, both channels measure the qubit C' in the computational basis.
If the outcome is °0’, they each prepare a pure state on B (ignoring the input
in A): [0XO0| for M, |+X+| for N. If the outcome is ’1’, they each make a
measurement on A and prepare an output state on B depending on its out-
come: standard basis measurement for M with |0X0| on outcome '0° and the
maximally mixed state %I on outcome ’1’; Hadamard basis measurement for
N with [1)1] on outcome '+ and the mazimally mized state 31 on outcome
7 In [36], a simple adaptive strateqy for n =2 uses of the channel is given
that discriminates M and M perfectly: The first instance of the channel is
fed with [0)0] ® [0X0|, resulting in an output state p;; the second instance of
the channel is fed with |1 1| ® p1; the output state py of the second instance
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is |0X0| if the unknown channel is M, and |1X1| if the unknown channel is
M, so a computational basis measurement reveals it. Note that no auzil-
tary system R is needed, but the feed-forward nevertheless requires a qubit of
quantum memory for the strategy to be implemented. In any case, this proves
that Pe(;) =0. In [306], it is furthermore proved that for alln > 1, Pe(}l,) > 0.
We now show that Proposition is applicable to yield an exponential

lower bound on the non-adaptive error probability. The Kraus operators of
the two channels can be chosen as follows:

M: B; € {[0)” (00}, M Fye {|+)” 00",
0)” (10, [+)7 (101",
0)% {01, 1) (11",
0)% (11 1v/2, 0)% (=11 /v2,
D)% 11 vz}, )% (-1 /v/2}

Thus, the products EZFJ- include the matrices

1
E[F\ = \g [00)ool,
+ 1
ElF, = 5|10)(10|,
" 1
EFy =[5 [11)+1],

1
BLF; = S [11{-1],

1
@mzyamwm

from which we can form, by linear combination, the projectors

E[F = \/g 0)0] ® [0X0] ,
EJF, = \E 11| @ [0)0],

1
@&—%ﬂ=vgmm®mm,

1
BiFy- E{Py =\ [ i
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whose sum is indeed positive definite, so we get an exponential lower bound
on Pe(?,) and hence a finite upper bound on &p(M, M).

Note that a lower bound is the Chernoff bound of the two pure output
states |0X0| = M(|00X00|) and |+X+| = M(|00X00|), which is log2 = 1, so
EP(M, M) > 1. It seems reasonable to conjecture that this is optimal, but we
do not have at present a proof of it.

To get a concrete upper bound on gp(M,ﬂ) from the above method, we
make the ansatz

1 1
P =aE]F + aElF, + 5\/;EgF3 + 5\/;3{& - 28ElF;

= a\/gféb 0X0| +ﬂ\/§(|1)<1| +|=X-D @ [1X1],

where o, 3 >0 and 2a? +55% = 1. Now P consists of two orthogonal pieces

with easily calculated minimum eigenvalues, which are a\/g and B/2sin? g

Since Amin(P) will be the smaller of the two, we optimize it by making the two
values equal, i.e. we want o = 23 sin? 5. Inserting this in the normalization
condition and solving for 3 yields 32 = ——4+—, thus

~ 8sin? Z+57

2 2-2
Auin(P) =\ [ g7 sin® U 2-V2 ~0.091,
8sin® ¢ +5 8 4,/4_\/§

where we have used the identity sin® § = (1 - \/g) Thus,

N4-2

P M ~
(M, M) <4log VA 13.83.

Thus, we learn that there are channels, entanglement-breaking chan-
nels at that, for which the adaptive and the non-adaptive Chernoff expo-
nents are different; in fact, the separation is maximal, in that the former
is +oo while the latter is finite. It should be noted that this separation
is a robust phenomenon, and not for example related to the perfect finite-
copy distinguishability. Namely, by simply mixing our example channels
with the same small fraction of the fully depolarizing channel, we get two
new channels M’ and M with only smaller non-adaptive Chernoff bound,
§P(M’,Jvl) < EP(M, M) < +oo, but the fully general adaptive strategies
yield arbitrarily large fA(M’,MI), as it is based on a two-copy strategy.

Furthermore, since the error rate tradeoff function BP(r|M| M) is con-
tinuous near r = £&P(M, M), whereas the adaptive variant BA(r| M| M) is
infinite, we automatically get separations in the Hoeffding setting, as well.
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2.4 Preliminaries on quantum measurements

A general quantum state evolution from A to B is written as a cptp map
M from the space T4 to the space TB, where T4 and 7% are the sets of
Hermitian matrices on the Hilbert spaces A and B, respectively. When we
make a measurement on the initial system A, we obtain the measurement
outcome K and the resultant state on the output system B. To describe this
situation, we use a set {ky}rex of cp maps from the space T4 to the space
T B such that Y, ki is trace preserving. (For simplicity, here we assume the
set K to be discrete.) Since it is a decomposition of a cptp map, it is often
called a cp-map valued measure. In this case, when the initial state on A is p
and the outcome k is observed with probability Tr r;(p), where the resultant
state on Bis ki (p)/ Trki(p). A state on the composite system of the classical
system K and the quantum B is written as Y. |k)(k| ® ppjx, which belongs
to the vector space TEB := 3, [k)(k|® TE. The above measurement process
can be written as the following cptp & map from 74 to TKB,

E(p) = ) k) Kl ® rr(p). (2.8)

kelkC

In the following, both of the above cptp map £ and a cp-map valued measure
are called a quantum instrument. A cp-map valued measure has the following
form.

Lemma 2.1 (Cf. [65, Thm. 7.2]). Let k = {k,, : A > B}, be an instrument
(i.e. a cp-map valued measure) with an input system A and an output system
B. Then there exist a POVM M = {M,} on a Hilbert space A and cptp maps
k!, from A to B for each outcome w, such that for any density operator p,

ru(p) = i, (VMLpV/ML).

A general POVM can be lifted to a projective valued measure (PVM), as
follows.

Lemma 2.2 (Naimark’s theorem [79]). Given a positive operated-valued mea-
sure (POVM) M = {M,},co on A with a discrete measure space 2, there
exists a larger Hilbert space C including A and a projection-valued measure
(PVM) E = {E,}weq on C such that

TrpM, = TrpE, VpeSt weQ.

Combining these two lemmas, we have the following corollary.
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Corollary 2.1. Let k = {k, : A - B}, be an instrument (i.e. a cp-map
valued measure) with an input system A and an output system B. Then
there exist a PVM E = {E_} on a larger Hilbert space C including A and
cptp maps Kl from C' to B for each outcome w, such that for any density
operator p,

Kw(p) = kg (EupEL) - (2.9)

Proof. First, using Lemma [2.1 we choose a POVM M = {M,} on a Hilbert
space A and cptp maps K/, from A to B for each outcome w. Next, using
Lemma [2.2] we choose a larger Hilbert space C' including A and a projection-
valued measure (PVM) E = {E,}..q on C. We denote the projection from
C to A by P. Then, we have

(E,P)'E,P=PE,P =M, =/M,/M, (2.10)

for any w € ). Thus, there exists a partial isomerty V,, from C' to A such
that /M, =V, E,P. Hence, we have

ku(p) = 5, (VMup/ M) =, (VuEsPpPEV]) = K, (Vo EupEV])

Defining cptp maps " by &”(p) = &,(V,pVi)). This completes the proof. m

2.5 Discrimination of classical-quantum chan-
nels

A cqg-channel is defined with respect to a set X of input signals and the
Hilbert space B of the output states. In this case, the channel from X to B
is described by the map from the set X" to the set of density operators in B; as
such, a cq-channel is given as N : x — p,, where p, denotes the output state
when the input is x € X. Our goal is to distinguish between two cq-channels,
N:z - p, and N :z - 0,. Here, we do not assume any condition for the set
X, except that it is a measurable space and that the channels are measurable
maps (with the usual Borel sets on the state space SB). In particular, it
might be an infinite set. We consider the scenario when n — oo uses of the
unknown channel are provided. The task is to discriminate two hypotheses,
the null hypothesis Hy : N versus the alternative hypothesis H; : N where n
(independent) uses of the unknown channel are provided. Then, the challenge
we face is to make a decision in favor of the true channel based on n inputs
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Z, = (21,...,2,) and corresponding output states on B"™ = Bj---B,; note
that the input Z, = (z1,...,z,) is generated by a very complicated joint
distribution of n random variables, which — except for x; — depend on the
actual channel. Hence, they are written with the capitals as X" = X;,..., X,
when they are treated as random variables.

2.5.1 Adaptive method

General protocol for cq-channels

To study the adaptive discrimination of cq-channels, the general strategy for
discrimination of qqg-channels in Definition [I| should be tailored to the cq-
channels. We argue that the general strategy of Definition [I| can w.l.o.g. be
replaced by the kind of strategy with the instrument and only classical feed-
forward when the hypotheses are a pair of cq-channels. This in particular will
turn out to be crucial since we consider general cq-channels with arbitrary
(continuous) input alphabet.

The first input is chosen subject to the distribution py, (x1). The receiver
receives the output p,, or o, on By. Dependently of the input z1, the receiver
applies the first quantum instrument B; - K;R,, where R is the quantum
memory system and K is the classical outcome. The receiver sends the
outcome K; to the sender. Then, the sender choose the second input zo
according to the conditional distribution px,|x, i, (z2|z1,k1). The receiver
receives the second output p,, or o,, on By. Dependently of the previous
outcome k; and the previous inputs xq,xo, the receiver applies the second
quantum instrument By Ry - K5 R3, and sends the outcome K5 to the sender.
The third input is chosen as the distribution px,|x, x, K, Kk, (2|21, T2, k1, k2).

In the same way as the above, the m-th step is given as follows. The
sender chooses the m-th input z,, according to the conditional distribution
DX Ko, & (T T, /%m_l). The receiver receives the second output p,,.
or 0., on B,,. The remaining processes need the following divided cases. For
m < n, dependently of the previous outcomes ey = (k1,...,km-1) and the
previous inputs Z,, := (x1,...,%,), the receiver applies the m-th quantum
instrument &, : R,,B,, > K,,R,.+1, and sends the outcome k,, to the sender.
For m = n, dependently of the previous outcomes K,_1 and the previous
inputs Y,, the receiver measures the final state on R, B, with the binary
POVM (T, #.-1 = Toji. , 2,)> where hypothesis A (res. N) is accepted if
and only if the first (res. second) outcome clicks.

Remark 2.1 (Relation to general setting with qq-channels). Here, we dis-
cuss how to derive the above setting from the general setting presented in
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introduction for cq-channels. In the case with cq-channel, the input needs to
be a classical element in the discrete set X. To decide the classical input, we
need to apply measurement after the application of the m-th cptp map F,,.
That is, we need to replace the m-th cptp map F,, by a quantum instrument
Em i RnB,, > K,,R,,.1, and sends the outcome K, to the sender. Hence,
the obtained procedure is equivalent to the procedure given above.

Note however that this way of thinking of a cqg-channel as a special type of
qq-channel is restricted to discrete input alphabets; for general, in particular
continuous input alphabet to the channels N' and N, we directly use the
description above

Protocol with PVM for cq-channels

. ,,k'g”f

\ N
oo

e
/’ ’,”, °

Figure 2.1: Adaptive strategy for cq-channel discrimination. The classical
outputs of the PVMs are employed to decide the inputs adaptively while
the post-measurement state remains in disposal of the next measurement;
that is, after the m-th step, a quantum system on the subspace spanned by

(Im Y e I®(m‘1)> (Im i ) passes to the next measurement.

kila: Eom|&m

The general procedure for discriminating cq-channels can be rewritten as
follows using PVMs.

To start, Fig. illustrates the general protocol with PVMs, which we
shall describe now In the following, according to Naimarks dilation theorem,
in each m-th step, we choose a sufficiently large space B,, including the
original space B, such that the measurement is a PVM.

The first input is chosen subject to the distribution px,(x;). Then the

output state is measured by a projection-valued measure (PVM) {H]({i?wl}k
1

on B;. The second input is then chosen according to the distribution
Dot (z2l71, k7). Then, a PVM {H(2> }k s made on By By, which
1,R2

ka,k1|x1,@o
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satisfies 3, Hg?kﬂ%m = Hl$|)m1 ® I. The third input is chosen as the distribu-
tion Piy|x, xa,k1,k. (T3|T1, T2, k1, ka), etc. Continuing, the m-th step is given
as follows. the sender chooses the m-th input x,, according to the condi-
tional distribution py 3 | & (Zm|Zm-1, km-1). The receiver receives the
m-th output p,, or o, on B,,.

The description of the remaining processing requires that we distinguish
two cases.

o For m < n, depending on the previous outcomes Ky = (K1, kme1)
and the previous inputs Z,,, = (1,..., %), as the m-th projective mea-

surement, the receiver applies a PVM {Hgm) }ﬁ on B Bsy---B,,, which

km|Zm Em

satisfies the condition Y, i - ngm_l)

km|Zm

® I. He sends the out-

m—1 |im—1

come k,, to the sender.

o For m =n, dependently of the inputs Z,,, the receiver measures the final
state on By By---B,, with the binary POVM (7%, ,1-T;,) on By By---By,
where hypothesis A’ (res. N) is accepted if and only if the first (res.
second) outcome clicks.

Proposition 2.2. Any general procedure given in Subsubsection|[2.5.1] can be
rewritten in the above form.

Proof. Recall Corollary 2.1] given in Section [2.4 Due to Corollary 2.1, when
the Hilbert space B can be chosen sufficiently large, any state reduction writ-
ten by a cp-map valued measure {I', |, }%, can also be written as the combina-

tion of a PVM {11!

kilz

1}k1 and a state change by a cptp map Ay, ,, depending
1
P )

1
on the measurement outcome k; such that I'y |, (p) = Aklm(H( ) .

kilz1

for ky, 1. Hence, we have 'y, |5, (p) = Ak 2y (T, joy o1y 1y ) for Kps 2y
Then, we treat the cptp map Ay, ., as a part of the next measurement. Let
{Tkafer,z0.k1 ke De the quantum instrument to describe the second measure-

ment. We define the quantum instrument {sz\zl,mz,kl}kz as fk2|zl,xz,k1(p) =
Lioler,woder (Aky i (). Applying Corollary to the quantum instrument

Thows o k1 i , we choose the PVM n® ko ON Tm 11 ® B, and the
olx1,z2,k1 S ka2 1,x2,k1 1 72

kalx k1|z1
state change by a cptp map Ay, k, 2,2, depending on the measurement out-
(2)

kalzy,z2,k1

come ks to satisfy Since Y, x, 11 is the identity on B; B,, setting

(2) — 17 (2)
I_IWQMH@2 = H,@lthkl, we define the PVM {Hkl,k2|x17x2}k1’k2 on B;B,. In the
same way, for the m-th step, using a quantum instrument {ka\im Tcm_l}km’

cptp maps A ., and Corollary , we define the PVM {H(m) I .

1 km@m,km—l

37



(m-1)

on ImII; e ® B, and the state change by cptp maps A; . . Then,
m—1[Lm-1 motm

setting H(ml)ﬁ = H(ml) L we define the PVM {H(m)ﬁ 3, on BiBy--By,.
km mx’nu m— 1

In the n-th step, i.e., the final step, using the blnary POVM (T nlFn 1 e
Ty 2 ) and cptp maps A; we define the binary POVM (T3, ,1-T%,)
on B By---B,, as follows.

Ty, = ZAkn o (T, (2.11)

kn-1,Zn-1"

where Altc is defined as Tr A;

7 kn-1,Zn-1

(p)X =Tr pAT (X) In this

n—1,Tn-1 -1,T
way, the general protocol in given in Subsubsection [2.5.]] - haS "been converted
a protocol given in this subsection. [

It is implicit that the projective measurement {H(m) }k includes first
projecting the output from the quantum memory onto a subspace spanned by

{H’im L) }#._,» and then finding k,, in the entire subspace of Im H(m 1|) ®
—1Tm-1 km-1]|Zm-1
B. Hence, {Hk s 1};% can be regarded as a PVM on B®™ and from

the construction

(m) (1) ®(m-1) (m-1)
anm|x (Hk \ml ®I ) (H Em—1|Em-1 ®I)a

which shows that the PVMs commute.
Notice also that

H(” 1) H(n 2) @I<-< H(l) ®[®(n 2)
kn- llxn 1 kn- Q‘zn 2 1‘1'1
When the true channel is N : & — p,, the state before the final measure-
ment is

P = 0 px (@) Py %, s (Tl et Finen)
C-énykn—l
H("*l)

E'nfl |Enfl

(Par @ ®po, IO ) @[T Nin|,  (2.12)

n 1|-'En 1

where here we need to store the information for inputs z,,. Similarly, when
the true channel is N : 2 - 0,

U(n) = Z le (xl)”.an|Xn—17Rn71 (xn|fn717 l;;nil)

ﬂ?nykn—l

e (0m®---®axn)ﬂg7’fl)a ® [T, NZ,|.  (2.13)

knfl|xn71 n71|$n71
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A test of the hypotheses {N,N} on the true channel is a two-valued
POVM {T,,I - T,}, where T,, is given as a Hermitian operator Y.; T%, ®
|Zn)(Zn| on B®" @ X®" satistying 0 < T, < I. Overall, our strategy to distin-
guish the channels {N, N’} when n independent uses of each are available, is
given by the triple 7, := ({H]%:”)q et APX X1 By Sm=ts Tn)- The n-copy

|33m m=1)

error probabilities of type I and type II are respectively as follows

an(N|NI|T,) = Tr p™(I - T5,),
Bu(N|N|T) = Tro™T,.

The generalized Chernoff and Hoeffding quantities introduced in the intro-
duction read as follows in the present cq-channel case for a given class S,, c A,

C®(a,bIN'|N) = sup {lim inf —% log (2" v, (N |N|T5,) + 2b”ﬁn(NHN|7;))} ;
{Tay L 7
(2.14)
B3 (rIN|N) =

sup {hﬂglf_% log (. (N NT))

{Tn}

it - g (5,VIKIT)) 2 )
(2.15)

where a, b, are arbitrary real numbers and r is an arbitrary non-negative
number.

2.5.2 Auxiliary results and techniques

We set p, = N(x) and o, := N(z), and define

C(a,b) =sup sup (1 - a)Dy(pz|oz) —aa—-(1-a)b (2.16)
z 0<a<l
= sup (1-a)D,(N|N) - aa - (1 -a)b, (2.17)
0<a<l
1 -1 _
B(r) = sgpoiugloé (T—Da(prax)) =Os<u1<)1a (T—Da(./\/\]/\f)),

(2.18)

where D, (NV|N) := sup, Da(p:)0.) and Da(ps|o,) = =5 log Trpeol- is a
quantum extension of the Rényi relative entropy.

39



Since Dy (py|o,) is monotonically increasing for a, Do(N|N) is mono-
tonically increasing for a.. Thus,

lim Do(N|A) = sup Do(N|N) = sup sup Da(poo:)
a— 0<ax<1

0<a<l =

=sup sup Da(psloz) =sup D(pzfoz) = DINN).
Before stating the main results of this section we shall study the B(r) func-
tion further. Since the B(r) function is monotonically decreasing in 7,
B(DWN|N)) = 0. To find B(0), since Z2D,(N|N) = Di_o(N|N), we
infer that =2D,(N|N) is monotonically decreasing for a, and D(N|N) =
lim,_o 2D, (NV|N). Hence, B(0) = D(N|N), and B(r) < D(N|N) for
r > 0.

The following lemma states the continuity of the B(r) function, of which
we give two different proofs. The first proof uses the known facts for the case
of two states, and the cq-channel case is reduced to the former by general
statements from convex analysis. The second proof is rather more ad-hoc
and relies on peculiarities of the functions at hand.

Lemma 2.3. The Hoeffding expoent B(r) is continuous in r, i.e. for any
non-negative real number ro,

lim B(r) = B(ro). (2.19)

r—rg

Proof. The crucial difficulty in this lemma is that unlike previous works, here
we allow that |X| is infinite. Note that in the case of a finite alphabet, we
just need to note the role of the channel (as opposed to states): it is a supre-
mum over channel inputs x € X, so a preliminary task is to prove that for
a fixed x, i.e. a pair of states p, and o,, the Hoeffding function is continu-
ous. This is already known [80, Lemma 1] and follows straightforwardly from
the convexity and monotonicity of the Hoeffding function. After that, the
channel’s Hoeffding function is the maximum over finitely many continuous
functions and so continuous. However, when the alphabet size is infinite,
the supremum of infinitely many continuous functions is not necessarily con-
tinuous. Nevertheless, it inherits the convexity of the functions for each z,
cf. [81) Cor. 3.2.8]. Since the function is defined on the non-negative reals
R.o, it is continuous for all ry > 0, by the well-known and elementary fact
that a convex function on an interval is continuous on its interior. It only
remains to prove the continuity at ro = 0; to this end consider swapping null
and alternative hypotheses and denote the corresponding Hoeffding exponent
by B(r). We then find that B(r) is the inverse function of B(r). Since B(r)
is continuous even when it is equal to zero, i.e. at r = D(N|N), we conclude
B(r) is continuous at 7 = 0 and B(0) = D(N|N). n
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Alternative proof of Lemma[2.3, Given 7y > 0, there exist ag € (0,1) and a
sequence q,, such that a,, > ap and lim,, a;—;l(ro - Dy, (N|N)) = B(ro).
Hence, we have sup%gagl‘%l(ro — Do(N|N)) = B(rg). For r > rg, the

above supremum with r is realized by a € [%2,1]. That is, SUP 20 e O‘T_l(r -

D, (N|N)) = B(r). In the range [%,1], &L(r - D,(N|N)) is uniformly
continuous for r, we have[2.19] The proof implies that larger r corresponds to
larger .. To show this, we introduce k(«) as the first derivative of Dy (N||N),
which crucially does not depend on r. The other term, O‘T‘lr, has derivative
=, so the condition for the maximum is =% + k(«) = 0. Now consider the
optimal value aq for a certain rq > 0, so the above equation is satisfied for rg
and ag. If we now consider r > rg, the same a = g gives a negative derivative,
which means that we make the objective function larger by increasing « > ay,
which is where the optimal value must lie. Continuity at r = 0 follows similar
to the previous proof. [ |

The combination of Lemma [2.3] and the above observation guarantees
that the map r » B(r) —r is a continuous and strictly increasing function

from [0, D(N|N)] to [-D(N|N), D(N|N)]. Hence, when real numbers a, b

satisfy ~D(N|N) < a-b < D(N|N), there exists 7, € [0, D(N|AN)] such
that B(rep) —Tap =a—b.

Lemma 2.4. When real numbers a,b satisfy —D(N|N) <a—-b< D(N|N),
then we have

C(a,b) =rep—b=B(rep) —a. (2.20)

Proof. Definition of C(a,b), Eq. [2.16} implies that C'(a~c,b-c) = C(a,b)+c.
Hence, it is sufficient to show that for 7 € [0, D(N||N)]:

C(B(r),r) =0. (2.21)

C(B(r),r) = Osstigl(l ~a)D (NN = aB(r) - (1 -a)r

= sup a(a_ 1(7“—Doé(]\/||JTf)) —B(?")) =0,

0<a<1

where the last equality follows since 22 (r - D,(N|N)) < B(r) for 0 < o <
1. [

Our approach consists of associating suitable classical channels to the
given cq-channels, and noting the lessons learned about adaptive strategy
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for discrimination of classical channels in [35]. Our proof methodology how-
ever, is also novel for the classical case. The following Lemmas and
addresses these matters; the former is verified easily and its proof is omitted,
and the latter is more involved and is the key to our developments.

Lemma 2.5. Consider the cq-channels N : © — p, and Nz > o, with
input alphabet X and output density operators on Hilbert space B. Let the
etgenvalue decompositions of the output operators be as follows:

Pz = Z NP Jug Kug|, (2.22)
Oy = ZJ:M;” ‘vf)(vﬂ . (2.23)
Define
T (i) = XF (o), (2.24)
Ta(i,j) = if (o2 [u )] (2.25)

First, T4(i,7) and T4(4,5) form (conditional) probability distributions on the
range {(i,7)} of the pairs (i,7), i.e. for all pair of indezes (i,j), we have
I.(i,5) 20,T,(i,5) >0 and Y Le(i,0) = X I.(i,7) = 1. One can think
of these distributions as classical channels. Second, we have

Do (pe ”Ux) = Da(rx“fx)>

which implies [see Eq. (2.18)]

B(r) =sup sup a

r 0<a<l

- Dur,ITL). = (2.26)

Note that any extensions of the operators {p,, 0.} (not just i.i.d.) corre-
spond to the classical extensions by distributions I, (7, ) and I',(¢, 7). Define

an (;m}n) = Ffm (Zlajl)rxn (in7jn):
F;‘ln (;mjn) = FZ’I(il?jl)“.rxn(in’jn)‘
Then, we have the following lemma.

Lemma 2.6.

EQ

a,b,n

1
= mjin 2 Tr(I - T)p™ + 2" Tr To™ > §EC

a,b,n?
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C

a7b7n := mln - - -
le’.“’anKn—llKn—QXn—IIn—lJn—l
Z ax, (1‘1) cee anKn-ﬂf(n—zXn—lfn—ljn—l (I’n, kn—1|kn—27 Tp-1,tn-1, ]n—l)
fn,jnyinykn—l
. anTn (; - bt (7
- min {2 an(zmjn)a 2 an(zna]n)} .
Proof. Let
Tn\ . x1 Tn . 1 O\ Tn
wln )= fult ) AR = NN
Tn\ ._ 1 Tn noe_ e In
U3n>'_‘vj1"”’vjn)’ﬂjn '—,Lbjl, :ujn

Consider ming 29" Tr(I-T)p(" + 20" Tr To(™); it is sufficient to consider T'
to a projective measurement because the minimum can be attained when 7" is
a projection onto the subspace that is given as the linear span of eigenspaces
corresponding to negative eigenvalues of (-297p(") +2ng(")). For a given 7,
the final decision is given as the projection 7% on the image of the projection

H(n 11|)r _, on Ber depending on T,. Since p(™ and o(™) both commute with

the projection H( , without loss of generality, we can assume that the

n 1|qn 1

projection 7%, is also commutative with H(" 11|) . Then, the final decision

operator T}, is given as the projection T, := Z % Txn ® | T ){(Zn)-
We expand the first term as follows:

Te(I-T,)p™
= > Te(I - Ty )px, (21) Dy, 50, iy @nlEnot, Kot

jnykn—l
(n-1) (n-1)
HEn—l\ina(pxl ©® px")H kn—1|Zn-1
= Z Tr(]_Tfn)ngl(xl)"‘an|Xn717f(n71(l’n|l’n_1, n—l)
jnyk'n—l
(n-1) (n-1)
Hdn 1|Zn- 1(pyc1 ® ®pz”)H Ep-1|En-1
- v e (1 -7, oo (@l Fut)
In, n-1
(n-1) (n-1)
]A_Iffn—lbfn—l('am1 ©-® pw")H En-1]Zn-1

Z Pxy ("L‘l)"'anﬁ(n_hf(n_l (xn|£n—17kn—1)
fn’jnyznﬁn—l
4 - 2
| CR R

n 1|$n 1

v?”>
In

in
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where the first line follows from the definition of 7', the second line is due to
the fact that the final measurement can be chosen as a projective measure-

ment, the third line follows because 3
simple manipulation.
Similarly, we have

TrTo™ =

= %" and the last line is

Ve )(vf”"
In In

11D ?

Z pX1(55'1)"'an|)'(,1,1,[?”,1(mn‘fnflaknfl)ﬂ;?: (u%i: ot |1

jnvjnyinvkn—l

For m € [1:n], define

U§”>
In

quKm—1|Rm—2Xm—1fm—1jm—1 (IT’“ km_1|xm_17 km_27 /Lm_17 jm—l)

(m-1) 2

|<Ufm 1 Hﬁ
Tm~-1 kmfl‘f'mfl

% 2
V5 m—2)
Jm-2

vf”’l)
Jm-1

5 .
. wm—l| Tm-1 >|
‘(uim—l Ujm,—l

xm 2

Zm2

H(m 2)

pXm|Xm 1, Km 1(xm|xm 17 m— 1)
|< km Q‘zm 2

Hence,

mTin 2 Ty (1 - T)p™ + 297 Tr T (™)

= Z pX1($1)'“an|j(n_1,f(n_l (xn|:zn—17 ]::n—l)

-'Ena.jnyinykn—l

.(2an}\zcn (I T:cn)H(n i)

In in n l‘xn 1

> ) pxi(@) ey %

{

$n7]nylnvkn 1
a
2

( T, 118V

kn 1|5’3n 1
Zn,Jnytn,kn-1

Tx H(n—l)

n 1|-’Z'n 1

+ Qb",uﬂ

)

vf””) < vf")
In in In
an\& bn
1,k ($n|$n 17 n— 1)111111 {2 )‘ " 2 /JJ“:}
. 2 . . 2
)l o )
In in In

Z le (xl)“'an‘Xn_17kn_1 ($n|j§n_17 En_l) min{ anAxn 2bn/"txn}

In

(I-T; )1

kn— 1|55n 1

=

1 (g |0 o) i
2 kpn-1|@n | dn
= 5 Z ax, (‘rl)"'anKn&|f(n72)2'n71fn71jn71 (:Unknfl‘kn72£‘n71_{n713n—1)

i’n;jnyinykn—l
-min {2 T, (1n, jn), 2" T, (in, n) }

where (a) follows from the relation || + |3]2 > 1]a + ]2, n

2.5.3 Main results

We are now in a position to present and prove our main result, the generalized
Chernoff bound, as follows:
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Theorem 2.1 (Generalized Chernoff bound). For real numbers a,b satisfying

~D(N|N)<a-b< D(N|N),

CA(a, NN = CP° (a, BN |N) = C(a,b) = 7ap — b = B(ray) - a.

Proof. For the direct part, i.e. that strategies in P? achieve this exponent, the
following non-adaptive strategy achieves C'(a,b). Consider the transmission
of a letter z on every channel use. Define the test 7T, as the projection to
the eigenspace of the positive eigenvalues of 2nep®@n — 2nbg®n  Audenaert et
al. |64] showed that

2ma Tr[p®(I - T),)] + 2" Tx[0®"T,,] < Oi<n£1 Tr(2" p®m)(2nbg®n )i
_ g 15ubpeacr ((1-0) Da(pullon)-aa-(1-a)b)
(2.27)

Considering the optimization for x, we obtain the direct part.
For the converse part, since

CAa, IN|N) = CA(B(rap), rap N |N) + B(rap) - a
= CMB(rap), TapNIN) +70p - b,

it is sufficient to show CA(B(r),r|N|N) > 0 for r € [0, D(N|N)]. Observe
that

Egb n 2anan(r||f|7t-1,b,n) + 2bnﬁn(r||ﬂ7:1,b,n)a
where we let 7,;, be the optimal test to achieve EC . We choose a =

B(r) and b =r in Lemma 2.6l The combination of [2.26| and 35, Eq. (16)]
guarantees that

BA(r|T|T) = B(r). (2.28)

Notice that the analysis in [35] does not assume any condition on the set X'

When
o1 =
liminf —log 2" B, (T'| T[T (ry,rn) <0,
n—oo n
then Eq. implies

lim 1nf - 1og 280, (DT Ta(ryrm) 2 0.

n—oo
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Hence, we have

1 1 _
liminf — log £ = max {lim inf —log 2™ B, (L' |1 Tar),rn)
n n—oo M

e o | B (2.29)
lim nf — log 23<r>nan(ry|r|ﬂ3(r)m)} > 0.
Therefore, the combination of Lemma [2.6] and [2.29) implies that
CAB(r),rIN|N) = lim inf % log Eg(w > 0. (2.30)
This completes the proof. [

As corollary, we obtain the Hoeffding exponent.

Corollary 2.1 (Hoeffding bound). For any 0 <r < D(N|N),
BA(rIN|N) = BE (rIN|N) = B(r).

Proof. For the direct part, note that a non-adaptive strategy following the
Hoeffding bound for state discrimination developed in [67] suffices to show the
achievability. More precisely, sending the letter x optimizing the expression
on the right-hand side to every channel use and invoking the result by [67]
for state discrimination shows the direct part of the theorem.

For the converse part, note first that from Theorem 2.1 for any r e
[0, D(N|N)]

CH(B(r),r|N[N) = 0.
When a sequence of tests T, satisfies liminf, .o % log 8,[N|N|T,,] < -1 <
—ro + €, Eq. with r = ro — € implies that liminf,, 2 log a,[N|N|T,] >
—-B(rg —€). Hence, we have
BA(roN|N) < B(rg —€). (2.31)
Due to Lemma taking the limit € — 0 leads to the following inequality
B (ro|N[N) < B(ro). (2.32)

This completes the proof. [
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2.6 Discrimination of quantum channels with
classical feed-forward

We showed in Section that quantum feed-forward generally can improve
the error exponent in the symmetric setting. This result followed by investi-
gating a pair of entanglement-breaking channels introduced in |36]; this ex-
ample, however, did not clue in on the profitability of input quantum memory,
i.e. whether entangled state inputs have any beneficial effect when the given
pair consists of entanglement-breaking channels. To shed more light on this
problem, in this section we back off from quantum feed-forward information
and consider discrimination of qg-channels under the class of adaptive strate-
gies that only allow for classical feed-forward information in the presence and
absence of input entanglement, i.e. AS and AS respectively. We will show
that without use of entanglement in the input, the adaptive strategies offers
no gain over non-adaptive strategies. However, when entangled state inputs
are allowed, unlike cq-channels, we show that the optimality of non-adaptive
strategies for entanglement-breaking channels cannot be inferred from that
for cq-channels. In the following we use the notation introduced in Section
: a pair of qq-quantum channels M and M with common input A and
output B systems; we shall identify M and M as the null and alternative
hypotheses, respectively.

Pip_y — Mor M [—>

Figure 2.2: Adaptive quantum channel discrimination with classical feed-
forward. Solid and dashed arrow denote the flow of quantum and classical
information, respectively. At step m, Alice sends the state p,, which she has
prepared using Bob’s (m - 1) classical feed-forward, and sends it via either
M or M to Bob.
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2.6.1 Quantum memory is not allowed at the input:
ALY

In this setting, the protocol is similar to the adaptive protocol described in
Section , see Fig. : after each transmission, the input state p is chosen
adaptively from the classical feed-forward. Denoting this adaptive choice of
input states as Z,, = (x1,...,,), the m-th input is chosen conditioned on
the feed-forward information k,,,_; and Z,,_; from the conditional distribution

pXm\Xm,l,f(m,l (xm|j}m—17 km—l)'
For two quantum channels M and M, define

Da(M|M) = Sup Do(M(p)|M(p)), and
D(M|M) = Sup Do(M(p)[M(p)).
Theorem 2.2. Let M and M be qq-channels. Then, for real numbers a,b
satisfying —-D(M|M) <a-b< D(M|M) and any 0 <r < D(M|M),

A" (a, M| M) = CP*(a, M| M)
= sup sup (1 - a)Da(M(p)[M(p)) - aa - (1-a)b

p 0<a<l

= sup (1 - a)Do(M||M) - aa - (1 - a)b,

0<a<1

B (rIMIM) = BY (rIM| M)

a-1 wi
= sup sup (r = Da(M(p)| M(p)))
-1 —_
= sup (r - Da(M|M))

Proof. Since only classical feed-forward is allowed, it is seen that this discrim-
ination problem can be cast in the framework of cq-channel discrimination
problem. To show Theorem [2.2] we apply Theorem [2.1] and Corollary 2.1] to
the case when the cq-channel has input alphabet X = 84, i.e. it equals the
set of states on the input systems. In other words, we choose the classical
(continuous) input alphabet as X', where each letter z € X' is a classical de-
scription of a state p on the input system A. In this application, p, and o,
are given as M(p) and M(p), respectively, for = = p. Hence, sup, Do (p.|02)
equals Do (M| M) = sup, Do(M(p)|M(p)). Hence, the desired relation is
obtained. ]
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Remark 2.2. The above theorem concludes that in the absence of entangled
inputs, no adaptive strateqy built upon classical feed-forward can outperform
the best non-adaptive or firx strategy. In other words, the optimal error rate
can be achieved by the simple i.i.d. sequence where all n input states are
chosen to be the same, i.e. p®---® p.

2.6.2 Quantum memory is allowed at the input: A

The most general class A¢ of strategies to distinguish two qqg-channels M
and M is the set of strategies given in Definition . For this class, we denote
the generalized Chernoff and Hoeffding quantities as C*%(a, b M| M) and
B2 (r| M| M), respectively. In this subsection, we discuss the effect of input
entanglement for our cqg-channel discrimination strategy. To this aim, we
consider the special case when the two qg-quantum channels M and M are
entanglement-breaking and thus have the following form:

M) =D p. TreE,, M(&) =) 0, TréE,, (2.33)

where {E,}.ex is a PVM and the rank of E, is one.

In this case, the most general strategy stated in Definition [I] for the
discrimination of two qq-channels M and M can be converted to the strategy
stated in Subsection [2.5.T]for the discrimination of two cq-channels N : z +~ p,
and N : z = o, as follows. In the former strategy, the m-step operation is
given as a quantum channel F,, : R,,,B,, > Ryn1Am+1. As the latter strategy,
we define the quantum instrument &, : R,,,B,, = X, Rns1 as

5m(§) = Z Tra,,. Eﬂcmfm(f) ® |xm>($m| (234)

Then, we choose the obtained outcome z,, as the input of the cq-channel
to be discriminated. The final states in the former strategy is the same as
the final state in the latter strategy. That is, the performance of the general
strategy for these two qq-channels is the same as the performance of the
general strategy for the above defined cq-channels. This fact means that the
adaptive method does not improve the performance of the discrimination of

the channels

Theorem 2.3. Assume that two qq-quantum channels M and M are given

by Eq. [2.39 For 0 <r < D(M) [see Eq. and real a and b with
-D(M|M) <a-b< D(M|M), then the following holds:

C* (a, bl M| M) = CA*(a, M| M) = C(a, BN |N)
BY (r M| M) = BE (r|M| M) = Be(r|N|NV).
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Furthermore, when the quantum channel F,, in the strategy is replaced
by the channel F}, defined as F,,(§) := ¥, E,, Fn(§)E,,,, we do not change
the statistics of the protocol for either channel. Since the output of F/, has
no entanglement between X,, and R,,,1, the presence of input entanglement
does not improve the performance in this case.

Note that it was essential not only that the channels are entanglement-
breaking, but that the measurement {E,} is a PVM, and in fact the same
PVM for both channels. The discussion fails already when the channels have
each their own PVM, which are non-commuting (such channels were essential
to the counterexample in Section . In this case, the construction of the
channel F/, depends on the choice of the hypothesis. Therefore, the condition
[2.33 is essential for this discussion.

Furthermore, if the channels are entanglement-breaking, but with only
a POVM in Eq. 2.33] i.e. the E, are not orthogonal projectors, the above
discussion does not hold, either. In this case, the output state is separable,
but it cannot be necessarily simulated by a separable input state.

Remark 2.3. It is worth mentioning that the adaptive strateqy in Section
that is applied to a pair of entanglement-breaking channels and shown
to be better than non-adaptive strategies, was actually using quantum feed-
forward, however no entangled inputs nor indeed quantum memory at the
channel input. In the extension of our cq-channel formalism to other set-
tings one has to consider that by the nature of cq-channels, neither entangled
inputs nor quantum feed-forward can help adaptive strategies. In case of
entanglement-breaking channels, the optimality of adaptive strategies in the
absence of quantum feed-forward remains a question. The examples of Har-
row et al. remain inspiring in that respect, as the two channels are each
individually classical-quantum, but unlike the form in Eq. they have
different orthogonal measurements

Remark 2.4. The discussion of this section shows that without loss of gen-
erality, we can assume that the measurement outcome equals the next input
when X is discrete. That is, it is sufficient to consider the case when k,, = x,,.
This fact can be shown as follows. Given two cq-channels x — p, and x — o,
we define two entanglement breaking channels M and M by . For the
case with two qq-channel, the most general strategy is given in Definition []]
The most general strateqy can be simulated by the strategy with k,, = x,, for
two cq-channels x — p, and x — o,.

However, when X is not discrete, the above discussion does not hold.
Hence, to cover the case with continuous X, we need to address the case with
general outcome ky, as in Section[2.9
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2.7 Discrimination power of a quantum chan-
nel

In this section we study how well a pair of quantum states can be distin-
guished after passing through a quantum channel. This quantifies the power
of a quantum channel when it is seen as a measurement device. In some sense
this scenario is dual to the state discrimination problem in which a pair of
states are given and the optimization is taken over all measurements, whilst
in the current scenario a quantum channel is given and the optimization takes
place over all pairs of states passing through the channel. The reference [76]
studies the special case of quantum-classical (qc) channels, that is investi-
gation of the power of a quantum detector given by a specific POVM in
discriminating two quantum states. It was shown in the paper that when the
gc-channel is available asymptotically many times, neither entangled state
inputs nor classical feed-forward and adaptive choice of inputs can improve
the performance of the channel. We extend the model of the latter paper to
general quantum channels, see Fig. 2.3 It is useful to cast this hypothesis
testing setting as a communication problem as follows: Assume a quantum
channel M, = M4°78 connects Alice and Bob, where Alice posses A, and
Bob has B. Alice wants to send one bit of information Z € {0,1} to Bob
by using this channel. The strategy allows Alice to use the channel n times
and also allows Bob, who has access to quantum memory, to perform any
measurement of his desire on its received systems and send back classical
information to Alice; then Alice’s encoder can choose a suitable state in A%"
adaptively based on the feedback it receives after each transmission. This
problem resembles quantum channel discrimination problem, we slight abuse
of notation, we use the same notation introduced for channel discrimination;
this way, the above corresponds to the classes A¢ and AS° based on whether
entangled inputs are or are not allowed, respectively. We investigate if these
classes offer any advantage over the class P) in any of symmetric and asym-
metric settings. We freely use the notation introduced in Section [2.5 In
particular, for a given class S,, c A,, of adaptive strategies for n channel uses,
the generalized Chernoff and Hoeffding quantities are denoted by CS(a, b|M)
and BS(r|M), respectively.

2.7.1 Alice has no quantum memory: class A

To quantify the power of the quantum channel M, we apply channel discrim-
ination to the case when X =S4 x S4, ie. X = {(p,0)},,0, the cq-channel
N of the null hypothesis maps (p,o) to M,(p), and the cq-channel N of
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Figure 2.3: Discrimination with a cptp map M,. At step m, Alice prepares a
state, either p,, or o,, , which she has prepared using Bob’s m —1 feedbacks

(dashed arrows), and sends it via the channel M to Bob. Bob’s measurements
resembles the PVM’s of Section 2.5

the alternative hypothesis maps (p,0) to M,(o). That is, we distinguish
which of A, and A/ is the true input system. Here, the event Z =0 (Z =1)
corresponds to the cq-channel A (V). With full generality, Bob’s final deci-
sion is the measurement device defined by a two-outcome POVM {T,,, I -T,}
on n-tensor product system, where T;, and I —7T,, correspond to the event
supporting the null and alternative hypotheses, respectively.

While within class P9 Alice’s choice of the pair of input states is just
tensor-product states (p®7,0®"), in class A%, the adaptive strategy follows
the cq-channel discrimination strategy: denoting the input %enerically as

. . m —
x1,...,%,, the sequence of Bob’s measurements is given as { P;; |{ n- L and
m|Tm -

the classical feedback depends on the previous information fm,lzrm_l, and
Alice’s adaptive choice of the input states (1, ..., z,) is given as the sequence
of conditional randomized choice {py 5 | z.  }mi of the pair of the input
states (p,0). In this formulation, as the feedback, Bob sends information
Ty, to Alice. That is, Bob decides which pair is used for Alice’s inputs
according to the conditional distributions {py ¢ %  }n-1- The reason
why the feedback information is x,, and not k,,_; is that Bob’s choice of
the measurement depends on x,, and classical information transmission from
Alice to Bob is not allowed in the above setting, the feedback information
from Bob to Alice needs to contain z,, at least. Note that the communication
problem developed here should not put more restrictions on the protocol
inferred from cq-channel discrimination. If there was an additional classical
channel from Alice to Bob that Alice can generate x,, from k,,_; and send it
to Bob, then we did not need to assume that Bob generates x,,. We set

D(Mo) := max D(M,(p) | Mo(0)) = max D(Mo(a) | Mo(p)).  (2:35)
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Theorem 2.4. Let 0 < r < D(M,) and real numbers a and b satisfy —D(M,) <
a-b< D(M,), then we have

A (a,bM,) = C*"(a,b|M,)
=sup sup (1 - a)Do(M(p)|M,(0)) —aa-(1-a)b,

p,0 0<a<l

BX" (rlM,) = B?"(r|M,) = sup sup

p,0 0<a<l

a-1

(r = Da(Mo(p) | Mo(2))).

Proof. Here we only need to consider the set S4° x 84 of pairs of input
states as the set X. In other words, we choose the classical (continuous)
input alphabet as X = S4° x S4, where each letter x = (p,0) € X is a
classical description of the pair of states (p,o). Then the result follows from
the adaptive protocol in Section [2.5 See also the proof of Theorem 2.2 m

2.7.2 Alice has quantum memory: class A

We denote the most general class of strategies by Aj,. This class is given as
as the strategy given in Definition [1| for two qg-channels M and M from
A=A,A! to B when they are defined as

M(p) = Tra(M, ® M,)(p) (2.36)
M(p) = Tri(M, ® M,)(p) (2.37)

for p € SA4°4. In this class, we denote the generalized Chernoff and Hoeffding
quantities as C*% (a,blM,) and Bo" (r|M,), respectively.
As a corollary of Theorem we obtain the following.

Corollary 2.1. Assume that the qq-channel M, has the form

Mo(p) = pr Tr E,p (238)

where {E,}rex i a PVM and the rank of E, is one. For 0 <r < D(M,)
(see Eq. and real a and b with —-D(M,) <a-b< D(M,), when M, is
entanglement-breaking, the following holds

C* (a,blM,) = CA° (a,b|M,) = CP"(a,b|M,),
B?C(T|MO) = BeAc’O(r|M0) = BEO (TlMO).

Proof. When the condition [2.38] two qq-channels M and M satisfy the con-
dition Hence, Theorem implies this corollary. ]
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Remark 2.5. The above result states that the optimal error rates for dis-
crimination with a quantum channel can be achieved by i.i.d. state pairs
(p®™,0®") only when no quantum memory is allowed on the sender side.
Also, when entangled state inputs are allowed, we could only show the opti-
mality of non-adaptive tensor-product strategy PO for entanglement-breaking
channel with the form [2.38. The same conclusion holds for the Chernoff

bound, Stein’s lemma and Han-Kobayashi bound.

2.7.3 Examples

In this subsection we derive the generalized Chernoff and Hoeffding bounds
for three qubit channels, namely, we study the discrimination power of de-
polarizing, Pauli and amplitude damping channels. In each case, the key is
identifying the structure of the output states of each channel by employing
the lessons learned in [82]. Here we briefly summarize the basics. A quantum
state p in two-level systems can be parametrized as p = %(I +7-7), where 7 =
(re,7y,7.) € R? is the Bloch vector which satisfies r2+r2+r2 < 1 and ¢ denotes
the vector of Pauli matrices {o,,0y,0,} such that 7- 6 = r,o, + 1,0, +7,0,.
Any cptp map M, on qubits can be represented as follows:

1 . 1
Mo(p):§(1+(t+Tf)-5) for p:§(l+f-5),

where £ is a vector and T is a real 3 x 3 matrix. For each channel, we first
need to identify these parameters. The following lemma comes in handy in
simplifying the optimisation problem.

Lemma 2.7 (Cf. [81, Thm. 3.10.11]). A continuous convex function f on
a compact convex set attains its global mazimum at an extreme point of its
domain. ]

Lemma 2.8. For any quantum channel M, we have

Sup Do(Mo(p)[Mo(0)) = |Z;l|l?¢>> Do,(Mo([ X)) [IMo([eXel)),

that is, pure states are sufficient for the maximisation of the Rényi divergence
with channel M,.

Proof. This is a consequence of Lemma [2.7 Note that the space of quan-
tum states is a convex set; on the other hand, the Rényi divergence is a
convex function, and we actually need convexity separately in each argu-
ment. Therefore the optimal states are extreme points of the set, i.e. pure
states. [ |
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Remark 2.6. Since we will focus on 2-level systems, we should recall that
a special property of the convex set of qubits which is not shared by n-level
systems with n > 3 is that every boundary point of the set is an extreme point.
Since the states on the surface of the Bloch sphere are mapped onto the states
on the surface of the ellipsoid, the global maximum will be achieved by a pair
of states on the surface of the output ellipsoid.

Example 2 (Depolarizing channel). For 0 < ¢ <1, the depolarizing channel
is defined as follows:

p (1—q)p+qé,
that is, the depolarizing channel transmits the state with probability (1 — q)
or replaces it with the mazximally mized state with probability q. In both
generalised Chernoff and Hoeffding exponents, we should be dealing with two
optimisations, one over (p,o) and the other over 0 < a < 1. We can take
the supremum over the state pair inside each expression and deal with o
next. Hence, we start with the supremum of the Rényi divergence employing
Lemma [2.8.
For the depolarizing channel, it can be easily seen that

0 l-¢g 0 0
t=|0o| and T=| 0 1-¢ O
0 0 0 1-g¢

Therefore, the set of output states consists of a sphere of radius 1—q centered
at the origin, i.e. r3+15+71? = (1-¢q)*. Note that we only consider the
states on the surface of the output sphere. Because of the symmetry of the
problem and the fact that divergence is larger on orthogonal states, we can
choose any two states at the opposite sides of a diameter. Here for simplicity
we choose the states corresponding to 7y = (r, = 0,7, = 0,7, = 1 -¢q) and
7o=(ry;=0,7,=0,r, ==(1-q)) leading to the following states, respectively:

r_ q q
p'=(1=5)[0K0[+ S [1X1], (2.39)

r_ 4 q
o' = §|O)(O|+(1—§)|1)(1|. (2.40)

Then it can be easily seen that

——105Q(g,0), (241)

sup Do(Mo(p)[Mo(0)) =
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where Q(q, o) = (1= 2)(L)1> + (1 - L)1=2(L)>. By plugging back into the
respective equations, we have for 0 <r < —(1-¢q)log 32 and (1-q)log % <
a-b<—(1-gq)logsL,

C’AZ’O(a, blM,) = sup —logQ(q, ) — aa - (1 - )b,

0<ax<1

c,0 Oé_l 1
B (rIMo) = sup ——(r - ——logQ(q,)).

0<a<1

The function Q(q,«) introduced above is important and will also appear in
later examples; below we see some of its basic behaviour.

A 0By ),
2*Q(q,a) qd \2
o _(ln2_q) Q(q, @),

where % and 3% denote the first and second-order partial derivatives with

respect to the variable a. It can also be easily checked that logﬁ <0,0<

Q(g, ) < 1.

Figure 2.4: Hoeffding bound for depolarizing channel when entangled inputs
are not allowed. The legitimate values of r for each exponent are imposed
by Strong Stein’s lemma and differ with ¢ as r = (¢ - 1) log 2%1.

Let C(a) denote the expression inside the supremum in C*%°(a,blM,).
For the generalised Chernoff bound, from the observations above and some
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algebra, it can be seen that

. o log ﬁ+(a—b)
8C(a) S0 — = l ~ g log 51-—(a-b) (2 42)
O 2 2log 5% ' '

On the other hand, it can be checked that % > 0, making sure that the
generalized Chernoff bound is a convex function and also that the above zero is
unique. Note that the generalized Chernoff bound is not a monotonic function
since %ff) obviously changes sign, hence the zero is not necessarily at the
ends of the interval.

For the Hoeffding exponent BeA%O(rM/lO), finding a compact formula for
the global mazximum is not possible. However, numerical simulation gquar-
antees that BEA%O (r|M,) is a convex function that the first derivative has a
unique zero. We solved the optimisation numerically for depolarizing channel
with three different parameter, see Fig. [2.4)

Example 3 (Pauli channel). Let {p;,ps,py,p.} be a probability distribution.
The Pauli channel is defined as follows:

p = PpIp+ Z Di0ip0Oi,
1=x,Y,2
that is, it returns the state with probability p; or applies Pauli operators
0,0y, 0, With probabilities p,,p, and p,, respectively.

For this channel, it can be seen by some algebra that (see e.g. [65, Sec. 5.3]
and [85])

- 0 p1+px_py_pz 0 0
t=10 and T = 0 pl_pa:"'py_pz 0
0 0 0 PI =Pz~ Dy + D

(2.43)

Therefore, the states on the surface of the Bloch sphere are mapped into the
surface of the following ellipsoid:

e [ C Sy GRS
+ —+ =1.

Pr+px —Py — Dz Pr—px +tPy — Dz Pr—Px —Py T Dz
(2.44)

Note that the Pauli channel shrinks the unit sphere with different magnitudes
along each axis, and the two states on the surface of the ellipsoid that have
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the largest distance depends on the lengths of the coordinates on each axis.
We need to choose the states along the azis that is shrunk the least. We define
the following:

Pmaz = maX{|pI +Px — Py —pz|, |p1 —Px + Py —pZ|, |P1 —Px — Py +pz|},
(2.45)

then from the symmetry of the problem and the fact that the eigenvalues of

the state 7 = (ry,1y,7,) are {1 u 1+‘T|} the following can be seen after some
algebra:
sup Do(M,(p) [ Mo(0)) = — log Q(1 = prmaz, ). (2.46)
PO
From this, for 0 <r < —pmeelog 1+p"“” and poazlog 1+pm‘”” <a-b < —ppazlog Li:ﬁ:i

we have

C*" (a, M) = sup —10g Q(1 = Pymaz, @) — v — (1 - )b,

0<a<1

a-—1 1
(

c,0
B?n (T|M): sup r_&_llogQ(l_pmaa:;a))-

0<a<l1

Similar to our findings in the Example[d, we can show that the generalised
Hoeffding bound is mazximised at the following point

1 log 1+§ZZ+((1 b)

1 0 IOgi Pmaz (a b)
2 210g 1 1=Pmaz ?

1+pmaz

and this point is unique. The same conclusion using numerical optmisations
indicates that the Hoeffding bound of the Pauli channel resembles that of the
depolarizing channel. Note that a depolarizing channel with parameter q is
equivalent to Pauli channel with parameters {p; = 1 - 3q/4,p. = q/4,p, =
q/4,p. = q/4} [65, Ex.5.3].

Example 4 (Amplitude damping channel). The amplitude damping channel
with parameter 0 <y <1 s defined as follows:

i=0,1

where the Kraus operators are given as Ay = /7|0X1] and A, = [0X0] +

VI-7[1X1].
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Figure 2.5: The Bloch sphere and its image under the amplitude damping
channel with parameter 7. There are two large and one small semi-axes. As
indicated in the right-hand-side figure, the points (0,0,1) and (0,0,2y - 1)
are the intersection points of the surface of the displaced ellipsoid with the
z axis; the former point also is its intersection point with the Bloch sphere.

For this channel, simple algebra shows that

0 I-v 0 0
t=[0| and T=| O -9 0 |[. (2.48)
vy 0 0 1-7v

Note unlike depolarizing and Pauli channels, t has a non-zero element
for the amplitude damping channel, i.e. amplitude damping channel is not
unital. The non-zero t indicates shifting the center of the ellipsoid. The
output states of the amplitude damping channel is depicted in Fig. [2.5. Some
algebra reveals the equation of the image to be as follows:

Ty Ty

vi=y) TS

To calculate the divergence, we choose the optimal states on x — z plane as

1= (V1=-7,0,7) and 75 = (—/1=7,0,7v). It can be numerically checked
that these points lead to maximum divergence. These two points correspond

to the following states, respectively:

2420y, (2.49)

P -

(

1( 1+ V1= 1({ 1+ —/1-
s ) e e s )

~
1-~v 1-7v
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Since || = |To| = /72 =7 + 1, both states have the following eigenvalues:

W l+y/v2-~v+1
1,N\2 =

2 )
and since py; and ps obviously do not commute, we find the eigenvectors for
p1 and poy respectively as follows:

1 1 1 1
1) = vl e ) |v2) = e T \ 2l |
1+ (5=") Ty Vit =) Ty

and

1 1 1 1
) = Y _2n-iy |, pe) = o T _ 20-1— -
\/1+(ﬁ) 1-y \/1+(ﬁ) 1-y

The following can be seen after some algebra:

1
S;lf Do (Mo(p)[Mo(o)) = 1 log W (7, ),

where

(2/\1 1 'y) 2 1 (2A2 1 7)2
W(%a):Al(W) A2 (W)
QU L) (1 - ey
(1+ (D) (1 + (P)?) '

We also have

(2)\1 1- 7)2
D(M) = A1log A1 + Aglog Ay — \q log)\l( )

(2/\1 1 7)2

(V12
(1+ (1)) (L + (P12

Yo loe \ ( (2)\2 _ﬂ{ 2)2 (A1log Az + Aalog Ap) (1 —(2A1_1_7)(2)‘2‘1—V))2
— A2 10Z A2 -

1+ (2>\2 1—"/ 2

The cumbersome expressions reflect the complezity of analytically solving
the optimisations; however, it can be seen numerically that the first derivative
of the generalised Chernoff bound has a unique zero and its second derivative
is positive ensuring the convexity. We calculate the Hoeffding exponent for
three different parameters of the amplitude damping channel, see Fig. [2.0.
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Figure 2.6: Hoeffding exponent for amplitude damping channel when entan-
gled inputs are not allowed. The legitimate values of r for each exponent
are imposed by the strong Stein’s lemma and differ as a function of 7, i.e.

D(M).

2.8 Conclusion

In an attempt to further extend the classical results [35] to quantum chan-
nels, showed that for the discrimination of a pair of cq-channels, adaptive
strategies cannot offer any advantage over non-adaptive strategies concern-
ing the asymmetric Hoeffding and the symmetric Chernoff problems in the
asymptotic limit of error exponents. Our approach consists in associating
to the cg-channels a pair of classical channels. This latter finding led us to
prove the optimality of non-adaptive strategies for discriminating quantum
channels via a subclass of protocols which only use classical feed-forward and
product inputs. For a broader subclass of protocols that allow classical feed-
forward and entangled inputs, we leave open the question of optimality of
non-adaptive protocols for entanglement-breaking channels.

Beyond cq-channels, by proving a lower bound on the non-adaptive dis-
crimination error of quantum channels, we showed an asymptotic separation
between the Chernoff and Hoeffding exponents of adaptive and non-adaptive
strategies for a pair of entanglement-breaking channels.

We also studied the hypothesis testing of binary information via a noisy
quantum channel and show that when entangled inputs are not allowed,
non-adaptive strategies using the channel are optimal and when entangled

61



inputs are allowed, we showed the optimality of non-adaptive strategies for
entanglement-breaking channels.
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Chapter 3

Multi-User Distillation of
Common Randomness and
Entanglement from Quantum

States

We study the rates at which noisy quantum correlations, i.e. quantum states,
can be asymptotically distilled into noiseless classical and quantum ones us-
ing local operations and classical communications (LOCC). Concerning the
first task, we find two lower bounds on distillable common randomness (CR),
i.e. the amount of distilled classical bits in excess of consumed communica-
tions, based on two protocols. While the first lower bound is constructed
from the communication for omniscience (CO) protocol, the protocol of the
second lower bound requires finding a simultaneous decoder for compression
of correlated classical sources with quantum side information at the decoder,
a long standing open problem in quantum information theory. For the second
task we focus on constructing protocols for distillation of Greenberger-Horne-
Zeilinger (GHZ) states from multipartite pure quantum states. We use the
idea of making coherent to construct our protocols from the protocols of the
previous task. Each protocol leads to a lower bound; while the first lower
bound re-derives an existing result, the second lower bound improves on it
and generalises a number of other existing bounds.

3.1 Background

Restricting the operations of distinct parties in a network signifies the impor-
tance of certain resources shared by the parties. When multiple parties are
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allowed to exchange classical messages through rate-limited channels, random
bits shared between them become a resource. On the other hand, imposing
locality conditions, i.e. each party can act locally on its system but allow-
ing for free classical communications, introduces entanglement as a resource:
perhaps the most important feature of quantum mechanics that renders it
different from the classical theory. A number of important tasks in quantum
information theory are accomplished by virtue of entanglement. Given its
importance in variety of the information-processing tasks, one of the ongo-
ing programs of the quantum information theory is to understand what the
basically different types of the entanglement are and what the possibility of
conversion between them allowing only local operations and exchanging clas-
sical messages (LOCC) is. The entanglement content of pure bipartite states
can be considered fully understood: under LOCC, two parties sharing a pure
bipartite state |¢)AB can convert a large number of copies of it into as many
copies as possible of another bipartite pure state |¢)AB and the conversion
rate is determined by a single number, the ratio of the entanglement entropy
of [)*? to that of [p)*?, ie., E(|¢))/E(|¢)), where the entanglement en-
tropy is defined as the von Neumann entropy of each reduced state. However,
the theory of asymptotic manipulation of pure multi-partite entanglement is
far less understood: unlike (pure) bipartite entanglement, the lack of a “gold
standard” unique multipartite state into which an arbitrary pure state can be
reversibly transformed makes the study of multipartite entanglement much
more intricate. However, the multipartite entanglement does not cease to
have a resource character. The Greenberger-Horne-Zeilinger (GHZ) state

=
V2

which is the important constituent of the quantum secret sharing proto-
col [47], is perhaps the simplest state to contain genuine multipartite entan-
glement.

The first problem we study in this chapter is distillation of common ran-
domness (CR) from mutlipartite mixed quantum states. It is obvious that
allowing free classical communications leads to infinite random bits shared
between parties; our approach consists of restricting the classical commu-
nications between parties. More precisely, we are interested in distillable
CR [42], the CR that we get after subtracting the consumed communication
from the total achieved CR. We tend to call the achieved shared randomness
CR rather than secret key; however, if we envision an eavesdropper who ob-
serves the classical communications between parties only, the same rate for
distillable CR is also a rate for achievable secret keys. This result can be
shown via privacy amplification, but perhaps more easily, this conclusion fol-

(GHZ) = —(|00...0) +|11...1)),
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lows from the resource calculus of Shannon theory: roughly speaking, parties
initially use certain amount of secret keys to communicate with each other; it
is well-known that secret communications is possible at the rate of the initial
keys. Finally the consumed initial rate is subtracted from the achieved CR
rate; for more their relation we refer the reader to [46]. Our main results in
CR distillation problem include two lower bounds on the distillable CR, from
mixed states. While the first lower bound requires only tools from classical
information theory, for the second lower bound, which improves upon the
first, we construct a novel simultaneous decoder for the compression of cor-
related classical sources by random binning with quantum side information
at the decoder.

The second problem we study in this chapter is the distillation task of
converting asymptotically many copies of a multipartite pure quantum state
into as many GHZ states as possible under LOCC. The key to the proof of
our results on GHZ distillation is to replace the protocols for CR distillation
by quantum protocols by making coherent. We have basically used lessons
learned in [19], [84], [41] and [85] and observations of [86] regarding making
protocols coherent. The first idea of making protocols coherent is that clas-
sical words/letters & become basis states |z) of the Hilbert space. Functions
f:x = f(x) thus induce linear operators on Hilbert space, but only permu-
tations (one-to-one functions) are really interesting, since they give rise to
unitaries (isometries, resp.). The second idea is thus to make classical com-
putations first reversible, by extending them into one-to-one functions. The
last step is to use the local decodings, which exist by the classical theorems.
In summary, “making coherent” means we can take a classical protocol work-
ing on letters and turn it into a sequence of unitaries acting as permutations
on the basis states, and that we can run perfectly well on superpositions.

This way, our two lower bounds on CR distillation translate into two lower
bounds on distillable GHZ state. The first lower bound was already proven
by Vrana and Christandl [52]. However, their work is unsatisfactory because
of at least two reasons: first, it seems an ad hoc method, and is not clear how
to adapt it to other target states or multiple target states and their tradeoffs;
second, the expression obtained is in terms of classical entropies, of random
variables obtained from local measurements of the state. Our second lower
bound improves this result and unifies a number of results in the literature.

Notation. Capital letters X, Y, etc. denote random variables, whose
realizations and the alphabets are shown by the corresponding small and
calligraphic letters, respectively: X =z ¢ X. Quantum systems A, B, etc.
are associated with (finite-dimensional) Hilbert spaces A, B, etc. whose
dimensions are denoted by |A|, |B|, etc. Multipartite systems AB...Z are
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described by tensor product Hilbert space A® B®---® Z. We identify states
with their density operators and use superscripts to denote the systems on
which the mathematical objects are defined. For any positive integer m,
we use the notation [m] = {1,...,m}. For conciseness, we denote the tuple
(X1,...,Xm) by X[m). More generally, for a set L, we write X7, = (X;:i€L).
Throughout the chapter, log denotes by default the binary logarithm.

Beyond the von Neumann entropy of a state, we also use the conditional
von Neumann entropy of a bipartite state pA?, defined as S(A|B) = S(AB) -
S(B), and the quantum mutual information I(A: B) = S(A)+S(B)-S(AB).
For classical systems (random variables), the von Neumann entropy reduces
to the Shannon entropy, denoted H(X).

3.2 Common randomness distillation and om-
niscience

We shall consider common randomness distillation (in the source model).
This means that we have m spatially separated parties sharing n > 1 copies
of an m-partite quantum state p41-4=_ie. party ¢ holds the subsystem
A?. All parties can communicate to each other through a public noiseless
classical broadcast channel of unlimited capacity. The following definition is
a generalization of the bipartite case in [24].

Definition 2 (Common randomness distillation protocol). Let p be a state
on App) = A1 ® - ® Ay, and consider the initial state p®™. Let r be the total
number of rounds; fori e [m], let B; be a local quantum system used by party
i to store quantum information, originally in state |0X0|; for all j € [r], let
UZJJ be classical systems to store the classical communication of party i; after
round j.

Step 1) Terminal iy € [m] applies the completely positive instrument

P! A ®@ B, > A ® B;, ® U},

117

and broadcasts U,L.l1 to the other parties. This means that the shared
state p®™ is mapped to the state

1
ul

) @ 0X0[ " @ fuu

oD = Z(idf‘?m]\n ® @ (u))(p®" ®|0X0
on A?m] ® B ® Uz‘ll'
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Step j) Terminal i; € [m] applies a completely positive map

o A7 @ B, @ UV - A7 © B @ UV,
where we use the shorthand UU-1 = UL U2 ... Uij:, and broadcasts UZJJ
to the rest of the parties. This maps the previous state pl=1) to the new
state pU9) on Apy © By © Ul

Step r+1) After the last communication, each party i € [m], measures
its systems by means of a POVM on A? ® B; ® U] and indexed by
{1,...,|V]|}, giving rise to a random variable V; with distribution p;(v).

Let R; denote the total rate of classical communication by the i-th party.

Remark 3.1. This CR distillation protocol is a general LOCC' procedure, in
which we explicitly keep track of the classical communication.

Definition 3. A number R = Llog|V|- ¥ R; will be called an achievable
distillable CR rate for common randomness distillation if for every € >0 and
sufficiently large n, there exists a common randomness distillation protocol
where the total communication of party i is bounded by nR; bits, such that

{Viyr, satisfy
Pr{Vi=...=V,}>1-¢ (3.1)

1
p1(v) - m <e, (3.2)

1 1
§||p1 —UVH1 = 52

v

where uy denotes the uniform distribution. The maximal achievable rate for

distillable CR is called the distillable CR capacity Degr(p).

Now, we prove two achievability results for the distillable CR rate, and
in the next section two achievability results for the distillable GHZ rate,
all based on a subclass of protocols with “non-interactive communication”,
which are called this way because each party broadcasts only one message
to all others that depends only on their own local state. The proofs of the
distillable CR results is based on our generalization of the communication
for omniscience (CO) [45]. We present two protocols for our achievability
bounds. The first protocol uses full local measurements and communication;
the second uses instruments that initially turn the state into a classical-
quantum state, and thus generalizes the first.
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Theorem 3.1. Let pr-Am be a quantum state and let {M} },.cx, denote a
POVM used by party i. Define p(xp,)) as the joint distribution of m random
variables X; recording the measurement outcomes on p:

p(z1, .., 2m) =Trp(M, ®--® M ).
The following is an achievable rate for the distillable CR:
R =H(Xpm)) - Reo,

where R%,, = R[nrl]ier%2 Yoy Ri, and R. is the rate region of tuples Ry =

(Ry,...,Rn) given as follows:

VLg[m] > R;>H(X1|Xpm)r)-

jeL

Proof. This really is an instance of the results of Csiszar and Narayan [45],
who prove precisely that for the RVs X1, ..., X,,, the set R. is precisely the
rate region of communication for omniscience, i.e. protocols at the end of
which all users know Xj,,; up to arbitrarily small error probability. This
shows that R = H(X[,)) — R¢, is an achievable rate for distillable CR. Inci-
dentally, in [45] it is actually shown to be the optimal CR rate for the given
RVs. However, this is of less relevance for us, as different choices of local
measurements lead to different tuples of RVs. The theorem is also a special
case of Theorem below. The basic idea of the coding procedure, referred
to as random binning, is not much different than that of hash functions.
Each classical sequence obtained from the local measurements is randomly
and uniformly assigned a bin index; if the number of bins (the range of the
hash function) is large enough compared to the jointly entropy-typical sets, a
randomly selected mapping of classical sequences will suffer a collision with
small probability. This means that the classical information can be extracted
from their index set with high probability.

In detail, the i-th party assigns each sequence z?" € X7 to one of 2" bins;
all parties broadcast the bin index associated to their obtained sequence,
(p1, -y fim) € [My] x -+ x [M,], to the other parties. Then, the parties
use joint typicality decoding to extract the sequences of other parties from
their local information and p[;,). That is, having received fif;,].;, the i-th
party looks into the bins indexed pif,,)«; to find a unique tuple @?m]\i that
is jointly typical with their observed z]'. An error occurs when one of the
following events happen: the obtained sequence of tuples x’["”m] is not typical,
or there is no jointly typical sequence f?m]\im?, or there are two different
jointly typical candidates f’[“m] 2™ and fc?m] 2™ in the correct bins. These in

N1t N
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fact are the same conditions as for correct decodability in the Slepian-Wolf
problem [87, Ch. 15.4], in the special case that R; = H(X;)+4, for some § > 0.
The analysis there shows that the error probability indeed goes to zero, with
high probability for a randomly chosen binning strategy, if for all L ¢ [m]
it holds ¥ ;e R > H(Xp|X[m)z) + 0, for some & > 0.

As R, consists of the rate tuples satisfying these conditions for all i € [m],
it means then that all parties can decode x?m] with high probability correctly,
as n — 0o. ]

Theorem 3.2. Let pAi-Am be a quantum state and let £ : A; » Al® X; be an
instrument used by party i, with quantum registers Al and classical registers
X;. Define wX141-XmAn g5 the cq-state after applying the local instruments:

WXIA - Xm AL, _ (gl ®-®E™)p

= 3 g Napm] " @ (EL, @ @ ER )p.

Tm]

The following is an achievable rate for the distillable CR:
R =H(Xpm)) - R¢o

where Ry =ming, g, ity Ri, and R, is the rate region given as follows:

[

Vie[m]VLe[m]~j > Ri>S(Xr| X[ r4)). (3.3)
i€l
Proof. Each party j evaluates a function Uj = f;(X7) € {0,1}"% of their
input, and broadcasts U; to all other parties. The objective for party j is
then, knowing Upy,.;, that they can decode X[”m] from B := XJ’T‘A;” by a
suitable measurement.

Thus it is unsurprising that the answer should be given by a quantum
version of Slepian-Wolf coding. Indeed, for each fixed j, the necessity and
sufficiency of the rate conditions in Eq. is proved in [88, Thm. IV.14
& Cor. 1V.16], generalising [89]. However, this is not enough because we
need a code (i.e. a set of encoding functions, one for each party) that works
for all parties simultaneously, allowing each of them to recover X [”m] from
their A; and Upy). To achieve this, we use random binning: each party j
uses a random function Fj : X7 — {0,1}"% (to be precise, we draw them
independently from m 2-universal families). In the case of classical A/, it
is well-known that this strategy works as long as the rate conditions in Eq.
are satisfied, by using a joint typicality decoder; see the proof sketch
of Theorem ; cf. the discussion of Slepian-Wolf data compression in [87,
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Ch. 15.4]. In the general quantum case, joint typicality decoding presents
considerable technical difficulties, but they were eventually overcome by Sen
[90].

In Lemma in the Appendix, we show how to use Sen’s joint typicality
construction to build a joint decoder that achieves small expected decoding
error for party j, Eg, ., Pe(j) <€, for all £ > 0 and sufficiently large n, if the
rates satisfy

V@i]c[m]\j ZRzzH(XI|X[m]\]\[Bj)+57
iel

where § > 0 is an arbitrary constant. Thus, summing over all j, and recalling
that B; = X; A}, we get Ep[m](Pe(l) +...+ P.(m)) < me for all sufficiently
large n, if the rates satisfy

Vie[m]VLe[m]~Ng D Ri>S(Xp|XpnpA))+4.

i€l

Since ¢, > 0 are arbitrary, the claim follows.

This shows that the rate tuples (Ry, ..., R,,) € R, are all achievable to
provide omniscience of the X' - among all m parties. Concentrating the ran-
domness in the shared random variables into uniform randomness, yielding
a rate of H (X)), and subtracting the communication }; R;, completes the
proof that R = H(X[,,]) — R, is an achievable rate for distillable CR.  m

Remark 3.2. It is easy to see, via the Slepian- Wolf connection made in the
above proof, that given the cq-state wX[m]AEm], any non-interactive protocol to
achieve omniscience of Xpp), by which party j broadcasts at asymptotic rate
R;, must necessarily satisfy (Ry,..., Ri) € Req.

Indeed, focusing on party j for the moment, for them to be able to recon-
struct X7, ..., X7, X7, XD using X;LA;” and communications U; from
party i € [m] N j at rate R;, is precisely the task of correlated classical source
coding with quantum side information at the decoder [88,|89]. For this, the
conditions in Eq. [3.3 for the given j are necessary and sufficient. Since they
have to hold for all j, it follows that R., is precisely the achievable region of

rates for CO.

3.3 GHZ distillation from pure states

Now, we move on to using the above results on distillable CR to derive two
lower bounds for the distillable entanglement from pure quantum states. The
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first, Theorem [3.3] re-derives the result of [52], with a different, information
theoretic proof, by making the protocol of Theorem coherent. The sec-
ond, which improves upon the preceding result, is obtained by making the
protocol of Theorem coherent. We use lessons learned in [19,141}84}85],
and observations of [86] regarding making protocols coherent.

In short, the first idea of making protocols coherent is that classical sym-
bols x become basis states |z) of the Hilbert space. Functions f:x — f(z)
thus induce linear operators on Hilbert space, but only permutations (resp.
one-to-one functions) are really interesting, since they give rise to unitaries
(resp. isometries). The second idea is thus to make classical computations
first reversible, by extending them to one-to-one functions. The last step is
to use the local decoding operations that exist by the “classical” theorems,
which are cptp maps, in the form of their isometric Stinespring dilations [91].
In summary, “making coherent” means that we can take a classical protocol
working on letters and turn it into a bunch of unitaries acting as permutations
on the basis states, and that we can run perfectly well on superpositions.

As in CR distillation, we have m spatially separated parties, now sharing
n > 1 copies of an m-partite pure quantum state |¢)A1"'Am, i.e. party ¢ holds
the subsystem A?. All parties can communicate to each other through a
public noiseless classical broadcast channel of unlimited capacity.

Definition 4 (GHZ distillation protocol). The m parties, to convert the
state Y®" to k copies of the GHZ state |U',,), they perform LOCC channels
interactively in r rounds. Let oBt~Bn denote the final state after LOCC
channels, where B; denotes qubit systems. If

L N

we call the protocol e-accurate and the GHZ conversion rate is k/n. We
call a number R an achievable rate for GHZ distillation if for all € > 0
and sufficiently large n, there exists a sequence of e-accurate protocols with
conversion rate R —e. The supremum of all achievable rates is the GHZ
distillation capacity, Ceuz().

At the time of writing, there is no formula known for Cgyz () for a gen-
eral state; however various protocols (giving lower bounds) and upper bounds
have been developed. Regarding the latter, this involves finding LOCC mono-
tones that have certain requisite additivity and continuity properties. For
example, in [5, Lemma 1 & Thm. 2] it was shown that for multipartite pure
state transformation, all the S(Ay)y, I c [m], are such monotones, thus lim-
iting the conversion rate for any target state. In the case of a GHZ state,
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which has S(Aj)r,, =1 for all @ # I ¢ [m], this leads to

CGHz(@D)S min S(A[)¢ (34)
@+Ig[m]

Incidentally, the right hand side equals the minimum of Cgpr(s:j)(¢) over all
1 # 7, according to Eq. , which even gives an operational meaning to the
bound, since from a GHZ-state between m parties an EPR-state between any
pair of parties can be obtained by LOCC.

In the introduction we have already referenced several GHZ distillation
protocols. Here we briefly review a protocol based on entanglement combing
[10], which results in a simple protocol and basic lower bound on the rate
of GHZ distillation. The following lemma is also going to be invoked in the
proofs of our main results.

Lemma 3.1. Let |@/))Bl"'B’" be a pure state shared among m parties. The
following rate of GHZ state is distillable from ) under LOCC:

Reomp = max{ min S(B1) } ) (3.5)

iefm] (1e[m]~i ||

In particular, if 1) is genuinely multi-party entangled (i.e. it is not a product
state w.r.t. any bipartite cut), then R.pmp > 0.

Proof. The entanglement combing protocol [10] turns the given state into
bipartite entanglement shared between a distinguished party, say ¢, and each
of the other parties j € [m] ~i. Let R; denote the rate of the EPR pairs
distilled between the distinguished party B; and another party B;. The
following rate region is proven optimal for this task:

VIic[m]~i > R;<S(By). (3.6)

jel

By means of LOCC one can turn the combed entanglement into GHZ states
shared between all parties. This can be done by letting party ¢ teleport their
information using the EPR pairs. In this case, the rates have to be equal, i.e.
Ry =...=R,, = Reomp- Thus, from the rate region for combing Eq. , we

have as a necessary and sufficent condition
VIc[m]~i |I|Recom» < S(Br), (3.7)

which is satisfied by Reompb = minjcpm). Sﬁ’ ), Finally, we optimise over the

choice of distinguished party. ]
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Remark 3.3. The preceding result shows that unless the state is a product
state across some bipartite cut, the GHZ-rate is always positive. Such states
are called “bi-separable”, in which case evidently no GHZ states can be dis-
tilled, cf. Eq. . The rate R ,mp is the baseline against which to compare
any new protocol.

It can be far from optimal, for example even if the initial 1) = |T'),) is a
GHZ state, then R omp = ﬁ, while obviously Cauz(Tp) = 1.

In the proofs of our GHZ distillation protocols, we shall use the following
rules from the resource calculus of quantum Shannon theory [2], where ‘>’
means that the resources on the left hand side can be transformed asymp-
totically to the resources on the right hand side by local operations only; o
is an arbitrarily small positive number.

Lemma 3.2 (Cancellation lemma [2, Lemma 4.6]). For resources a, 3,7, if
a+vy2>p+7, then a+ovy>[. [ ]

Lemma 3.3 (Removal of o terms |2, Lemma 4.5]). For resources, a, 3,7, if
a+ovy 2 and a > zy for some real z >0, then a > 5. [

Theorem 3.3 (Vrana and Christandl [52, Thm. 1]). Let ) = ¥ Vs, 4. |x[m])
be a pure state written in the computational basis, and define p(xy,...,Ty) =
|Vs .z, |2, the probability distribution of measuring 1 in the computational
bases locally. Define the region R. as the set of rate tuples Ry, = (R1, ..., Rm)
satisfying the following conditions,

VIg[m] ) R;>H(Xi[Xpmpr)- (3.8)

jel
Finally, let R, = ming, jer, it Rj. Then,

Cenz(¥) > H(X[m) - Réo-

Proof. The m terminals share n copies of the pure state [v) = ¥, o WVayq,, [T1) - |[Tm),

i.e.

[)*"

>, Yapoay lt) - |a7,) , where

n n
..z,

n
w"f?--'w% = me,t'“mm,t and
t=1

|27) = |zj1) @ @ |z,) .
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Let f; : X = U; be the Slepian-Wolf hash function used by party j in the

(]7”[777,] ) .
] '

classical part of the protocol of Theorem (omniscience), and (A .
me]) the POVM (decision rule) that they use to recover af,) when the
classical messages u[,,) are broadcast.

In the first step, each party 7 will apply an isometry based on the map-

pings z — (f;(2}),2}) for j € [m], namely
V= Sl

where {|u) = |f; (a:?))} is computational basis for some Hilbert space U; =
span{|u) : uw e U;}. The state at the end of the first step is

Next comes the coherent transmission of the hash value u; to other parties,
which in fact is implementing a multi-receiver cobit channel [86], i.e. party j
wishes to implement the isometry |u;) — |u;)®™. This multi-receiver cobit
channel can be implemented by teleportation through GHZ states. In order
to coherently transmit nR; bits, where R; = 1log|U;|, nR; GHZ states are
needed, i.e. the following state:

V2

After implementing the multi-receiver cobit channel, the j-th party owns its
initial share |x§L> as well as all the hash values broadcast to it. Thus, the
overall state is

[B) = Y g,

n n
zt..an,

1 ®nR;
D)o (—<|o>®’" . |1>®m>) .

o1, Jo(@y) - () -, fu(@t) - (@)

Having received the hash values, each party proceeds to recovering x7 .. Each
party locally runs its Slepian-Wolf decoder in a coherent fashion to work out
the ‘x;b) of the other m —1 parties. More precisely, the j-th party applies the
following controlled isometry on its corresponding systems:

S Jutgm Nt ® Vi
U]

where the coherent measurement isometry of the j-th party is defined as:

vie[m]zPef ! (u;)

) (3.9)
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with A(j’ ) the POVM elements of the j-th decoder acting on A7. The

“im)

classical result of Csiszar and Narayan [45], i.e. Theorem [3.1]in the diagonal
case, ensures successful decoding if the rates Rj,,) satisfy the conditions (3.8§)).
The state after each party has applied their decoding isometry is as follows:

zl..xh m]Ereft (ug)
5[m]>) :

® e
After decoding, by the coherent gentle measurement lemma [34.92], the
state will be v/2me-close in trace distance to the following state:

[0) = 2 g, 2%, i (@0) o)) [

Tlom]

(mupm)) n n n
@( S AT ) )
Vie[m]€erefit (wi)

@ ®laf,, f1(2]) . fun(@h)) [ohy)

The details of the application of the coherent gentle measurement lemma
are as follows. The coherent gentle measurement lemma ensures that for all

parties j € [m]
(J U[m])
VA )

me]> provided that the decoding

vie[m] ! ef T(ug)

is 2\/£(2 - ¢) close in trace distance to |x’;>®
error is not bigger than ¢ This implies

(F10) = 3 Woapomy P (/A ha) - (A )

m]

zl..xpy,
(1 (
> 3 WP A Vlat)- ] A )

>(1-e)™>1-me.

where the equality follows by substitution, the first inequality follows since

\/Ag[n ?[m]) > A(T”: D for Ai?’?[m]) < 1 and the second inequality follows

from the assumption. Then, for the trace distance of pure states,

7=l =2/ 1 [(F10)]
<2/1-(1-¢)?m </2me.
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All parties now clean up their Up,,j-registers and their original A%-register
by virtue of local unitaries, to arrive at the following state, up to trace norm
error v/ 2me:

7)) = D Yeran, x?m]>---|x[‘m]> (3.10)

TLm]

To do that, note that the partial Slepian-Wolf isometries V; : |$;Z> |O)E >
|x§L> ‘fj(x;”)) can be made a unitary by declaring ‘a:?) i) |x?> ‘z + f; (x?)),
where the addition is that of an abelian group on the ancillary register (e.g.
integers modulo |U;|). Once we have a unitary, the inverse is also a unitary,
and can be applied locally.

The above state can now be turned into a standard GHZ state at rate
nH(X[mn)) via the well-known entanglement concentration protocol, just like
the bipartite case [3]. This involves measuring the type ¢ of af,,1- and noting
that the phase and amplitude factors are constant along each type class,
resulting in GHZ-type states after the measurement. To see that, let 7,”
denote the set of sequences of the same type t, and let II; be the projector
onto the subspace spanned by 7,”, i.e.

M= > |a")a"|.

xne T

If the type resulting from the measurement does not belong to a typical
type, then the protocol ends; with the properties of the type projectors,
this happens with asymptotically small probability. Finally, we thus obtain
approximately the following state resulting from the type-class measurement
(which is close to the initial state)

eIl — no .
G eyt V)

[m]

—_

_ P,
n

where p"(77) = (7] 1L, @ - © I, [7)], fla., ) -
large n.
The protocol so far proves the following resource inequality:

s (Tni and |T;"| ~ 2 X)) for
t

¥ + Reo[GHZ] + oo[c — ¢] > H(X[,,))[GHZ], (3.11)
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where Rco is the minimum of the sum of all rates of GHZ states used by
parties to communication hash values. By using the Cancellation Lemma[3.2]
this implies now

Y+ 0[GHZ] + oo[c = ¢] > (H(X[)) - Rco) [GHZ]. (3.12)

In order to remove the o term from the left-hand side of the resource inequal-
ity, we need Lemma [3.3] which demands the following resource inequality to
be true, for some a > 0:

Y +oo[c—c] > a[GHZ]. (3.13)

Note that we need the asymptotic resource inequality, not some single-copy
transformation (which might or might not imply the former), as prerequisite
of the cancellation lemma. In Lemma (3.1 we have actually proven this in-
equality by virtue of entanglement combing. Therefore, we can remove the
o term and we have the result as desired. [ ]

Theorem 3.4. Let |¢)A1"'Am be a pure state shared by m spatially separated
parties, and let £ : A; > A; ® X; denote an instrument of party i, consisting
of pure CP maps (o) = Elo(EL)T (which is why we may assume Al = A;).
Then, with the notation of Theorem

Canz() 2 H(X[my) — R,

where R, = ming |eReq 2ot By and Ry is the rate region given as follows:

[m
‘v’jE[m] VLE[m]\j ZRZ‘ZS(XL|X[m]\LA;).
el

Proof. The proof follows from the techniques used in Theorem [3.3] and the
result of Theorem making the protocol coherent and recycling.

Starting with a pure state, as in the proof of Theorem each party
applies their instrument coherently on its system, resulting in isometries
Vit Aj > A;® X; defined as V; = ¥ cx, £L ® |x). The isometries act as follows
on a single copy:

)= (Vi@ V) )
> (B}, @@ ER ) [1) 1 @ |ap,)
Zm]

Z \V p(Z[m)) ‘Jm[m]y[m] ® |x[m]),
T[m]
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(o)) = (U1 (B, @@ B ) (B, @~ B J[i),

and

Alm
e >A[m1 (B, @ e B ) [9)T J.

(L
et \V/P(T[m])

With n copies of the initial pure state, we want to distill GHZ states from
n copies of |1Z>, ie.

)" = 2 \for g, ) et Jan) @
i)

¢m Fm

I

)AFm]
]

~ AP
where 1/)%]) ™ is the quantum side information at the disposal of the

parties to help them with their decodings.

Similar to Theorem [3.3], in the first step each party coherently computes
its hash value and broadcasts it coherently to the other parties via GHZ
states. By applying the decoder of Theorem in a coherent fashion, each
party decodes |x?m]> where the minimum rate of initial GHZ states is R,.

After the uncomputing of the hash value information and the local X7, the
state is approximately

‘5) = Z \/p(l'?m])
Fm)

wmfm]> on Af‘m]. At the end, the parties implement the
entanglement concentration protocol to get a standard GHZ state. That is,
each one measures the joint type t of z7 ., i.e. they apply the projectors
II; from the proof of Theorem If the result is a non-typical type, they
abort the protocol; if it is typical, they proceed as follows to decouple the
A’F registers: all sequences :L“Fm] from the type class 7,” are obtained by a

m]~

Al
) (3.14)

wx"

[m

x?m]) |$?m]) ®

with residual states

permutation W(me]) € S, of a fiducial string x} € 7,* ¢ A" .. The unitary
Uﬂ(mfm]) permuting the n systems of AFm] do the same with a fiducial vector

i) = |ww?)7 Le.

permutation

Yan ]> = Uﬂ(z? ) 1)) Party j now applies the controlled

me]eTt”
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which maps the state to an approximation of

1 n n Ar
@ _ — Z x[m]) I[m]> ® [1f;) 1 (3.15)
VITE ap e
The last part, |1/1t)AEZ"L], is decoupled, as it only depends on ¢, and the remain-
ing state is the desired GHZ state. [ ]

Remark 3.4. The above protocol typically leaves some entanglement behind,
in the form of the states |iy). This entanglement could potentially be still
useful for m-party GHZ distillation, but a more common situation is that
it contains only entanglement between fewer (< m —1) parties, perhaps even
only EPR states between a pair of parties.

To distill it, essentially the same kind of protocol as in Theorem[3.4 can be
applied, because [ihy) = ‘wm?> is a product state across the n m-partite systems,
and by grouping identical states we can treat it as a collection of i.i.d. states.

3.4 Conclusion

We have derived two achievability bounds for the distillable common ran-
domness from a mixed multipartite state and by making them coherent, we
found two achievability bounds for the rate of GHZ distillation from a mul-
tipartite pure state. The first bound reproduces a recent result by Vrana
and Christandl with genuinely quantum Shannon theoretic methods, and
the second improves on it in a truly quantum way.

To our knowledge, it is the best currently known general bound. Note that
it includes the lower bound from [4§], which was formulated for a tripartite
state 1ABC and is obtained by choosing a measurement basis {|z)} for A and
trivial (identity) instruments for B and C' in Theorem [3.4} this gives a pure
state decomposition 1/130 = Z;v )‘m |¢x)<wm|BC Let EBC = Zx )\mE(W}xxw:ﬂD be
the average bipartite entanglement of the pure state decomposition. Define
finally

x =min{S(B),S(C)} - Epc,

Then y is an achievable rate of three-party GHZ distillation, but in addition
also EPR pairs between B and C' at rate Epo are distilled [48]. This is
consistent with our Theorem [3.4 and Remark [3.4] too: following through the
proof, the leftover state, there denoted [i;), is precisely a tensor product of
|th,), with z appearing ~ n\, times.
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Example 5. Consider the three-qubit W-state

1

V3
Entanglement combing (Lemma results in a GHZ rate of Reomp = %H(%, %) ~
0.4591, but already the very simple yet ingenious protocol of [49] achieves
Rpp, = 0.5, because it extracts an EPR pair deterministically from every copy
of the W-state, albeit randomly distributed over the three possible pairs. Theo-
rem applied with the local computational bases, gets up to Ryc =log3—1 ~
0.585. Namely, note that the omniscience information X1X9X35 is jointly
uniformly distributed over the set {001,010,100}, and so the conditions for
communication for omniscience in Theorem are Ry > H(X;|X2X3) =0
and cyclic, and Ry + Ry > H(X1X5|X3) = % and cyclic. Thus, R, =

minR1+R2+R3=3-%-§: 1.

The result from [48] (recall that it is a special case of Theorem|[3.4]) how-
ever yields the seemingly very bad Rgyw = log3—§ ~ 0.2516, until we remem-
ber that as a bonus we get a rate 0f§ of EPR states — by the symmetry of
the W-state between any prescribed pair of parties, AB or BC or AC. Pairs
of these, from different pairs, can be fused to get an additional rate of% for
GHZ generation, thus matching the total of Ry =log3 — 1.

We do not know, however, if this rate is optimal under general LOCC

procedures, or even restricted to non-interactive communication protocols.

W) = —(|001) +[010) + |100)).

Example 6. Consider the tripartite fully antisymmetric state, also known
as “determinant state”,
1
laz) = %(|123) +(231) +[312) — |132) — |213) - [321)).

Similar to the previous example, we can evaluate the rate resulting from en-
tanglement combing (Lemma , Reomp = %log?) ~ 0.7925, because all three
marginal qutrit states are maximally mizved. But Theorem applied with
the local computational bases, yields the much better Ry ¢ =log3 — % ~ 1.085.
This is straightforward after realising that the computational bases measure-
ments result in the uniform distribution of X1X2X3 over all 6 permuta-
tions {123,231,312,132,213,321}. The conditions for communication for
omniscience in Theorem are Ry > H(X1|X2X3) = 0 and cyclic, and
Ry + Ry > H(X1X,|X3) =1 and cyclic. Thus, R, =min Ry + Ry + Rg = %
The result from [48] gives the seemingly disappointing value Rgyw =
log3 — 1 ~ 0.585; but as before, we can salvage a rate of 1 of EPR states
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between any prescribed pair of parties, thus contributing an additional rate of
% for GHZ generation, and once again matching the total of Ryc =log3 - %

Again, we do not know whether this is optimal, in particular whether there
is a better way of applying Theorem [3.4}

Example 7. The flower state (93],

o) \/—ZZW lij) " (H [i))€,

leO

where H° =1 and H" is the d-dimensional quantum Fourier transform, pro-
vides an example where Theorem|[3.4] is better than Vrana-Christandl protocol.
The former, by simply letting A or B measure and broadcast j, so that C
can undo the unitary H7, yields the clearly optimal Rsyw = logd (it is the
local entropy of C, which is an upper bound on the distillable GHZ rate under
arbitrary LOCC protocols).

On the other hand, Theorem [3.5 with the computational bases for A and
B (which seems like the evident choice, but we have no full proof that it s
optimal), and any measurement of C, results in a rate Ryc < logd This
follows from Maassen-Ulffink’s entropic uncertainty relation [94/ which reads
as [(X1X2; X3) = I(X1; X3) < 2logd (cf. [95]) and some elementary algebraic
manipulations. In detail, we have H(X,) = H(X3) =1+logd, and H(X3) >
logd. On the other hand, the conditions for communication for omniscience
in Theorem are Ry > H(X1|X2X3) =0, Ry > H(X3|X1X3) =0 and
Rs > H(X3|X1X5) > $logd; furthermore Ry + Ry > H(X1X0|X3) > 1+ 11ogd,
and the now redundant Ry + Rs > H(X1X3|X2) = H(X;3/X3) > Llogd and
Ry + R3 > H(X,X5|X1) = H(X;31X,) > logd Now for the net rate, we can
reason

H(XleXg) - (Rl + R2 + Rg) < H(XleXg) — H(Xg’XlXQ) - H(X1X2|X3)
= H(X\Xs) - H(X1X|X3)

1
= [(XlXQ, Xg) < 5 logd

using the lower bounds for Rs and Ry + Ry in the first line, the chain rule for
the entropy in the second line, and finally the entropic uncertainty relation.

In future work we are going to apply the machinery developed in this
chapter to secret key distillation against an adversary who is initially cor-
related and eavesdrops on the public classical communication between the

81



parties, and to the distillation of GHZ states from mized initial states. Re-
garding the former, we can quite evidently apply Theorem to a general
state pAr-AmE and local instruments & : A; - A/X;, to first attain omni-
science X[, at all legal parties, and then hashing this information down
using privacy amplification [95], resulting in a lower bound

Cs(p) 2 S(Xm)|E) - R

on the distillable secret key. Regarding GHZ distillation, we would apply
these protocols to a purification |¢>A1"'AWE of pAt~Am and for pure instru-
ments as in Theorem we expect to obtain the lower bound

Canz(p) 2 S(Xpm)|E) - R&G

on the distillable GHZ rate. This will require a generalization of the tech-
niques from [41] to the multi-party setting with non-interactive communica-
tion, of turning a privacy amplification step into a decoupling procedure.

Furthermore, note that we have focused our attention on non-interactive
protocols, but it seems evident that in general there is an advantage in pro-
tocols using interactive communication, i.e. of fully general CR distillation,
cf. [96,97]. In this context it is an important question to determine which
class of interactive communication protocols, when applied to a quantum
state, can be made coherent and thus yields achievable rates for GHZ distil-
lation.

Appendix

Classical correlated source coding with side information
at the decoder

The analysis of multi-party common randomness distillation via our omni-
science protocol leads quite naturally to the consideration of classical source
coding with quantum side information at the decoder [88,89]. Here we present
the necessary definitions, and prove a new coding theorem for achieving all
points of the rate region directly by random binning and a quantum joint
typicality decoder, rather than successive decoding and time sharing as in
the cited previous works.

A multipartite correlated classical-quantum (cq-)source is given by a cq-
state

= Zp ez @ @ o N @ o, (3.16)
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where X; (which we can identify with a classical random variable) is observed
by the i-th encoder, who sends a function of X; to the decoder. The decoder
has the quantum system B and by measuring it, depending on all the mes-
sages received from the k& encoders, attempts to reconstruct X with high
probability.

Definition 5. An n-block coding scheme with quantum side information at
the decoder for the cq-source p*X¥18 consists of k encoding functions f; : X —
[M;] and decoding POVMs AWt on B", one for each pup) = pi ...y €
[Mi] x - x [My], and indexed by X7 ® --- ® XA[*. Its rates are the numbers
%log M;, and its average error probability is

1 _ n(,.n B" (f[k](xﬁv]))
P =1 ;ﬂ: p"(afyy) Tr pka]Al“Fk] .
[k]

Here, f[k](x&]) = fi(al) ... fu(a}) is the k-tuple of compressed data.

A k-tuple (Ry, ..., Ry) is called an achievable rate tuple if there exist n-
block coding schemes for all n, such that their error probability converges to
zero, P, - 0, and the rates %10g|Mi| converge to R;. The set of achievable

rate tuples is called the rate region of the compression problem described by
X1 B
P [k]17,

By definition, the rate region is a closed subset of the positive orthant
RE,, that is closed under increasing individual vector components. By the
time-sharing principle, it is also convex. Necessary and sufficient conditions
for the rate region were proved in [88, Thm. IV.14 & Cor. IV.16], which are
the ones expected from Slepian-Wolf coding:

iel

While the necessity of these conditions is rather straightforward, we will be
concerned here with their sufficiency. In the cited PhD thesis, this is obtained
by showing that the extreme points of the polytope (|3.17]) can be achieved,
which in turn is done by successive decoding of the j-th sender’s information
X7, in an order given by the extreme point in question, of which there are k!,
one for each permutation of the parties [k]. The rest follows by the convexity
and openness-above of the rate region.

The following lemma shows that it is possible to construct a code by ran-
dom binning and with a simultaneous decoding scheme that achieves directly
every point in the rate region. This is essential in applications, such as ours,
where there are multiple decoders with different side informations for the
same compressed data.
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Lemma 3.4 (Simultaneous quantum decoder). With the above notation,
suppose the rates R; = %10g|Mi| satisfy the following inequalities for some
0>0,

V@i[g[k:] ZRlzs(XﬂX[k]\[B)-F(S,

iel
where the entropies are with respect to the state .
Then, for independent 2-universal random functions F; : X* — [M;], there
exist simultaneous decoding POV Ms (Ai%;“])) such that the expectation of the

average error probability over all codes converges to zero: Ep, g P. — 0, as
n — 0Q.

Proof. We will use Sen’s construction of jointly typical POVM elements [90),
Sec. 5], which is stated as Lemma below, in the simplified form in which
we need it.

Consider (pX[kJB)®n = pXﬁCJBn and for the RVs X7',..., X' denote the set
of jointly entropy-typical sequences by 7. This means that Pr{XﬁC] €T} >
1-7—1asn—ocoand that for every 27}, € T and all I c[k],

2—nH(X1)—nB Spn(l'?) < 2—nH(X1)+nB’

with an arbitrarily chosen 8 > 0.

Next we apply Lemma 5|to the (k+1)-party state p XiaP" o obtain first
an augmented” state pX[k] ® 7¢" for a suitable system C' and a universal
state 7¢ (actually the maximally mixed state), where we think of BC as a
new quantum system B, so that the augmented state is still a (k + 1)-party
cq-state. Note that 7€ can be created locally at B. Lemma [3.5 then gives
us an approximation pXi X ¥B" and a POVM element E with the properties
stated in the lemma. Importantly, both this state and the POVM element
share the origmal cq-structure:

p Xan Zp ($ )|$ )( n | k]®ﬁB:],

By restricting the latter to typical x?k], we obtain

/ n n (X7}
E =) | N[~ ®Eka],
ka]e’T

which does not affect property 1 in Lemma 3.5 and preserves property 3,
while property 2 becomes the only slightly worse Tr ,'OVXF’“]BR E'>1-2v—~"-n.
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Finally, for the encoding by independent 2-universal functions F}, af-
ter the receiver obtains p ... ux, we need a decoding POVM for recovering
iy € T 0 Fyt () x o x () from 'Offz] ® 7¢". We use the square-root

measurement (Amfzk]) constructed from the B i € T nF, [‘kﬁ (tpr]):

N

_1
2
A n_ = E m E n E m
¢ m e F*le n O k) m e F*le n G
2y €T N F e (Fiiy (7)) kg €T 0 F L (Fiiy (230))

To upper bound its error probability, we employ the Hayashi-Nagaoka oper-
ator inequality, stated as Lemma [T.1}

Po<1-p"(T)+ ;;Tp”(ﬂl??k]) TT(PEEZ] ® Tcn)Asz]
“lk)

<+ 3 p(apy) e Aep
acfk]eT

n n ""En ~§"
<n+y+ nz D (x[k]) 2 Tr mek] (1 - Eka]) +4 1 Z Tr pmﬁc] E:):'[Z]
el €T €T OF ) Pl (i)
, -
<n+57+2y +4 Y Tr B 2 P ()P, |
T iy €TOER) (Fi (i) ety

where in the first line we declare an error for non-typical z7,,, and in the
second line have used property 1 in Lemma [3.5; in the thirci iine, we used
Lemma , applied to T = Ex?k] and S = Zzﬂ]eﬁp_kl (el e, EIEZ]; fi-
nally, in the fourth line we use property 2 in Lemma for the first term in
the bracket, and for the second term simply reorganised the double sum.
Thus, to bound the expected error probability, over the random choice
of the F}, we need a bound on the expected state in the round brackets in
the last line of the above chain of inequalities. To do so, we distinguish the

different cases of coordinates @ # I ¢ [k] in which afy,y and xpy, differ:

- 1 -
EF[k] Z pn(ka])pka] < Z I1 - Z p”(x’[’k])pw&]
i €T OFG) (P (i )Ny GrIC[R] DRl #fieT
s.t. z?c:z/{é
1 mys
= Z p(IIC)px'ﬁ,

@#Ic[k] Hiel M;

with the shorthand notation 7¢ = [k]\T for the set complement. Furthermore,
in the first line we have used the 2-universality of the F}, as well as their
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independence, and in the second line note that the probabilities and states
p(x’ﬁ)ﬁwf;é appear in the marginal

xn ~§n
©Q® Pzn, -

priett = pat)

x[c

xe N Te

This means that
1

Er Pe<n+5y+2y +4 > i > Tr p(x7e) P Eom
gerek) lier Mi alieT

onH(Xr)+nB

<n+5y+29y+4 > i >, Trp(af)p(xfe)pam Egn
gerctk) Llier Mi aeT

onH(Xr)+nB

=n+5y+2y+4 Y ————
@#Ic[k] HieIMi

onH(Xr)+np 5-D; (pXﬁ?]Bn HPX}L opXFeB" )
H’iEI M’L
onH(Xr)+nB

Tr (ﬁxy ® ﬁX}zB’"> E

<n+5y+29" +4
@+Ic(k]

<n+5y+29+4 >
o#Ic[k] Hiel M;

S fr) + 57 + 27, + 4 Z 2n(H(XI|XICB)+26_ZiEI Rl)7
@+Ic(k]

2—nI(X1:XIcB)+n,B

where in the second line we use entropy typicality of the xf]z]; to get the
third line simply insert the forms of p and E above; in the fourth line we use
property 3 in Lemma |3.5] and in the fifth we invoke the asymptotic equipar-
tition property (AEP) for the hypothesis testing relative entropy, stated in
Eq. [I.7

Hence, choosing /3 = §/3, we obtain as an upper bound on the expected
error probability Ep P <n+5y+27 + 2k+22-10/3 which converges to 0 as
n — oo (and £ —» 0 sufficiently slowly). ]

Here follow the technical lemmas from the literature invoked in the proof.

Lemma 3.5 (Sen’s jointly typical operators [90, Lemma 1 in Sec. 5, cf.
Sec. 1.3]). Let X;®--® Xy, ® B be a (k+1)-partite classical-quantum system
with finite-dimensional classical system X; and a finite-dimensional quantum
system B, and € > 0. Then there exists a Hilbert space C and a state 7€ on
it such that for any cq-state oX1-XkB | there is a cq-state TX1+XkB and a
POVM element E (also of cg-form) on X, ... X, B, where B = B® C, with
the following properties:
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1 ||l~X;1B X B C
5Ha B _ XB @ 7 ng%

2. TrXmBE > 1 -2y -,

X[y B H o X1 @Ux[k]\IB)

3. forall@+1c[k], Tr (O'XI ® FXik] \IB) E< Q‘DZ("

Here, v = \/§k+1 Ve and ' = 264277 Je. ]

Using the joint decoder for independent random binning we obtain a new
proof for the achievability of the rate region for correlated classical
source coding with quantum side information at the decoder |88, Thm. IV.14
& Cor. IV.16], which does away with the successive decoding of the different
parts of the source. This detail allows the solution of a more demanding
problem that was out of reach of the methods in [88], correlated source
coding for multiple decoders with quantum side information. Rather than
giving the formal definition, let us just indicate the changes to Definition [5}
the source is given by a cq-state

=Y plap) |z Xz [ ¥ ® - © [z oM ® px (3.18)

Z(k]

with ¢ quantum systems By, ..., B,. A block code for this system is still given
by encoding function f; for each user ¢ € [k], such that p; = f;(27) is broadcast
to all ¢ decoders; but now we need a decoding POVM AU#1x1) on B for each
decoder j € [¢] that satisfy all the decoding error probability criterion for the
cg-source p~*¥1%  The random binning protocol of Lemma then shows
that the region

Vjelgl VIck]  Ri>S(Xi|XpyuBy) (3.19)
iel
is achievable for rates at which all decoders can successfully decode X
simultaneously. That the above conditions are necessary is also evident, so
Eq. is precisely the rate region.

In [90/98] it was shown that the joint typicality Lemma [3.5|leads to simul-
taneous, joint-typicality decoders for the classical-quantum multiple access
channel (cq-MAC), in fact essentially optimal one-shot bounds. Using a
well-known reduction of MAC to Slepian-Wolf, we can also derive the iid
rate region from the present result Eq. , even in the presence of mul-
tiple receivers, cf. [99). Namely, for the k-sender, g-receiver cq-MAC that

takes input xp) = x1... 7% to pm[k , and in the simplest case a product dis-
tribution p(wpy) = pl(:vl) -pe(xr), consider the cq-state as in Eq. -
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For block length n and the random code as in Lemma [3.4] consider the
bins restricted to the typical sequences, for sender ¢ this is 7;, the sequences
typical for the probability distribution p;, and denote their respective cardi-
nalities by NN; = 278, Then, we have with high probability that most of the
bins are good codes for all decoders and that for most of the bins in turn
|Ri - (H(X;) - Ri)| < £6, and so ¥, R, < min (X1 2 Bj|Xgyes) - 26 for all

@ + I ¢ [k]. For any rate tuple satisfying these constraints there exists thus
asymptotically good codes.

To get the full rate region, we also need an auxiliary random variable U
such that X3, ..., X} are independent conditionally on U; then, every tuple
of rates R} such that

VIclk] Y R <minl(X;:Bj| Xy U),
J

iel

is asymptotically achievable for transmitting k& independent messages from
the separate senders to all receivers B;, j € [¢]. The proof is quite similar to
the sketch above and is omitted.
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Chapter 4

One-shot Capacity bounds on
the Simultaneous Transmission
of Classical and Quantum
Information

We study the communication capabilities of a quantum channel under the
most general channel model known as the one-shot model. Unlike classi-
cal channels that can only be used to transmit classical information (bits),
a quantum channel can be used for transmission of classical information,
quantum information (qubits) and simultaneous transmission of classical and
quantum information. In this work, we investigate the one-shot capabilities
of a quantum channel for simultaneously transmitting bits and qubits. This
problem was studied in the asymptotic regime for a memoryless channel
where a regularized characterization of the capacity region was reported. It
is known that the transmission of private classical information is closely re-
lated to the problem of quantum information transmission. We resort to this
idea and find achievable and converse bounds on the simultaneous trans-
mission of the public and private classical information. Then shifting the
classical private rate to the quantum information rate leads to a rate region
for simultaneous transmission of classical and quantum information. In the
case of asymptotic i.i.d. setting, our one-shot result is evaluated to the known
results of the literature. Our main tools used in the achievability proofs are
position-based decoding and the convex-split lemma [100], [31].
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4.1 Background

Describing a channel by a stochastic map [1], and the classical information
theory in general, are not rich enough to take quantum effects into account.
This urged quantum information theorists to repeal and replace Shannon’s
channel model with a quantum channel model that is consistent with and
encompasses quantum mechanical effects. Many years after Shannon, in the
context of quantum information theory, the notion of a quantum channel,
a completely-positive trace-preserving (cptp) map with possibly different in-
put and output Hilbert spaces was introduced (for a formal definition of a
cptp map see [101]). The ability of a quantum channel to run well on su-
perpositions enables transmission of quantum information and accordingly
the highest achievable rate of quantum information is called its capacity
for transmission of quantum information. Of course it is always possible
to transmit classical information over a quantum channel; this immediately
gives rise to the question of what is the tradeoff between the rates of classical
and quantum information when their simultaneous transmission is aimed. In
the asymptotic regime of many channel uses, this problem was studied by
Devetak and Shor [20]. A detailed look into the latter paper reveals that clas-
sical information is piggybacked on top of quantum information. The idea
of piggybacking information on top of each other was introduced in classical
information theory in the context of broadcast channel [87] by using super-
position of codewords. We realised that the result of [20] can be derived by
considering simultaneous transmission of common and private classical mes-
sages using superposition coding |14] and then shifting the private informa-
tion rate to the quantum information via the well-known quantum capacity
theorem [19]. To find a one-shot analogue of this result, we again resorted to
the idea of superposition coding, however, this time in the one-shot regime.
We see that position-based decoding and convex-split lemma are natural one-
shot analogues of packing and the covering lemmas, respectively and can be
used to realise superposition coding in the one-shot setting. In the next two
subsections, we review some concepts and prior works in the asymptotic and
one-shot regimes.

4.1.1 Memoryless and stationary channels: Asymp-
totic Regime

Perhaps the most direct analogue of the capacity of a classical channel,

C (W), is the classical capacity of a quantum channel, C'(N), i.e., the highest

rate (in bits per use of the channel) at which a sender can transmit classical
information faithfully to a remote receiver through a quantum channel with
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general quantum inputs and quantum outputs. The classical capacity]l] was
independently studied in |102] and [103] where an achievability bound, i.e.,
C(N) 2 x(N), known as HSW theorem was reported, where x(N) is the
celebrated Holevo Information |104] defined as follows:

(N = max I(X; B),,
p(z),p

where p(z) is a probability distribution, pxp = ¥, px(@)|z){z|x @ Na_.5(p%)
is a bipartite quantum state and /(X; B), is the quantum mutual informa-
tion (see Sec. . The classical capacity equals the regularized Holevo
information, taking a limit over many copies of the channel. So unlike the
classical channel, we don’t fully know the capabilities of a quantum channel
for transmitting classical information.

In certain scenarios, a sender may wish to communicate classical informa-
tion to a receiver by means of a quantum channel such that the information
must remain secret from some third party surrounding the legitimate receiver.
This information-processing task gives rise to the notion of private capacity
of a quantum channel. Cai-Winter-Yeung |18] and Devetak [19] showed that
the achievable rates for classical private capacity can be formulated as the
difference between the Holevo information of the sender and the legitimate
receiver and that of the sender and the eavesdropper(s) as given below:

PN = max[I(X; B), - 1(X; B),].

where pxpp = Y, px () |2)(2|x @ UY, 5 p(p%) and UY, 5, is an isometric ex-
tension of the channel N4_p. They also showed that the private capacity
equals the regularized form of P(N') meaning that this ability of the quantum
channel is still not fully understood.

The capacity of a quantum channel to transmit quantum information is
called the quantum capacity of the channel and we represent it by Qc,(N).
For a given quantum channel, one would like to understand the best rates
(in terms of qubits per use of the channel) at which quantum information
can be transmitted over the channel. The quantum capacity theorem was
first studied in [105] and later in [106]. Subsequently, by taking advantage
of the properties of the private classical codes, Devetak [19] showed that the
quantum capacity is given by the regularized coherent information of the
channel:

1
QuregN) = Jim Q)

'Hereafter in this chapter, we talk about quantum channels unless otherwise specified,
hence we drop the term quantum.
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where the coherent information is defined as Q(N) = maxy,,, I(R)B), (see
Definition and the optimization is with respect to all pure, bipartite
states quA and ORB :NA—>B(¢RA)~

Devetak and Shor [20] unified the classical and quantum capacities and
introduced a new information-processing task studying the simultaneously
achievable rates for transmission of classical and quantum information over
a quantum channel. Since we will follow the results of [20] closely in this
chapter, we mention its main theorem:

Theorem 4.1 ( [20]). The capacity region of N for simultaneous transmis-
sion of classical and quantum information is as follows:

Sreg() = Jim 7 S(V)

where S(N) is the union, over all states pxgrp = Y., p(x) |x)z| ® php arising
from the channel Na_p, i.e., for x € supp(p(z)), php = N(¢%,) for pure
states |¢%) 4, of the (1, R) pairs obeying

0<r<I(X;B),,
0<R<I(RYBX),.

where r and R are the rates of the classical and quantunf] information, re-
spectively.

The result of Devetak and Shor is generalized in [107] such that the rate of
a secret key that used to achieve noiseless private capacity, enters the trade-
off. It is known that the interplay between public classical communication,
private classical communication and secret key is rather analogous to how
classical communication, quantum communication and entanglement interact
with one another. This interaction was studied in [108] from an information-
theoretic perspective and the corresponding rate regions for several realistic
channels were computed.

4.1.2 General channels: One-shot Regime

All the aforementioned capacities are originally evaluated under the assump-
tions that the channels were memoryless and stationary and they were avail-
able to be used arbitrarily many times. However, in many real-world sce-
narios, we encounter channels which are neither stationary nor memoryless.

2It is the same for various information-processing tasks: subspace transmission, entan-
glement transmission or entanglement generation.
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Therefore, it is of fundamental importance to think of coding schemes for
the channels which fail to satisfy these assumptions. The independent chan-
nel uses are relaxed in [109] and [33] and general channels with memory are
studied in [110] and [111], albeit these results are derived in the form of a
limit such that the error probability vanishes as the number of channel uses
goes to infinity. Later researchers considered single-serving scenarios where
a given channel is used only once. This approach gives rise to a high level
of generality that no assumptions are made on the structure of the channel
and the associated capacity is usually referred to as one-shot capacity.

The one-shot capacity of a classical channel was characterized in terms of
min- and max-entropies in [112]. The one-shot classical capacity of a quan-
tum channel is addressed by a hypothesis testing approach in [113] and [25],
yielding expressions in terms of the generalized (Rényi) relative entropies
and a smooth relative entropy quantity, respectively. By taking advantage
of two primitive information-theoretic protocols, privacy amplification and
information reconciliation, the authors of |114] constructed coding schemes
for one-shot transmission of public and private classical information. Their
results come in terms of the min- and max-entropies. Two new tools, namely,
position-based decoding [31] and the convex-split lemma [115], were employed
in [100] where one-shot achievability bounds on the public and private trans-
mission rates were reported (note that prior to this work, one-shot bounds
on the public transmission rates on both assisted and unassisted cases were
reported in [31] and [25], respectively). Recently, [116] reported tight upper
and lower bounds for the one-shot capacity of the wiretap channel. This was
done by proving a one-shot version of the quantum covering lemma (see [117])
along with an operator Chernoff bound for non-square matrices. Inner and
outer bounds on the one-shot quantum capacity of an arbitrary channel are
studied in [26]. The general scenario of [26] leads to the evaluation of the
quantum capacity of a channel with arbitrary correlated noise in the repeated
uses of the channel.

In this chapter, we aim to study the problem of simultaneous transmission
of classical and quantum information over a single use of a quantum channel.
In other words, we are interested in the one-shot tradeoff between the num-
ber of bits and qubits that are simultaneously achievable. The root of our
approach is the well-known quantum capacity theorem via private classcial
communication [19]. The basic intuition underlying the quantum capacity is
the no-cloning theorem which states that it is impossible to create an identical
copy of an arbitrary unknown quantum state. We know well that associated
to every quantum channel there is an environment (Eve). If Eve can learn
anything about the quantum information that Alice is trying to send to Bob,
Bob will not be able to retrieve this information; otherwise the no-cloning
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theorem would be violated. Hence, to transmit quantum information, Alice
needs to store her quantum information in such subspaces of her input space
that Eve does not have access to. By using this idea, Devetak [19] proved
that a code for private classical communication can be readily translated into
a code for quantum communication. Note that Devetak’s proof shows the
aforementioned translation in the asymptotic regime; however, one can easily
check that the same holds true in the one-shot regime and the proof follows
along the same lines. We provide a proof sketch in appendix B. Therefore, if
we can come up with a protocol for simultaneously transmitting public and
private classical information, we are able to adapt it for the simultaneous
transmission of classical and quantum information.

4.1.3 Techniques and Tools

Main tools in our achievability bounds are position-based decoding and the
convex-split lemma. Our technique is a simple application of superposition
coding in classical information theory (not to be confused with the concept of
superposition in the quantum mechanics), along with the convex-split lemma
and position-based decoding. In this manner, we significantly differ from the
technique of Devetak and Shor [20], whose method was inherently asymptotic
i.i.d. and could not have been adapted in the one-shot setting.

We briefly review position-based decoding and the convex-split lemma.
Assume Alice and Bob have a way of creating the following state shared
between them (in other words, they have this resource at their disposal before
any communication takes place):

M| _ 1 M|
Pxa =PxaA® . ®pPX4A®...0pK 4,

where Alice possesses A systems and Bob has X systems. Here, the positions
of states are denoted by superscripts. Alice wishes to transmit the m-th
copy of the state above through the channel N4_ 5 to Bob. This induces the
following state on Bob’s side:

_ 1 |M|
P =Px ® - ®PXp®...®py .

If Bob has a means by which he can distinguish between the induced states
for different values of m (hypotheses), which happens to be reduced to the
problem of distinguishing between states pxp and px ® pp, he is able to learn
about the transmitted message m. Position-based decoding, in fact, relates
the communication problem to a problem in binary hypothesis testing. On
the other hand, once Alice chooses the m-th system uniformly and sends
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it over the channel, the induced state on the receiver side can generally be
considered as:

1A M
M Y Pk ® .. ®pRp® .. ®py .
m=1

The convex-split lemma argues that if the number of systems, |M], is almost
equal to a quantity known as max-mutual information, the induced state is
close to the following state

P ® .. ®PL® ... ®p')’(”‘ ® pB,
meaning that the receiver will not be able to distinguish between the induced
states and the product state above, resulting in its ignorance about the chosen
message m.

The rest of the chapter is organized as follows. In Section II, we give
preliminaries and definitions. A code for simultaneous transmission of public
and private information is formally discussed in Section III. This section also
includes our main results. Section IV is devoted to the description of the
protocol as well as our achievability proof. Converse bounds are proven in
section V. In Section VI, we argue how the well-known asymptotic bounds
can be quickly recovered by many independent uses of a memoryless channel.
We conclude the chapter by a discussion in Section VII.

4.2 Preliminaries

In the following we will define new entropic quantities that the analysis of
their asymptotic behaviour requires Fact [1| as well as a useful result in infor-
mation theory known as the asymptotic equipartition property (AEP), and in
particular its quantum generalization |11§]. Let X™ = (X;, Xo,..., X,,) be a
sequence of independent and identically distributed (i.i.d.) random variables.
The AEP states that for all 0 < e < 1, any 0 > 0 and for large enough n, a
randomly chosen i.i.d. sequence z" is with probability more than 1 -¢ in a
O-typical set of sequences that satisfy

LN (adam) - pla)| <,
n

where N (z;|z™) is the number of occurrences of z; in the sequence ™. To
use these concepts in quantum information, the notion of typical subspace
is defined. Consider the state px = ¥, p(x)|xXz|. The d-typical subspace
is a subspace of the full Hilbert space X; ® ... ® X,,, associated with many
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copies of the density operator, i.e., p¥* = Y. » p(x™) [z"}2"|, that is spanned
by states |x") whose corresponding classical sequences are d-typical. For an
introduction to quantum typicality and more on the properties of the typical
subspace, we refer the reader to [101].

Definition 6 (Max-mutual information [119]). For a bipartite state pap €
S4B and a parametere € (0,1), from the maz-relative entropy (Definition|1.1(),
the maz-mutual information can be defined as follow:

Inax (A5 B), = Diax(paB|pa ® pg),-

Definition 7 (Smooth max-mutual information [119]). For a bipartite state
pap and a parameter ¢ € (0,1), from the maz-mutual information (Definition
@, we define smooth maz-mutual information as follows:

Irgnax(A;B)p = inf )ImaX(A;B)p"

PapeB(paB
The following quantity is similar to the smooth max-mutual information.

Definition 8 (Smooth max-mutual information (alternative definition) [100]).
For a bipartite state pap and a parameter € € (0,1), the smooth maz-mutual
information alternately can be defined as follows:
IIEnax(B;A)p =, Hgf Dmax(pf43||pA ®p,B)
PlapeB*(paB)

In the definition above, the prime happens to be on pg rather than py,
where exactly the same quantity was defined in the introductory section with
prime on p4. This has to do with the system that will be separated in the
convex split lemma. Since in the journal paper underlying the material of
this chapter we had defined the max mutual information as above, we stick
to this definition in this chapter only.

Fact 2 (Relation between two definitions of the smooth max-mutual infor-
mation, |120] and see lemma 2 in [31)). Let € € (0,1) and v € (0,¢). For a
bipartite state pag, it holds that:

e (B A)y < T2 (45 B), + oz ().
v
Definition 9 (Conditional smooth hypothesis testing-mutual information).
Let papx =Y, px(x)|z){z]x ® p'p be a CQ state and € € [0,1). We define
T3(A; BIX), = max i T5(A; B)ys,

p :Eesupp(p'x )

where mazimization is over all p' = ¥, p'(x)|z)(z|x satisfying P(p’y, px) <
€.
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Definition 10 (Conditional smooth max-mutual information@. Let papx =
Y. Dx(@)|x)(z|x ® pYp be a CQ state and ¢ € [0,1). The conditional smooth
maz-mutual information is defined as follows:

I£.(A;BIX),=min max If

max AaB) B’
o zesupp(p'y ( Pap
where minimization is over all p'y = ¥, py (z)|z){z|x satisfying P(p, px) <
€.

Lemma 4.1. Let pxap = X, p(z)|z){(z|x ® p% 5. Then the following holds:

1.
lim — 5 (A®"; B®"|X™) on = I(A; BIX),,

n—oo n

Proof. The following is easily seen from the definition,

I5(A®™; B2 X™) eon

. n n n
=max min  Dy(phnpn|pin ® pin).
Plyn aesupp(plyn)

In order to be able to apply the asymptotic results given in Fact we
first produce p,. by projecting p¥" onto its typical subspace and properly
normalize it. We know that the resulting state is close to the initial product
state. Conditioned on a particular typical sequence 2z, the state p%, 5. is in
fact a tensor-product state that can be written as pj%) ®..Q pi%) ®..® pz(g)
in which (i), ¢ € [1 : n] indicates the i-th index in the sequence z". From
the definition of the typical sequences, we know that for n large enough, each
realization x appears almost np(z) times in each sequence. Hence, for any
0 >0, as n — oo, by using Fact (1| for each chosen sequence, the multi-letter
formula above can be written as shown by where x;, 7 € [1:|X|] denotes
an element of the alphabet X and the second equality follows from Fact
and the fully quantum AEP [30]. ]

Lemma 4.2. Let pxap = Y., p(z)|z)(z|x ® p% 5. Then the following holds.

1~
lim —I7 . (A®"; B®"|X™)en = I(A; B|X),
n—o0 n
Proof. The proof is very similar to that of Lemma[4.1] It employs the proper-
ties of the typical sequences as well as the fully quantum asymptotic equipar-
tition property (AEP) for smooth max-mutual information [30]. ]

3Conditional alternate smooth max-information can be defined in the same way.
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. 1 xn xn w’ll
lim —D%(pAB P ®pp)

- lim De ( np(x1)+d ® . ® Zlgx\x\)ﬂS”(p ®pr1)®np(x1)i5 ® .® (pA\X\ ®px\/’\fl)®np(x‘x‘)i6)

n—>00 fn/
K %]
= lim =~ (np(x:) + ) D(pliploid ® pig) = 2. p(x) D(paslloh © p) = 1(4; BIX),.
1=1 z=1

(4.1)

Lemma 4.3. For a cg-state pxap = Y., p(z)|z){(z|x ® p%g, the following
inequality is true.

(4 BIX), < 1#_6 (I(A; BIX) + ho(2)),

Proof. Considering the definition of the conditional hypothesis testing-mutual
information and the fact that

min Df (pl 0% © o) < D p(2) Di(phslei © p%),
and also from Fact for all z, we have:

1
Du(paslra ® p) < 7= (D(pislpia ® o) + ho(e)),

by plugging into the the aforementioned inequality, we can get the result.
We note than in order for the above to be true, we should have p'y € px.
However, in case p’y goes beyond the support of px, it can be projected
onto the support of px. Since P(p,px) < e, from the monotonicity of the
purified distance, it can be seen that the state after being projected will
remain e-close to the initial state. ]

Lemma 4.4. Let pxap = Y, p(z)|z){(z|x ® p4g. The following inequality
holds.

5. (A; B|IX), > I(A; BIX),
e
—2elog |A] = 2(1 + &) hy( T

5 )
Proof. In the the following simple inequality:

max D5 (0% ® pf) 2 3. 0(2) Drax (s ® o), (42)
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we have to deal with Ds .. (p%5]p% ®p%) and try to bound it from below. Let
pY g be the state achieving the minimum in the definition of D, (p%z]p% ®
p%), hence

Dhoax (Papl P4 ® pi) 2 Dinax(Pap| 74 © )
where P(p% 5, p% ) < €. From Fact[L.11]we further know that Dy (74 5] 74 ®
%) > D(p% sl 05 ®0%). Now we deploy Alicki-Fannes-Winter (AFW) inequal-
ity [121] (an improvement over [122]) for the quantum mutual information
saying that: (from the relation between the purified and trace distances, we
know that 3% - %5l <€)

D(pagploi ® p5) 2 D(paglei @ pk)
—2elog|A| = 2(1 + &) ha(

€
1+¢ )
Therefore,
Drax(Paslpa ® pig) 2 D(paplra © pi)
€
—2elog|A| -2(1 +&)ho(——

log|4] - 2(1+ £)ha( ),
and plugging back into the right-hand side of (4.2]), we well get the desired
result. [ ]

Lemma 4.5 (Convex-split lemma [115]). Fiz ¢ € (0,1) and § € (0,¢). Let
pap € S4B and define the state Ta, _a,p as follows:

TAy.. A B
1 Xl
= T Z Par® .. ®Pa, ®PAE®PA,, ®...®pay.
Kl =
If
- 1
log, K > T5.2 (B ), + 2o, 5.
then

P(TAlmA\)C\B?pAl ®...®p4, ®... ®p,4“q ®ﬁB) < \/E7

where pp is the marginal of some state pap € B\/E*‘S(pAB). The above smooth
version of convex-split lemma is taken from [100], which improved the error
parameters in the smooth version given in [31).

We note that here we consider quantum communication channels with
quantum input and outputs. One may consider channels with classical inputs
and quantum outputs, i.e., CQ channels. In this case, an encoder has to be
prepended to the CQ channel such that it associates a particular input state
to every classical input.
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4.3 Problem Statement And Main Results

In this section, we first define a simultaneous public-private one-shot code,
then we present our main results. Latter, we discuss the translation of the
public-private code to a classical-quantum code. Two classical messages
(m,0) € M x L are to be transmitted from a sender to a receiver in the
presence of an eavesdropper by using a quantum channel only once, i.e.,
one-shot communication is considered. The sender Alice, wishes to reliably
communicate a public message m and (simultaneously) a private message ¢
to the legitimate receiver Bob such that ¢ must not be leaked to the eaves-
dropper Eve. The quantum (wiretap) channel to be used by three parties is
denoted by N4_ g and it takes quantum states from A to B® E where Alice
is assumed to control the input system A and systems B and F are outputs
received by Bob and Eve, respectively. Let M and L be the random variabled|
corresponding to Alice’s choices of the public and private messages, respec-
tivelyP] We formally define a one-shot simultaneous public-private code in
the following.

Definition 11. Fiz e, ¢’ € (0,1) and let r and R be the rates of the public
and private messages, respectively (i.e., |M|=2" and |L| = 2%). A one-shot
(r, R,e,e")- simultaneous public-private code for the channel Na_pg consists
of

e An encoding operation by Alice £ : ML - S84 such that

1 ~m
vmeM,  Sletp-rr®pili<e, (4.3)
where for each message m, pJy and pr are appropriate marginals of
the state pl'y = I_él Z‘fz‘l O @N(E(m, L)) and & can be any arbitrary

state.
e A decoding operation by Bob D :SB — ML such that
Pr((M,L)#(M,L)) <e, (4.4)

where M and L denote the estimates of the public and private messages,
respectively.

4M and L basically are registers which hold the public and private messages, respec-
tively. Here with slightly abuse of notation, we refer to them as random variables to which,
corresponding classical states can be tied.

°In the literature, for example [14], the public and private messages are referred to as
the common and confidential messages, respectively. If Eve were to receive the common
message, it could have been considered without jeopardizing the confidential message.
Indeed, as we will see, the secrecy analysis is guaranteed assuming Eve has detected the
common (or the public) message.
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A rate pair (r, R) is said to be (g,&’)-achievable if there exist encoding
and decoding maps (€,D) such that (4.3) and are fulfilled. For a
given (e,e’), the one-shot capacity region for the simultaneous transmission
of public and private information of the channel N, C=<'(N), is the closure
of all achievable rate pairs in a (7, R,&,&') coding scheme. In this work, our
aim is to find upper and lower bounds on C&<'(N).

In the following, we first have Theorem [4.2) that establishes a lower bound
on C=<'(N) referred to as achievability and then Theorem that states an
upper bound on C=¢'(N), i.e., the converse. This section ends with a discus-
sion about the translation of the private classical capacity to the quantum
capacity in one-shot regime.

Theorem 4.2 (Achievability). For any fized € € (0,1),¢" € (0,1), and 4,0’
such that § € (0,¢),6" € (0,¢'), there exists a one-shot (1, R, 3e+2y/z+\/<', 2(e+
VE)+VE') code for the channel Na_ gk if the twin (r, R) satisfies the follow-
ing bounds:

4e
r< I (X0 B), - logy(5;).
R< I (Vi BIX), - 27" (V5 EIX),

4e 1
- 10%2(?) - 210%2(5)7

for some quantum state p arising from the channel. We call the region above
Co(N), therefore, we have

Ca(N) c CSE+2\/§+\/E’2(E+‘/E)+\/?(N).

Theorem 4.3 (Converse). For any fived € € (0,1),¢" € (0,1), every one-
shot (r,R,e,e") public-private code for the channel Nao_ g, must satisfy the
following inequalities:

r SI?I(X’ B)ﬂ7
R<I*(Y:B|X),- IV (Y; E|X),,

for some state pxype = ¥, ,p(x,y)|lx) (x| ® [y)(y| ® pgr. We refer to this
region as C.(N). In fact, we have C=<' (N) € C.(N).

Once there is a code for simultaneous transmission of public and private
classical information, this code can be translated into a coherent code that is
capable of transmitting classical and quantum information simultaneously. In
other words, the rate pair (public classical, private classical) can be shifted to
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the rate pair (public classical, quantum) (or simply (classical, quantum)). We
can then translate our one-shot (public, private) code to a one-shot (classcial,
quantum) code. Note that the proof is implicit in findings of Devetak [19]
such that one can mimic his procedure to see the result in one-shot setting.
Henceforth, we have a one-shot code for simultaneous transmission of classical
and quantum information.

By evaluating the asymptotic behaviour of the rate region given by The-
orem [£.2] and Theorem [4.3] (Section VI), we recover Theorem 1 of [20], the
well-known result of Devetak and Shor, as a corollary.

4.4 Achievability

We consider a general quantum channel which is prepended by an encoder
(modulator) that associates a particular input state to every classical input
pair. In this sense, Alice can be thought of as being in possession of an
ensemble {pxy(z,y),w”} such that the input distribution p(x,y) and the
encoder need to be optimized over to get our capacity results. In our protocol,
Bob runs two successive decodings, his first decoder has | M| possible classical
outputs as well as a post-measurement quantum state. His second decoder
takes the resulted states of the first decoder and its output is a classical
system of dimension |L£|. Before we get into achievability proof, we describe
our protocol.

4.4.1 Protocol description

Fix a joint probability distribution pxy (z,y) over the finite alphabets {X x
y}a 5:5, € (071)7 S (075)7 o' € (07\/5) and PXYBE = Z%yp(x,y)m‘)(:v‘ ®
ly)yl ® pig- Let

_ 4e
r< I’ (X;B), —10g2(5—2),

N 4e
R+R<I5 (YiBIX), —logz(d—z)

R> I (BY|X), + 210g2(5,)

We choose M| =27, |£| = 2R and |K| = 2% implying that r and R denote our
public and private rates, respectively and |K| stands for the size of a local
key, a uniformly distributed random variable K, used by Alice for obfuscation
purpose. Let the sender Alice, legitimate receiver Bob and Eve be connected
by means of a quantum (wiretap) channel NA~BE,
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8lM|
Pxxr(Ayy)sicik]

o|c) K|\ @M
= (Zp(x)|x>(:c\x ® |x)(z|x ® (Zp(y|x)]y)(y|y ® [y){yly ® pf;y) ) .
(4.5)

Alice wants to convey to Bob, in a single use of a quantum channel, a
classical message m € M and simultaneously, a private classical message £ € L
where both messages are uniformly distributed on their corresponding sets.
The message m is public, meaning that Bob has to be able to decode it
correctly with small probability of error. On the other hand, message ¢ is
private and while Bob has to receive it with negligible error probability, it
must be kept secret from Eve. We clarify that our definition of public and
private messages is the same as in [20] and these correspond respectively
to common and confidential messages defined in |14]. The position-based
decoding is employed in order to accomplish this information-processing task,
therefore before communication begins, Alice, Bob and Eve share the state
given in ([4.5)), where Alice controls the system A, Bob has systems (X,Y")
and Eve is in possession of (X', Y") systems. Our coding scheme is, in spirit,
inferred from the well-known superposition coding in classical information
theory [15]. We can think of the state as the superposition of two
states, each of which is use to accomplish a certain part of the task. There
are |[M| bins in the first place, inside each of them, there are |L]|K]| states
that are divided into |£| bins, again inside each one there are |K| states.

Upon receiving the message pair (m, ), Alice goes to the m-th copy of
p?}l)j\gl(Ayyr)wufcv
considering |L||K| copies and choosing a system A uniformly at random from
the ¢-th bin. Upon receiving B, Bob performs a position-based decoding to
obtain the public message m (and hence the correct copy of px x:(ayyneicixi)-
The choice of the rate for public message r ensures that this is possible and
gentle measurement lemma ensures that the quantum state of the correct
copy of px xr(ayynyeicici is almost unchanged after Bob’s decoding.

To decode ¢, Bob performs another position-based decoding conditioned
on X, meaning that having found the correct copy of pxx/(ayynelcic used
in the transmission, Bob applies a decoder that depends on X, and it works
for all z € X. For this strategy, Bob first appeals to the definition of the
conditional smooth hypothesis testing-mutual information, to assume that
the distribution over X was p’(x) (achieving the infimum in the definition)

There she runs the protocol for the private capacity, by
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with negligible error. Then for x € supp(px), he performs position-based
decoding. The choice of R+ R guarantees the successful decoding for every
x and at the same time, the security criterion is ensured from the fact that
even if Eve is aware of the correct copy of px xs(ayyr)elcixi, the condition that
convex-split lemma imposes on |K|, gives her very small information about ¢
for every x € supp(px+) (where here px = ¥, px/(z)|x)(z|x and px(z) is the
distribution achieving the infimum in the alternate definition of conditional
smooth max-mutual information). Now we can derandomize the protocol by
fixing the values in corresponding systems. Upon derandomization, the code
is publicly available.

Before we proceed to the error analysis of the direct part, we make the
following remarks. The state that is fed into the second decoder differs from
the original state although negligibly, this adds to the error probability of the
private message. Moreover, since successive cancellation decoding is being
performed, in the event of a failure of the first decoder, the second decoder
will fail as well. We also take the contribution of this event into account.
Moreover, note that there is just one decoding map in general, Bob’s (two)
separate decodings are just a property of our protocol.

4.4.2 Achievability Proof

Asis learned in the preceding subsection, we start with a randomness assisted
protocol and derandomize it later. We get started on our proof by introducing
the encoder and the decoders. We then analyze the average error probability
of the public message. Likewise, we inspect the second decoder and analyze
the average error probability of the private message. Finally, we study the
secrecy requirement.

In the achievability part of our randomness assisted code, for the private
message, we stick to a single criterion known as privacy error introduced
in |123], [124] and [100]. The general idea is to merge the secrecy of the
private message as well as its error probability into one single
criterion. While this idea was used in [123] and [124] in understanding upper
bounds for private communication protocols, it had not been used in an
achievability proof prior to [100]. We should note that the main advantage
of dealing with single criterion reveals when the code is to be derandomized.
Our procedure is that we analyze the error probability of Bob in detecting
the private message separately from keeping Eve ignorant. This leads to two
separate criteria and then the separate criteria are merged into one single
criterion. It is clear that if the joined criterion is satisfied, each of the single
criteria is also fulfilled. After we prove the correctness of these criteria for the
randomness assisted code, we immediately proceed to derandomize the code
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m, (£,k)
pXX'(YY’)‘@‘L”’C‘(A)®I£H’CI lBE ZPX(QU)|$>($|X ® |x)<x|X’

z,m,(1,1) z,m,(£,k-1) z,m,(4,k) z,m, (¥, k+1) z,m,(|£],|K])
{pYY’A ®...8 pPyyix ® Na-pr (pYY’A ) ® Pyyra - ® Pyyia }

(4.7)

in the succeeding step that the unassisted criteria set out by Definition [I1|can
be inferred. The derandomization involves some procedures that appeared
in [100] and [125].

Alice, Bob and Eve are allowed to share some quantum state among
themselves. Moreover, Alice has access to a source of uniform dummy ran-
domness given in random variable K. Further, let R = log, |K|. The state
initially shared between three parties is given by equation (4.5]), where Alice
possesses the quantum systems A, Bob possesses the classical systems (X,Y")
and Eve has the classical systems (X’,Y”). For ease of notation, we further

define Yo7y a1y 10 = pi'?gt AvYHyeIcic] with it being clear that for example

®|M)| H
= P gelzix
The encoding and decoding pairs are as follows:

o Alice performs some encoding operation £ : MLA - A. Let us denote
the state in (4.5)) after channel transmission as:

(pXX’(AYY’)®\C\IICI)®|M|_1

® p M) (4.6)

XX/(YY/)®|£H’C|(A)@\EH)C\—IBE’

where (m,(,k) € [1:2r] x [1: 28] x [1: 28] are the public message, the
private message and a dummy index drawn uniformly at random by

the encoder and p™“" is given by equation 1}

XXx/(vy")®lElIklqyelcici-1 BE
« After the channel action, Bob performs a decoding operation (quantum
instrument) D! : BX — M B on his Tr, systems as well as the received
system, whose outputs are a classical system M and a quantum system

in 8B (the decoder will be defined formally later, see (4.13))). The action

of the quantum decoder D}B oxrp O Bob’s corresponding systems is

5Due to the cumbersome notations we face, the tensor product states are shown for

s ®|M|
example as either p""' or pysim.
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as follows:

1 k) \ ._
DBX—»MB(pX®|M|B) -
M / 1,m m,(£,k)
Z [m')(m/ DBX—»B(IOX;D\M\B) (4.8)
m/=1
m,(£,k)

M|
where {|m)},;Z} is some orthonormal basis and p' 5y, can be seen

from . 4.6) by tracing out uninvolved systems. Moreover, tracing out
the classical system M gives the induced quantum operation D BXoB =
Yom D v p such that its sum is trace preserving, i.e.

M|
1,m Lk
Tr { Z1 DBX—»B( XQML)} =1

Let UZ;((ti’(@Y’)@ ik g denote the disturbed state after Bob applied his

first decoder (this state will be defined formally later, see (4.19))).

o Bob’s second decoder is another quantum map D? : MBY - L which is
input the classical output of the first decoder, the disturbed quantum
output, Bob’s T, systems and outputs a classical system L.

tk
D%BY_J( XY(’®I£)IIKIB) = ZPL(5)|€ (€%, (4.9)
where {|0)} P 1 is some orthonormal basis and a;ég@”,ﬂ 5 comes about

by tracing out uninvolved systems in the disturbed state.

Having defined the decoders, it is seen that the phrase in indicates
the probability of an erroneous detection of the public message, while the
expression in (4.11) captures the notions of an erroneous detection of the
private message as well as the secrecy condition of the eavesdropper (the
latter is clarified below). After we derandomize the code, we see that the
criteria mentioned in Definition (11| can be set out from these criteria by using
the monotonicity of the trace distance and properly adjusting the constants.

Correctness of Public Message: Eq. (4.10)

All systems are assumed to be traced out except those used by Bob’s first
decoder (we could have considered multiplying those systems by identity op-
erator as well). To decode the public message m, Bob employs the following
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1 M

[’{M¢M}=—Z 3 [ Ph i () ~ Il | <. (4.10)
Pyriv = (4.11)
IR ¥ m (L) 5 ;
|£’ < 9 HDMBY—»L(JXX’(YY’)®\£\I’C\BE) —l{ilz © UX’Y’@"”"C‘E‘L <2(e+VE) +VE,
(4.12)
where

G xryeieicip = 2 px (@)|a)alx © oyl @ 67" and  P(oyp,695) < Ve
x

M 3 M| "2
Ximip = Z Mg | T Z Mg | - (4.14)

decoding instrument:

m,(£,k)
Dy rip(Pyomip) (4.13)
Z l"{ X|M|BpX®|M|B}|m><m|M

A ms(6k)
A%/WB X®|M|B A%/WB

Tr{A™,  pmtB 4

XIMIB xXeMiB

®

where AleIB is given in (4.14), and for m e [1:|M]]:
m m M
=1k ®1%®. 0 T¢e. . o1

in which, T'J'; is a test operator distinguishing between two hypotheses, pxp
and pxy ® pp and pX;;Mk‘L can be seen from 1’ In fact, Bob needs to
discriminate between the following states for different values of m e M

m(Gk) . @M=L o m(ER)
pX®|M|B Px ® XB

Note that to decode the public message m, Bob’s decoder does not care
about the copy selected by Alice among |L||K| copies (no matter which one
is selected). In other words, to accomplish the protocol for transmitting the
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public message, it suffices to consider | M| copies of pxa = Y., Px(z)|z)(z| ®
w% shared between Alice and Bob, where w?% = ¥, p(y|r)w’?. Besides, as
is clear from the former discussion, Bob’s first decoder faces an |M|-ary
hypothesis testing problem. This |[M|-ary hypothesis testing problem can
be reduced to a binary hypothesis testing problem, in which a binary test
operator discriminates between two hypotheses. However, it should not be
confused with the fact that in general we deal with an |M]|-ary problem.

Let Txp be a test operator in a binary hypothesis testing scenario with
null and alternative hypotheses being pxp and px ®pp, respectively. Discrim-
inator employed by Bob succeeds in guessing null and alternative hypotheses
with probabilities Tr{Txppxp} and Tr{(1xp-Tx5)(px ®pp)}, respectively.
And accordingly, the error probabilities associated to the type I and II errors
are Tr{(1xp — Txp)pxs} and Tr{Txg(px ® pp)}, respectively.

It is notation-wise useful to assume that the error probability of the hy-
pothesis tester is € — § where § € (0,¢) implying that overall probability of
error (¢) is greater than or equal to that of the hypothesis tester. Having in-

troduced the test operator, we can define the following measurement operator
for all m e [1:|M]]:

Fm

_ 11 M|
M= 1lx® .. 0Txp® ... 01"

If Alice sends the m-th message (copy), the probability of producing the
correct message at the output equals:
m mv(&k)
Te{ T pP o)
“Tr{(1x'®1%®.. 0T ®..a 121)

(k®..opvs e . ™}
=Te{TYpp%p} = Tr{TxBpxB}, (4.15)

where in the last equality we drop the dependence on m since it is the same
for all messages. And probability of deciding in favor of m’ # m when m was
sent is equal to:

m’ m,(£,k
Tr{FX|M|BpX®IMI)B}

m m’ m,(L,k m’
=Tr{(1%¥ ® TXB)(PX]é '® Px )}
m’ m,(¢,k m’
= Te{T(05 " © %)) = Tr{Txn (o5 @ px) ), (4.16)
where in the last equality we remove the index m’ because this quantity is

the same for all m’ # m. This endorses our claim saying that we are facing a
binary hypothesis testing problem. From the aforementioned measurement
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operators, the square-root measurement given in (4.14]) is formed acting as
Bob’s POVM to detect the public message m. The mentioned POVM con-
struction and the coding scheme, known as position-based coding, first ap-
peared in [115] and [31].

We now focus on the analysis of the error probability of the position-
based decoder. The POVM elements above are unitary permutations of
one another. In particular, it can be easily shown that all of the elements
can be reached by a unitary permutation of the first one, ie., A%, =

U;ﬁﬁ\)BAhmBU;m; in which 7(.) denotes the permutatin operator [100].
Having said this, we find the probability of error for the first message, i.e.,
Alice received m = 1 and has chosen and sent one of the |£]|K| A subsystems
of the first copy over the channel. We emphasize again that although Alice
selects a particular A subsystem out of |£]|C| copies based on reliability and
security of the private message, at this point, when Bob aims to estimate the
public message, no matter which A was chosen by Alice, it does not affect
Bob’s decision about the public message.

We begin by applying the Hayashi-Nagaoka operator inequality (Lemma
with § =T and T =%, ™ (This T should not be confused

XMIB XMIB
with the test operator T%):

Pr(M+1|M=1)

1,6,k
= Tr{(]lXVV”B - Aﬁg\M\B)PX;wiB}

1,4,k
<Te{((1+)(Txmp ~ D) orina st

) o (0K
+ 2+ e+ )Y Tmp)P o )

m=l
1,6,k
= (1+c)Tr{(Lximp - F;\M\B)pxglM)lB}

+(2+c+cHTr{( Z L) L(ER) }

xmMB)Pxemip
m=l

= (L+e)Te{ (1} - Tk ) pK M)
— m m, ‘€7 m
2+t Y TH{TE (0P @ 7))

m#l

= (1 + c)Tr{(]lXB —TXB)PXB}
+(2+c+cH (M| -1D)Te{Txs(ps ® px)},

where in the second last equality, the first and second terms follow from
(4.15) and (4.16)), respectively. Let IIxp be the optimal test operator in the
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following optimization: (see Sec.

Iﬁ‘5(X; B)pXB = —log, inf 5(TXBa pPx ® PB),

0<Tx <1,
a(Txp,pxB)<e—0

then,

Tr{(Lxirp - AX\M\B)P;E:]QB
<(1+o)Tr{(1xp-Txp)pxn}
+(2+c+c ) (M| -1)Te{llxz(ps ® px)}
<(1+e)(e-0)+(2+c+ c‘1)|M|2‘[ﬁ_5(X;B)P.

The last term above is set equal to e, if we solve for | M|, we end up with the
following term

_ 790 . 8_(1+C)(5_5)
log, | M) = 15 (X B), + log, (5 ).

the expression inside the log has a global maximum with respect to c, i.e.,
the parabola is down-side. We put first derivative equal to zero and pick
c= 256_—5 and by doing so finally the following bound holds:

_ 4e
log, M| < I§°(X; B), - logy(—

). (4.17)

and average probability of error of the public message for the one-shot as-
sisted code is

1 M
P Z Te{ (Lximap = Al )Pt } <& (4.18)

In the following, we deal with the private message and the second decoder.
Before we move on to the privacy analysis, we make a couple of remarks. If
the first decoder fails, the second decoder breaks down completely since as is
intuitively clear, it ends up with a state having zero information about the
position of the sent message. We precisely evaluate the contribution of the
first decoder to the error of the second decoder. Moreover, Bob’s first decoder
acts on his X systems as well as the output of the channel. The Y systems
remain intact and in fact, when Bob applies the first decoder, one can assume
that the uninvolved systems are being multiplied by the identity operators.
Considering this point and the action of the POVM, the resulting state on
systems X and B are (up to normalization) /A7 melbh) R and

xmipP xelmip xXMip»
by taking uninvolved systems into account, we define the state that passes

to the second decoder as in (4.19).
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m,(¢,k .
O ety = L Px (@) alx © 2} el

x7m7(171) I7m7(£7k_1) x,m,((,k’) x,m,(ﬁ,k-#l) $7"77/7(|£‘7|K:|)
{aw, ®...® Tyy ®0yyvinn ® Oyye e ® Ty :

(4.19)

=

1 _
() 1£] |K| (1) 2 (k) |£] |K| 1)
P e = ;_:1 P Niyieikig | Nxyiewp ;_:1 1;1 Nyviewg| > (421)

where for all £ € [1:|£|],and k€ [1:|K|],

Ok )
N)(cyl)ﬂqu = (4.22)
i) zlx @1V e 010 e @1 e zUM g1k g1 {FHh
(4.23)

Correctness and secrecy of Private Message, (Privacy error) Eq.
(4.11])

Reconsider the state in showing the state resulted from transmitting
the (¢, k)-th A subsystem through the channel (for a given m) after Bob
applies his first decoder. Remember that in the first part of the protocol it
did not matter which copy out of |£||K| copies was chosen but now it does
matter as Bob and Eve try to decode the private message. Bob’s decoder for
the private message ¢ is constructed as follows:

m,(L,k
D]z\ZBY—JA,(UX;‘@lE)H’ClB) (4-20)
I£|

m,(L,k
= Z Tr{P)l;Ylﬁ\I’CIBUX}E@C)H’CIB}|£)<€|ﬁ’
=1

where for all z e X

IK|
¢ _ (¢,k)
ny\ﬁl\K\B - Z nyIEHICIB7
k=1

and P;’i(jﬁl),q p is given in (4.21), in which, for all x € X, Zyp is a binary test

operator distinguishing between two hypotheses oy 5 and of ® o, with an
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error of € -9, i.e.,

TI'{ZYBO%/B} >1- (8 - (5),

where € € (0,1) and ¢ € (0,e). Note that the variable x appearing in the
operator indicates the fact that the decoding works for all z € X.

Bob has to be able to distinguish between states a?é;‘gm . ;Lé;?‘,q i
o X}E‘Z®|’2|’C| 5 and 0;1;@:"“’3;, we will see that this amounts to Bob being able to

distinguish between the following states:
> px(z)|z)(zlx ® of 5,

> px(z)lx)(z]x ® 0y @ 0,

or more precisely, between state of 5 and oy ® o, for all x € X. We im-
portantly note that after detecting the public message m, Bob is faced a
|L||IC|-ary hypothesis testing problem. This scenario should not be confused
by the binary hypothesis testing above, i.e., Alice distinguishes between o7, 5
and oy ®c¥, for all x € X, the latter happens to be a byproduct of the general
scenario once we go into the error analysis. Now see that if the pair (¢, k)
was chosen, the action of the operator Nf,lku),q 5 would be as follows:

Tr {N(M) o m,(4,k) }

XYILIKIBY XYeILIKIB

L,k) _xm,(4k
= S px (@) {28 oy P,

and for any other operator, i.e., the private message-local key pair (¢, k) is
confused by (¢, k"), either k # k', [ # 0" or (k+ k', L+ /{):
(¢k") m,(€,k)
Tr{Nyyicici g0 yyeiciciz )

- Tr{|x)(m|x & (245 @ 1M

z,m, (¢ k' x,m,(£,k
(Sox(@ie)ials 007 0 575 >)}

—pr(x)Tr{Z( k)( x,m, (£ k") gm’(&k))}.

We can think of the states oy5 and oy ® 03™ as the null and alternative
hypotheses, respectively. As a typical procedure in quantum error analysis,
Bob forms the square-root measurement operators given in acting as
his POVMs to detect the private message-local key pair (¢,k). It can be
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shown that each measurement operator P;,lmlzq 5 is related to the first one

P(H‘,)q B by a unitary permutation of Y€Kl systems for all z € X. This fact
gives rise to the following identity, for all £ € [1:|L£|] and k€ [1:|K]]:

1,1 m,(1,1
Tr{(ILXY\CH’C\B - P)((y\%HmB)UXé@wﬂmB}

m,(L,k
= Tr{(Lxyieicip - P y\EHK\B)UX;@II:)H/CIB}v

meaning that the error probability is the same for all private messages, in
other words, it is independent from a particular chosen twin (¢,k); And
again this implies that average error probability equals individual error prob-
abilities. In what follows, we deploy Hayashi-Nagaoka operator inequality
(Lemma to analyze the error probability. Let’s assume (¢ = 1,k = 1)
was sent. Moreover, let’s choose S = NED - and T = Yozt e N (Z’k) in

YI£IKIB YI£IKIB
Hayashi-Nagaoka inequality. We have

1,1 m,(1,1
Tr{(]lY\ﬁH’C\B - P)((Y&WC\B)UXé@\LﬂmB}

1,1 m,(1,1
< (T4 ) Te{(Lyreimip - N)((Yl)ﬁ\I’CIB)O-X}SWL?\K\B}

+2+c+e )Y S TN gD Y

XYILIKIB Xy®IEHICI
U+l k'+1

= (1+0) Zpx (@) Te{(1ys - 203 )oy )
+(2+c+c 1)pr(x )(

Z Z Tr {Z(f k) J:m(ﬁ k) gm,(l,l))})

U'#1 k'#1

=(c+1) Y px(2)Te{(Llys - Zys)oyy

+(2+c+e (LK) - 1)(
pr(x)Tr{ZYB(ny/m ®o5")})

For each realization z, let ©f 5 denote the measurement operator that
is the answer to the optimization corresponding to the hypothesis testing
relative entropy with a(Zyp,0f ) = Tr{(1 - Zyp)o} 5} and B(Zyp, 0} ®
o%) = Tr{Zyp(o} ® 0%)} where by assumption it detects the joint state
with an error probability of € — § where ¢ € (0,¢). This optimization can be
done for all x, but from the definition of the conditional hypothesis testing
mutual information (Definition @, the x minimizing the expression given in
equation over a nearby distribution is of particular interest in error
analysis; The error probability simplifies as follows:
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- o . : z T x
IH (Y7 B|X)UXYB - m?‘X Hllll/ _10g2 0 Zlg{lf 1 B(ZYBao-Y ® UB) )
o’ zesupp(o’y) <Zyp<l,
a(Zy .05 g)se=6

(4.24)

where  oxyp =Y. px(z)|z)(z]x ® 0 5 and  P(o,ox)<e".
€T

1,1 m,(1,1
Tr{(ILYICH’CIB - P_)((y\ZHK\B)O-X;@M?VClB}

< (C + 1) pr(l‘)TI‘{(]lyg - @)/B)O'}x/’gb}
+(2+c+ LK) Y px () Tr{Oyp(oy™ @ o3™)}
<(c+1)(e-9)
+ (24 c+ LK) T VBN oy g
where in the last line, the first expression is derived from the assumption that
for all z, Tr{Oypoy5} > 1 - (¢ -¢), and the second expression follows from

(4.24). By putting the last line above equal to € (Bob’s error in detecting
private message is €) and solving it for |L||K|, we get:

log, |L||K| =I5 (Y; B|X)

OXYB

5—(1+c)(5—5))'

+log2( 2+c+ct

The right-hand side of the expression above should be maximized with re-
spect to c. Since it is a down-side parabola when it comes to maximization,
we pick its global maximum which occurs at ¢ = 256— 5- By plugging it back

into the expression we end up having:

log, |[L|IK| < I (Y BIX),,,, - logs(53)-

The derivation above ensures that in the privacy error in (4.11]), Bob’s error
in detecting private message is satisfied (note that each separate criterion
comes about by tracing out the other one).

We now turn our attention to Eve’s state and security criterion which
is merged into (4.11). We also assume that Eve has detected the public
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¢ _ L(8,k) (1) o
;’Y'@EH’C\E . Wk; )n;/y rlLiikl g ZPX(m |$)<$|X'® v

1 Kl
’]q Uf/,m(“)@) ® ix/’mE7(£k)® 0 Y’ mKD | o oo xm,(\ﬁlllcl)
k=1

(4.25)

message. From (4.19)), for a fixed (¢, k), Eve’s state if|

(Lk (1,1
szgz'@)z:”qu = ZpX($)|x><x|X’ ® Uff’m( X
X

z,m,(6,k) xm(lﬁl )}

®oyiy " ®.®0
As we discussed before, k is a local key exclusively in possession of Alice and
for a given private message /, it is chosen uniformly at random; Hence, for
a given message ¢, the state of Eve can be written as equation (4.25). We
would like her to learn almost nothing about the sent private message. In
other words, her state becomes independent from the chosen index ¢:

1

v, (i o o e — Oxveicixiglh < Ve, (4.26)

where
O xry'elciikl g = ;px(xﬂx)(xb@ ® 0 i) ® 05 (4.27)
Fme z ama

for e’ € (0,1) and some state 65, that is the marginal of 61,7, and P(oy/ 5, 0y
V' =" in which 6" € (0,/€"). From the invariance of trace distance with re-
spect to tensor-product states, we can expand the security constraint
as given by .

From the convex-split lemma and the definition of the conditional smooth
max-mutual information (see Definition , if the following condition holdﬁ,

max

/ 1
logy K| = LYZ (E:Y1X), +2ogy(5,), (4.29)

"Note that the state in denotes the disturbed state after Bob finds the public
message, without loss of generality, we also assume Eve affects the initial state in the same
way.

8To maintain consistency, in the following expression, we show Eve’s X’ and Y systems
with X and Y, respectively.
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N 7 )
;?'Y '8lLIIK| 7 ZPX($)|$>($|X' ® a;”;}lm Q"
x

1
2

1

1 ¢
5 ZPX(I'NJ: (z]x ® ( xfgx’cumE - Uf/’gmum ® Ufjm)
1

1 ¢
= ZPX($)§ loy e = Oy rmicie ® 0%
X
1

_ D (I) i S O_z,m,(f,l)® ®0 xm,(fk: 1)
9 LA LY
{(af/’,”;’“’k) ol ®5€"’E’”)® ol @ @ gy IEHD } (4.28)
1

then
m,l -
P(UX’Y’®\E\IIC|E7Uxfy’@\z:HK:\E) < \/5_

is satisfied with & y/ycicp defined in and from the relation between
purified distance and trace distance correctness of (4.26)) is guaranteed. Note
also that P(o™,65™) < P(oyy,ovm) <\/e' =4’ So far we have shown the
correctness of two separate criteria for the assisted code. For our purposes
here we would like to have a single condition for the private message encom-
passing both conditions discussed lately and so in the following, by sticking
to the reciepe set out by |100], we try to merge two conditions and deal with
a single privacy error. We see that the single criterion will be beneficial once
we derandomize the code and upon derandomization, the requirements set
out in the definition of the unassisted code will be fulfilled.

We saw that the average error probability is equal to the individual error
probabilities:

Te{ (1 xyreieip — P oo ) =

xylelklg/¥ xyelLIKI B
1 eIk e
|E||/C| lz; Z Tr{ Lyieicip — PXYMWqB)O-X;E@,\K)HIC\B} <eg (4'30>

3 3 ) e’k 2 110y €7k s
We continue by expanding U;é@ﬁ)‘mB = Y ox(@)|z)z|x ® Uf/;ﬂ‘(‘m; as in

equation (4.31)).
Reconsider the optimal test operator ©ypg, we can write the following
equation:

116



x7m7(€7k)

yelcikl g
=0y e ey e g™t g ol W @ opm D g6
= Zp(y11|$)|y11)(y11| ®...Q Z Pye) [y (v © - @ Z P(yen-1)lyes-1 ) yes-1
m YK Yek-1
R...® ;p(yék|x)|yﬂk>(yék|®
lk

{UE’m’yék ® > p(Yorr1|)|Yers1 ) (Yersa].. ® Y p(y|c||/c||3?)|y|c|/c)(y|c||/c||}

Yek+1 Yz

>, p(y1lz)p(yie|z)...0(Yer|x) ... p(Y1cy)|7)

Yiiyi2--Yik---Y £||K|
T,M,Yek

|yll-'-yﬁku-y|£\|IC|><yll~--7J€k~~y|£||lq| ®0py ;

hence

m,(£,k) _
Oxyelcixip = Z pxyILIVCI(xy yll--‘ylk-~-y|l:||IC|)
T,Y11Y12---Yik---Y|L||K|

le) (@] x ® [Yr1--- Y- Y Y11 - Yew-- Y | ® o5 0* . (4.31)

Tr{Oypoy g} = Tr{Oys(>. p(ylx)ly)(yl® 05*)}
v

= 2 p(ylr) Tr{{(ylO5 ply)o”}
Yy

= 2 p(ylr) Tr{GF 0"},
Yy

where G3Y = (y|©% 5|y). In an analogous way:
Tr{Oyp(0y ®op)} = ) p(yle) Tr{GF o}
v

The above derivations lead the test operator to be considered as Oyp =
>, lulyly ® G, i.e., the operator classical on Y achieves the same optimal
values as any general operator. Next we try to embed the test operator in
the N%fl)ﬂumB as given in (4.22)) and expanded as in (4.32)). Observe the
structure of the POVM given in (4.33). And finally our POVM has the
form given in equation . To build a POVM on the full space, we add

QB =1p-Y,2s Qg(e’k) to the set {Qg(z’k)}ﬁﬂf‘zl. By combining (4.31]) and
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NER =)k @1 e o0l o . @ 1 (D

XYlelkip
- Z |)(z]x ® |yll--~y£k:---y|L||IC|)<y11...ygk...y|£”,q| ® Gﬂgyek_

Yi1---Yik---Y|L||K|

(4.32)

=

(EZ )

ok

N

= > |$)($|X®|y11---y£1C|)(y11---y|c||;c|®(ZZG%’W’“’) . (4.33)

Yi1---Y||K| ok

(k)
PXYIEIVCIB

K" - (4,k) K" -
(; = NXYEI’CB) nyIEIIKlB (; = NXYEIICB)
>, ledalx ® [y v (Y- e © QT (4.34)

Y11--Yiz)ii|

=
NI

where

Qg(f,k) — (Z Z Gigyz'k')_

oK

=
=

Gﬂgyek (Z Z Gﬂgyz'k') ]

ok

(4.34), we find that

0,k m,(4,k
Tr{(Tyrcieip - P§<Y|~)C|\K|B)UX1£®\£)\|K\B}

- Z pX(I)p(yu|$)...p(y|l;||,c||x)

Y11 Y2k
x Tr{(15 - QF""*)oz™ "}

and from (4.30), the equality of the average and the individual error proba-
bilities, yields equation (4.35]).

By taking advantage of the POVMs {Qg“’k)}f:'ﬂf':l, the following mea-
surement channels are defined 7

, ek
D'y (wr) = Y Te{Q" wp ), (4.36)

l=1 k=1
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1 1 K£lKK

Tr{(1 (&) m, (LK)
|£| |IC| Ezl ]; I'{( YIZIKIB — XY‘CHK‘B)O-XY@CHIQB}

I£] K]
|E| |]1C| 5> px(@)pynle).p(yele) Te{(1p - QY )opx™ ™"}

=1k=12,Y11---Y|£||K|

1 £ K

=2 pX(ﬂf)p(y11|$)...p(y|£”,C|g;)(|Z| 7 2 2 Tr{(Le = 05"y

TY11---Y|L||K| {=1k

(4.35)

>, px(@)p(yulz)..p(yeicz)

TY11--Y| L] K|
7 S5 105k (5™ - 00 S RN, <=
(4.38)
o 1] IK| s
D'y pi(wn) =3 > Tr{Qp" w0 ® [k){klg, (4.37)
=1k=1
where wp is a general quantum state and Try D’% ik D’2 . Note that

in 1.} the probability of getting a particular ¢ equals Zk | Tr{Q”” Ykt
By direct calculations, it can be seen that:

Tr{(]lB _ Qx7yé,k)o_gm7yz,k}
HD’Q Lia (@Y =10 © k) ELL]

averaging over ¢, k and (x,y1...y|z| k) and using , we get equation
(4.38). In equation (4.38), if we take the average over k inside the trace
distance and trace out K system, by the convexity and monotonicity of the
trace distance, we obtain the equations in (4.39)).

Considering the POVM {Q3¥* }Lﬁ'l’[’,il, the probability of getting ¢/ condi-
tioned on the fact that (¢, k) was sent is equal to ¥p_; Tr{QEF""* o5¥*} and
it is clear from the uniformity of the local key that the probability of getting
I" given that | was sent, equals Pr(I'|l) = Ly S T {Qppew gmauey -

i Z"q Zm Tr{Q5""* o ;™¥*}. Note that evidently Z'u Pr(¢'|¢) = 1. If the
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Z px(l’)p(yu|$)---P(y\c|vq|$)

T,Y11,--Y|L| K|

|£]
[|Z| %

El

|

] <e. (4.39)

) 1 IK| o,
(Trg o D?B»LK) (|IC| Z 1‘73 m) = 0){¢l;

= 2 px@)p(yulr)-pYelr)

TyY115--5Y| LK
1 Ea] 1 Kl
SN S g | ey,

(=1

trace above was only applied to the B system, we would have :
1 K€ KK

] & 2 o™ o) = Pr(Cle)u
k=1k

where

% T Zion Tra{ Q" Y o™
Pr(¢'|0)

e
up =

And by summing up over all #' we get: (see that Z'K‘ sz‘ Trp{Q," " apym V) =

Z,MYe,k

op " for a given pair (¢,k))

£]

> Pr(£’|€)u£’ Z ok,
o K 2

Hence, the following equation follows:

1 X ivmyik & / "/l Y4
B—>L |IC|Z ' ZKZIPT(EW)WHEE@’UE’,

and by tracing out Eve’s system:

/2 1 S T,M,Yp k £ / / /
(g Lo = Z PeI0e,
k=1 =1

We move forward with the chain of inequalities ending up in (4.40]), where
the first inequality follows from the convexity of the trace distance and the
second equality emerges because of the invariance of the trace distance with
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1 &L e 1 K 1 5
_ U il = U:v,m,ye,k |€>< | azm,yek
P P “EET |,
1 & 1 & ’ "/ pr I 1£] ’ Vi)
ST 25 | PrINE I @ 10l @ 3 Pr( iy
= r— 1
1 Sgs / 1 "/ p! oL
<17y 2 2P0 [ SHORE @i 0 o
plee o
-1 a SWIGOI FIGIEACITAN
S oy L8 R S—
2L T P10 =y [P e X |-l . (@ao)
REEEE= GEE Kl & 1

>, px(@)p(yilz)..p(yecr)

TyY1,15Y|L],|K|

I£]
2t

(=1

D/2 1 X MYk |€>(€| S xmym
~ JEN— o ’ — A
L W s t |’C\k e

respect to tensor-product states. This result together with leads to the
inequality given by . This is equivalent to the criterion dealing with
Bob’s error in detecting the private message. We continue by expanding Eve’s
security condition as given in , where the last equality comes about by
using the invariance of trace distance with respect to tensor-product states.

We deal with two important expressions in (4.41]) and (4.42)), the former
is Bob’s error in detecting the private message and the later is the security
of Eve. Now it is time to unify two criteria into the so-called privacy error.
To this end, let’s consider and together with their imposed
bounds on the cardinalities of |£| and |K|. We employ triangle inequality for
the trace distance to merge them into the privacy error as given in (4.43))
(remember that in the assisted code, there is no difference between average
and individual error probabilities). This immediately implies the privacy
criterion given in in the sense that if this holds, the single criterion in

(4.11)) also holds.

We are now done with the assisted code. As we proceed to derandomize
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1
2

T,m ~T,m

7£ b
Ty~ 2 Px (@) @]x ® 075 ® 0
i

1l 1 1
:5HWZ 2. px(@)pyix(yule)-pyix (Yepclo)

k=1zy11--Y|| K|

~X,m

[N (@|x ® Y-y v Y lyiew ® (o™ - 6

Y. px(@)pyix (). pyix (Y elz)

Z,Y11---Yek

1 Kl o o
[z )(2]x ® [ya1--Yiepe) {yan---vie) iy iz © (m : oy~ )
=1

= > px(@)pyix(yul®) .. pyix Wiex©) [5 Il w — g ]
TY11---Y| K| k=1 1
= > px(@)pyix (ule) . pyix Wiepclz)
T Y11 Y]
5 |£)<£|L,®Wk i I YA PR Yo <Ve, (4.42)
1 1

Z pX($>pY|X(yl,l|x)-"pY|X(yIE|,\K|’x)

T,Y1,15--5Y|2), K]
K|
1 D12 1 T,M,Ye k
2

]£e+\/§, (4.43)

1

5L\ K] & OpE ) -l @™

the code, it will be clear that the procedure employed to unify two error
criteria is helpful. Before we proceed to derandomize the code, we would like
to consider two extra error terms. The error probability of the second decoder
depends on the error probability of the first decoder in two directions, first,
the second decoder is fed a state close to the actual received state and second,
the second decoder applies a quantum instrument depending on the estimate
of the transmitted message m. This can, without losing the generality, be
written as follows:

2 . 2,
DMBY_>£ = ; m){m|ar ® DB¢_>£'
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m m,(4,k m
|m><m|M' ®D2BY L)(DBXAMB(pX‘ggM')B)) - (|m><m|M' ® D2BY L)(DBX%MB(

2
Z |m,)<m,|M/ ®DB$%L( BX—)B(pX@’\M‘B

m/+m
< 3 [l sman @ D (PR p(5) l,
< Z; HDBXQB(p”X"”éﬂL)HIS& (4.44)

In the following we show how this fact contributes to the error probability.
First one is the difference between the received state and the disturbed state
being fed into the second decoder. Since the probability of error of the first
decoder is at most €, we know from gentle measurement lemma that:

H Xl%l’z)\l’CIB pxéi\kc)quH <2/,

and for the second term we have the chain of inequalities given by (4.44));
where the equality follows from the the observation in (4.§)), the first and
second inequalities follow the convexity and monotonicity of trace distance,
respectively. Adding these two terms to (4.43) will result in P,.;, < 2(e +

VE) + Ve

Derandomization

We can now fix the classical registers and obtain a protocol without shared
randomness, i.e., derandomize the code. The derandomization is a standard
technique and its mathematical details are given in the appendix.

4.5 Converse
In this section we give upper bounds for the capacity region C=="(N).

Proof of theorem (4.3). Two messages m € M and ¢ € L are sent through
the channel /\/ 4-pe and their estimates are M and L respectively. From
definition (11)), an (e,&")-code satisfies Pr(M # M) < e. A hypothesis test-
ing problem can be associated to the problem of detecting m leading to an
expression for the error probability of the public message. To see how it

123




works out, consider a binary hypothesis testing problem in which null and
alternative hypothesis are

M|
OMM = M| 2 Z |m)(m|p ® [m){(m|pny and
1 |§|I | '§| |
PyM® Py = m mM® m mM/
M| 2 M| 5

respectively. It is easily seen that type I error, i.e., deciding in favor of py; ®
py while the true state was pyar, is exactly equal to the error probability
Pr(M + M ) which is less than or equal to £ by assumption. On the other
hand, type II error, deciding ppar on pas ® pasr, equals ﬁ (the distribution
over message set is uniform). Then from the definition of the hypothesis
testing mutual information, we have the following:

r<Ig(M;M'),.

where r = log| M| is the rate of the public message. Furthermore, from the
quantum DPI, we have:

Iy(M; M"), < Iz (M; B),

Finally, using the injectivity of the encoder, we define a random variable X
whose distribution is built by projecting the distribution of M on its image
on X and zero otherwise. Setting X = M, we get the following:

r < Ig(X; B),.
In regards to the private rate R =log|L|, consider the following chain of
inequalities:
e>Pr{(M,L)+ (ML)}
= Zp(m)p(f) S p(m,dm, ()

(7,0)%(m, L)

> Zp(m)p(f) 2. {jm. 0)

=t
= Zp(m Pr(L # L|M =m),

where the first line is due to the assumption. From Markov’s inequality, we
know that with probability at least 1-+/¢, the following holds for a randomly
generated m € M:

Pr(L + LIM =m) < /e
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Then following the same strategy as for the public rate, we consider a bi-
nary hypothesis testing problem distinguishing between Pl and p' ® pJ’
conditioned on previously specified m, we will have:

R < LE(L: L|M =m),.

Then, to get f}\l/g (L;[:|M )p» according to Definition |§|, we can optimize the
expression with respect to py, where P(par, p);) < /€. Then from the mono-
tonicity of the hypothesis-testing relative entropy applied to L system, we
have:

(L LIM), < T{F(L;: BIM),.

By the same argument that we defined X = M, we also define Y := L and so
the following results:

R< I:(Y:B|X),. (4.45)

On the other hand, from the secrecy condition (4.3]), we know that for every
m, the following is true:

1 m ~Mm !
§||PLE—ﬂL®PE”1 g,

and from the relation between the purified distance and the trace distance it

holds that:
P(pLe,pr® p) < V2.

From the definition of the smooth max-relative entropy we see that

DY (0, 01 ® f) = 0

And by considering the optimization in Definition over p}, such that
P(pyy par) < Ve, we have IN2 (L; E|M) = 0. Setting M = X and L =Y
as before and plugging into (4.45)), the following bound on the private rate
holds:

R < IF(Y:B|X) - I (v E|X). (4.46)
]
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4.6 Asymptotic Analysis

We evaluate our rate region in the asymptotic limit of many uses of a memo-
ryless channel. The capacity theorem for simultaneous transmission of clas-
sical and quantum information was proved by Devetak and Shor [20]. In this
section, we recover their result from our theorems. We define the rate region
of the simultaneous transmission of the classical and quantum information
as follows:

C(N) = lim lim %c&e’(/\/%.

e,e/>0n—o0

Let C(N') be the set of rate pairs (17, R") such that

r' <I(X; B),,
R <I(Y:B|X), - I(Y;E|X),
where all the entropic quantities are computed over all pxypg = 3., , p(z,y) [rXz|®

lyXy| ® Nampe(p’?) arising from the channel. Then the capacity region
Coo (N) is the (normalized) union over ¢ uses of the channel N as below:

Co(N) = Q %cw@f). (4.47)

In the rest of this section, our aim is to prove the capacity region above.
Before doing so, we slightly modify the expression for the private rate in
Theorem 4.2 by using Fact [2] Note that Fact [2] deals with unconditional ex-
pressions, however, conditional expressions are trivial noting their definitions.
Therefore, the following holds:

Y'Y BIX) < IYE-9(Y; E|X)

max - max
3
+ log, ( — ) ,
2

where 7 € (0,v/€ - ¢"). And so the achievability of the private rate appears
as follows:

R>I5° (YV;BIX) - [22"(Y; E|X)

4e 1 3
log (55) - 2o - oz 7 ).

Like all capacity theorems, the proof of the aforementioned capacity re-
gion is accomplished in two steps, direct part that we show all such rates
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are achievable, i.e., the right-hand side of the equation (4.47)) is contained
(€) inside Co (N') and the converse part that goes in the opposite direction
saying that those rates cannot be exceeded, i.e., Co (N') is contained inside
the union on the right-hand side of .

For the direct part, we use our one-shot lower bounds on the capac-
ity region and apply quantum AEP for the (conditional) smooth hypothesis
testing- and max-mutual information. From Theorem [4.2] for m uses of the
channel N (or as one may like to think of it, one use of the superchannel
Nem) the following lower bound on the capacity region C=<'(N®") can be

seen:

Cg(N@Z) c C35+2\/E+\/?,2(a+\/5)+\/§('/\/’®m)7

s

(=1

where C,(N®) is the set of all twins (r/, R") satisfying:

4
P < I (XY B - logy(=),

R < fﬁfé (YE’ B@Z’XZ) _ f\/?ﬂ;'f'y(yé; E®Z|X€)

max

4e 1 3
-log, (55) - 2lo(5) - oz 5 ).

Since the region above is basically a lower bound on the capacity region, we
are free to assume that the sequences of the random variables are generated in
an 7.7.d. fashion according to the corresponding distributions. This empowers
us to make use of quantum AEP as described below. From Fact [T] we have

1
lim lim —I57° (X™; B®™) = I(X; B).
e—>0m—oo M

Likewise, applying Lemma and Lemma [4.2] give rise respectively to the
following identities:

1 -
lim lim — /5% (Y™; B®™|X™) = I[(Y; B|X),

e—>0 m—oo ),
1./
lim lim —IYe 57 (y™ E®™|X™) = [(Y; E|X).

7 max
g’'-0m—oo m,

Plugging back into the respective equations, we obtain

COVY € lim Tim o' (A®m),
m

g,e’=>0m—o0

127



where C(N), as defined before, consists of rate pairs (r/, R') satisfying

r' <I(X;B),,
R <I(Y;B|X), - I(Y; E|X),.

Last step of the direct part is to consider a superchannel N'®¢ (¢ independent
uses of the channel A') and let n = m/¢ and repeat the above argument, i.e.,
use the superchannel m times. Finally by letting n — oo and evaluating the
union of the regions, we obtain the desired result.

To prove the converse, we consider our upper bounds given in Theorem
[4.3]in the case of n uses of the channel N' and we have:

Ca,a’(N@n) c G CC(N®n)
n=1

where C.(N®") includes all ordered twins (77, R') satisfying

r' < I (X™; B®"), (4.48)
R < I5 (Y™ B®"|X™) - IVZE (E®™ Y™ X"). (4.49)

max

To upper bound right-hand side of (4.48) we apply Fact [1.6f The first term
on the right-hand side of (4.49) can be upper bounded by making use of
lemma (4.3)) and for the second term, we use Lemma [4.4] replacing |A| with

|V|*. The inequalities are as follows:

1
1-¢
1
R < 1% (I(Y™; B®"|X™) + hy(e)) - T (E®™; Y™ X"™)
-

\V 2¢!
1 2¢e’

r’ <

(L(XT; B®") + hu(e)) ,

2nvV2¢e’'1 2(1 2eNhp(————).
+m/227 og [V + 21+ VI ()

Multiplying by % and taking the limits n - oo and &,&’ — 0, (changing n
with ¢) the desired result is achieved.

4.6.1 Private information to coherent information

Here we argue that the private rate that has been given in terms of the
difference between two mutual-information like quantities, is in principle, the
coherent information appearing in [20]. To see how this plays out, consider
an ensemble of quantum states £ = {px (), |d*)ra}zex Where X is a random
variable with alphabet X and distribution px(z) and A and R are quantum
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systems such that R plays the role of a reference system. Assuming an
auxiliary classical system ox = ¥, px(z)|z){z|x, the following state can be
associated to the ensemble:

oxra =), px(2)le)(zlx @ [¢")H¢"|ra- (4.50)
If channel N4 zg acts on this state, we get the following coherent state:

Naspe(oxra) =Y. px(2)|z)(z|x  [6°){¢"|rBE!

and the conditional coherent information on it, is evaluated as follows:
I(R)BX)=-H(R|BX)=H(B|X)-H(RB|X)
Y H(BIX) - H(EIX),

where (a) follows from the fact that the state |¢p*){(¢%|rpr is a pure state
(conditioned on X).

We proceed with applying the Schmidt decomposition to the pure states
{|0*)rBE }zex With respect to the cut R|BE . Let {|y*)r} and [¢p*¥)pg be
orthonormal bases for R and BE systems. Then from Schmidt decomposition

we have that
0" rBE = Z \/PY\X(?J|$)|Z/$>R ® [ pE.
Yy

We want to get a decoherent version of the state |¢*)gpr by measuring
the R system in the basis {|y*)g}. Since after the measurement, R system
becomes a classical system, hereafter we show it by Y. Let |(5"”>YB g denote
the decoherent state resulting from the measurement, then

Dy e = 2, pyix W)y ) Y ly ® [ ) (™ s,

and let the decoherent state oxrpr be as follow:
OXYBE = ZPX($)|$)($|X

® Y pyix W)y Ny v ® [62) (™| g
)

This state is the same as was held by Bob and Eve after decoding for the
public message. If the correctness of the following equality can be proven,
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which turns out to be straightforward, we can argue about the correctness
of our claim,

I(R)BX),=1(Y;B|X)s; - I(Y; E|X)5. (4.51)
The right-hand side of can be expanded as follow:
I(Y; BIX); - I1(Y; E|X)s
@ 7(BIX) - H(B|X,Y) - H(E|X) + H(E|X,Y)
Y H(BIX) - H(E|X).

where (a) follows by the definition of the conditional mutual information and
(b) is due to the fact that conditioned on X and Y, the state on BE is a pure
state. Observe the last expression is a function solely of the density operator
given in . It is evident that for the regularized formula, we consider
n-fold states in our proof instead. This proves our claim.

4.7 Conclusion

We studied the one-shot capacity of a quantum channel for simultaneous
transmission of classical and quantum information. Our main tools are
position-based decoding and convex-split lemma. We first consider the prob-
lem of simultaneous transmission of public and private classical information
and then we discussed that the private rate can be translated into quantum
capacity. We also provided converse bounds. By evaluating our achievability
and converse bounds in asymptotic i.i.d. regime, we recovered the well-known
results in the literature.

Appendix

Derandomization of the code

We aim to derandomize the assisted code. As mentioned in the introductory
section, this development follows the procedure used in [100] and [125]. We
start with the public message. We saw that the optimal operator Ilxp is
such that Tr{Ilxppxp} > 1-(e-8) and Tr{lIxp(px ®pp)} = 271 " XiB)e e
rewrite the two error types with slightly different notations as follows :

Tr{llxppxp} ="Tr {HXB ZPX(x)PC)(SdX ® /)913’}
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m,(l,k) . m,(l,k M
pelil) = phe Pt @@ P!
m,(l,k
= Z pX(xl)pX($|M|)|xl$\M|>(I15E|M||X1X‘M‘®PB( )
1y M|

(4.52)

m m | M|

FX‘M‘B = ]]'ﬁ(®"'®TXB®"'®:H'X

=Y |m )y ®... ® (Z 1T (T x ® ng) ®...® > |zp) (gl x

z1 Tm T pq
= > |zeezp) @z x @ Wi (4.53)

= > px (@) Tr{{(z(yplz) x p}

=Y px (@) Tr{Wgps},

in which the operator W3 is defined as W% = (z|llxp|z) x. In an analogous
way, we have that

Tr{llxp(pp ® px)} = Tr {HXB > px(@)r)z]x ® PB}
= ZPX(@TT{(ﬂHXB’x)XPB}

= px (@) Te{Wips}.

These expressions imply that it is sufficient to take the optimal test to be
Hxp = Y, |z){z|x ® W% with aforementioned W5; In other words, the test

[Ixp can achieve the same error probability as any other I1xg would do. We

proceed with dissecting each term involved in Tr{(1 xirp — AT ;) p?j@f‘lj(f‘)B}
(Lk

where anl;‘ M\)B

By assuming the particular structure for the optimal test operator that

we just introduced, the operator I'?,, , appears as given in 1} And

is given in (4.52)).
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M\
= |£L’1£|M|><.T1(L’|M‘|X® Z WBm

T T M| m’=1

NI

M| )
Z |$1---$|M|><«T1---I|M\|X ® ( Z ng’) )
m'=1

and finally
M R T R
A?\M\B: erTf‘M‘B F;\M\B ZIF%NUB
= Y zeap) @z x © AR,
where

=

|M| T/ 7% |M| Tyt i
A=\ X Wi Wil Xowi]

m'=1

Note that the obtained POVM, {Ag}'M‘ can be completed by adding AY =

m=1’

1- Z‘ﬁ'l A’g'. By putting everything that has derived so far into the error

term, we will have:

m m,(l,k
Te{ (Lxinis = ATy )P}

= Y px(@)e b Te{(Ls - AR,

T1yee T M|

By assuming a uniform distribution on the message set, averaging it over all

132



messages results in

1 M
|_/\/l| Z TI'{(ILXlMIB A \M\B)pX:gF\l/\f\)B}

IMI

m=1T1,.... Tz

x Tr{(1p - AR)pom )y
= Y px(@)px(zpm)

1 ()
| gtcan- )

the last expression above shows averaging over all codebooks and we know
that

Y px(@1)..px ()

L1y T| M|

1 :1:
L (- a5 “}] ce,

which in turn, says that there exists at least one particular set of values of
{@1, ... 20} such that

1 WM .
T & s = Aoy < (4.54)

This conclusion is known as the Shannon trick. The sequence {zi...zrq}
serves as the codebook used to transmit the public message.

As for the second part, we take and average over all private mes-
sages as given in . And we again employ Shannon trick to conclude
that there exists at least one sequence of values (yi1...y g k) such that
equation holds.

We can now argue that there exist values (z1...x)pq) serving as public
codebook for the transmission of the public message and conditioned on a
particular codeword of the public codebook, there exist values (y1,1...4 | x|)
serving as private codebook ensuring that the privacy criterion holds. Now we
have a codebook of size |M||L||K|, {21, ..., Z|m)s Y1, -, Ygjik) ) that is publicly
available serving as our deterministic codebook for simultaneous transmission
of public and private messages.
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1

One-shot Quantum Capacity: Imitating Devetak’s Asymp-

totic Proof

As we mentioned in the introduction, a one-shot version of Devetak’s asymp-
totic proof of quantum capacity follows along the same lines [19] . Here we
briefly outline the proof and the general idea. We shall freely use the nota-
tion introduced so far. We have now seen that there exists a good codebook
{2 (€, k) }rer ke selected from a distribution p(z) and a corresponding POVM
{Q%"} such that once Alice transmits a state corresponding to z(£, k) over
the channel N4 gg, Bob is able to reliably work out both Alice’s message
¢ and the local key k and at the same time, Eve happens to learned very
little about Alice’s message £. This holds true for the rates of the private
message log, |£| and the local randomness log, |L| as are specified. Now a
quantum code can be obtained by a “making coherent” of this code (see [2]
for coherifying general protocols).

The first idea of making protocols coherent is that classical words/letters
x become basis states |x) of the Hilbert space. Functions f:xz — f(x) thus
induce linear operators on Hilbert space, but only permutations (one-to-one
functions) are really interesting, since they give rise to unitaries (isometries,
resp.). The second idea is thus to make classical computations first reversible,
by extending them to one-to-one functions. The last step is to use the local
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decodings, which exist by the classical theorem. In summary, "making co-
herent" means we can take a classical protocol working on letters and turn
it into a bunch of unitaries acting as permutations on the basis states, and
that we can run perfectly well on superpositions.

From the recipe outlined above, Alice’s messages ¢ € £ become a basis
{1€) 4, }eec of the Hilbert space. Suppose that Alice shares a state [p)p, Wwith
a reference system R:

|90)RA1 = Z ai,€|i>R|K>A1 )
i,0el

where |i) , and |[() , are some orthonormal bases for R and A, respectively. A
number of different information-processing tasks can be considered as quan-
tum communications. The strongest definition of quantum capacity, however,
corresponds to a task known as entanglement transmission. According to this
task, Alice aims to transfer her share of entanglement with a reference system
to Bob with Alice no longer entangled with the reference, i.e., the following
state:

[P)rp = Z i li)g|l) g,
i,0el

where now Bob holds the B system. Suppose there is an ensemble of quan-
tum states {p(x),[1)*) ,}. Alice uses her classical code to create a quantum
codebook whose codewords are as follows:

)= i 3 e )

m kelC

where the states [p*(t%)) | are from the aforementioned ensemble and z (¢, k)
belong to the (classical) private codebook. Alice’s action would be to co-
herently copy the value of ¢ in register A; to another register A;. She then
applies some isometric encoding from A, register to A. These two steps are
performed with the following map:

(g X, @ W)A) (2 0, o m) |

Alice then transmits the codeword over the channel giving rise to the follow-
ing state:

Z Qi e |i>R|€>A1 ‘(bZ)BE'

i,0el
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From the classical protocol we know that Bob can detect both the message ¢
and the local key k£ with high probability. Bob constructs a coherent version

of his POVM as follows:
SV 0 k)
ok

From gentle measurement lemma, the state after Bob’s decoding will be
close to the following state:

Z Z \/_Oélf| R |£> 62 i ‘gbr(ﬁ,k))BE |£)Bl |k>32

On the other hand, from secrecy requirement, it can be seen that there exists
some isometry on Bob’s B and Bs systems such that after its application,
Eve’s system will be decoupled from the rest and the following state will
result:

2 i |i) g 10) 4, 16) 5,

2y

So far they have successfully implemented an approximate coherent channel
from systems A; to A;B;. Alice is allowed to use a forward classical channel
to communicate with Bob in order to turn the above coherent channel to
a quantum channel. Alice’s strategy is to first perform a Fourier transform
on the register A; then measure the register in the computational basis and
communicate the classical output to Bob. Bob will perform a controlled
unitary based on the classical letter he received and the desired state will be
achieved. Note than it can be shown that there exists a scheme that does
not require the use of this forward classical channel.
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Chapter 5

Single-Serving Quantum
Broadcast Channel with
Common, Individualized and
Confidential Messages

The two-receiver broadcast channel with primary and third party receivers
is studied. The sender wishes to reliably communicate a common (or public)
message to both receivers as well as individualized and confidential messages
to the primary receiver only. The third party receiver must be kept com-
pletely ignorant of the confidential message but there are no secrecy require-
ments associated to the individualized message. A trade-off arises between
the rates of the three messages: when one of the rates is high, the other
rates may need to back off to guarantee the reliable transmission of all three
messages. In addition, the confidentiality requirement implies availability of
local randomness at the transmitter in order to implement a stochastic en-
coding. This chapter studies the trade-off between the rates of the common,
individualized and confidential messages as well as that of the local random-
ness in the one-shot regime of a quantum broadcast channel. We provide
an achievability region, by proving a conditional version of the convex-spit
lemma combined with the position-based decoding, as well as a (weak) con-
verse region. We study the asymptotic behavior of our bounds and recover
several well-known asymptotic results in the literature, including simultane-
ous transmission of classical and quantum information.
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5.1 Background

When a single information source transmits to multiple users, the broad-
cast channel is concerned. Perhaps the most important application of the
broadcast channel is the wiretap channel due to Wyner [13]: a transmitter
encodes a message into a codeword which is sent over the noisy channel to the
legitimate receiver. Wyner’s model, however, ceased to have unrestricted im-
pact since it limits the eavesdropper by assuming that she suffers from more
noise than is experienced by the legitimate receiver. It was also not clear
whether the specific stochastic encoding of Wyner’s model is still optimal
in the non-degraded scenario. In addition, the tradeoff between reliability
and security was not clear, i.e. whether one could transmit reliable messages
to the eavesdropper and conceal other messages simultaneously. These is-
sues are resolved by analyzing a more general model than Wyner’s degraded
wiretap channel model.

This general model introduced by Csiszar and Kérner [14] concerns a
broadcast channel with two receivers for which a sender attempts to trans-
mit two messages simultaneously: a common message, which is intended for
both receivers, and an individual secret message, which is intended for only
one receiver, treating the other receiver as an eavesdropper. Csiszar and
Korner determined the optimal information rate tuples of the secret message
and the common message, and the information leakage rate of the secret mes-
sage to the eavesdropper, which is measured by the conditional entropy of the
secret message given eavesdropper’s received signal. They called their gen-
eralized problem the broadcast channel with confidential messages (BCC).
The secrecy of messages over the wiretap channel and the BCC is realized by
including meaningless random variable, which is called the dummy message,
into sender’s transmitted signal. This obviously decreases the information
rate, however, it is essential to achieve secrecy. To compensate in part for
the rate loss in the wiretap channel, it is possible to replace the dummy mes-
sage with some non-secret or “individualized” message [126]; it is a message
intended for the legitimate receiver with no secrecy requirement imposed on
it.

An important issue that was ignored in the aforementioned works was the
availability of dummy randomness. In case of the degraded wiretap chan-
nel, when the randomness is constrained and not necessarily uniform, [127]
showed the rate loss due to lack of unlimited randomness; more precisely, the
latter paper showed how the limited randomness restricts the distributions
that the optimal secrecy rate should be optimized over. Subsequently, the
general BCC model with rate-constrained randomness was studied in [128§]
where the optimal rate region of the common, individualized, confidential and

138



dummy randomness was determined for classical channeld]] The achievabil-
ity is based on superposition coding and building a deterministic codebook
to replace the prefixing stochastic map. The idea of using a deterministic en-
coder in the wiretap channel was originally proposed in [129] in the contex of
three-receiver broadcast channel . It was shown in [128] that the randomness
needed to select a codeword following the scheme of [129] is smaller than the
randomness rate needed to simulate the prefixing map. This shows that the
direct concatenation of the ordinary random encoding and channel prefixing
with channel simulation is in general suboptimal.

Unlike classical wiretap channel, the capacity of the classical-quantum
wiretap channel is not know in general [18] and [19]. For general trade-off
capacity theorems for three or more resources see [107,(108}/130-137].

The unavailability of unlimited resources such as many instances of chan-
nels or many copies of certain states in nature, triggered a new area of re-
search known as the information theory with finite resources. This area has
drawn significant attention over the past years; see [138] for a survey. The
extreme scenario where only one instance of a certain resource such as a
channel use or a source state is available, is generally called the one-shot
regime and such a channel (res. source) is called a single-serving channel
(res. source). The one-shot channel model is the most general model and its
capacity to accomplish several information-processing tasks has been stud-
ied. The question of the number of bits that can be transmitted with an error
of at most € > 0 by a single use of a classical channel was answered in |112]
where the capacity was characterized in terms of smooth min- and max-
entropies. The same question for the quantum channels was studied in [113]
following a hypothesis-testing approach and the capacity was characterized
in terms of the general Rényi entropies. In this context, a reformulation of a
novel positive operator-valued measurement (POVM) originally introduced
in [139] (see also [140]), was employed in |25] yielding an achievability bound
for the capacity of the classical-quantum channels. The POVM construction
as well as the converse proof followed a hypothesis-testing procedure and the
result was governed by a smooth relative entropy quantity. This result was
rederived in [100] by deploying a coding scheme known as position-based de-
coding [31]. While the position-based decoding ensures the reliability of the
transmitted messages, the so-called convex-split lemma [115] also employed
in [100] guarantees confidentiality resulting in a capacity theorem for the
one-shot wiretap quantum channel.

n [128], the non-secret or individualized message is referred to as private message.
We find the nomenclature “private message" to be rather inconsistent for a message that
need not be kept private and we instead use the word “individualized”.
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Position-based decoding and the convex-split lemma are governed by the
quantities known as the smooth relative entropies and can be regarded as
generalizations of the packing and covering lemmas, respectively. Another
result on the one-shot capacity of the quantum wiretap channel was given
by [116] where the reliability of the messages is ensured by employing the
POVMs introduced in [25] and the confidentiality of the messages is estab-
lished by proving a novel one-shot covering lemma analogous in approach
to [117].

From a different perspective, [114] showed that two primitive information-
theoretic protocols, namely information reconciliation and privacy amplifi-
cation, can be used to directly construct optimal two-terminal protocols for
noisy channels without being concerned about the internal workings of the
primitives. This approach yields achievability bounds for the public and
confidential capacities of classical-quantum channels and their tightness also
established by proving corresponding converse bounds. The quantum capac-
ity of a quantum channel for one or a finite number of uses is studied in [26].
The authors of the content of the work of the current chapter with their col-
leagues in a former work [56], unified the problems of one-shot transmission
of public and confidential information over quantum channels and proposed
a protocol for simultaneously achieviable public and confidential rates as well
as tight converse bounds. Later, following the proof of the quantum capacity
in [19], they proved a one-shot result for the simultancous transmission of
classical and quantum information [55], contributing to the literature of the
one-shot trade-off capacities |141-144]. Another coding scheme known as
Marton coding is known to yield tight achievability and converse regions for
the broadcast channel. However, since our scheme is based on superposition
coding, we do not use the ideas from Marton coding. The interested reader
may refer to [145-147].

This work grew out of an interest to understand the amount of dummy
randomness that is needed to accomplish the task of secret message transmis-
sion in the most general channel model. As mentioned earlier, in the asymp-
totic limit of a memoryless classical channel, it is shown that non-secret mes-
sages may compensate for the lack of enough dummy randomness to secure
certain confidential messages. This was our main motivation: to understand
the price of the dummy randomness and how (much) it can be traded off for
a non-secret message. In this work, we consider a broader question featuring
our main goal, we study the problem of the transmission of common, indi-
vidualized and confidential messages with randomness constrained encoder
over a single use of a two-receiver quantum broadcast channel. This prob-
lem in the asymptotic setting of a memoryless classical channel was studied
in |128]. One additional contribution of |128] is the study of the channel
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resolvability problem via superposition of classical codewords. The quantum
channel resolvability via superpositions in the one-shot regime was studied
in [148] in the context of the Gelfand-Pinsker quantum wiretap channel. We
leverage these results to derive achievability bounds based on position-based
decoding and the convex-split lemma. The setup of our problem, however,
requires an extension of the position-based decoding and convex-split lemma,
which we refer to as the conditional position-based decoding and conditional
convex-split lemma. The former leads to an operational interpretation of
a recently-defined mutual information-like quantity [149] whereas the latter
gives rise to another novel mutual-information like quantity and its opera-
tional interpretation. The broad scope of the rate region developed in this
work enables us to recover not only the classical result of [128], but also
the case of simultaneous transmission of public and private information [56],
the simultaneous transmission of classical and quantum information [20], [55]
and the capacity region of the quantum broadcast channel derived in [150].

The rest of the chapter is organized as follows. We start with definitions
in Section II. Section III is devoted to the description of the information-
processing task, the definition of the code for the task and our main results.
We prove an achievability region in Section IV and a converse region in
Section V. We give asymptotic analysis in Section VI. We finally conclude
the chapter in Section VII. The proof of the conditional convex-split lemma
as well as several other lemmas are given in the appendix.

5.2 Miscellaneous Definitions

A quantum broadcast channel N4>BC  refers to a quantum channel with
a single input and two outputs such that when the transmitter inputs a
quantum state in S4, one receiver obtains a state in B while the other receiver
obtains system. Throughout we assume the receiver obtaining B system is
the primary receiver and the receiver obtaining C' is a third party. It is
also useful to personify the users of the channel such that Alice is the user
controlling the input and Bob and Charlie are the recipients of the systems
B and C, respectively. According to the Stinespring dilation of the cptp map
NA=BC (gee for example [101]), there exists an inaccessible environment F
and a unitary operator U acting on A,C and F' systems such that

NAZBE (oMY = Trp{U(p* @ 0¢ @ wF)UT}, (5.1)
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where p4 is the input state and ¢¢ and w! are some constant states on
systems C and F, respectivelyf] An additional trace over C' system gives
the quantum channel from Alice to Bob N4~5 implying that the composite
system £ := C'F plays the role of an inaccessible environment for N4~5,

Definition 12 (Hypothesis testing conditional mutual information [149]).
Let

pXAB =% p(x)|z)(a* ® pi?
and

pt X =y p(@) ) (N @ pf © pl)

be two tripartite states classical on X system. Let € € (0,1). Then, the
hypothesis testing conditional mutual information is defined as:

I5(A; BIX), = Dy (p* 48| p=*-).

From Eq. ([1.6)), the following relation can be obtained:
1
(A3 BIX), € ——(1(A; BIX), + hu(9)), (5.2)
and from Eq. (1.7), we can obtain

1
lim —I5 (A" B"[X™)en = I(A; BIX),. (5.3)

n—oo n

Notice that for states pX4B := 3 p(x)|x)(z|X®pdB and pA=X-B =¥ p(x)z){(z|¥®
0@ P we have D(p¥AB |pA=5-B) = I(A; B|X),

Lemma 5.1. For quantum states p and o and a parameter € € (0,1), the

following indicates the relation between the smooth max-relative entropy and
quantum relative entropy.

DYZ(pllo) < T (D(pllor) + (<)

where hy(e) = —cloge — (1 —¢)log(1 —¢) is the binary entropy function.

2This can be equivalently shown via an isometric extension of the channel VA‘?”BCF
defined as N4=BC(pA) = Trp{VpAVT} with VIV = 14, VVT = TIgcp where llpcr is a
projection on the product Hilbert space B C' ® F'.
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Proof. The first inequality, the upper bound on the smooth max-relative
entropy, follows by a straightforward manipulation of Proposition 4.1 in [151]

and relation given by Eq. (L.6]) [ ]

Definition 13. Let pX48 =Y p(x)|z)(x[X@piB and pA=X-B =% p(x)|x){z|X®

p® pB be quantum states classical on X and € € (0,1), then
Dia(4; BIX), 1= Doy (p 47 [p4757F) .

From Lemma[5.1], the following relations can be seen:

max

DYE(A; BIX), € T (1A BIX) + <)), (5.4)

and

: 1 € n n n -X-
gl_{go EDmaX(A 7B |X )P®n = D(pXAB”pA X B) = [(A7B|X)P (55)

Lemma 5.2. For a bipartite state pAP and a parameter € € (0,1), the fol-
lowing relation holds:

Dranax(A; B)P < Tranax(A; B)P
Proof. The proof is given in the appendix. [ |

We define another mutual information-like quantity similar to the one

given by Definition [15

Definition 14. Let pX48 =Y p(z)|z)(x[X@piB and pA=X-B =% p(x)z){z|¥®

pA ® pB be quantum states classical on X and € € (0,1), then

Lax (A BIX), = in Dinax (pX 42 3 p' () |2) (¥ @ p* @ pP),

where Trp pXAB =% p'(x)|z){x|X @ p'A.

Remark 5.1. In the definition above, it is implied that the minimization
is in fact being performed over states which are classical on subsystem X,
leading to the conclusion that the optimal state attaining the minimum is
classical on X. Lemma 6.6 in [138] studied two important entropic quan-
tities, namely smooth conditional min- and maz-entropies, and concluded
that smoothing respects the structure of the state pXAB, meaning that the
optimal state p'XAB e Be(pXAB) will be classical on subsystem X. Here
we make an argument showing that our definition is indeed a legitimate
definition. Let pXAB e Be(pXAB) be the state attaining the minimum in
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the quantity Tz, (A; B|X), if we do not restrict X system to be classical.
Let the pinching map be defined as PX(.) = Y |lxXx|(.) |z z| and define
p'XAB = PX(pXAB) - Note that the pinching map does not affect pX4B, and
since such maps are cptp and unital, from the monotonicity of the purified dis-
tance and also smooth maz-relative entropy, we will have p'XAB € Be(pXAB)

and T¢

max

(A; BIX) yxap < T (A B|X);xan, respectively.

Lemma 5.3. For quantum states pX48 =y, p(x)|xXz|® pAB and pA~X-B =

Y. p(@) N z|X ® pd ® pB and a parameter € € (0,1), we have:

~ 1
7% (A; B|X), < D5, (A; B|X), + log| ———— +1).
(4 BIX), < D (A3 B1X), o —— 1]

Proof. The proof is relegated to the appendix. ]

Lemma 5.4. fJ| For quantum states p*48 = 3, p(z) |z)z|®p2PB and pA=X-F =
Yo p(@)|xNz]X ® pd ® pZ and a parameter € € (0,1), the following stands:

Dfnax(A; B|X)P < Tilax(A; B|X)P
Proof. The proof is provided in the appendix. ]

Lemma 5.5. For quantum states pX4B =Y p(z)|xXz|® pAB and pA=X-5 =
Yo p(@)|e)Nz|X ® pA ® pB and a parameter € € (0,1), it holds that:

1~
lim —15, (A" B"|X™)en = I(A; BIX),.
n—-oo n

Proof. The proof follows from Lemma [5.3|and Lemma [5.4] as well as the fact

given by (5.5). |

The following lemma comes in handy in the proof of the conditional
convex-split lemma.

Lemma 5.6. For an ensemble of classical-quantum states {pF4, ..., pX4} and
a probability mass function {p(i)}n,, let pX4 = ¥, p(i)pX4 be the average
state. Then for a state 054 we have the following equality:

D(p*6*) = ip(i) (D(pXA6%4) = D(p ).

Proof. Proof is presented in the appendix. ]

3Note that for our purposes in this chapter, the upper bound given by Lemma is
enough; we prove this lemma further for sake of completeness of our study.
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Lemma 5.7 (Conditional convex-split lemma). Consider the classical-quantum

state pXAB =Y p(x)|z)(x[X @ pAB, define ¥, p(x)|z){z|X @ pA @B such that

supp(pB) € supp(o?) for all 2. Let k i= Dy (pX4B] 5, p(2)]z){o]¥ © pi
oB). Define the following state:

T

n
TXABL B2 N p(2) o) (2t ® ( Z PigoPrg.. 0o ' @0y ®...0 08 )

on n+2 systems X, A, By, ..., B,, where for Vj e [1:n] and x € supp(p(x)) :
pabi = pAB and o3’ = oB. We have the following:

k
Do | Eatala* 0 0 08 ... 02) <log( 142 |

In particular, for some § € (0,1) and n = [2—2] the following holds:

Proof. The proof is presented in the appendix. [ ]

In the following, we present a variation of the conditional convex-split
lemma which involves smooth conditional max-relative entropy.

Corollary 5.1. Fizac>0. Let pXAB = ¥ p(z) [z )z  ®@pAB and ¥, p(x) |z  ®
pA® oB be quantum states such that supp(p ) € supp(oB) for all x. Define
k = min e () Dmax (P XAB| X, 0/ (2)|x)(z|X ® pit ® o) where the optimiza-
tion takes place over states classical on X . Further define the following state

7_XAB;l...Bn — Zp(x)|x><x|X ®( Zng J ®UB1 ® . ®ny 1 ®ng+1 R . ®O_Bn)
x J=1

on n+2 systems X, A, By, ..., B,, where Vj € [1 : ] and x € supp(p(x)) :

prj = pAB and ol - oB. For ¢ € (0,1) and n = [2—2] the following holds
true:

P(rXABr-Bn N () [p)al ¥ @ pl @ 0Pt @ .. @ o D) < 2¢ 4 4.
Proof. Proof is presented in the appendix. [
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Figure 5.1: Single-serving quantum broadcast channel with isometric exten-
sion V{#=BCF - Alice attempts to transmit a common message M, to Bob and
Charlie and a private message M; and a confidential message M to Bob only
such that the confidential message must be kept secret from Charlie. The

dummy randomness used by Alice for encryption is modeled by a message
M.

5.3 Information-Processing Task, Code Defi-
nition and Main Results

Consider the quantum broadcast communication system model depicted in
Fig. .1 A quantum broadcast channel N4~BC with isometric extension
Vj?fBCF connects a sender in possession of A system (Alice) to two receivers,
a primary receiver (Bob) in possession of B and a third-party receiver (Char-
lie) possessing C' system and the communication is surrounded by an inac-
cessible environment modeled as F' system. Alice attempts to send three
messages simultaneously: a common message M, that is to be decoded by
Bob and Charlie, a private message M; addressed to Bob with no secrecy
requirement and a confidential message M, to Bob that must not be leaked
to Charlie. The obfuscation of the confidential message is done by virtue of
stochastic encoding, i.e., introducing local randomness into codewords in the
encoding process. It is convenient to represent this local randomness as a
dummy message My taking its values according to some distribution.

The encoder encodes the message triple (Mg, My, M) as well as the
dummy message My into a quantum codeword p# and transmits it over
the quantum channel. Upon receiving p? and p¢, Bob finds the estimates
Ny, My, M, of the common, individualized and confidential messages, respec-
tively, while Charlie finds the estimate M, of the common message. To ensure
reliability and security, a tradeoff arises between the rates of the messages.
We study the one-shot limit on this tradeoff.

Definition 15. A (2F0 281 28s) one-shot code C for the quantum broadcast
channel N4>BC consists of

e Three message sets [1:280], [1:2%1] and [1:2%] (common, individ-
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ualized and confidential, respectively),

o A source of local randomness [1:284],

e An encoding operator £ : Mox Myx Myx Mg — A, which maps a message
triple (mg,my,mg) € [1: 280] x [1: 28] x [1: 28] and a realization of
the local source of randomness mq € [1: 28] to a codeword pi, .\ m.

e A decoding POVM Dy : B — (My x My x M) u {?}, which assigns
an estimate (1hg, My, M) € [1:2R0] x [1: 2F1] x [1 : 2Bs] or an error
message {7} to each received state pB .

e A decoding POVM D¢ : C - Myu {?} that assigns an estimate mq €
[1:280] or an error message {7} to each received state pS, .. m..

The (2F0 2F1 28s) one-shot code is assumed to be known by all parties
beforehand; likewise, the distribution of the local randomness is assumed
known to all parties, however, its realization mgy is only accessible to Alice.
Note that we have included the source of local randomness in the definition
of the code to imply that it can be optimized over as part of the code design.
Nevertheless, we do not consider the effect of non-uniform randomness in
our analysis [127] and throughout we assume that the dummy message M,
is uniformly distributed over [1: 2%4]. We further assume that the message
triple (Mo, My, M) is uniformly distributed over [1:2F0] x[1: 28] x[1: 28]
so that the rates of the common, individualized and confidential messages
are H(My) = Ry, H(My) = Ry and H(M,) = R, respectively. The reliability
performance of the code C is measured by its average probability of error
defined as follows:

Plooe = Pr{(Mo, My, M) # (Mo, My, M) or My # My}, (5.6)
while its secrecy level, i.e., an indication of Charlie’s ignorance about the
confidential message, is measured in terms of the trace distance between
Charlie’s received state and some constant state as follows:

1 1
Pslecrecy(mo) = ﬁ Z §”p7?10,m5 - 01?10 ”17 (57)

where pS§ . and of,  are the average states at C' when mg and m, are

transmitted. Note that the secrecy requirement indicates Charlie’s ignorance
about the confidential message mg on average conditioned on the fact that
he has decoded the common message m correctly.
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A rate quadruple (Ro, Ry, Rs, Ry) is said to be e-achievable if there exist
a one-shot code C satisfying the following conditions:

Pl <e, (5.8)

Vmy Pslecrecy(mo) <¢, (59)
where ¢ € (0,1) characterizes both the reliability and secrecy of the code.
Then the e-achievable rate region R¢(N) is defined to consist of the closure
of the set of all e-achievable rate quadruples. In this chapter, our main goal
is to bound the optimal rate region R¢(N') by establishing achievability and
converse regions.

The following theorem presents our achievability region on R¢(N).

Theorem 5.1 (Achievability Region). Fix €’ €"”,d1,92,03 and n such that
0<3e"+2Ve < 1,0 <01,00,03 <&, 0<e” <\/2-1,0<n<e Consider
a quantum broadcast channel NA~>BC  Let the random variables U,V and
X be distributed such that U -V — X forms a Markov chain and define
classical-quantum state pUV¥A =3 p(u,v, ) lu)u|” ®[v)v]” ®|z)z|* @ pA.
Let R (p) be the set of those quadruples (Ro, Ry, Ry, Ry) satisfying the
following conditions on pVVXBC = NA=BC(pUVXAY.

/ 4’ / 4e’
R < min [If{_‘sl(U;B)p—log2 (5—82),115{_52(U;C)p—10g2(5—62)],
1 2
(5.10)
) 4¢’
RO + Rl +R5 < IH 3(V;B|U)p—10g2 ?
3
s EANN 4’
+m1n[IH J (U;B)p—log2(?),IH 0 (U;C), —log, (ﬁ)]’
1 2
(5.11)
-5 ~. 45, 1
R S[H 3(V;B|U)P_[rsnax(V;C‘U)p_logQ ﬁ _210g2 N B
3 n
(5.12)
-~ -~ 1
Ry + Ry > I, (V;C\U), + I, (X;C|V), + 4log, (—), (5.13)
n
-~ ].
Ry > I3, (X;C|V), + 2log, (5) (5.14)

Let € = max{V/e', Ve"}. Then UR™ (p) ¢ RE(N) where the union is over
all pPVXBC qrising from the channel.
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Proof. See Section IV. [ ]

Theorem 5.2 (Converse Region). Fiz € € (0,1). Let the random variables
U,V and X be distributed such that U -V — X forms a Markov chain
and define classical-quantum state pPV¥4 =% p(u,v,x) lu)u|” ® [v)v]" ®
leXz| X ® pA. Let the state pUVXBC be the result of the action of the quantum
broadcast channel NA~BC on the state pUVXA. Let R(<)(p) be the set of
those quadruples (Ro, Ry, Rs, Rq) satisfying the following conditions:

Ry <min[I§(U; B),, I;(U; 0),], (

Ro+ Ry + Ry < I§(V; B|U), + min [I§(U; B),,, I (U; C), ], (5.16
(
(

max

R, < I5(V; BU), - DY2(V;C|U),,

max

Ry + Ry > DYE(V;C|U), + DY2(X;C|V),,

max

Ry > DY (X:C|V),. (5.19

max

Then RE(N) € UR(@)(p) and the union is over all pUVXBC arising from the
channel.

Proof. See Section V. [

From the theorems above, the recent result by the same authors on the
simultaneous transmission of classical and quantum information can be ob-
tained. The slight difference between the results stems from the fact that
in [55], there is a single criterion for the error probability and secrecy while
in this work separate criteria are considered.

Corollary 5.1 ( [55]). Fiz <’,e”,61,05 and n such that 0 < 3¢’ + 2/ < 1,0 <
61,03 <e’, 0<e” <\/2-1,0<n<e". Define c:=max{~/e',/e"}. Let C¢
denote the one-shot capacity region of the channel NA~BE for simultaneous
transmission of classical and quantum information. For a classical-quantum
state pUVA =3, p(u,v) [uful ® o) v] ® o Xibu|”, the following achicvability
bound holds:

O(in) c CS,
where, denoting the one-shot rates of the classical and quantum information
by R and R}, respectively, C("™ is the union over all states pUVBE arising
from the channel, of rate pairs (R}, R}) obeying:

a7

, 4e’
R! < 1;—51(U;B)p—1og2( ° )

! —~_ I 4 , 1
Rl < I57%(V; B|U), - T (VS E|U), - log, (5—2) - 2log, (5)
3
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Let £ € (0,1). Then the following converse holds:

Ce c C(CO),

UVBE

where C(©) s the union over all states p arising from the channel, of

rate pairs (R}, RY) obeying

R! < I5(U; B),,
Rl < I;(V; B|U), - DYE(V; E|U),.

max
Proof. The approach for the simultaneous transmission of classical and quan-
tum information is through finding the limits on the simultaneous transmis-
sion of common and confidential messages. From [19] it is well-known that the
rate of the confidential message can be translated into the rate of quantum
information. As hinted in the introductory part, when it comes to trans-
mission of quantum information, there is zero-tolerance condition of copying
quantum information; therefore the confidential messages must be kept secret
from the entire universe but Bob, meaning that the output of the channel
consists of a system received by Bob and another inaccessible environment F
(which includes Charlie’s system). From Theorem and Theorem on-
ward, since there is no concern regarding the rate of the dummy randomness,
the last two inequalities in both regions will be trivial. And the achievability
part can be seen from and and the converse part from ([5.15))

and ((5.17)). ]

5.4 Achievability

The achievability proof of the reliability condition is based on a combi-
nation of classical superposition coding and position-based decoding whereas
the secrecy condition ([5.9)) is handled by a version of the convex-split lemma
which relies on superposition of codewords. This result is reminiscent of the
channel resolvability problem via superposition studied for classical [128] and
quantum [148] channels.

The proof of Theorem [5.1] follows from Lemma [5.8 and Lemma [5.9 where
the former proves an alternative rate region and the latter shows the equiv-
alence of the two regions.

Lemma 5.8. Fiz ¢/,¢",81,8,,05 and 1 such that 0 < 3¢’ + 2v/&" < 1,0 <
01,00,05 <€, 0<e” <\/2-1,0<n<e" and define € = max{~/e’, V/<"}.
Let the random variables U,V and X be distributed such that U -V - X
forms a Markov chain. We further define classical-quantum state pUVX4A =

150



Y uwa P, v, ) u)(u]V @ o) (v]V ® [x)(z]X ® pit. Let R*(p) be the set of those

quadruples (Ro, Ry, Ry, Ry) satisfying the following conditions on pUVXBC =

NA%BC(pUVXA):

. - 4¢’ ol — 4¢e’
Ry <min{ 15 (U B), - log, (5—)1 (U,C), - log, (5—)] (5.20)
1 2
e'=6 4e’
Ry + R, <I;*(V;B|U), - log, 57 | (5.21)
3
-~ 1
Ry 2I§1&X(V;C’|U)p+210g2(—), (5.22)
n
~u 1
Ra> T2 (X;CV), +2log, (5) (5.23)

Then UR*(p) € RE(N) and the union is over all pUVXBC arising from the
channel.

Proof. Let €’,€", 61, 02,05 and 7 be such that 0 < 3¢’ + 2/’ < 1,0 < 81, 64, 05 <
e,0<e”<\/2-1,0<n<e" and ¢ = max{f/&?, (l/g}

Codebook generation: Fix a distribution p(u,v,z) such that U —
V - X. Alice, Bob and Charlie share randomness in the form of 2%
copies of the classical state pU VU == 3 p(u)|u)(u|V” @ |u)(u|V” ®|u)(u|V =
¥, p(w)|uuu) (uuu|V UPU as follows:

A B C

ArrBrrC R, ArrBrrC
(pU UBU )@2 0 U1 U1 U1 ®.“®pU2ROU2ROU2R07

=p
where Alice possesses U4 systems, Bob UP systems and Charlie has U®
systems (the superscripts should not be confused with the input A or out-
put systems B and C' of the channel, here they indicate the party to whom
the underlying state belongs). We consider the shared state above to con-
struct the first layer of our code. Conditioned on each of the 2Fo states
above, the parties are assumed to share 2Rs*B1 copies of the state p/ V7V =
Y, p(v|w)[vov)(vov|VVEVY | as given below for the i-th state pUi UPUL

UAUPUS g (pVAVBVC )®2R5+R1
u

Y

where Alice, Bob and Charlie are in possession of the VA, VB and V¢ sys-
tems, respectively. The set [1 : 2Fs*f1] is partitioned into 2Fs equal size
bins. This constitutes the second layer of the code. Finally, conditioned
on each of the 2f+F1 gtates above the parties will share 2% copies of the
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state pX ' XPXT = S p(z|v)|zza)(zraX XX as illustrated below for the

i-th state p¥i'Vi"Vie:

Ay By/C AxByC\ goR
> p(u,v)fvvv) (oo TV @ (p XA )EH,

u,v

where X4, XB and X¢ systems are owned by Alice, Bob and Charlie, respec-
tively. These states build the third layer of the code. All states above are
assumed to be available to all parties before communication begins. In the
following, to avoid inefficient notation we may drop the superscripts if it does
not lead to ambiguity; for instance when we analyze Bob’s error probability,
it is obvious that we are dealing with Bob’s systems or in the secrecy analysis
those of Charlie are dealt with.

Encoding: To send a message triple (mg,my,ms), the encoder first
chooses a dummy message mgy € [1 : 2R4]. In the first layer, the encoder
finds the mg-th state, i.e. pUéO’ then it looks for the mg-th bin, inside which
it selects the state associated to the individualized message mq; finally, the
encoder picks the mgy-th state pX’ﬁd among those tied to the state found in
the preceding step. The encoder sends the selected classical system through
a modulator (a linear operator V : X - §4 which maps the classical control
variable z € X to a quantum state in the input Hilbert space) resulting in a
quantum codeword p# which will be then transmitted over the channel]

Decoding: Bob performs a two-phase decoding strategy such that he
finds the common message in the first phase and then confidential and indi-
vidualized messages in the subsequent phase. The transmission of the mg-th
common message induces the following state on Bob’s side:

Pre..eplmle. . e plro, (5.24)

where pUmoB = ¥ p(u) [u)ul"™ ® pB. Apparently Bob has to be able to spot
the location where the received system B is tied to his U system. In other
words, he should be able to distinguish between states induced for different
values of the common message. Bob employs a position-based decoding to
solve the raised 2%o-ary hypothesis testing problem. Moreover, for the com-
mon message my, the selection of the pair (mg, m1) will induce the following
state on Bob’s side:

PV(mo,l,l) ®..0® pv(mo’ms»mﬂB ®..® pV(mU’QRS’QRl)a (5.25)

4Note that we have included the modulator in the definition of the code meaning that
it needs to be optimized over to get our capacity results.
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where pVemomemnB = p(v) [u)v] momsmD @pB . Bob runs the second position-
based POVM to solve the 2fs+Ri_ary hypothesis testing problem. Charlie also
runs the position-based decoding POVM to find out the transmitted common
message. The state induced at Charlie side comes about by replacing B with

C in (5.21).

Analysis of the probability of error: We first analyze the error prob-
ability of the common message by studying Bob’s first decoder and the error
analysis of Charlie can be carried out along the same lines. It is worth point-
ing out that although the messages encoded in the second layer might include
dummy randomness, Bob will still decode them. The dummy messages in
the third layer will not be decoded.

Reconsider the state in (5.24). To find out the transmitted common
message, Bob has to distinguish between 270 different states. As hinted
before, this puts forward a 2fo-ary hypothesis testing problem. Let {TVB -
TUB} be the elements of a POVM that is chosen for discriminating between
two states pUB and pUV ® pB. Further, we assume that the test operator
TUB decides correctly in favor of pUF with probability at leastf] 1 - (¢’ - &;).
Bob will use the following square-root measurement to detect the common
message:

NI
=

2Fo - 2Fo -
ng = Z ng Hmo Z Hm(') s
my=1 mg=1

where II,,,, = 11 ® ... ® TUnB @ ... ® 1Ym0 and TUmo? is the test operator.
It can be easily checked that the set {2, }m, constitutes a valid POVM,
i.e. Y, Qme = 1. Besides, direct calculation shows that Tr{IL,,(p"* ® ... ®
pUmoB @ ... ® ptaro )} = Tr{TUmoB pUmoB} and for any mj, # mg, Tr{Il,,, (p"* ®
@ P @ @ plaro )} = Tr{Il,, (U ® pB)}.

Observe that the symmetric structure of the codebook generation and

decoding leads to an average error probability that is equal to the individual
error probabilities. Therefore, we might assume my = 1 was transmitted.

5For the sake of clarity, we choose to specify the error probability of the test operator
to be &’ — 01 to ensure that the error probability of the code will be larger than this and
at most &’.
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Hence,

Pr(My # 1[My=1) = Tr{(1 - ) (p"*F & ... ® p%2r0 )}
<(1+0)Tr{(1-T)(p""P @ ... @ p2f0)}
+(2+c+ct) Y Tr{IL,, (PP @ ... ® pY2m0)}

mo%l

<(1+c)( =61) + (24 c+c1)2Bou W),

where the first inequality follows from Lemma and in the second inequal-
ity, the first term is based on the assumption and the second term follows
from the definition of the hypothesis testing mutual information (see Defini-
tion |1.5 D The last expression is set equal to &’ and the optimal value of ¢ is
derived as c = 61 . Then, we will have

_s 4e’
Ry =137°"(U; B), - log, (?)
1
In the same manner, it can be shown that the achievable rate of the common
message to Charlie equals Ry = IZ;_‘SQ(U; C) e - logz(%).

In an analogous way, the reliability analysis of the confidential and the
individualized messages goes as follows. Before we delve into the error anal-
ysis of the confidential and individualized messages, note from the gentle
measurement lemma [152] that the disturbed state fed into the second de-
coder of Bob is impaired by at most 2v/¢’; this should be taken into ac-
count in final assessment of the error probability. Consider a binary POVM
with elements {QUVE 1 - QUVB}. The POVM is to discriminate the states
pUVE = T p(u)lu)(ulV ® pi? and pV"U=B = 5, p(u)u)(ul” ® pl ® p¥ such
that the value of QU estimates the state to be pUVE. Assume the prob-
ability of failure to make a correct decision on pUVB is at most &' - d3, i.e.,
Tr{(1 - Q)pVVB} <&’ - d3. Bob will take the following square-root measure-

ment POVM :
9Rs 9Ri B 2Rs 2o -
SRR Do) R > I
m/ ml

m’ 1m1

Wl
ol

where Ty, = 1V11® ... @ QUVnemi B @ ® 1%28s 251 and QUVmsmi B is the bi-

nary test operator. Observe that Y., ... ©p, m, = 1. It is easy to show that

for all my,my, we have Tr{Tp. m, (S, p(w)u)(ulV @ pi' ® ... ® puremB g

VB
L ® p2 )Y = Te{QpUVE}. On the other hand, for any m/ # m, or

/ T F U V,amllB 2Rs 2R1 —
my # ma, Te{Dy iy (E p(w)u)(ul ®/0u '®.. 8 py ®...® Py )}
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Tr{Qp"V-Y=B}. By the symmetry of the random codebook construction, the
average error probability is the same as the error probability of any pair
(ms,m1), hence it suffices to find the error probability if (ms = 1,m; = 1)
was sent. The analysis continues as follows:

Pr((MS’Ml) # (1’ 1)|(M5,M1) = (1’ 1))

= Tr{(1- 01X p()u)(ul” @ pl 7 @ ..@ p, 2™ )}
<(1+ &) Tr{(L- Ty )X p() ) (ul! ® kP & @ p, 22" )}

v,
+(2+c+ct) > Te{C sy O~ p(w) [u)(ul” ® pitP e @ p,
(ms,m1)¢(1,1) u

<(Q+c)(e'-d3)+(2+c+ c‘l)2R1+RS‘I;_53(V?B|U);»UVB7

where the first inequality is due to Lemma [1.1] and in the second inequality,

the first term comes from the assumption about the accuracy of the test

operator () and the second term uses the definition of the hypothesis testing

conditional mutual information, Definition [12 We choose the error proba-

bility be6 less that or equal to &', so the optimal value of the constant is set
3

to ¢ = 575 and eventually we will get the following sum rate:

/ 4e’
R,+ Ry = [E’éS(V;B|U)p - log, (6—82)
3

Analysis of the secrecy: Our tool to study secrecy is the conditional
convex-split lemma. The dummy message and perhaps the individualized
message which take care of confidentiality are encoded in the second and
third layers as superposition of shared states. The quantum channel resolv-
ability via superposition coding was studied in [148]. Given the setup of our
problem, here we should try to prove the resolvability problem using convex-
split lemma. We gave the analysis for Charlie’s successful detection of the
common message; in the secrecy analysis we assume Charlie knows the com-
mon message and the correct copy of the pV used in the first layer. The idea
for secrecy is that Charlie’s systems have to remain close to some constant
state, no matter which confidential message was transmitted.

For a given confidential message, the choice of the individualized message
will induce an average state on Charlie’s V' systems in the second layer where
the dummy message induces an average state on his X systems in the third
layer. Since the states in the second layer are superposed to those in the third
layer, both the individualized message and the dummy message will help to
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induce a state at Charlie’s side that should be close enough to a target state.
We first sketch the state induced by the chosen individualized and dummy
messages. For a choice of the confidential message mg € [1:2%:], the induced
state is as follows (the subscripts of variable V should be understood as the or-
dered pairs (1,1), ..., (1,281),(2,1), ..., (2,281), ..., (ms,m1), ..., (285, 2F1) where
the first component belongs to [1 : 2f] and the second component is in
[1:2F1]):

> p(u)u){ul”

® ([ ZP(U|U)|U)(U|V1’1 ® (pUX)‘X’QRd] ®..0 [Zp(v|u)|v)(y|vmsf1,2R1 ® (va)®2Rd]®

12

YT @ [ Y pvlu)fo)e] e @ (p) ]

R
2R

®..® [Zp(v|u)|v)(v|V2Rs,2R1 ® (pUX)®2Rd]). (5.26)
where

Y = T pelo)ef 6 (7% 8 0

Y (i)l e] s @ T @ . © Y p(vfu)v)(v] e @ ()2,
(5.27)

and

R,
12d c e}

C X
we ::ZTdevX1 ®.®p  ®.0p,2"". (5.28)
i=1

In order to get an intuitive understanding of the equations above, first
we should think of the sources of the randomness available in the protocol.
Since the common message is already known, the remaining sources of the
randomness with respect to the confidential message are the individualized
and dummy messages. Second, we should note where each source of the
randomness is being consumed. Equation indicates that the chosen
confidential message is m,, equation ([5.27)) represents the uniform random-
ness imposed by the individualized message (see the range of the variable
j) and finally, equation reflects the randomness introduced by the
dummy message (see the range of the variable 7). All the messages avail-
able to the encoder are potential sources of randomness that can be used for
secrecy purposes, i.e., to confuse a receiver about other messages. In our set-
ting, the common message is decoded by Charlie and to hide the confidential
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message, there is randomness coming from the individualized and dummy
messages. Note that with regard to the individualized message, neither Al-
ice’s encoding nor Bob’s decoding influence the role it plays as a source of
randomness. Moreover, as discussed before, the individualized message may
or may not contain useful information for Bob; however, Bob will decode the
individualized message and then he can throw away its content. In case the
individualized message contains useful information for Bob, by definition,

we do not care if information about the individualized message is leaked to
Charlie.

Charlie not being able to detect the confidential message amounts to his
state being sufficiently close to the following state:

S p()lu) el @ (( X p(ohn)lo)o] s © ()=

® .. (N p(ulu)lo)(v] 2 @ (pX)*")
® [< S el (e] ™ @ (oF ) )™ @ pff]

®..® (Y. pvfu)v){v]'r " @ (va)QRd)). (5.29)

where pf = ¥, . p(v,z|u)p{ is considered the constant state independent
of the chosen confidential message. Concerning the trace distance between
the aforementioned states, since the trace distance is invariant with respect
to tensor product states, we can remove the same terms from both states.
Eventually the following is the distance required to be small enough:

2f1

IDEORITET D AR WO

& (X plw)lv)e]” & (pX)22™)** ™ @ L], (5.30)

where the expression being subtracted refers to the state associated to the
chosen confidential message given inside the brackets in . We proceed to
bound equation from above by envisioning an intermediate state which
is, intuitively, closer to either of the states involved in than the two
states themselves. We define such an intermediate state as ¥, p(u)[u){u|V ®
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=0 = g % ([Tl el © ()]s .

v

o[ Lp(uhl) (e @ ("

J=1

607" 8 )] o...6 [ Spwhlol o o f)@?Rd]).

Next, we have to bring in the intermediate state. We do so by the triangle
inequality as follows

211

3 Srel et @ g 376
- Ep(laul” 8 (Zphle)el” o (o )2 ) o L
1 2R1

<l Zpul” @ 57 20 - Fpwlu)ul’ 0 Z(),
Ry
SIS Pl 25 - S pt)luul” 8 (5L (5X)*") " o 5C]

N[ —

We now try to upper bound each term appearing on the right-hand side. For
the first term, simply by expanding the summation and subtracting equal
terms from both side, it can be seen that:

2k

—Hzp<u>|u (" ® (5 P LT -ED,
= 5 0w RCDIDITIE

1 X;C XoRa X X, c
(57 va ®.0p 0. . 0p " -ple..8p2" 8p)

8

Then immediately by noting the Markov chain, the conditional convex-split
lemma asserts that if Ry =I5, (X;C|V), +2log,(;), then

2k

P(Zp(u u)(ul” ® 2R ZTS’”}ZP(U)IUHUIU@ES)328”“7-
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and from the relation between the purified distance and the trace distance,
we have

1 12
§H > p(w)|u)(ul” ® (—2R1 Y 1T -ES)|| <2+,
u j=1

’ 1

For the second term, from the invariance of the trace distance with respect
to tensor product states, we can trace out X systems from both expressions
leading to the following:

> p(w)u)(u’e

1
2

1 & e veco Ve ve V%
(ﬁ Yo ®..®py ®..®p )= put ®..@p.° " ®pf
j=1

Y

1

then the conditional convex-split lemma guarantees the purified distance
between states to be less than or equal to (2¢” + 1) if we choose R; =
Iz (V;ClU), + 2log,(;;), which in turn, implies that the trace distance be-
tween the states is also less than or equal to (2¢” + 7).

Derandomization: The proposed protocol relies upon shared random-
ness among parties. In order to show that the results also hold without
assistance of shared randomness, the code needs to be derandomized. De-
randomization is a standard procedure which can be done by expanding the
states and corresponding POVM’s and using a property of the trace distance
given by the equality in (1.3) (see [55], |100], [125]). The only point that
might be needed to be made here is the structure of the test operators in
Bob’s decoders (as well as that of Charlie). Note than the test operators
were described generally as TVB and QUVE without specifying the nature
of the subsystems, i.e., whether each of U,V or B systems are classical or
quantum. For our purposes, it is sufficient to consider the test operators as

TUB = % |u){ulV ®Tf where Tf = (u|TYB|u). Likewise, we only need to
have QUVB = X, u)(ul’ @ [v)(v]" ® Q. where Q,, = (u,v|QUY Blv, u).

Expurgation: So far we have come to know that there exists at least one
code that satisfies the reliability criterion in and at least one codebook
that satisfies the secrecy requirement . We should use Markov inequality
to find a good code that satisfies both the reliability and secrecy
simultaneously. We have the average error probability over all codes PL <

3¢’ +2v/¢’ (with 2¢/¢’ coming from the gentle measurement lemma) and the

secrecy over all code Pl ., <4¢”+2n. From Markov inequality we know that

Pr(Phuge > V&) € 3(6/)4+ 267 and Pr(Phegey > VE7) < 4(e") 4 2(o)T
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Then there is a good code for which, with high probability neither statement
is true:

Pr(PCII‘rOI‘ S \4/?’ PslcchCy S <L/?)
>1—(3(") + 23/") = (4(e")1* + 2(e")T1Y).

Let € = max{v/e’, v/2”}. This parameter works for both requirements and
the results is concluded.
n

Lemma 5.9. We have UR™ (p) € Re(N') and the union is over all pVVXBC¢
arising from the channel.

Proof. To prove the lemma we need to show that for all p arising from the
channel Ri"(p) € R*(p). While this can be proven in a standard way by
Fourier-Motzkin elimination (see for example appendix D of [153]), we follow
the approach of [12§] to show the lemma. Note that from the definition of
Re(N), if a quadruple (Rg+rg, Ry =79 — 75+ 74, Rs+ 75, Rg—174) € R*(N) for
some 19,75,74 > 0, then (Rg, Ry, Ry, Rq) € R*(N) as well. Then one can find
explicit values of (7,7, 74) such that for any given (Ry, Ry, Ry, Rg) € RU™(p)
we have (Ro + 19, R1 —rg —7rs + 74, Rs + 75, Rg — rq) € R*(p). In fact for
R < T (V;CU), + 210g2(%), the values (ro,7s,74) = (0,0, Isn (V; C|U), +

2 logQ(%) — R;) can be seen to satisfy equations 1} to 1} and thus
imply (Ro+ 7o, Ri—ro—rs+714, Rs+ 75, Rg—14) € R*(p). This combined with
Lemma [5.8| proves UR™) (p) c Re(N). u

5.5 Converse

Consider the common message rate Ry bound from (5.15). This bound was
proved in |25 by relating the communication problem to a problem in binary
hypothesis testing. We briefly explain the approach here. From the definition
of the reliability given in both Pr{My # My} < & and Pr{(My, My, M,) +
(Mo, My, M)} < e must be satisfied. We concentrate now on the fulfillment of
the first condition, i.e., Pr{M, # My} < . Consider the task of distinguishing

between two quantum states pMoMo = SF5 Lmo Imo Xmo| ™ @ [moXmo|™™ and
pMo®pMo where the former is the null hypothesis and the latter the alternative
hypothesis. It can be easily verified that Pr{M, # M,} < ¢ implies that the
type I error is less that or equal to ¢ and the type II error equals 2-Fo.
Then from the definition of the hypothesis-testing mutual information and

the monotonicty of the hypothesis testing relative entropy with cptp maps,
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we have Ry < I§(Mo; B),. Let U = My, then the converse follows. The proof
of Ry < I§(My;C), follows the same argument.

We now analyze the condition Pr{(My, My, M,) + (My, My, M,)} < e.
Following a procedure similar to [55], we expand this expression as follows:

g2 PI‘{(MQ,Ml,MS) * (M(),Ml,Ms)}
> p(mo)p(ma)p(ms)Pr{(Mo, My, M) # (mo, m1,ms)|mo, my, my}

mo,mi1,Ms
= Z p(mO)p(ml)p(ms) Z P(mé, m’l,m;|m0,m1,ms)
™Mo,m1,Ms (mg,my,mL)#(mo,m1,ms)
2 Z p(mo)p(m1)p(ms) Z p(mg, my, mi|mo, my, ms)
mo,mi,Ms my,
(=1 )
= Z p(mo)p(ma)p(ms) Z p(my, mi|mo, mq, ms)
mo,mi,ms (mfi,ml)#(m1,ms)
= Zp(mO)Pr{(Ml, MS) * (Ml, MS)|M0 = mo}.
mo

Notice that the final expression indicates the probability of erroneous detec-
tion of (M, My) when M, is transmitted. We find an upper bound on the
sum rate of (M, My) by considering a binary hypothesis testing problem
with null and alternative hypotheses given respectively as follows:

- 1 -
pHOMAIME 2 e 5 fmo)mol ™ @ pig M
mo
- 1 -
pHMM M i 5 i ol @ pis ™ @
mo
where phisMiMs My 2R+Rl Y ey [Msmma Xmsma MM @ lmgmy Yomgmy MM Tt

can be easily verified that type I error is equivalent to ¥, p(mo)Pr{ (M, M,) +
(My, M)|My = mo} which is assumed to be less that or equal to . On the
other hand, the type II error can be written as follows:

Z Pato (Mo) Pz an, (s, ma)pyy g, (s, m1)

mo,Ms,mj1
1
T 9R.+R; Z pMo(mO)pMle(ms,ml)
mo,Ms,Mm1
1
T 9Rs+R;’

Then we have the following:

Ry + Ry < I5(M,, My; M,, NI\ M), < I5(M,, My; B|My),,
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where the first inequality stems from the definition of the conditional hy-
pothesis testing mutual information and the second inequality is from mono-
tonicity under cptp maps. Identifying the random variables V' = (M, M)
and U := M, concludes the intended bound. So far we have dealt with the
reliability condition and have derived and ([5.16)).

Next we turn our attention to the secrecy criterion. The secrecy condition
(5.7) requires that the state of the Charlie and the confidential message
become close to a product state for every transmitted common message. In
converse proof, we consider a less strict criterion such that we demand the
aforementioned states to be close on average over the common messages. i.e.,
1 1 c H 1

§HPCM°MS " 9R, g; [mo)mo[* & pits ® o, 2R0+R

§Hpgo,ms

mo,Mms

From the relation between the purified distance and the trace distance, the
purified distance between the above-mentioned states is less that or equal to
v 2¢e. Then from the definition of the smooth conditional relative entropy, it
is easily checked that the following holds:

M,; C|My), = D‘/_(pMOMscH o Z [moXmo™" @ phis @ 0,) | = 0.

max ( max

Therefore, in the quantity DmaX(Ms,C|M0)p = 0, we define U = M, and
V = M, to get DY2e(V:C|U), = 0. Similarly, we let V == My and X = M,

to get maX(X C|V), = 0. Finally the bound on the rate of the confidential
message can be seen from the bound derived on R, + R; and the
preceding discussion.

5.6 Asymptotic Analysis

So far we have studied the scenario in which a quantum channel is available
only once and the transmission was subject to some non-zero error and se-
crecy parameters. In the asymptotic regime, however, a memoryless channel
is considered to be available for an unlimited number of uses; if we denote the
uses of the channel by n, the one-shot scenario corresponds to n = 1 where in
the asymptotic regime n — oo. Moreover, in the asymptotic regime, as long
as the achievability bounds and weak converses are concerned, the error and
secrecy parameters are assumed to be vanishing in the limit of many channel
uses, i.e., ¢ > 0 as n — oco. The following formally defines the rate region in
the asymptotic regime from the one-shot rate region defined before:

1
Reo(N) = liI% lim 5725(/\/'69"), (5.31)
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where the tensor power channel N®” indicates the n independent uses of the
channel /. In the following we first prove a theorem then we will recover
several well-known results as corollaries.

Theorem 5.3. The asymptotic rate region Re(N) of the broadcast channel
NA=BC for simultaneous transmission of common, individualized and confi-
dential messages with a rate-limited randomness encoder is given as follows:

Ru(N) = Q %Rﬁ?(]\/@@), (5.32)

where R (N) = Upuvxse RPN, in which REZ (N) is the set of quadru-
ples (Ro, Ry, Rs, Ry) satisfying the following conditions:

Ry <min [I(U; B),, [(U;C),]. (5.33)

Ro+ Ry + Ry <I(V; BIU), +min [I(U; B),,, I(U;C),], (5.34)
R, <I(V;B|U),-I(V;C|U),, (5.35)

Ry + Ry > I(V;ClU),+ I(X;C|V),, (5.36)
Ry>1(X;CV),, (5.37)

where (Ry, R1, Rs, Ry) denotes the rates of the common, individualized, con-
fidential and dummy messages, respectively and

pPVEBC = 5™ p(w)p(vlu)p(zlv) lu)ul” @ [u)o]” ® [zXz]* @ N (p2),

is the state arising from the channel.

Proof of Theorem[5.5. We need to show the direct part and the converse. To
establish the direct part, we appeal to our one-shot achievability region and
seek to show that the right-hand side of equation is contained inside
the left-hand side, i.e., the following:

Q%RS)(NW) CRus(N).

From our achievability result, Theorem [5.1] if we use the channel m times
independently (memoryless channel), or equivalently if we consider one use
of the tensor power channel N®™, we will have:

LAR(in)(pm) c RE(N®™), (5.38)
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where R (p™) is the convex closure over all states p™ arising from m uses
of the channel, of the rate quadruples ( Ry, Ry, Rs, Rq) obeying the following:

4’

. el — 1 m m el — m m 48,
ROSmm[IH ’ (U™ B® )om = log, (?)’[H 62(U ;C® )pm = logy (?)]7
1 2

/ 4¢’
Ro+ R+ R, < [§_53(Vm; B®m|Um)pm - log, (5_{;)
3
: e’-01 m ®m 4e’ e'-82 m. Y®m 4e’
+m1n[IH (U™; B®™) ym —log, - AU CP™) pm - log, 7 ],
1 2

! -~ 4 ! 1
R, < [Ii_‘s"’(Vm; BE™MU™) ym = I (VT CEMU™) ym — logy ( c ) - 2log, (—),
n

a7

— TImax

-~ -~ 1
Ri+Ry> 1% (Vm; C®m|Um)pm + 1 (X C®m|Vm)pm +4log, (—),
n
~ 1 1
Ry > I (X C®™V™) pm + 21og, (—),
n

where U™, V™ and X™ refer to the random variables drawn from the joint dis-
tributions p(u1, ..., um ), p(vi,...,vy) and p(zy, ..., x,,), respectively and B®™
and C®™ refer to the m-fold tensor product of the Hilbert spaces B and
C, respectively. Since we want to prove an achievability theorem, we can
assume that each sequence of random variables is drawn from the corre-
sponding distributions in an i.i.d. fashion, i.e., p(uy,...,u,) = [T p(w;),
p(v1, .y v) =TT p(v;) and p(zq, ..., ) = 1% p(x;). Therefore, the state
over which the above quantities are assessed, is p®™ =p® ... ® p.

The i.i.d. encoding assumption implies p™ = p®™ and enables us to sim-
plify the entropic quantities in the asymptotic limit of many channel uses.
To see this, we divide both sides of by m and let m — oo:

lim — U R (p®™) c lim lim lRff(/\/@m), (5.39)

m—o0 M, P e—>0m—oo M

This results in dividing the entropic quantities comprising R (p®™) by
m and evaluate limits as m — oo. All the constant terms will vanish as
m — oo and from the asymptotic i.i.d. behavior of the quantities given in

(1.9), (5-3) and Lemma 5.5 we get the region RL (N'). So far we have shown
the following:

RL(A) C lim lim %RS(A/@W).

e—0 m—oo
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Finally we consider m uses of the tensor power channel A'®¢ and let n = m/.
Taking the limits as n — oo concludes the direct part.

For the converse part, from Theorem onward, if the channel N gets
used m independent times, we will have

RE(N®™) ¢ GUR“O)(N@Z), (5.40)

=1 pt

where R(©)(N®) consists of the rate quadruples (Ro, R;, Ry, Rq) obeying
the following:
Ry <min [I5(U" B®) ¢, If (U5 C®) ],
Ro+ Ry + Ry < I (V% B |U") 0 +min [ I5(U* B®) o, I5 (U C®Y) ],
R, < I5(V% BUY) . - DYZE(V Ut .
Ry + Ry > DYEVEC|UY) o + DYE(XS CHVY) e,

Ry > DY2(X%C®NVY)

max

max

where (pUVXBC)t is the state inducing by ¢ independent uses of the chan-
nel such that its classical systems, U V¢ and X* correspond to the ran-
dom variables drawn from the joint distributions p(uy, ..., us), p(v1, ..., v¢) and
p(x1, ..., x¢), respectively and quantum systems B®* and C® refer to the (-
fold tensor product of the Hilbert spaces B and C, respectively. We can
now consider ¢ i.i.d. uses of the superchannel N'®™ for large ¢. This means
we evaluate the region over “tensor product” states (p™)® and divide both
sides of (5 1_} by t and let t — co. By invoking the asymptotic results from
(L.9),(5.3) and (5.5)), R (N®) can be seen to be included in the following

region:

Ro <min [I(U* B®) ¢, [(U%C®") ],
Ro+ Ry + Ry < I(V% B®|U") e + min [I(U*; B®) 0, [(U% C®") ],
R, <I(V4BP|UY) e = I(VE CPNUY) e,
Ri+ Ry > I(V5CPYUY) 0 + (X5 CPHVE) e,
Ry > I(X5 0%V 0.

The proof will be completed by dividing both sides of (5.40) by m and letting
m — oo as well as € - 0. [

Corollary 5.1 (Theorem 1 in [20]). Consider the quantum channel N4>B
with an isometric extension VA~BE and let pURA = ¥, p(u) [u)u|®| ¢y ) (du]™
be a classical-quantum state in which R is a reference system. The capacity
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region of simultaneous transmission of classical and quantum information for
the channel is given by

S (N) = ['j% (W),

where S7°(N) 23 the union, over all states of the form pVEB =% p(u) [ufu|®
NA=B(|6,) (du) arising from the channel, of the rate pairs (R, Rg°) obey-
mg:

R® < I(U;B),,

Ry <I(R)BU),,

where R and Ry denote respectively the rates of the classical and quantum
information and I(R)BU),=-H(R|BU), is the coherent information.

Proof. Following the discussion of Corollary [5.1] and Theorem [5.3] we only
need to argue that the coherent information of the ensemble {p(u), |¢.) (a7}
is equal to the rate of the confidential message in Theorem 3, i.e., the follow-
ing:

I(R)BU), = I(V;BlU), - I(V; E|U),.

We apply the Schmidt decomposition to the pure states {|¢,) "}, with
respect to the cut R|BE and then measure the R system in a suitable or-
thonormal basis. This measurement decoherifies the states such that the R
system can be shown by a classcial system, say V. Then the equality of the
coherent information and the confidential message rate can be easily checked
(see for example exercise 11.6.7 in [101]). n

Corollary 5.2 (Theorem 3 of [128)). Let NX %) be a classical channel
taking inputs to outputs according to some distribution p(y, z|x). Moreover,

let R=(Ng) be the capacity region of Ng_’(y’z) for simultaneous transmis-
sion of the common, individualized and confidential messages with a rate-
limited randomness encoder, defined similar to . Then there exist ran-
dom variables U and V' satisfying p(u,v,z,y,2z) = ¥ p(u,v)p(xlv)p(y, z|z)
such that R*(N¢) equals the union over all distributions of rate quadruples
(Ro, R1, Rs, Ry) obeying:

Ry <min[I(U;Y),, [(U; Z),],

Ro+ R+ Ry < I(V;Y|U), +min [I(U;Y),, [(U; Z),],
RS 1(V3Y0), = 1V Z)0),
Ri+Ry>1(V; Z|U), + I(X; Z|V),,
Ry > 1(X;Z|V),,
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where (Ro, Ry, Rs, Rq) denotes the rates of the common, individualized, con-
fidential and dummy messages, respectively.

Proof. This is a simple corollary of Theorem [5.3] If we assume the channel
outputs B and C are classical, then we know that all systems will be simulta-
neously diagonalizable and the regularization is not needed. Letting Y = B
and Z = C finishes the proof. [

In the following corollary we recover a result for quantum broadcast chan-
nel without any secrecy requirement [150].

Corollary 5.3 (Theorem in [150]). Consider the quantum broadcast channel
NA=BC  The capacity region for the transmission of common and individu-
alized messages of N, denoted by C=(N), is given as followsﬁ:

<1
=)= U ger e,

where C°(N) is the union over all states pVVBC arising from the channel,
of the rate pairs (Rg, Ry) obeying

Ry <min[I(U; B),, I(U;C),],
Ro+ Ry <I(V;B|U), +min[I(U; B),, I(U;C),].

Proof. By dropping the secrecy requirement, the rate of the confidential mes-
sage in Theorem will add up to that of the individualized message. Note
that this region is slightly different in appearance compared to the Theorem
1 in [150). However, the discussion leading to the equations (17) and (18) in
that paper indicates their equivalence: part (or whole) of the common mes-
sage may contain information intended for Charlie such that Bob does not
have any interest in learning those information; this leads to a slightly dif-
ferent region but the scenario and the rate region are essentially the same in
that in superposition coding Bob is supposed to decode the common message
in whole and maybe ignore its content afterwards. [

5.7 Conclusion

We have studied the interplay between common, individualized and confiden-
tial messages with rate-limited randomness in the one-shot regime of a quan-
tum broadcast channel. To establish our achievability results, we have proved

5This is defined similar to 1)
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a conditional version of the convex-split lemma whereby we have shown the
channel resolvability problem in the one-shot regime via superpositions. To
assess the tightness of our achievability region, we have also derived a (weak)
converse region. By evaluating our rate regions in the asymptotic i.i.d setting,
we recovered several well-known results in the literature.

Appendix

Proof of lemmas

We need the following auxiliary lemmas.

Lemma 5.10 (Lemma 17 in [154]). Let p € 82 and I1 a projector on A, then

P(p, TpIT) < \/2Tr pI1, - (Tr pll, )2,
where 11, =1 - 1II.

Lemma 5.11 (corollary 16 in [154]). Let pAB = |p)¢|*? € SAB be a pure

state, pA = Trp pAB, pB = Trq pAB and let T4 € PA be a projector in supp(p?).
Then, there exists a dual projector IIP on B such that

(I @ (p7)72) ) = ((p*) 72 @ T1%) )7 .
Lemma 5.12 ( |24]). Let p,o € P, then

e For any w > p,
IVevel, = |veval,.

e For any projector 11 € P,

[Vip/a|, = |v/pviol,
= |VIpIVIIoT| .

To prove Lemma [5.2] we need the following lemma.

Lemma 5.13. For quantum states pAB and oB, there exists a state p'” €

Be(pA) such that:
DmaX(pABHp,A ® UB) < DmaX(pABHpA ® OB)~

Proof. Trivial. ]
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Proof of lemma[5.3 In the result of Lemma [5.13], let p*45 be the optimizer
in the definition of IE ¢ ax(A; B),, by substituting this state we will have,

Dmax(P*ABH,O,A ® O'B) < Dmax(p*AB Hp*A ® O'B).

Let 0B = pB and choose p™4 = pA (this is possible since P(p4, p*4) <€) and
then

DmaX(p*AB ”pA ® pB) < DmaX(p*ABHp*A ® pB)'

Then the result follows by definitions of the quantities. [ ]
We need the following lemma to prove Lemma

Lemma 5.14. For quantum states pXAB =y p(x) |z x| ® pAP and oXAB =
Y. () |xXx| ® 02 ® 0B, there exists a state p'XAB € Be(pX4B) classical on
X such that:

D02 X0/ (@) lwNal @ i @ 0F)
< Dyax (pXB| Y q(z) |r)Xz| ® 02 @ o) + log(ﬁ + 1).
z - —-€

Proof. The proof is inspired by [31] and [120]. Let pX4B¢ be a purification
of pX4B and ¢ > 0. Further let I1B¢ € BC' be a projector that is defined as
the dual projector of the minimum rank projector IT*¥4 with supp(IT1¥4) c
supp(pX4). The projector IT¥4 is set to minimize HHXAFXAHXAHOO while
fulfilling P(pXABC, pXABCY < ¢ in which ['X4 = (pX4)"20X4(p¥4)"2 and
pXABC = T[BC pXABCTIBC | From Lemma [5.10] we know the following

P(pXABC’ HBCpXABCHBC) < \/2 Tr chp _ (Tr chp)2
= V2 Tr IIX4p — (Tr ITX4p)?2.

If we let TrII¥4p < 1 -+/1-¢2, then we will have P(pXABC pXABC) < ¢
since t ~ V2t —t? is monotonically increasing over [0,1]. Now we choose
I1X4 to be the projector onto the smallest eigenvalues of I'¥4 such that the
aforementioned restriction holds, which in turn, results in the minimization of
HHXAFXAHXAH Let II'Y4 denote the projector onto the largest remaining
eigenvalue of TI¥X AI‘XAHX 4. Notice that II¥4 and II'Y4 commute with I'X4,
Then we have the following:

Tr(pXATXA)

HHXAFXAHXAHOO _ TI_(HIXAFXA) _ miy Tr,uXA ,
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where the minimization is over all operators in the support of TI'X4 + TTXA4.
Choosing pX4 = (II'XA + TIXA) pXA(TI'XA + T1X4), we will have:

Tr{(H’XA—FHfA)pXA(H’XA+HfA)FXA} 1
<
Tr{(IIXA + TIXA) pXATIXA + T} 7 1-/1 -2

HHXAFXAHXAH N <

where from the fact that [I'¥4 and T4 commute with I'¥4, we have Tr{(II'X4+
[IXA)pXA(IIXA 4 [IXAYDXAY = Tpf(IIX4 4 [[X4)(pXA)20XA(pXA)1/2) <
Tr{(pXA)12TXA(pXA)1/2} = Tr 0XA4 = 1. Moreover, the definition of IT¥4 im-
plies that Tr{ (II"¥A+I1X4)pX4} > 1-v/1 - €2. Let 7 = Dy (p¥48| £, q(2) [z )z|®
ol ®ol) and oX B =¥, |z)Xz|® oB. For state pX4BC introduced above, we

can write:

Dinax (5™ Y p(a) [eX| © pi} @ o)
=log[(Xp(a) [ehel @ pf @ o) * 5545 ( N p(a) el @ ot @ o) |

= log| (5 p(e) ehel © 2 @ 02) * Trc (I P A5CTIPCY( 3 p(w) el @ p @ 02) |

- log | (0XP) 4 Tro{ (p¥4) 4 @ 1PC p¥ AP0 (p¥4) 4 o 1€y (o) 4|
= log | (o7 77) 72 (pX4) 2 I A X AP (X ) I A (X P) 2|

<log27|(*%) 72 (p*) XA () [aal @ 7' @ o) (0 ) 21X (0 7) 2 |

o0

=1og 27| (X)X Y g(@) o)l @ 07 © (0F) 207 (0 2) 72 (p¥ ) 2T
=1og 27| (p* ) EIXA Y () [x )zl @ ot @ 15 (p¥4) 211X
= 7 + log |[TIXATXATTXA|

1

< Do (08| S q(2) |2}z ® 02 ® 0F) + log ——
= -Vli-¢

Define the positive semi-definite operator kX4 = pX4 — X4 and Let pXA4B :=

pXAB 4+ kXA ® oX-B_ Tt can be easily checked that pX4 = pX4. Moreover, in

the following we show that P(pXAB pXAB) < e:

F(ﬁXAB’pXAB) > H /ﬁXAB /pXABH1 +1 _TrpXAB
> H\/ﬁXABC\/pXABCHl +1-Tr pXAB
=1-Tr chpBC

>V1-¢e2
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The first inequality follows from Lemma and the fact that by construc-
tion pXAB < pXAB therefore H\/ﬁXAB pXABH1 < H\/ﬁXAB\/pXABul. The
second inequality follows from the fact that fidelity is monotonically non-
decreasing with respect to cptp maps. The equality stems from Lemma [5.12
and the last inequality is the assumption. And finally from the relation be-
tween the purified distance and the fidelity the desired inequality follows. We
continue as follows:

Dmax(ﬁXABHﬁXA ® O'XiB)
= log H(ﬁXA)—% ® (O'X_B)_%ﬁXAB(ﬁXA)_% ® (O_X_B)_% Hoo
=log (") % @ (¥ 7) 5 p P (") F e (X P) E

<log (H(pXA)—% ® (JXfB)féﬁXAB(pXA)fé ® (UX—B)—é Hoo + 1)

1
<logl2r——— 41
( 1-V1-¢2 )
1
< Diax (548> q(2) |z Xz| @ 02 @ 0B +10g(—+1),
(| S a(@) eXal ) Y
where in the first inequality we have used p¥4B < pX4B 4+ pX4 @ ¢B and
in the final inequality we have used the fact that 27 > TrpX48 = 1. Now
similar to Remark a pinching map is applied to the left hand-hand side

to conclude from the monotonicity of the max-relative entropy that X system
is classical. [ ]

Proof of Lemma[5.3 From the result given in Lemma onward, let p*XA4B
be the optimizer for D5, (pX48| ¥, q(2) [z)z| ® 02t ® oF). We argued that

max

this state will be classical on X. Then there exists a state pX4B € Be(p*XAB)
classical on X such that

Diax (74P | Y 8() J2)2| ® 57 ® o)
1
< Do (pXAB q(z) |z x@af@af +1o (—+1).
(5% o) kX )+tog ——
From the triangle inequality for the purified distance it is seen that pX4B ¢
B2 (pXAB). Choosing q(x) = p(x),02 = p2,08 = pB for all z, finishes the
job. [
To prove Lemma [5.4], we need to following lemma.

Lemma 5.15. Let pX4B and 0P be a quantum states. There exists a state
p'XAB € B=(p) classical on X such that:

Dinax (™47 329" () 2 X ® pi @ 077) < Dunax (047 Yo p(@) |2zl ® pf @ 07).
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Proof. Trivial. ]

proof of Lemma[5.4 Let p*XAB be the optimizer in the definition of the
PSCMMI. By substituting it in Lemma [5.15] we will have:

Dinax (0P| 329" () [ Xzl ® pi ® 077) < Dinax (0™ 47 3o p* (2) 2Kzl @ p;" @ 07).

Let p/X4 = pX4 and o8 = pB. Then the result follows from the definition of
the quantities. [

Proof of Lemma[5.6 Similar to Lemma 11 in [115], the proof follows by
straightforward calculation as shown below:

> p(0) (DO = D(plp™))

= 2 p(0) (Tr{p *log p*} = tr{p*1og %4} ~ Tr{p*log 4} + Tr{p{* log p**})

= Te{ ) p(i)p log p* 4} = Te{} ] p(i)pi*  log 644}

= Tr{p**log p*4} = Tr{p**log 6*}
= D(p* ™).

Proof of Lemma [5.7. The proof is similar to the proof of its uncontional ver-
sion [115]. For the convenience sake, we let 027 = 021 ® .00 ' @00 ®...®
B and af*j =l g.. ®dbl. By adopting this notation, we can see that
TXABL-Bn = L5050 p(a)|x) (2] @ pitP @ 0 7. We use Lemma [5.6/ to write

the following;:

D(TXABl...Bn

S p(@)efz¥ @ ph @ ar )

= % Z D( > p(x)|z)(z[¥ ® prj QoL H Y p(z)|z) (=¥ ® pit ® Jf”) (5.41)
- % Y D( Y p(@)a)al* @ pp @ 0y XA B, (5.42)

From the invariance of the relative entropy with respect to tensor product
states, the term inside the summation in (5.41) equals D( ¥, p(z)|z)(z]¥ ®

e [ pr(x)|x)(x|x®p§‘®afj). Besides, from the monotonicity of the quan-
tum relative entropy, by applying Trp, 5 B,{.} to the term inside

Bj-1,Bj+1,--,

summation in (5.42)), it is lower bounded by D( ¥, p(2)|x)(z[X @ ps " |7 XAB5)
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where 7X48; = ¥ p(x)z) X ® (Lp2™ + (1 - L) (pA ® 0.7)). Let k be
such that pXABJ <26y p(m)|x)(x|x ® pm ® ori. Therefore, we will have
pXAB < (1+ 221y p(a)|e)(z[X ® pA ® 0,7, Consider the following chain:

D(pXABj HTXABj) - Tr {pXABj lOg pXABJ} —Tr {pXABJ IOg 7_XABJ-}

, , , B; 2k —1
> Tr{p*4Bi log p¥4Pi } — Tr { p*ABs 10g(2p(:v)|x)(:1:|x ® pi ® oy )} - log(l t— )

k
= D(p* 45| Y p(2)|z)z|¥ ® pi ® afj) - log(l t— ),

where the inequality comes from the fact that if A and B are positive semidef-
inite operators and A < B, then log A < log B. Plugging the findings above
into (5.41)) and (5.42) yields:

(X455 5 p(a)le)al © pf @ 02

< E (B okt o ot o o)

3

—_

k_
— Z ( XAB,; H Zp(:p)|x)(x|x ®pl ®afj) +log(1 + 2 - 1)
] X

ok
Slog(l + —)
n

By choosing n = [52] it follows that D(rXAB1-Bn| ¥ p(x)x)(z[¥ ® pi ®
oy +j) < log(1+46?). From Pinsker’s inequality 1) we also can see that
F2(7XAB1-Bn 5 p(z)|z)(z[¥ @ pi ® Uf+j) > L3 > 1-62. From definition of
the purified distance, it can be easily seen that P(7XAB1-Br ¥ p(z)[z)(z|¥ ®
Pt af”) < 0. [

3

Proof of Corollary[5.1. Let pXAB be the optimal state achieving the mini-
mum for k. Then from the conditional convex-split lemma we know that:

PFABB S () ol @ i oo @ 00P) <5 (5.43)

where

FXAB1...Bn . Zp($)|x I|X (

T

3|*—‘

n
Bj+
Z PigoPre. . @or '®o, " @alh).
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From the concavity of the fidelity as well as its invariance with respect to
tensor product states, the following can be seen:

P(FXABL-Bn [ XABL.Bay ¢ p(pXAB pXAB) ¢ (5.44)

Analogously, we have
PO i)z zX @t @ ot @ ...@ aP > p(a)|z) (] @ pf @ 0T ® ... @ gP)
) < P(ﬁXA,pXZ) <e. (5.45)

Then the desired result is inferred by applying the triangle inequality to

E). G2 and (1. .
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