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Abstract

The brain’s resting-state activity displays complex spatiotemporal pat-
terns of activity that are constantly formed and dissolved. The study of
these dynamic collective patterns has increased our understanding of the
brain’s organization principles during function and dysfunction. However,
the underlying mechanisms remain unknown. Theoretical whole-brain
models explore this question by combining neural networks and brain
activity /connectivity data. In the present thesis, I studied whole-brain
models of resting-state activity during conscious wakefulness and low-level
states of consciousness. I analyzed neuroimaging data (fMRI and EEG)
from subjects during wakefulness and anesthesia, and from patients with
disorders of consciousness due to brain lesions. I interpreted the results
using diverse models to disentangle the contribution of brain dynamics,
network connectivity, and temporal scales. The results suggest that loss
of consciousness is driven by altered network interactions, more homoge-
neous and structurally constrained local dynamics, and less stability of
the network’s topological core compared to conscious states.

Keywords— Whole-brain spatiotemporal activity; Consciousness; Dis-
orders of Consciousness; Anesthesia; Whole-brain modelling
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Resumen

La actividad cerebral en reposo muestra patrones espacio-temporales com-
plejos que se forman y desvanecen constantemente. El estudio de estos
patrones ha impulsado nuestro conocimiento sobre la organizacién del
cerebro durante su funcién y disfunciéon. Sin embargo, los mecanismos
subyacentes atiin no han sido revelados. Los modelos teéricos cerebrales a
gran escala exploran esta cuestién combinando redes neuronales y datos
de actividad/conectividad. Aqui, examino modelos cerebrales de actividad
en reposo durante estados de vigilia y baja conciencia. Especificamente,
analizo datos de neuroimagen (fMRI y EEG) de sujetos durante estados
conscientes y anestesiados, y pacientes con deérdenes de conciencia provo-
cados por lesiones. Interpreto estos resultados usando diversos modelos
que disocian contribuciones dindmicas, de conectividad y escala tempo-
ral. Los resultados sugieren que la pérdida de conciencia es debida a
alteraciones en las interacciones de la red, a dinamicas locales mas ho-
mogéneas y acotadas a la estructura, y a una menor estabilidad del nicleo
topolégico.

Palabras clave— Actividad cerebral espaciotemporal a gran escala; Con-
ciencia; Desérdenes de conciencia; Anestesia; Modelos a gran escala
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Preface

The brain and the nervous system are the central processing core of be-
haviour and cognition, which are implemented by the brain’s neuronal
mechanisms and reflected in its dynamics. Understanding the brain’s com-
plex features is a research direction that has been largely investigated for
thousands of years, first with philosophy, then more quantitatively, and
that led to the emergence of the discipline called neuroscience, as a specific
research field.

Technological advancements have allowed the recording of brain activation
from the microscopic level to the macroscopic whole-brain level, extending
our knowledge of brain organization and function. The study of sponta-
neous brain activation has shed light on understanding collective features,
which are not explained by the dynamics of specific elements but by the
interplay (e.g. temporal correlation between the activation time courses)
between neuronal populations across the whole brain. In particular, it
has been shown that brain dynamics is described by patterns of activa-
tion characterized by specific spatial maps and temporal structure. These
patterns constantly change in time and represent the ‘repertoire of states’
of the brain dynamics. The spatial organization of the collection of col-
lective activity patterns has been largely studied, but the characterization
of the temporal structure is still under research. Indeed, the temporal or-
ganization of the repertoire of patterns is altered in different behavioural
conditions, such as under altered states of consciousness, which suggest
that consciousness is not a localized property of the brain, but a collective
emergent property.

Even if the study of the dynamical properties and spatiotemporal reper-
toire of brain activity has increased our understanding of alterations thereof,
it remains unclear how the brain mechanisms can generate the diversity of
experimentally observed patterns. In other words, the mere observation
of coordination patterns does not explain the mechanism underlying these
emergent phenomena. In theoretical neuroscience, the idea of a deeper un-
derstanding of brain dynamics using computational models has aroused,
yielding a powerful tool for investigating the brain’s collective activity
patterns and modeling the dynamics of neuronal populations for distinct
brain regions. In this thesis, I present three studies that apply whole-brain
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models to uncover the brain mechanism that is involved in the emergence
of collective activity patterns and modulation of consciousness. To do so,
I use data from healthy participants which I also compare with patients
that suffered from brain injuries that lead to disorders of consciousness
and healthy participants that undergo propofol sedation.

In Chapter 1, the specific concepts for understanding the computational
framework developed in the following chapters will be explained. In par-
ticular, I present evidence for the relevance of the brain dynamics during
spontaneous activation, combined with the description of the brain dy-
namics in low-level states of consciousness and, finally, the use of compu-
tational models to explain the brain mechanism underlying the dynamics.

Chapter 2 and 3 share the purpose of describing how the brain subnetworks
are altered in low-level states of consciousness, described by the hemody-
namic response measured by functional magnetic resonance. In particular,
Chapter 2 addresses the question of the dynamical and structural alter-
ations at the global and local level that are reflected in the mechanism
and network properties. The characterization of the local properties al-
low the investigation of the spatial distribution of the parameters across
the brain. Chapter 3 focuses on investigating the modifications in the
brain properties of specific connections that impair the propagation of in-
formation flow through the subnetwork. Chapter 4 aims to identify the
relevant temporal scale for the emergence of spatiotemporal properties
of the spontaneous activity of healthy participants. For this, we studied
how the collective activity patterns recorded with electroencephalography
changes at the whole-brain level across temporal scales.

Finally, Chapter 5 will put the previous chapters’ results into a unify-
ing global perspective. Additionally, I discuss the possible neurobiological
mechanism and the limitations faced in the studies presented, to provide
an outlook of my work in the field of cognitive neuroscience.
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CHAPTER 1

Introduction

“I guess I've had only one question all my life. Why do emergent selves
pop up all over the place creating worlds, whether at the mind/body level,
the cellular level, or the transorganism level? This phenomenon is
something so productive that it doesn’t cease creating entirely new realms:
life, mind, and societies. That, to me, is a key and eternal question.”
Francisco Varela, 1996

The brain is a complex system composed of billions of neurons. Neurons
create specific conglomerates that can show synchronous firing, i.e. cor-
related activity, during spontaneous activity or in response to a stimuli.
This correlated activation is observed at various scales, from local micro-
circuits to cortical columns at the mesoscopic scale, and brain regions at
the macroscopic level. Indeed, a large number of studies have shown that,
at the whole-brain level, the activation of distributed brain regions dis-
plays different coordinated patterns (Biswal et al., 1995; Greicius et al.,
2009; Damoiseaux et al., 2006). These collective patterns are formed, dis-
solved, and re-formed over time, and emerge from the interactions between
brain regions (Ponce-Alvarez et al., 2015). It is assumed that the collective



spatiotemporal patterns are key to understand how the brain undergoes
qualitatively different brain states characterized at the behavioural level
by different cognition states and levels of consciousness (e.g. wakefulness,
sleep, coma, anesthesia and psychedelic states) (Tagliazucchi et al., 2013;
Carhart-Harris et al., 2014; Boveroux et al., 2010; Barttfeld et al., 2015;
Demertzi et al., 2019). This assumption, supported by the increasing evi-
dence, consolidated the idea that consciousness is not a localized property
of the brain, but a collective emergent property.

However, the mere observation of the spatiotemporal patterns in the brain
does not explain the mechanism underlying the emergence of these collec-
tive phenomena. By combining concepts of physics, information theory
and neurophysiology, theoretical models are a powerful tool for investi-
gating the mathematical principles of brain collective activity. One of the
challenges these theoretical models face is understanding how structural,
dynamic, local and network properties interplay in the brain, which al-
low going beyond the phenomenological study of statistical relationships
between those ingredients.

This thesis aims to explore the mechanisms underlying brain dynamics of
healthy subjects and how they change in different brain states involving
levels of consciousness. In the following chapters, I will present a collection
of studies that aim to investigate the mechanism of brain dynamics and
its alteration in different context (i.e. brain states and temporal scales)
using dynamical and statistical models. Before diving into these studies,
I will contextualize the topics addressed in this dissertation within the
current state-of-the-art. This introduction will first describe the frame-
work of resting-state activity and neuroimaging methods, and review the
most important concepts for understanding the collective features that
characterize the whole-brain activity (e.g. describing the spatiotemporal
patterns, their temporal structure, the organization of the brain networks,
etc.). I will also describe the observed brain dynamics during brain states
associated with a reduction or loss of consciousness at the behavioural
level. In particular, in this thesis, such brain states have been defined for
patients that suffered from brain injuries that lead to disorders of con-
sciousness (DOC) and healthy patients that undergo transient states of
anesthesia, which will be studied in Chapters 2 and 3. Finally, I will



present the need to use computational models to address our questions.

1.1. Resting-state and network neuroscience

1.1.1. Resting-state changes the paradigm

The focus of human neuroscience has evolved over the decades with the
development of recording techniques. These techniques have allowed going
from the study of behavioural aspects until the description of the coor-
dinated brain activation patterns. For many years, brain dynamics were
interpreted within a localizationist approach. In this view, brain dynam-
ics can be understood by studying the functional properties of specific
anatomical brain regions. To prove that hypothesis, the experiments fol-
lowed an input-output scheme, where the focus was to determine the neu-
ral activation in specific brain regions when a given stimulus was presented
or when the participants performed a given cognitive task (Friston et al.,
1998; Cabeza and Nyberg, 2000). Pioneer studies based their protocols on
the difference between task-induced activation and baseline activity (i.e.,
no task, with eyes open and fixed or closed) and identified regions with in-
creased activity during the task (Cordes et al., 2000). These experiments
were motivated by the development of neuroimaging methods that allowed
for a very precise spatial localization of the activity in the cortex. This
new approach of linking the regions that show higher activation in each
task determined many of the studies in the following years (Friston et al.,
1998; Lotze et al., 1999). Indeed, such studies allowed for the association
of specific functions in particular brain regions over decades, see Review
(Sutterer and Tranel, 2017).

Implicitly, these studies assumed that baseline brain activity represents
noise without structure. This assumption started to fall in the 1990s
when more generalized and systematic studies quantified the structure of
the spontaneous ongoing activity, then coined as resting-state activity, i.e.
when the participant is not engaged in any specific task (Biswal et al.,
1995). Notably, resting-state activity accounts for about 20 % of the
total oxygen consumption of a person at rest. The pioneer studies of
resting-state brain activity pointed out that even with eyes closed, brain
activity shows slow oscillations (Biswal et al., 1995; Fox and Raichle, 2007).
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Furthermore, these studies indicated that the resting-state activity shows
coordination patterns among brain regions distributed across the brain,
i.e. spatial patterns of activation that emerged at the whole-brain level,
see Figure 1.1 A.

Time (seconds)

Areas involved in Areas corelated with
motor tapping task seed point at rest

Figure 1.1: Brain activation at rest shows slow oscillations and long-range co-
ordination patterns. A) Correlation in the BOLD fluctuations during resting-state
activity between the posterior cingulate cortex (PCC) and the rest of the voxels show
both positive and negative values spread across the cortex (upper panel). The BOLD
fluctuations are similar for the PCC and medial pre-frontal cortex (MPF), suggesting
correlated activity among them, and anticorrelated fluctuations between PCC and in-
traparietal sulcus (IPS) (lower panel). Figure edited from (Fox et al., 2005). B) Study
of the activation of brain areas in response to a finger movement task (left) compared
to the areas activated in rest (right). The areas a, b and ¢ show statistically similarity
between the task and resting condition, whereas d and e were present only during rest.
Figure edited from (Biswal et al., 1995).



These patterns were obtained by measuring the correlation between neu-
roimaging signals from different brain regions (Greicius et al., 2009) or
by studying the evolution of the extreme values of the fluctuating signals
across time (Lehmann et al., 1987). Interestingly, the spatial patterns of
correlations between distant cortical areas observed in resting-state activ-
ity were similar to the activation patterns observed in different cognitive
tasks (Biswal et al., 1995; Raichle, 2009), suggesting that resting-state
activity encloses by itself the principle of brain function, see Figure 1.1 B.

Currently, understanding the origin and function of resting-state activity
is considered crucial to understand the constant computations of the brain
(e.g. reorganizing its internal model of the world or having self-referential
thoughts) (Deco et al., 2013a). Since its discovery, many studies have
attempted to clarify the origin of these fluctuations (Biswal et al., 1997;
Raichle, 2001; Greicius et al., 2003; Mantini et al., 2007; Greicius et al.,
2009; Fox and Raichle, 2007; Honey et al., 2009). Moreover, the observed
brain dynamics are not described purely by the anatomical links, but they
result from an interplay between the brain dynamics and structure that
remains largely unknown.

1.1.2. Whole-brain dynamics and structure

The discovery of resting-state activity and the spatiotemporal patterns
led to a change in the paradigm of neuroscientific studies during the last
decades (Raichle, 2009). As previously mentioned, this was due to the sub-
stantial development in neuroimaging methods applied to study the hu-
man brain. This development allowed for capturing a high-quality descrip-
tion of the macroscopic properties at the whole-brain level. Concerning
brain activity, these advancements arise mainly in three non-invasive neu-
roimaging methods; electroencephalography, EEG, functional magnetic
resonance imaging, fMRI, and magnetoencephalography, MEG (see Table
1.1 for a detailed description of the methods). These methods allowed
the exploration and understanding of the properties of spontaneous brain
activity. One can find a large number of studies describing the resting-
state activity using fMRI (Raichle, 2001; Logothetis et al., 2001), EEG
(Olejniczak, 2006; Lehmann et al., 1998; Mantini et al., 2007) and MEG
(Brookes et al., 2011). Each neuroimaging technique has developed its
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context and framework, but due to the difference in the measured physi-
cal variables and spatial and temporal resolutions, it is hard to merge the
observations between techniques, see Table 1.1.

Neuroimaging
technique

Measured biological
variable/mechanism

Spatial resolution

Temporal resolution

Electroencephalography
(EEG)

Records the dynamic synchronous
polarization of spatially
aligned neurons in extended
gray matter networks

Source modelling is
needed to localize
the origins of the

measured brain activity

Very high temporal
resolution (milliseconds)

Functional Magnetic
Resonance Imaging

(fMRI)

Detects the changes
in the blood oxygenation
that partly follows
from neuronal activity

Very high spatial
resolution (millimeters)

Very low temporal
resolution (~ seconds)

Magnetoencephalography
(MEG)

Records the magnetic
field produced by
electrical currents

occurring in the brain

Very high spatial
resolution (millimeters)

Very high temporal
resolution (milliseconds)

Diffusion Magnetic Resonance
Imaging (diffusion MRI)

Detects the white matter
pathways via the diffusion

Very high spatial
resolution (millimeters)

Static

of water molecules in the axons

Table 1.1: Summary of the neurogimaging methods. Information about the
neuroimaging methods used for capturing information from human brains containing
the measured variables and spatial and temporal resolutions.

Concerning the anatomical organization of the brain, the researchers devel-
oped techniques for obtaining data on the brain anatomy and its physical
substrate. In humans, the development of diffusion MRI (dMRI) (Hag-
mann, 2005) allowed estimating the brain’s anatomical connectivity at a
the mesoscopic and macroscopic levels. Based on the data acquired by
dMRI, Diffusion Tensor Imaging (DTI) estimates the main direction and
strength of anisotropic diffusion in each voxel (Hagmann et al., 2008),
see Table 1.1, which relate to the fibre tracts connecting different brain
regions.

1.2. Understanding brain connectivity

All these neuroimaging methods provided a huge amount of data that
quantify the brain activation fluctuations and its topological structure.
The complexity of these data brought the need of developing new tools
for studying the network effects and interactions, by applying graph theory
and information-theoretical measures (Rubinov and Sporns, 2010; Sporns
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et al., 2005; Zamora-Lépez et al., 2011). Based on this framework, the
brain can be described as a metwork composed of elements or nodes, such
as the brain regions, that are interconnected by links or edges, that may
refer to anatomical links, statistical dependencies or directed interactions,
see Figure 1.2. As shown below, this framework demonstrates that the
brain networks show complex structure with non-trivial topological fea-
tures (van den Heuvel and Hulshoff Pol, 2010; Zamora-Lépez et al., 2011;
Sporns et al., 2005; Bullmore and Sporns, 2009).

Links
/éj

~—Nodes

Figure 1.2: Schematic representation of brain network reconstruction. The
data captured from the neuroimaging methods are described in the brain anatomy based
on a parcellation, which describes the brain regions, spatial distribution and location.
Each of the region-of-interest (ROI) described by the parcellation is considered a node
in a network comprising the brain (or in some cases, the brain cortex). The links among
nodes may refer to anatomical links, statistical dependencies or directed interactions.

The links between the nodes create the connectivity of the network, which
usually is described by a matrix, M, of size Nx/N, where N is the number
of nodes. The element M;; corresponds to the link between the nodes ¢
and j. Depending on the types of interactions and the neuroimaging data
used to define the networks, four families of connectivity measures have
emerged:

» Functional connectivity (FC): Functional connectivity is ob-
tained by extracting the structure of the correlation of activity time
courses. Typically, FC measures the statistical dependencies of sig-
nals from predefined brain regions (Achard et al., 2006; van den
Heuvel and Hulshoff Pol, 2010), calculated using the Pearson corre-
lation (the most common one), Granger causality or mutual informa-
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tion, see Figure 1.3 a. The resulting matrix is a static representation
of the correlation structure of brain activity.

CONNECTIVITY
a b [ d e
Functional Phase interaction Dynamics Structural Effective

Windowed Correlation Maticos.

BOLD
phase 6(n,
Correlation A0

ROIS

50 100 150 200
ROIs

Figure 1.3: Connectivity matrices and their description. a) Functional Connec-
tivity (FC) matrix characterizes the functional networks of the brain. In this panel case,
the FC reflects the Pearson correlation between the whole BOLD signals of the brain
regions. b) Phase-interaction matrices computed using the phase differences extracted
from BOLD signals. ¢)The functional Connectivity Dynamics (FCD) describes the sim-
ilarity between the FC matrices computed in sliding windows extracted from the BOLD
timeseries. d) Structural Connectivity (SC) matrix captured from the DTI describes
the connections of the brain anatomy. In this panel, the SC reflects the links density
among brain regions . e) Effective Connectivity (EC) captures the influence one neural
system exerts over another. Figure adapted from (Cabral et al., 2011; Kafashan et al.,
2016).

= Phase-interaction matrices: Phase-interaction matrices can be
seen as a subtype of FC for oscillatory signals. The phase-interaction
matrices evaluate the level of synchrony by studying the phase rela-
tionship between signals typically filtered within a narrow frequency
band, Figure 1.3 b. Typically, phases are calculated using the Hilbert
transform of narrow-band filtered data or using wavelets. The bene-
fit of using the phase-interaction matrices is that they allow describ-
ing the time series’ spatiotemporal properties with a high temporal
resolution (Ponce-Alvarez et al., 2015).



» Dynamical functional connectivity (dFC): The primary mo-
tivation for using this connectivity is to evaluate the presence of
repeating patterns and to consider the time dimension by tracking
correlations that could change over time. The dynamical functional
connectivity (dFC) is obtained by calculating the correlation across
time of the FC matrices computed in short time windows (Hansen
et al., 2015), Figure 1.3 c.

» Structural connectivity (SC): The connections or fibres between
different brain regions are thought to determine the anatomical struc-
ture, or connectome, of the brain (Sporns, 2011), Figure 1.3 d. The
study of network structural connectivity (SC) matrices allows de-
termining the organization of the brain’s network topology (Sporns,
2018; van den Heuvel and Sporns, 2019; Zamora-Lépez et al., 2009).

» Effective connectivity (EC): In a given neural network, Effective
Connectivity (EC) captures the influence one neural system exerts
over another (Friston et al., 2003), which explains how the activity
patterns are generated, Figure 1.3 e. The original concept comes
from electrophysiology (Aertsen et al., 1989) where the EC was in-
troduced to quantify how the stimulation of a neuron affects a target
neuron, independently of the anatomical links. At the whole-brain
level, the EC usually describes statistical relationships among brain
regions that determine the observed activity (e.g. in BOLD or EEG
signals). The EC shows alterations when changing the local (e.g.
excitability) and network (e.g. synaptic efficacy) properties of the
neurons or neural populations.

All these connectivity matrices described the collective activity in brain
networks, each considering different statistical properties of the functional
time series or the physical substrate. These matrices contain the essen-
tial information for describing the brain’s spatiotemporal dynamics at the
whole-brain level. The following section will present the basic features
captured from these brain network descriptions of resting-state activity.



1.3. Organization principles of brain activity and
structure

The representation of the brain networks in the connectivity families en-
ables the description of collective features of the resting-state activity at
whole-brain level. As explained in the previous section, it is hypothesized
that resting-state activation encloses the basic mathematical principles
of brain activity. Moreover, the similarity between resting-state patterns
and functional/structural networks indicates that spontaneous activity is
key to understanding the brain’s structure-function relationship. On the
other hand, studies of brain networks’ anatomical organization have shed
light on the graphs’ properties that ensure robustness and efficiency. Fi-
nally, these networks can also represent the synchronization between brain
regions and their effective connectivities, which is considered crucial for
explaining the brain mechanism for propagating neural signals and for
communication throughout the network. This section will review what
is already known about resting-state and will serve as the basis for our
studies in chapter 2, 3 and 4.

1.3.1. Spatiotemporal patterns in whole-brain activity

Large-scale functional brain networks have been captured using differ-
ent neuroimaging methods such as fMRI (Fox et al., 2005; Damoiseaux
et al., 2006; De Luca et al., 2006; van den Heuvel et al., 2009), EEG
(Lehmann et al., 1987; Laufs et al., 2003; Michel and Koenig, 2018) and
MEG (Mantini et al., 2007; de Pasquale et al., 2010; Brookes et al., 2011).
The fMRI patterns are captured by applying dimensionality reduction
techniques in the whole-brain time series of resting-state activity (Fox
et al., 2005; Damoiseaux et al., 2006; De Luca et al., 2006). The ex-
tracted (e.g. principal or independent) components are usually mapped
to the cortical surface, and are referred to as the resting-state networks
(RSNs). Several studies have investigated the functionally relevant RSNs
in fMRI recordings (Fox et al., 2005; Damoiseaux et al., 2006; De Luca
et al., 2006; Greicius et al., 2009). Interestingly, the RSNs have specific
spatial distributions across the brain cortex and are constantly reshaped
over time (Wackermann et al., 1993; Greicius, 2008). The ensemble of
patterns that the system visits is called the ‘dynamical repertoire’ of the
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brain (Tononi, 2004; Ghosh et al., 2008). These networks are similar to
the spatial activation patterns observed during cognitive tasks requiring
visual, sensorimotor, salience, attention and executive control processing
(Greicius et al., 2003; Damoiseaux et al., 2006), see Figure 1.4 A. In addi-
tion to these networks, the default mode network (DMN), or task-negative
network, has been widely studied due to its activation in self-referential
operations(Fransson, 2005; Mason et al., 2007), and during consciousness
of the environment (Ferndndez-Espejo et al., 2012) and of the self (Spreng
and Grady, 2010; Qin and Northoff, 2011).

right fronto- left fronto-

default mode ; : ; :
parietal attention parietal attention

executive control

medial visual lateral visual

¥ _ sensorimotor
cortical areas cortical areas auditive system

cortex

e

'g‘ [ )
e

Figure 1.4: Functional networks described from the activation of whole-brain
timeseries using fMRI and EEG. A) Major functional networks extracted through
seed-based spatial coherence from fMRI BOLD signals recorded during rest. Those
functional networks are usually referred as resting-state Networks (RSNs). Figure edited
from (Storti et al., 2013). B) The scalp topographies termed as ‘microstates’ obtained
from the EEG signals. Figure edited from (Britz et al., 2010).

EEG studies evaluating the correlations among amplitude fluctuations
showed that a limited number of scalp potential topographies describe the
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brain dynamics (Lehmann et al., 1987, 2005; Michel and Koenig, 2018).
These topographies remain stable for a short period (~ 60 - 120 ms) be-
fore rapidly changing to another topography (Michel and Koenig, 2018).
These discrete, limited, and distinguishable stable scalp potential maps
have been defined as ‘microstates’ (Lehmann et al., 1987), see Figure 1.4 B.
Some studies focused on the microstates’ spatial distribution have shown
that EEG microstate closely relate to RSNs captured in the BOLD-fMRI
signals (Musso et al., 2010; Britz et al., 2010; Yuan et al., 2012).

In the last decade, there has been a growing interest in the temporal
courses of activity patterns and the transitions among them (Chang and
Glover, 2010; Kiviniemi et al., 2011; Allen et al., 2014; Ponce-Alvarez
et al., 2015). The temporal transitions between patterns have also been
captured in brain states for which the level of consciousness is reduced, e.g.
in patients with disorders of consciousness or under anesthesia (Hudetz,
2012; Ghosh et al., 2008; Demertzi et al., 2015). This suggests that the
transitions are not likely to be produced by a transition between different
mental states. Thus, these transitions might be an emergent property
of the complex brain network. Indeed, the functional networks and the
transitions among them may be a consequence of metastability in the brain
(Ponce-Alvarez et al., 2015; Deco et al., 2017a).

Metastability is the property of dynamic systems that display a set of
states that can persist for some time before switching to another state.
A system showing metastable patterns is a favourable functional scenario
since it permits the flexible exploration of the dynamic repertoire as a
response to incoming stimuli, while also ensuring the presence of a given
pattern for some time. Indeed, the diversity of the accessible patterns and
the transitions among them are thought to be essential for optimal con-
scious information processing (Tononi and Koch, 2008; Deco and Kringel-
bach, 2014). These properties have been proved to be fundamental for the
adaptation to cognitive demands during tasks (Garrett et al., 2013; He,
2013).

Metastable patterns typically arise in systems that operate in a regime
between phases of order and disorder, also known as critical points, where
complex patterns of fluctuations characterize the system’s dynamics (Werner,
2007; Beggs, 2008; Kitzbichler et al., 2009; Deco and Jirsa, 2012; Tagli-
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azucchi et al., 2012). Indeed, the emerging hypothesis in the neurosci-
entific community is that the brain activity self-organize to operate close
to a phase transition or critical point (Beggs and Plenz, 2003; Mazzoni
et al., 2007; Pasquale et al., 2008; Friedman et al., 2012; Hahn et al., 2010;
Tagliazucchi et al., 2012; Priesemann et al., 2014). Working in the critical
regime is especially beneficial for the brain since it ensures an optimal bal-
ance between stability (system’s resilience to perturbations) and flexibility
(responsiveness and adaptation to stimuli) (Munoz, 2017). Furthermore,
theoretical work shows that working in this regime optimizes several brain
functions such as information transmission within the network, input sen-
sitivity, and dynamic range (Shew and Plenz, 2013; Schneidman et al.,
2006; Beggs and Plenz, 2003; Kinouchi and Copelli, 2006; Haldeman and
Beggs, 2005).

The hypothesis of the brain working close to an order-disorder phase tran-
sition is gaining interest in the field. One can find multiple studies that
suggest signs of criticality using different neural signals, such as LFPs in
vitro (Beggs and Plenz, 2003; Mazzoni et al., 2007; Pasquale et al., 2008;
Friedman et al., 2012), LFPs in vivo (Hahn et al., 2010), BOLD signals
(Tagliazucchi et al., 2012), voltage imaging (Scott et al., 2014), and cal-
cium imaging (Priesemann et al., 2014; Bellay et al., 2015; Hahn et al.,
2017; Ponce-Alvarez et al., 2018). Evidence of criticality comes mainly
from the study of sequences of activation called ‘neural avalanches’ (Beggs
and Plenz, 2003; Mazzoni et al., 2007; Pasquale et al., 2008; Friedman
et al., 2012; Hahn et al., 2010; Tagliazucchi et al., 2012; Priesemann et al.,
2014; Ponce-Alvarez et al., 2018), which are defined as sequences of time
bins during which at least one neuron is active (Marshall et al., 2016), and
from probabilistic models developed in a statistical physics approach to
describe emergent macroscopic properties of the data (Schneidman et al.,
2006; Tkacik et al., 2009; Tkacik et al., 2013; Ponce-Alvarez et al., 2018).

Even if the transitions and temporal structure of the activity patterns have
been largely investigated, the temporal scale that describe the repertoire
of states is still unknown. In Chapter 4, I studied how the functionally-
relevant collective features of EEG resting-state signals change at different
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temporal scales. For this, I investigate not only the network organization
of the collective spatiotemporal patterns, but also the transition among
them and the information about the collective dynamics, e.g. critical
dynamics. This study describes the spatiotemporal dynamical repertoires
for different temporal scales and provides a theoretical justification for
using temporal scales in the characterization of EEG patterns.

1.3.2. Organization of functional and anatomical networks

Graph theory tools have also increased the understanding of the organiza-
tion of brain networks. The brain network organization displays multiple
features of an efficient and functional communication network (van den
Heuvel and Hulshoff Pol, 2010; Bullmore and Sporns, 2012). In particu-
lar, to minimize the physical and metabolic cost of the wiring, the healthy
brain promotes the formation of specialized compact network communi-
ties, also known as modules, which have been observed both in anatomical
and functional networks (van den Heuvel et al., 2009; Zamora-Loépez et al.,
2010; Sporns, 2013). On the other hand, to ensure global communication
and functional integration, the brain needs to invest resources, i.e. wiring,
to create long-range links that integrate the information from spatially
distant regions. These two major competing topological properties, i.e.
segregation and integration, have been reported to reach a balance in
healthy conscious subjects, see Figure 1.5. This balance is disrupted in
different low-level states of consciousness (Monti et al., 2013; Rizkallah
et al., 2019), suggesting that maintaining this organization is a signature
of consciousness (Tononi and Edelman, 1998).

Interestingly, many of those long-range connections are maintained by
central hub regions, i.e. brain regions that are densely interconnected to
the rest of the network (Zamora-Lépez et al., 2010; Senden et al., 2014;
Grayson et al., 2014). Furthermore, these hub regions tend to be con-
nected densely to each other, forming a central ‘core’ or ‘rich club’ in the
network (van den Heuvel and Sporns, 2011; Gollo et al., 2015; Gollo, 2019;
Margulies et al., 2016). These regions require high energy cost but possess
highly efficient brain information transfer in the network. The differen-
tiation between a network core with a few densely connected nodes and
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the majority belonging to the network periphery suggest a core-periphery
architecture in the brain (Csermely, 2018). This network organization has
been proposed to play an important role in the development of fast and
efficient responses (May, 1972), flexibility-robustness trade-offs (Kitano,
2004) and learning (Bassett et al., 2013), among others.
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Figure 1.5: Segregation and integration as the two major dispositions of the
topological organization. A) Brain networks are organized into modules composed
of regions with specific brain functions. This modular organization ensure the par-
allel processing of different brain functions. B) Specific brain regions form a central
module that can communicate between different modules and integrate multisensory
information. Figure modified from (Zamora-Lépez et al., 2011).

1.3.3. Neural communication

Network-oriented analyses can also be used to study how distant brain
regions communicate and exchange information. Propagation of brain ac-
tivation is key for the emergence of behaviour, memory, and conscious
processing. Consequently, most theories of consciousness postulate a cen-
tral role of information integration among brain regions (Dehaene et al.,
1998, 2014; Tononi and Edelman, 1998; Northoff and Lamme, 2020). The
neural mechanisms that ensure effective communication and transmission
of information in the brain have been widely studied (Fries, 2005; Deco
and Kringelbach, 2016; Friston et al., 1993; Gilson et al., 2016). One can
find in the literature several attempts to explain the neural coupling mech-
anism that gates communication, such as the ‘Communication Through
Coherence’ (CTC) (Fries, 2005).
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The application of external stimulation also contributes to understanding
the propagation of inputs in the brain networks. Many attempts have
focused on externally perturbing the brain with artificial inputs applying
interventions such as transcranial magnetic stimulation (TMS) (Siebner
et al., 2009) or deep brain stimulation (DBS) (Kringelbach et al., 2007).
Studies have investigated the combination of these external stimulations
with neuroimaging methods, such as EEG or fMRI, which allows measur-
ing the spatiotemporal propagation of the perturbations within the brain
network (Massimini et al., 2005; Casali et al., 2013). Among them, one
can find the seminal study by Massimini et al. (Massimini et al., 2005),
where the changes in the global EEG signals after applying a TMS per-
turbation were investigated. The same authors defined the Perturbative
Complexity Index (PCI) that quantifies the effect of the perturbation in
the network. As it will be explained later in the next section, the PCI is
used as biomarker that characterize different levels of consciousness.

The following section will introduce the relevance of comparing the brain
dynamics on different brain states. In particular, we will cover the research
in low-level states of consciousness characterized by a loss of consciousness.

1.4. Brain states and low-level states of conscious-
ness

The study of the collective whole-brain patterns of the resting-state brain
activity in healthy participants has offered the opportunity to describe the
baseline brain functional and structural network organization to maintain
normal brain functions, e.g. to perform usual tasks. Recent studies have
focused on studying the alterations in the resting-state activity patterns
during cognitive tasks and altered states of consciousness (Gilson et al.,
2018; Tagliazucchi et al., 2013; Hudetz, 2012; Demertzi et al., 2015; Deco
and Kringelbach, 2017; Luppi et al., 2019). This procedure allows explain-
ing the neural mechanism underlying conscious and healthy processing and
understanding the origin of alterations in cognition and diseases. In par-
ticular, one of the focus of this thesis is the study of the neural dynamics
in altered states of consciousness, specifically in pathologically and phys-
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iologically originated low-level states of consciousness. These conscious
states show alterations in the levels of consciousness caused by an imbal-
ance between the dimensions of awareness and wakefulness (see Figure
1.6), that will be explained in detail in the following subsections.
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Figure 1.6: States of consciousness according to the two main dimension;
awareness and wakefulness. The states of consciousness are classified according
to the level of awareness (ability to communicate and respond to external inputs) and
wakefulness (level of processing of conscious content). Conscious wakefulness shows
high level of awareness and wakefulness, while the rest of the conscious states show
alteration in one of both dimensions. Figure extracted from (Laureys, 2005).

The study of the consciousness in the brain, its origin, and its manifes-
tation in brain dynamics have been broadly discussed during many cen-
turies. Historically, the subjectivity of the experience and the variety
of theories around this topic have placed the study of consciousness far
from the scientific research (Storm et al., 2017). Recently, even with the
uncertainty surrounding the topic, Neuroscience has started approaching
the search of neural correlates of consciousness (Koch et al., 2016). The
neural correlates of consciousness are the experimental observables that
correlate with conscious experiences (e.g. visual perception) (Crick and
Koch, 1990). One approach to use these confounds consists of the study of
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consciousness as a temporally extended state, such as contrasting wakeful-
ness vs. states of diminished consciousness (Laureys et al., 2010; Demertzi
et al., 2015). The most basic assumption is the presence of subjective ex-
periences during normal wakefulness that disappear or are changed when
we lose or alter consciousness (e.g. during sleep, anesthesia, DOC or un-
der psychedelic drugs) (Dehaene and Changeux, 2011; Tononi et al., 2016;
Bayne and Carter, 2018). For example, during sleep, participants are
unaware of the environment and cannot respond to external stimuli.

To facilitate the study of consciousness in the brain, the multi-faceted con-
cept of consciousness has been reduced into two main dimensions: aware-
ness of the environment (i.e. the ability to communicate and respond to
external inputs) and/or of the self (i.e. rumination, thoughts and the
internal awareness of body) and wakefulness (i.e. the level of conscious-
ness) (Storm et al., 2017; Laureys, 2005). Other dimensions can be also
considered to characterize consciousness as a multidimensional construct
(Bayne et al., 2016), such as visual perception, cognition or/and experi-
ence of unity, which are important to describe brain states characterized
by altered consciousness, such as psychedelic states or meditation (Bayne
and Carter, 2018). However, the brain states define here will depend on
the level of these two dimensions, see Figure 1.6.

Low-level states of consciousness are characterised by a reduction in aware-
ness and wakefulness comparing with conscious wakefulness or resting-
state, see Figure 1.6. The level of consciousness is reduced in three differ-
ent contexts; (i) in a pathological context, where general injuries affecting
cortical and subcortical regions or relatively localised traumatic brain in-
juries led to a disorder of consciousness (DOC) where the patients show
alterations in the level of wakefulness or/and awareness, (ii) pharmacolog-
ical interventions, such as the administration of anesthesia, which induce
transient states of reduced consciousness and (iii) physiological alterations
occurring naturally or without external manipulations such as sleep stages
or meditation. All these states of reduced consciousness share a common
feature: lack or distortion of reported subjective experience that leads to
alterations in the level of awareness and wakefulness, see Figure 1.6.

In chapter 2 and 3, I present two studies where the neural mechanism of
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loss or reduction of consciousness is studied in patients that show a loss
of consciousness due to severe brain damage and which lead to disorder
of consciousness (DOC) and in healthy participants that were induced
in temporally states of propofol-induced sedation. In the next two sec-
tions, I will introduce the experimentally observable changes characteriz-
ing the brain dynamics of DOC patients and states of induced sedation.
These alterations can be determined using the observations described in
the previous section, such as changes in the organization of the functional
and structural networks and alterations in the connectivity or complexity,
among others.

1.4.1. Disorders of consciousness

Most people who suffered severe brain damage fall into a coma within the
first days after injury. During coma, patients show an absence of aware-
ness of self and surroundings and no signs of wakefulness; thus, one can
define coma state as a state characterized by the absence of conscious-
ness. After coma, there are multiple options for the patients’ evolution;
in the most extreme cases, the patients suffer a brain death, i.e. they lose
all the brainstem function and demonstrate continuing apnoea. In the
cases where the patients recover some or ultimately brain function, there
is typically a progression through different stages, see Figure 1.7; in the
first stage, Unresponsive Wakefulness Syndrome (UWS) (Laureys, 2005),
the patients are awake but unaware of themselves or their environments.
Patients in this state can be defined as ‘an organic body capable of growth
and development but devoid of sensation and thought’ (Jennett and Plum,
1972). Next, the patients can progress to the state of Minimal Conscious
States (MCS), where the patients show limited but clear evidence of aware-
ness of themselves or/and their environment, expressed as responding to
simple commands, gestural or verbal yes/no response, intelligible speech
or purposeful behaviour (Laureys et al., 2004; Giacino et al., 2002). DOC
patients (i.e. UWS and MCS) can partly recover consciousness and re-
main in a Locked-in Syndrome, characterized by sustained eye-opening
and awareness of the environment, but they are parallelized with aphonia
or quadriplegia. In the best of the cases, the patients can fully recover
consciousness, a state that is characterized by the patients’ ability to use
objects functionally (Laureys et al., 2004). The recovery of cognitive and
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motor functions of these patients, including additional states of emergence
from MCS or levels of disability, is shown in Figure 1.7.
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Figure 1.7: Evolution in the cognitive and motor skills of the possible
states from coma until full recovery. Red circles represent patients who are
unconscious with only reflexive movements. Blue circles represent patients in a
minimally conscious state. The yellow circles represent the states when functional
communication is detected. Patients emerge from the minimally conscious state
and can evolve to a confusional state or severe or moderate disability, before a full
recovery (dark green circle). Dissociations between motor and cognitive functions
exist in locked-in syndrome (light green circle), cognitive motor dissociation (dark
purple circle), and minimally conscious state® (dark blue circle). In rare cases,
the diagnosis of complete locked-in syndrome (light purple circle) can be done
through neuroimaging examinations. The black-to-white gradient represents the
evolution from absence (black) to the recovery of a behaviour (white). Figure
extracted from (Thibaut et al., 2019).

The study of brain dynamics in DOC patients is key to understand the
mechanism of consciousness in the brain, because it allows disentangling
between the dimensions of wakefulness and awareness. Nevertheless, the
investigation with DOC patients is remarkably controversial due to its re-
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lation with end-of-life decisions in permanently unconscious patients and
with major philosophical, sociological, political, and religious questions
of humankind (Laureys et al., 1999). In the following paragraphs, I will
present some studies investigating the brain dynamics in DOC patients
based on neuroimaging methods, which have provided a profound analysis
of brain activation and mechanism in terms of cerebral metabolic levels,
brain activation, connectivity and dynamics.

One of the main alterations reported in the brain activity of DOC pa-
tients is a decrease in the cerebral metabolic rate. Indeed, impairments
of consciousness have been associated with a decrease in the global cere-
bral metabolic levels of 40-60 % in UWS and MCS patients measured
using PET diagnosis (Laureys et al., 2004; Stender et al., 2015). Further-
more, the hemispheric preservation of brain glucose metabolism predicts
the presence and recovery of consciousness, which allows diagnosing and
extracting prognostic markers in DOC patients (Stender et al., 2016). In
particular, in UWS patients, large effects of hypo-metabolism were found
in the left and right lateral parietal and lateral prefrontal cortices, corre-
sponding to the external network, and in the midline precuneus/ posterior
cingulate cortex and mesiofrontal/anterior cingulate cortices, correspond-
ing to the internal network (Stender et al., 2015; Thibaut et al., 2012).
Interestingly, in MCS patients, the external/lateral network is less impor-
tant than the intrinsic/medial network, consistent with the clinical findings
and suggesting that awareness is supported by two distinct mesocircuits.

In terms of EEG fluctuations and brain connectivity, alterations at global
and local levels have been reported in DOC patients in particular frequency
bands. EEG studies show that the connectivity depends on the frequency
of the signals, finding a positive link between connectivity in the alpha
band and conscious states indexed by behaviour and a maladaptive link
between the delta band connectivity and outcomes (Chennu et al., 2017).
Furthermore, the structural hubs in frontal and parietal cortices have been
suggested to be essential for the recovery of consciousness (Chennu et al.,
2017; Stender et al., 2016). Moreover, the EEG signals’ spectral entropy
shows an increase in the power in the theta and alpha bands and lower
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delta power in MCS patients than in UWS (Piarulli et al., 2016). Fur-
ther EEG studies show a decrease in the brain network integration and
an increase in segregation in DOC patients compared to healthy controls
(Rizkallah et al., 2019), significantly larger in the left precuneus and left
orbitofrontal cortex.

Further studies applied this perturbation in unconscious states where it
was shown that during this state, the brain shows a breakdown of func-
tional connectivity indicated by the rapid extinction and poor propagation
of the perturbation input (Massimini et al., 2005; Ferrarelli et al., 2010;
Casali et al., 2013). These studies use the Perturbational Complexity In-
dex (PCI) described above, as a measure of the global response to the TMS
perturbation. The authors showed that the PCI can discriminate between
different levels of consciousness, such as during wakefulness, dreaming,
sleep, under different levels of anesthesia and in DOC patients. This sug-
gests that the complexity and the functional communication is impaired
in low-level states of consciousness (Massimini et al., 2005; Casali et al.,
2013; Ferrarelli et al., 2010; Rosanova et al., 2018).

On the other hand, fMRI recordings have allowed the study of functional
networks and their alterations in global and local dynamics in DOC pa-
tients. Interestingly, the functional networks commonly captured in the
brain dynamics of the healthy wakefulness (DMF, frontoparietal, salience,
auditory, sensorimotor and visual networks) were found in DOC patients
and the functional connectivity of those networks correlated with the con-
scious behavioural scores, highlighting their contribution to the level of
consciousness (Demertzi et al., 2015). The auditory network has the most
highly discriminative capacity when comparing MCS and UWS, signif-
icantly larger effects in bilateral auditory and visual cortices. Analysis
restricted to the connectivity of the DMN pointed out that the connectiv-
ity in all default network regions is negatively correlated with the degree
of clinical consciousness impairment, with a larger effect in the precuneus
when MCS and UWS are compared (Vanhaudenhuyse et al., 2010).

Recently, Demertzi et al., (Demertzi et al., 2019) studied the fMRI spa-
tiotemporal patterns in DOC patients and healthy controls and found dif-
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ferent connectivity patterns that were more or less present according to the
level of consciousness, see Figure 1.8. In particular, a connectivity pattern
of positive and negative long-distance coordination, high modularity and
low similarity to the anatomical connectivity was prominently observed in
the healthy controls and MCS patients, but not in UWS patients (pattern
1 in Figure 1.8). In contrast, a pattern with low interregional dynamic
coordination, low efficiency, with high similarity to anatomical connectiv-
ity appeared more frequently in UWS patients (pattern 4 in Figure 1.8).
The results presented in that article suggest that the brain dynamics in
low-level states of consciousness are characterized by a loss of complexity
and more rigid (i.e. constrained by the SC) spatiotemporal patterns.
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Figure 1.8: The pattern occurrence probability of the temporary brain states
show changes in DOC patients compared with healthy controls. A) Four
patterns of coordination captured from the fMRI BOLD signals. B) Patient groups
differed with respect to the likelihood of each coordination pattern occurrence. Figure
edited from (Demertzi et al., 2019).

These results suggest that brain damage causing disorder of consciousness
has profound effects on both local and global brain functions. However,
the relation between the altered brain dynamics and the brain mechanism
(e.g. modifications in the global and local dynamics or alterations in spe-
cific subnetworks) has still to be elucidated. So far, the studies done in
this line have indicated a reduced metabolic rate in these states, accom-
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panied by alterations in the power of frequency bands and alterations in
the spatiotemporal properties of the functional networks and activation
patterns.

1.4.2. Anesthesia

Loss of consciousness is also temporarily achieved by means of pharmaco-
logical drugs, such as anesthesia. Anesthesia induces a process in the brain
characterized by different stages. At low doses of anaesthetics, the experi-
enced brain states are similar to drunkenness, suppress thinking, focused
attention, analgesia, amnesia, distorted time perception, depersonalizing
and increased sleepiness (Alkire et al., 2008; Hudetz, 2012). With higher
doses, the patients show serious difficulties moving in response to a com-
mand and consciousness begins to fade (Alkire et al., 2008; Hudetz, 2012).
Upon further increases in anaesthetic dose, nociceptive and autonomic re-
flexes are suppressed (Hudetz, 2012). High doses of anesthesia can lead to
brain death in which brain activity is wholly suppressed (Wijdicks, 2001).
Even if the anesthesia is applied commonly in medicine and its behavioural
changes are well-known, the brain mechanism underlying sedated dynam-
ics is a subject of intense research.

Several PET studies have shown a substantial reduction in the global
metabolic rate under general anesthesia at the cortical level. The pioneer
studies performed by Alkire et al. showed that the global metabolic rate
is reduced in the range of 30-70 % during deep anesthesia and present also
in other common anaesthetics (Alkire et al., 1995). The most consider-
able reductions of the metabolic rates were shown in the medial thalamus,
certain medial posterior parietal (precuneus and posterior cingulate), oc-
cipitotemporal and orbitofrontal regions (Fiset, 1999; Fiset et al., 2005;
Campagna et al., 2003). Furthermore, previous EEG studies also showed
uncoupling of coherent anterio-posterior and inter-hemispherical electrical
activity during anesthesia induced unconsciousness (John et al., 2001).

Evidence suggests that anesthesia also modulates the strength of the func-
tional connectivity (Martuzzi et al., 2010; Barttfeld et al., 2015; Boveroux
et al., 2010; Monti et al., 2013; Schrouff et al., 2011). During anesthe-
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sia, there is an impairment of thalamo-cortical and cortico-cortical con-
nections, found by a disruption in the FC when analyzed within fronto-
parietal and between fronto-parietal and thalamus connections (White and
Alkire, 2003; Alkire and Miller, 2005). Further studies pointed out that
anesthesia reduces the posterior cingulum cortex’s functional connectivity
significantly (Greicius, 2008; Stamatakis et al., 2010; Uhrig et al., 2018)
and that the precuneus and lateral temporo-parietal components of DMN
persisted under anesthesia (Vincent et al., 2007). Other studies focused on
the appearance of the functional network that commonly can be observed
on the awake resting-state activity. Studies highlighted the presence of the
RSNs that characterize the spatiotemporal fluctuations of the awake rest
brain activity (especially, the oculomotor, somatomotor, visual and default
Mode networks) during anesthesia in monkeys (Vincent et al., 2007). Fol-
lowing studies investigated the alterations in the DMN, especially showing
a reduction in the connectivity with hubs in this network, such as the pos-
terior cingulate (Greicius, 2008) and alterations in the global connectivity
of this network (Deshpande et al., 2010). Furthermore, changes within
and between different networks have been shown as differences in connec-
tivity between primary and higher-order networks (Martuzzi et al., 2010);
propofol anesthesia suppresses the higher-order networks, such as default,
controls executive network and salience networks and primary networks
(such as auditory and visual) did not show significant reductions (Bover-
oux et al., 2010). The functional interactions’ effects have been shown
to affect the integration within and between the RSNs by decreasing the
mutual information (Schrouff et al., 2011). Furthermore, they found that
the integration between parietal and frontal regions and between the pari-
etal and temporal regions was substantially reduced (Schrouff et al., 2011).

A seminal work performed by Bartffeld and colleagues (Barttfeld et al.,
2015) measured the dynamical functional connectivity of resting-state
fMRI activity in awake and anaesthetized monkeys, see Figure 1.9. This
study showed that the spatiotemporal patterns changed in both states.
The patterns that appeared under anesthesia were more frequent, inher-
ited the structure of anatomical connectivity, and exhibited fewer small-
world properties and a lack of negative correlations. Similar results have
been reported elsewhere (Vincent et al., 2007; Uhrig et al., 2018), showing
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that the FC patterns show analogy to the structural organization and a
restricted repertoire of states during anesthesia.
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Figure 1.9: Dynamical connectivity and brain states for all vigilance condi-
tions. A) Seven brain states obtained by clustering.Brain states are sorted according
to their similarity to the structural connectivity matrix. B) Structural matrix derived
from the anatomical macaque cortical connectivity. C) Brain renders displaying the 400
strongest links for each brain state. Red lines represent positive connections between
ROIs; blue lines represent negative connections. D) Probability distributions of brain
states for all vigilance condition. E-G) Probability of occurrence of each brain state
as a function of the similarity between functional and structural connectivity for awake
E), moderate F), and deep G) conditions. Each point in the figure corresponds to a
brain state, characterized both by a similarity score and a probability of occurrence
within each vigilance condition. Figure extracted from (Barttfeld et al., 2015)

Altogether, it appears that both pathological (DOC) and physiological
(anesthesia) low-level states of consciousness share similar characteris-
tics, such as reduction in the cerebral metabolic rate, alteration in the
global FC, loss of connectivity and complexity of the FC, imbalance in
the integration-segregation organization, and alterations in the tempo-
ral properties of the coordinated patterns. Despite recent achievements
in finding signatures of loss of consciousness, the neural mechanisms un-
derlying these processes remain unclear. In Chapters 2 and 3, we will
focus on the human brain during low-level states of consciousness to find
a mechanistic explanation of the discussed characteristic changes in brain
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activation and connectivity.

1.5. Motivation for using computational brain mod-
els

The studies investigating whole-brain dynamics have been mainly focused
on measuring brain activation patterns and extracting collective signals’
properties, but the study of the mechanism and its underlying principles
remain an open question. In particular, it is unknown how the brain gen-
erates the observed coordinated patterns, which continuously rearrange
in time and space; how these collective patterns emerge; which are the
mathematical principles underlying these dynamics, among others.

The idea of better understanding macroscopic brain dynamics using com-
putational models has emerged as a powerful tool for investigating the col-
lective properties of the brain (Deco and Kringelbach, 2014; Gilson et al.,
2019b; Kringelbach and Deco, 2020). In a broad sense, modelling refers to
idealizing (or simplifying while keeping the essential ingredients) the pro-
cesses that generate the observed phenomena in a real system. Theoretical
models are often applied to study complex non-linear systems, such as the
brain, in order to investigate the interplay between known dynamical and
structural features, e.g. combining SC with local dynamics to generate
resting-state FC. For this, it is required to explain the relevant observable
features and to ensure a robust interpretation of the models’ parameters
to link them back to biological variables. Thus, theoretical models need to
achieve a trade-off between simplicity and richness to explain the mecha-
nisms underlying complex biological systems.

Current theoretical models describe the resting-state brain dynamics at
different scales, see Figure 1.10. At the microscopic cellular scale, several
models simulate neural activity at the level of neurons, i.e. describing the
dynamics of membrane voltages and synapses (Hodgkin and Huxley, 1952;
FitzHugh, 1961; Izhikevich and Edelman, 2008). At the microcircuit level,
models simulate the dynamics of neural populations of different cell types,
i.e. excitatory and inhibitory, and the interaction between them (Pot-
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jans and Diesmann, 2014; Markram et al., 2015). At a mesoscopic scale,
more abstract models are typically used to describe the dynamics of pop-
ulations of neurons in a simplified manner, for example using mean-field
approximations to describe the input-output mapping of firing activity
(Wilson and Cowan, 1972; Ghosh et al., 2008; Deco et al., 2009). Fi-
nally, large-scale or whole-brain models generally study networks of brain
regions (often described as neural populations at the microcircuit or meso-
scopic scale). Whole-brain models have successfully simulated the activity
of large neuronal populations using fMRI (Ghosh et al., 2008; Deco et al.,
2009; Honey et al., 2009; Deco and Jirsa, 2012), MEG (Cabral et al., 2014;
Nakagawa et al., 2014) and EEG signals (Hindriks et al., 2014).
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Figure 1.10: Different levels of description of the computational brain models.
Depending on the level of description, the computational models can describe the neural
dynamics of the cells (microscopic level), the dynamics of whole populations of neurons
(mesoscopic level) and the connectivity of brain regions (macroscopic level). Figures
extracted from (Yang et al., 2020; Deco and Kringelbach, 2014; Padilla et al., 2019).

The whole-brain computational models are used depending on the question
addressed, its complexity, the available data, and the level of description
needed. Indeed, the models are classified into types depending on differ-
ent factors that describe the nature and the approach of the model. For
example, depending on the complexity of the model (e.g. the number of
the free parameters), one can find different models that range from very
simple, homogeneous models (Cabral et al., 2011; Deco et al., 2017a) to
models of high complexity and heterogeneity with many free parameters
(Gilson et al., 2016; Demirtas et al., 2019). The whole-brain models can
be also classified depending on the level of determinism. A model is deter-
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ministic when biologically plausible brain dynamics are assumed (tipically
given by differential equations) and the model is built on them. On the
contrary, it can be statistical if the model targets the probability of some
empirical statistics. Furthermore, depending on their composition, models
can have a bottom-up or top-down approach. The bottom-up approach
builds models by combining units or subsystems with known dynamics to
simulate the entire systems, whereas the top-down approach estimates the
behavior of units and subsystems based on the observed system’s behavior.

Many models have been developed to describe or simulate brain dynamics
in different ways depending on the approach, the nature of the model or
the level of description needed. For example, Statistical models can suc-
cessfully describe in a top-down approach the collective neural dynamics
(Munoz, 2017; Schneidman et al., 2006; Tkacik et al., 2009; Ponce-Alvarez
et al., 2018). These models were originally developed in the field of statis-
tical mechanics, but their interest in describing the brain dynamics lies in
understanding how complex patterns can collectively emerge from large
populations of neurons, which is assumed to be largely independent of
the microscopic details of the neuronal system (Schneidman et al., 2006;
Tkacik et al., 2009). In this context, Bialek and coworkers developed
data-driven models of biological systems that are consistent with certain
measured observables, but otherwise have as little structure as possible
(i.e. maximum entropy principle) (Schneidman et al., 2006; Tkacik et al.,
2009; Bialek et al., 2012). Recently, this family of inverse models has been
successfully applied to whole-brain dynamics (Watanabe et al., 2013; Ezaki
et al., 2017; Ponce-Alvarez et al., 2021).

On the other hand, several deterministic models with a bottom-up ap-
proach have been used to describe the brain’s network activity, based on
experimental data and known biophysical mechanisms. An usual assump-
tions is that the brain’s resting-state activity emerges from the interac-
tion between brain regions in an interconnected neuroanatomical network
(Deco et al., 2011; Jirsa et al., 1998; Nakagawa et al., 2014; Cabral et al.,
2011; Deco et al., 2009; Deco and Jirsa, 2012; Ghosh et al., 2008; Honey
et al., 2007; Jobst et al., 2017; Saenger et al., 2017). One can find differ-
ent models depending on the choice for nodal dynamics, i.e. the intrinsic
behaviour of a brain region in the spontaneous state, such as conductance-
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based dynamics (Breakspear et al., 2003; Honey et al., 2007), spiking net-
works (Deco and Jirsa, 2012; Deco et al., 2013b), phase oscillators (Cabral
et al., 2011; Ponce-Alvarez et al., 2015), and Hopf (or Stuart Landau) os-
cillators (Deco et al., 2017a). Of particular interest for the present thesis,
the Stuart Landau oscillators allow us to study the phase and amplitude
interactions in large-scale models. This deterministic model has been suc-
cessfully applied to simulate the network non-linear dynamics occurring
at the ultra-slow scale of resting-state BOLD signals (Deco et al., 2017a;
Saenger et al., 2018). Furthermore, the model global and regional param-
eters obtained from a heuristic optimization of the model can discriminate
between brain states, thereby improving our understanding of brain net-
work and local alterations in different brain states (Saenger et al., 2017;
Jobst et al., 2017; Senden et al., 2017).

Linear dynamics have been also used to describe large-scale brain activity
(e.g. (Deco et al., 2013b)). These models have proven to be useful to es-
timate effective connectivity. With this objective, multivariate Ornstein-
Uhlenbeck (MOU) dynamics have been used to reproduce the statistics
corresponding to the propagation of the empirical signals. The MOU
model can be constrained by enforcing a specific topology on EC using
the empirical structural (anatomical) connectivity. In this way, the model
explains the spatiotemporal brain activity by modulating of the efficacies
of the (putatively) existing anatomical connections. The model param-
eters are learned at the link level, which provides a refined description
that is especially interesting for finding biomarkers between brain states
(Gilson et al., 2019a).
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1.6. Objectives

As previously reported, many studies have shed light on the functional
and architectural features of the conscious resting-state brain activation
and how they are altered in low-level states of consciousness. Although of
great importance for understanding brain processing during resting-state
and altered brain states, these observations still lack generative explana-
tions. The main goal of the present thesis is to use computational mod-
elling to simulate and extract information about the brain mechanism with
simple models that allow providing a physical explanation of the system
in different contexts.

In chapters 2 and 3, the main goal is to compare the brain dynamics
and mechanism of the healthy resting-state participants with the dynam-
ics captured in low-level states of consciousness, i.e. DOC patients and
propofol-induced sedation. Chapter 2 studies the brain dynamics charac-
terizing each state by using phase-synchronization analyses that capture
the relationships between the phases of BOLD signals at high temporal res-
olution. We further investigate the mechanism using a whole brain model
based on Stuart-Landau nonlinear oscillators that simulate the activation
of each brain region. This model combines single-node local oscillatory
dynamics and network interactions. It can generate different collective
dynamics depending on the anatomical connectivity structure, the global
strength of connections, and the local state of the network’s nodes. We
also use standard graph theory tools to study the alterations in the struc-
tural connectivities of the patients’ physical anatomical substrate.

Chapter 3 aims to characterize the brain propagation after a perturba-
tion in the cerebral network in healthy controls and how this is altered
in patients who lose consciousness due to severe brain damage. We used
a multivariate Ornstein-Uhlenbeck (MOU) process as a generative model
that can reproduce the covariance patterns captured from the BOLD time
series by generating the effective connectivity (EC). We further apply the
dynamic communicability framework to characterize the impulse response
of the network to a unit perturbation in a source node given its EC.
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Finally, in chapter 4, we study the collective behaviours of the resting-state
brain activation in healthy participants by describing how the brain’s dy-
namical properties change across temporal scales. Since our study’s goal
requires a high temporal resolution, this analysis was performed using
EEG signals, where the time series have a millisecond temporal resolu-
tion. We use a maximum entropy model (MEM) to study the statistics
of the activation of the patterns extracted from the EEG signals. This
approach approximates the probability distribution of the activation pat-
terns captured in the signals and describes the system properties based
on measures inspired by statistical mechanics, such as entropy and heat
capacity.
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CHAPTER 2

The underlying brain dynamics of low-level states of
consciousness

Low-level states of consciousness are characterised by disruptions of brain
activity that sustain arousal and awareness. Yet, how structural, dynam-
ical, local and network brain properties interplay in the different levels of
consciousness is unknown. Here!, we study fMRI brain dynamics from
patients that suffered brain injuries leading to a disorder of consciousness
and from healthy subjects undergoing propofol-induced sedation. We show
that pathological and pharmacological low-level states of consciousness
display less recurrent, less connected and more segregated synchroniza-
tion patterns than conscious state. We use whole-brain models built upon
healthy and injured structural connectivity to interpret these dynamical
effects. We found that low-level states of consciousness were associated
with reduced network interactions, together with more homogeneous and

"'Work in this Chapter can be found in: Loss of consciousness reduces the stability
of brain hubs and the heterogeneity of brain dynamics. Accepted in Nature Communi-
cations Biology.
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more structurally constrained local dynamics. Notably, these changes lead
the structural hub regions to lose their stability during low-level states of
consciousness, thus attenuating the differences between hubs and non-hubs
brain dynamics.

2.1. Introduction

It is widely accepted that consciousness is decreased during sleep, under
anesthesia, or as a consequence of major brain lesions producing disorders
of consciousness (DOC). In clinical settings, different states of conscious-
ness have been defined depending on the level of wakefulness (i.e. arousal)
and awareness (i.e. the content of consciousness) (Laureys, 2005). Wake-
fulness is usually evaluated by eye opening, and awareness by the respon-
siveness of the patients and their ability to interact with the environment,
as a proxy for subjective experience. The study of these different levels
of consciousness has proven to be essential to understand the neural cor-
relates of consciousness, yet, the underlying mechanisms remain largely
unknown. Elucidating these mechanisms is challenging since they seem-
ingly rely on a non-trivial combination of alterations in local dynamics
and network interactions.

During the last decades, the study of the organization of the brain and its
dynamics has provided increased understanding of the healthy brain struc-
ture and function (Sporns et al., 2005; van den Heuvel and Sporns, 2019;
Biswal et al., 1995; Greicius et al., 2003; Damoiseaux et al., 2006; Zamora-
Loépez et al., 2011). On the one hand, analyses of electroencephalogra-
phy (EEG), functional MRI (fMRI), and magnetoencephalography (MEG)
have shown that a hallmark of healthy awake brain dynamics is the balance
between integration and segregation (Deco et al., 2015a; Deco and Kringel-
bach, 2017; Dehaene and Changeux, 2011; Tononi and Koch, 2008). On
the other hand, graph theory studies have shown that the modular and hi-
erarchical organization of the human connectome facilitates the efficiency
and robustness of information transmission (van den Heuvel and Sporns,
2019; Zamora-Lopez and Brasselet, 2019). For these reasons, conscious-
ness has been considered to result from the interplay between dynamics
and connectivity allowing the coordination of brain-wide activity to ensure
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the conscious functioning of the brain (Demertzi et al., 2019; Luppi et al.,
2019; Panda et al., 2016; Escrichs et al., 2019). In contrast, unconscious
states are characterized by a loss of integration (Rizkallah et al., 2019;
Luppi et al., 2019; Monti et al., 2013), a loss of functional complexity
(Rosanova et al., 2018; Casali et al., 2013), and a loss of communication
at the whole-brain level (Bodart et al., 2018; Boly et al., 2011; Deco and
Kringelbach, 2017; Monti et al., 2013). Interestingly, it has been shown
that functional connectivity deviates from structural connectivity during
conscious wakefulness but it follows closer the organization of the anatom-
ical connections during unconscious states (Greicius, 2008; Barttfeld et al.,
2015; Tagliazucchi et al., 2016b; Demertzi et al., 2019). Along with these
global network effects, it has been proposed that some brain regions play
an important role in maintaining consciousness, e.g. fronto-parietal re-
gions, the posterior cingulate, precuneus, thalamus and parahippocampus
(Laureys, 2005; Dehaene and Naccache, 2001; Crone et al., 2014). To study
how structural, dynamical, local and network brain properties interplay
in the different levels of consciousness, theoretical models are needed that
incorporate all these levels of description.

In this study, we built whole-brain models with global and local parameters
to investigate the possible mechanisms underlying the reduction of con-
sciousness as a consequence of severe brain injury and transient physiologi-
cal modifications due to propofol anesthesia. For this, we studied the fMRI
dynamics of patients who have suffered brain injuries from various etiolo-
gies (i.e. traumatic brain injury (TBI), anoxia, haemorrhage) affecting dif-
ferent brain regions implicated in DOC. Specifically, we analysed data from
patients with Unresponsiveness Wakefulness Syndrome (UWS; preserved
arousal but no behavioural signs of awareness)(Laureys et al., 2010) and
in Minimally Conscious State (MCS, fluctuating but reproducible signs
of consciousness) (Giacino et al., 2002), and compared them with healthy
control subjects (CNT) during conscious wakefulness i.e. resting-state.
We also considered fMRI recordings of healthy controls scanned during
conscious wakefulness (W), propofol-induced sedation (loss of responsive-
ness, S) and during the recovery from it (responsiveness regained, R). To
study the brain dynamics, we performed phase-synchronization analyses
that capture the relationships between the phases of BOLD signals at high
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temporal resolution — a method that has proven to effectively describe the
spatiotemporal dynamics of fMRI signals (Ponce-Alvarez et al., 2015).

To interpret these observations, we used a whole-brain model based on
Hopf bifurcations (Deco et al., 2017a). This model combines single-node
local oscillatory dynamics and network interactions. It is able to gener-
ate different collective dynamics depending on the shape of anatomical
connectivity, the global strength of connections and the local state of the
network’s nodes. Importantly, the model allows investigating the interplay
between the network structure and the dynamics at the local and global
level. In particular, it allows us to study how network dynamics depend
on the local activity of brain regions that have an important place in the
structural network, such as highly connected nodes, usually referred to as
“hubs”.

2.2. Methods

2.2.1. Participants

This study includes a cohort of healthy controls and patients suffering from
disorder of consciousness (DOC), and a cohort of healthy subjects under-
going anesthesia-induced loss of consciousness. The study was approved
by the Ethics Committee of the Faculty of Medicine of the University of
Liege. Written informed consent to participate in the study was obtained
directly from healthy control participants and the legal surrogates of the
patients.

We selected 48 DOC patients, 33 in MCS (9 females, age range 24-83
years; mean age + SD, 45 4+ 16 years) and 15 with UWS (6 females, age
range 20-74 years; mean age + SD, 47 4 16 years) and 35 age and gender-
matched healthy controls (14 females, age range 19-72 years; mean age
+ SD, 40 £ 14 years). The DOC patients data was recorded 830 + 35
days after injury. The healthy controls data was collected while awake and
aware. The diagnosis of the DOC patients was confirmed through repeated
behavioural assessment with the Coma Recovery Scale-Revised (CRS-R)
that evaluates auditory, visual, motor, sensorimotor function, communica-
tion and arousal (Giacino, 2005). The DOC patients were included in the
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study, if MRI exam was recorded without anesthetized condition and the
behavioural diagnosis was carried out at least five times for each patient
using CRS-R examination (Wannez et al., 2017). 5 CRS-R assessments
were performed within a period of 14 days, usually within one week. The
best CRS-R diagnosis was used for clinical diagnosis. One CRS-R assess-
ment was performed before the MRI acquisition on the same day, yet the
clinical diagnosis was made based on the best out of 5 CRS-R’s. The
exclusion criteria of patients were as follows: (i) having any significant
neurological, neurosurgical or psychiatric disorders prior to the brain in-
sult that lead to DOC, (ii) having any contraindication to MRI such as
electronic implanted devices, external ventricular drain, and (iii) being
not medically stable or large focal brain damage, i.e. > 2/3 of one hemi-
sphere. Details on patients’ demographics and clinical characteristics are
summarized in the Appendix.

For the propofol anesthesia, 16 healthy control subjects (14 females, age
range, 18-31 years; mean age + SD, 22 + 3.3 years) were selected in three
clinical states including normal wakefulness with eyes closed (W), propo-
fol anesthesia-induced sedation (S) and recovery from propofol anesthesia
(R). Propofol was infused through an intravenous catheter placed into a
vein of the right hand or forearm and an arterial catheter was placed into
the left radial artery. During the study ECG, blood pressure, SpO2 and
breathing parameters were monitored continuously. The level of conscious-
ness was evaluated clinically throughout the Ramsay scale, representing
the verbal commands; for details on the procedure, see (Boveroux et al.,
2010). It should be noted that during the recovery of consciousness, R,
subjects showed clinical recovery of consciousness (i.e. same score on Ram-
say sedation scale as during wakefulness) but they showed residual plasma
propofol levels and lower reaction times scores. The healthy subjects did
not have MRI contraindication, any history of neurological or psychiatric
disorders or drug consumption, which have significant effects in brain func-
tion. It shall be noted that the anesthesia dataset has a gender imbalance
of 70% — 30% female to male.
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2.2.2. MRI acquisition and data analysis

For the DOC dataset, structural and fMRI data were acquired on a Siemens
3T Trio scanner (Siemens Inc, Munich, Germany); propofol dataset was
acquired on a 3T Siemens Allegra scanner (Siemens AG, Munich, Ger-
many). The acquisition parameters are described in the Appendix.

The preprocessing of MRI data and the extraction of BOLD time series are
described in Appendix. Briefly, independent component analysis was used
for motion correction, spatial smoothing and non-brain removal. After
preprocessing, FIX (FMRIB’s ICA-based X-noiseifier) (Griffanti et al.,
2014) was applied to remove the noise components and the lesion-driven
artefacts, independently and manually, for each subject. Finally, FSL tools
were used to obtain the BOLD time series of 214 cortical and subcortical
brain regions in each individual’s native EPI space, defined according to
a resting-state Shen atlas (Shen et al., 2013) and removing the cerebellar
parcels.

2.2.3. Structural connectivity

A whole-brain structural connectivity (SC) matrix was computed for each
subject from the DOC dataset, using diffusion imaging and probabilistic
tractography (see Appendix for details). The procedure resulted in a sym-
metric SC matrix summarizing the density of anatomical links among the
214 ROlIs, for each healthy control and participant.

2.2.4. Phase-interaction matrices

To evaluate the level of synchrony in brain activity, the phase interac-
tion between BOLD signals was evaluated. Therefore, a band-pass filter
within the narrowband of 0.04 — 0.07 Hz was applied in order to extract
the instantaneous phases ¢;(t) for each region j. This frequency band
captures more relevant information than other frequency bands in terms
of brain function (Glerean et al., 2012). The instantaneous phases, ¢;(t),
were then estimated applying the Hilbert transform to the filtered BOLD
signals individually. The Hilbert transform derives the analytic represen-
tation of a real-valued signal given by the BOLD time series. The ana-
lytical signal, s(t), represents the narrowband BOLD signal in the time

38



domain. This analytical signal can be also described as a rotating vector
with an instantaneous phase, ¢(t), and an instantaneous amplitude, A(t),
such that s(t) = A(t)cos(¢(t)). The phase and the amplitude are given
by the argument and the modulus, respectively, of the complex signal
z(t) = s(t) +i- H[s(t)], where i is the imaginary unit and H|[s(¢)] is the
Hilbert transform of s(t).

The synchronization between pairs of brain regions was characterised as
the difference between their instantaneous phases. At each time point, the
phase difference Pji(t) between two regions j and k was calculated as:

Pji(t) = cos (|¢;(t) — or(t)]) - (2.1)

Here, Pj, = 1 when the two regions are in phase (¢; = ¢;), Pjr, = 0 when
they are orthogonal and Pj; = —1 when they are in anti-phase. At any
time ¢, the phase-interaction matrix P(t¢) represents the instantaneous
phase synchrony among the different ROIs. The time averaged phase-
interaction matrix, (P) = S°{_, P(t)/T, was bias-corrected by subtracting
the expected phase-interactions phase-randomized surrogates, designed to
decorrelate the phases while preserving the power spectrum of the original
signals.

The instantaneous global level of synchrony of the whole network r(t) was
calculated as the average of the phase differences at each time point. Since
P(t) is a symmetric matrix, then:

N N
"= F—g L o Pald. (2:2)

j=1k=j+1

Finally, the fluctuations of r(¢) over time indicate the diversity of the
observed network phase interactions. The phase-interaction fluctuations
m were thus calculated as the standard deviation of . When all the nodes
of a network are synchronised then r(t) = 1 for all ¢ and thus m = 0.
However, if the network switches among synchronization states over time
leading to fluctuations of r, then m > 0, reflecting those fluctuations.
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2.2.5. Integration

Integration refers to the capacity of the brain to maintain communication
between different parts and subnetworks. Here, we employed a metric of
integration that assesses the connectivity out of the functional connectiv-
ity matrix, scanning across different scales (Deco et al., 2015a; Deco and
Kringelbach, 2017; Deco et al., 2018a; Adhikari et al., 2017). More pre-
cisely, the time averaged phase-interaction matrix, (P), is scanned through
all possible thresholds ranging from 0 to 1. At each threshold, the matrix
is binarised and the size of its largest connected component is identified.
Integration is then estimated as the integral of the size of the largest con-
nected component as a function of the threshold.

2.2.6. Segregation

Segregation refers to the breakdown of a system into functional subcom-
ponents. Quantitatively, segregation was estimated by the modularity
index @ (Newman, 2006) of the time-averaged functional connectivity ma-
trix (P), which is the metric evaluating how good a community detection
method in networks could separate the network into modules. Therefore,
we first binarized the matrix (P) by detecting the pairs of regions with
average phase interaction significantly (p < 0.01) larger than expected
in phase-randomized surrogates. Second, the Louvain algorithm was em-
ployed to subdivide this matrix into modules. The Newman modularity
Q@ of the optimal partition was then considered as the measure of seg-
regation (Rubinov and Sporns, 2011). Modularity is a cost function that
evaluates the quality of subdivisions of networks into modules by targeting
the maximization of the number edges within the modules and thus the
minimization of edges across them (Rubinov and Sporns, 2011). Thus, the
modularity index on the functional connectivity is a reasonable representa-
tion of the subdivision of the brain’s activity into functional subdivisions.

2.2.7. Functional connectivity dynamics (FCD)

We evaluated the presence of repeating patterns of network states by cal-
culating the recurrence of the phase-interaction patterns. For this, we
used the functional connectivity dynamics (FCD). This measure is based
on previous studies that defined the FCD for FC matrices calculated in
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different time windows (Hansen et al., 2015). In our study, the duration
of scans (10 min) was divided into sliding windows of 30 time points,
shifted in 2 s steps. For each time window, centred at time ¢, the average
phase-interaction matrix, (P(t)), was calculated as:

PO == S P, (2.3)

[t—t'|<15

where T is the total number of TRs. We then constructed the M x M
symmetric matrix whose (1, t2) entry was defined by the cosine similarity,
Scos, between the upper diagonal elements of two matrices (P)(¢;) and
(P)(t2), given as:

plt)pltz)
[p(t1)|[p(t2)]

where p(t1) and p(te) are the vectorized representations of matrices (P)(t1)
and (P)(tz2), respectively, and 6 corresponds to the angle formed between
the two vectors, p(t1) and p(t2). Finally, the FCD measures was given by
the distribution of these cosine similarities for all pairs of time windows.

Secos(t1,t2) = = cos(0), (2.4)

2.2.8. Surrogate Analysis

For the phase surrogate analysis, first, the Fourier transform (FT) of the
signals was computed. The phase of the Fourier transform was substi-
tuted with uniformly distributed random numbers while preserving their
modulus. Then, the inverse FT was applied to return to the time domain
with the new Fourier coefficients. This procedure effectively randomizes
the phases of the signals while preserving the same power spectra as the
original time-courses. Specifically, let z;(¢) be the original BOLD time-
course from the brain area . The discrete Fourier transform of x; is given

by:

-2kt

T
Zi(k) =) wi(t)e 7T (2.5)
t=1

where j is the imaginary unit and k goes from 1 to T (k=1,...,T). The
phase shuffled surrogate is given by:
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T
1 ,
B () = 2 3 E (ke ICH e (2.6)

where ¢, is random variable uniformly distributed between —7 and .
These surrogates were used to rerun the analysis and extract a phase
interaction matrix used to correct the empirical matrices.

2.2.9. Whole-Brain Network Model

The brain network model consists of N = 214 coupled brain regions de-
rived from the Shen parcellation (Shen et al., 2013). The global dynamics
of the brain network model used here results from the mutual interactions
of local node dynamics coupled through the underlying empirical anatom-
ical structural connectivity matrix Cj;. Local dynamics are simulated by
the normal form of a supercritical Hopf bifurcation, i.e. Stuart-Landau
oscillator (LANDAU and D., 1944; Stuart, 1960), describing the transition
from noisy oscillations to sustained oscillations (Kuznetsov, 2004), and is
given, in the complex plane, as:

% =(at+iw)©z— (z© %)z + Bu(t), (2.7)

where ©® is the Hadamard element-wise product, z = [z1, ..., 2] are the
complex-valued state variables of each node, Z is the complex conjugate
of z, a = [aj,...,any] and w = [wy,...,wn] are the vectors containing the
bifurcation parameters and intrinsic frequencies of each node in the range
of 0.04-0.07 Hz band, respectively, and p = [u1,..., un] is a Gaussian
noise vector with standard deviation g = 0.02 based on previous studies
(Deco et al., 2017a; Saenger et al., 2017; Jobst et al., 2017). The intrinsic
frequencies were estimated from the averaged peak frequency of the nar-
rowband empirical BOLD signals of each brain region. For a; < 0, the
local dynamics present a stable spiral point, producing damped or noisy
oscillations in absence or presence of noise, respectively. For a; > 0, the
spiral becomes unstable and a stable limit cycle oscillation appears, pro-
ducing autonomous oscillations with frequency 27 f; = w;. The BOLD
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fluctuations were modelled by the real part of the state variables, i.e.
Real(z;).

The whole-brain dynamics were obtained by coupling the local dynamics
through the C;; matrix:

N

= zjl(a; +iw;) — |21 + 9> Cinlzr — 2;) + Bu;(t), (2.8)
k=1

@z
dt

where g represents a global coupling scaling the structural connectivity
C;;.The matrix Cj; is scaled to a maximum value of 0.2 to prevent full
synchronization of the model. Interactions were modelled using the com-
mon difference coupling, which approximates the simplest (linear) part of
a general coupling function (Pikovsky et al., 2002).

Homogeneous model: Fitting the global coupling g

To create a representative model of BOLD activity in each brain state,
we adjusted the model parameters (g and a;) to fit the spatiotemporal
BOLD dynamics for each brain state and each dataset. Our first aim
was to describe the global properties of the spatiotemporal dynamics of
each subject in each state, independently of the variations in the dynam-
ics of local nodes. For that reason, in this first approach to the model,
all nodes were set to a; = 0, called the homogeneous model. The global
coupling parameter g was obtained by fitting the simulated and empirical
data. Specifically, for each value of g, the model FCD was computed and
compared with the empirical FCD using the Kolmogorov-Smirnov (KS)
distance between the simulated and empirical distribution of the FCD el-
ements. The KS-distance quantifies the maximal difference between the
cumulative distribution functions of the two samples. Thus, the optimal
value of g was the one that minimized the KS distance.
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Heterogeneous model: Local optimization of the bifurcation pa-
rameters

To evaluate the heterogeneous local dynamics on the network’s dynamics,
we extended the model to allow differences in bifurcation parameters a;
for different ROIs. The g parameter was the one estimated with the homo-
geneous model. The bifurcation parameters were optimized based on the
empirical power spectral density of the BOLD signals in each node. Specif-
ically, we fitted the proportion of power in the 0.04-0.07 Hz band with
respect to the 0.04-0.25 Hz band (i.e. we removed the smallest frequen-
cies below 0.04 Hz and considered the whole spectrum up to the Nyquist
frequency which is 0.25Hz) (Saenger et al., 2017). For this, the BOLD
signals were filtered in the 0.04-0.25 Hz band and the power spectrum
PS;(f) was calculated for each node j. We then defined the proportion
of power in the 0.04-0.07 Hz band as:

0.07
| sy
0.04 (2.9)

0.25
/0 PS;(f)df

.04

pj =

We updated the local bifurcation parameters by an iterative gradient de-
scendent strategy, i.e.:

anen = a;gzd + (P — p;jim)7 (2.10)

until convergence. 1 was set to 0.1 and the updates of the a; values were
done in each optimization step in parallel.

Relation between the strength of a node and its dynamics

Finally, the relation between local and network dynamics was studied.
An effective bifurcation parameter aj.f ! was defined which contains infor-
mation of the local dynamics and local structure given by its strength.
This parameter permits to extract the relation between the dynamics and
structure of each node. Note that the effective bifurcation parameter

refers to the perturbed local dynamics including network effects (not to
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be confused with effective connectivity). More specifically, in equation
2.6, we separated the part that relates to the effective local dynamics
and the part that relates to the interaction between nodes. Noting that
PO Cjr(zr—2j) = PO Cirzk — 2j Sy Cjk, equation 2.6 can be writ-
ten as:

N N
dz; .
dT] = (aj — 9 Y Cix+iwj)z — 22> + 9 Cipze + By(1).  (2.11)
k=1 k=1
Taking ajff =a; — gzgzl Cjr, we get:
dz; Y
ditj = (ajff +iwi)zi — 2]2)* + g Z Cirzr + Buj(t). (2.12)
k=1

Note that, if a; is homogeneous across the network (a; = a for all j), a?f f

is linearly related to the nodal strength S; = Z]kV:1 Cik.

2.2.10. Linear stability analysis

In this section we studied the linear stability of the whole-brain network.
The model consists of 214 coupled brain regions, with local Hopf dynam-
ics, coupled through the connectivity matrix C. The dynamical system
presented in equation 2.5 and considering the coupling to the structural
connectivity can be written in vector form as:

d
— = (a—gS+iw) 0z~ (202)z+gCz+ Bu(t). (2.13)

where S = [S1, ..., Sn] is the vector containing the strength of each node,
ie. S; = fo:l Cji. The model parameters a and w were estimated from
the data, using the heterogeneous model, and g, using the homogeneous
model, for each experimental condition.

We studied the linear stability of the fixed point 2 = 0, which is solution
of 92 = 0. In the linearized system the quadratic terms (i.e. 2z ® Z) are
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not taken into account and the evolution of fluctuations éz around z =0
can be approximated as:

%& = Adz + Bu(t), (2.14)

where A is the Jacobi matrix, given as: A = diag(a — ¢S + iw) 4+ ¢C, and
diag(z) is the diagonal matrix whose entries are the elements of the vector
z.

2.2.11. Graph analysis of the structural connectivity

The network organization of the SC matrices was investigated using mea-
sures of graph theory (GAlib: Graph Analysis library in Python / Numpy,
www.github.com/gorkazl/pyGAlib). We focused only on the potential
presence of hub regions and a rich-club to relate these structural features
to the observed dynamical properties of the brain regions. Given a connec-
tivity matrix C with entries C}; indicating the weight of the link between
nodes j and k, the strength of a node (S;) is defined as the sum of the
connections it makes: S; = Zi\f Cjk. A rich club is a supra-structure of a
network happening when (i) a network contains hubs and (ii) those hubs
are densely interconnected with each other, forming a cluster (Zhou and
Mondragén, 2004). Identifying the presence of a rich-club typically implies
the evaluation of k-density, p(k), an iterative process which evaluates the
density p(k') of the remaining part of network after all nodes with degree
k < k' have been removed (Zhou and Mondragén, 2004). Here, we em-
ployed the version of the metric adapted for weighted networks, iterating
from node strength S’ = 0 to S’ = S;ae = 10 in steps of AS = 0.2. At
each iteration step, the average link weight p(S’) between the nodes with
strength S > S’ was computed.

2.2.12. Statistical analysis

Statistical differences between levels of consciousness were assessed us-
ing one-way repeated measures (rm) ANOVA followed by multiple com-
parisons using False Discovery Rate (FDR) correction (Benjamini and
Hochberg, 1995). The threshold for statistical significance was set to p-
values<0.05. Wilcoxon rank-sum test (equivalent to a Mann-Whitney U
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test) was applied in order to find region-wise differences between CNT and
DOC patients in the strength of the SC. We corrected for multiple com-
parisons by using the FDR correction, considering P<0.05 as statistically
significant.

2.3. Results

We performed both data- and model-driven analyses to compare differ-
ent levels of consciousness in two neuroimaging datasets comprising DOC
and healthy subjects under propofol sedation. The first dataset consisted
of fMRI signals and diffusion-MRI based structural connectivities (SC)
from healthy subjects during conscious wakefulness (n =35), and MCS
and UWS patients (n = 33 and n = 15, respectively). The analysis was
complemented with an additional fMRI dataset from 16 healthy controls
scanned during conscious wakefulness (W), sedation (S) and recovery from
it (R).

2.3.1. Decreased brain phase dynamics complexity in low-
level states of consciousness

The first step in our analysis consisted of searching for spatiotemporal
signatures of loss of consciousness from the whole-brain dynamics, as mea-
sured by the blood-oxygen-level-dependent (BOLD) signals, Figure 2.1A.
For this, we calculated the time-evolving functional connectivity based on
the degree of synchrony between the signals. The instantaneous phases
of the BOLD were extracted in the 0.04-0.07 Hz frequency band (Glerean
et al., 2012; Damoiseaux et al., 2006; Ponce-Alvarez et al., 2015) using
the Hilbert transform, Figure 2.1B-C. The phase-interaction matrix P(t)
was then defined as the pairwise phase differences between all regions of
interest (ROIs), Figure 2.1D. A P(t) matrix is defined at every time point
t, thus allowing us to define functional connectivity at the same temporal
resolution as the BOLD. A variety of spatiotemporal properties were then
quantified from the phase-interaction matrices.
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Figure 2.1: Extraction of the instantaneous phases as the basis for the phase-
synchronization analysis. A) BOLD timeseries of all the regions . B) BOLD band-
pass signals (0.04-0.07 Hz) for two samples ROIs. The instantaneous phases, ¢;(t) and
@i (t), of each signal were computed using the Hilbert transform. C) At each time
frame, the interaction between ROIs was given by the instantaneous phase difference,
Adjk(t) = |¢p;(t) — ¢r(t)|, which can be represented as vectors in the unit circle of the
complex plane. D) Phase-interaction matrices Pj,(t) were calculated as the cosine of
the phase difference, cos(A¢;x(t)), at time ¢. All global measures used afterwards were
based on the phase-interaction matrices.

We first examined the spatial properties of the phase-interaction matrices.
To estimate the level of specialization and coordination in the network,
we used measures of integration and segregation. The level of integra-
tion — cohesiveness in the network — was calculated by hierarchically scan-
ning through the formation of connected components in the time-averaged
phase-interaction matrix (P) (Deco et al., 2015a; Deco and Kringelbach,
2017; Deco et al., 2018a; Adhikari et al., 2017) (see Methods). To quantify
segregation, we applied community detection methods on the matrix (P)
to detect functional clusters of ROIs (Rubinov and Sporns, 2011). The
quality of a partition of ROIs into clusters is evaluated by the modularity
function (see Methods). A large modularity implies that ROIs are divided
into well-defined clusters, indicating strong segregation. On one hand, we
found that the average integration across time was significantly lower for
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MCS and UWS, compared to CNT, for S and R compared to W, and for
S compared to R (Figure 2.2A, see table 2.1 for statistics). On the other
hand, we found that the average segregation was significantly stronger for
UWS compared to CNT, and for S compared to W (Figure 2.2B, see table
2.1 for statistics). Thus, low-level states of consciousness were charac-
terised by a decrease of integration and an increase of segregation.
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Figure 2.2: Changes in global properties of phase-dynamics induced by loss
of consciousness. A-B) The structure of phase interactions was described in terms of
the integration and the segregation of the time-averaged phase interaction matrix (see
Methods). C) We quantified the temporal fluctuations of the mean phase synchrony
(i.e. the average over ROIs of matrix P(t)) through its temporal standard deviation. D)
To detect the existence of recurrent synchronization patterns, we computed the FCD
comparing phase-interaction matrices at different time (see Methods). Briefly, the FCD
represents the (cosine) similarities between phase-interaction matrices at times ¢ and ¢’
for all possible pairs (¢,t'). The panel shows the average similarity for each experimental
condition. In panels d-g, each dot represents a participant and the boxes represent the
measure’s distribution. Boxplots represent the mean of the measures’ values with a 95%
confidence interval (dark) and 1 SD (light). Differences between groups were assessed
using one-way ANOVA followed by FDR, p-value correction. *: p < 0.05; **: p < 0.01;
***: p < 0.001 (see Table 2.1 for details).

Second, we evaluated the temporal fluctuations of the mean phase-interaction.

For this, at each time t, we computed the phase interaction averaged over
ROIs, i.e. r(t), see Methods. The standard deviation of r(¢) provides an
estimate of how much the average synchronization fluctuates in time. We
found a significant reduction of phase-interaction fluctuations in low-level

49



states of consciousness compared to conscious states (Figure 2.2C; see also
Table 2.1 for statistics), i.e. indicating that synchronization patterns in
low-level states of consciousness fluctuate less than in conscious states.

Phase Interaction

DOC Datasets Integration | Segregation . Mean FCD
Fluctuations
CNT 0.65+ 0.01 | 0.26 £ 0.01 0.19 + 0.01 0.38 + 0.02
MCS 0.56 £0.01 | 0.31 + 0.01 0.12 £ 0.01 0.28+ 0.02
UWS 0.54 + 0.03 | 0.35 &+ 0.03 0.11£ 0.02 0.27 + 0.03
ANOVA p < 0.001 p=0.006 p < 0.001 p < 0.001

Fogo=1851 | Fhgo=5.21 | Fhgo=13.39 | Fago = 10.90

Multiple Comparisons

PONT—MCS < 0.001 0.207 < 0.001 0.014
PCNT-UWS < 0.001 0.016 < 0.001 0.023
PMCS-UWS 0.241 0.223 0.882 0.594
Propofol Anesthesia L o Phase Interaction ;
Datasets Integration | Segregation Fluctuations Mean FCD
W 0.71 £0.02 | 0.20 & 0.03 0.23 + 0.03 0.52 &+ 0.04
S 0.59 £0.01 0.34 &+ 0.02 0.07 £ 0.01 0.30 + 0.01
R 0.65 +0.01 0.27 £+ 0.02 0.15 + 0.02 0.43 £+ 0.02
ANOVA p < 0.001 p < 0.001 p < 0.001 p < 0.001

Fh 45 = 18.80 | F545 = 8.93 Fy 45 = 17.46 F5 45 = 18.80

Multiple Comparisons

pw-s < 0.001 0.001 < 0.001 < 0.001
PW-R 0.029 0.126 0.014 0.041
PS—-R 0.006 0.115 0.014 0.004

Table 2.1: Results of the mean values of the global measurements for each
group and statistics. The table shows the mean values and standard error of the
empirical measures of integration, segregation, phase interaction fluctuations and mean
FCD. Group comparison statistics were computed with a one-way ANOVA, followed by
FDR correction (adjusted p-values are shown).

Temporal fluctuations of the average phase-interaction matrix indicate
excursions of the total level of synchrony over time but, alone, they do
not capture the presence of connectivity patterns which re-occur over
time. Therefore, we next evaluated the temporal recurrence of the phase-
interaction matrices, referred as functional connectivity dynamics (FCD,
see Methods), that describes how recurrent in time the synchronization
patterns were. Briefly, this method computes the phase-interaction matri-
ces averaged over sliding time windows and measures the similarity across
all pairs of time windows, which is summarized in the FCD matrix. We
found that low-level states of consciousness presented a significantly lower
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average FCD than in normal wakefulness (Figure 2.2D; see also table 2.1
for statistics). This suggests that the phase synchronization patterns were
less recurrent in time for low-level states of consciousness.

Altogether, the above results show that, in both pathological and pharma-

cological low-level states of consciousness, the patterns of phase-synchronization

were less connected, more segregated and less recurrent in time than in
healthy conscious states.

2.3.2. Decreased global coupling in low-level states of con-
sciousness

To gain insights into the possible mechanisms underlying the changes in
functional connectivity reported in the previous sections, we used a com-
putational model to describe the whole-brain dynamics. In this model,
brain regions were modeled as oscillators, allowing the study of phase-
synchronization patterns. Specifically, the local dynamics of individual
brain regions were modeled by noisy Stuart-Landau oscillators, see Egs.
(2.5) and (2.6) in Methods. This model captures the so-called Hopf bi-
furcation, a transition from noisy to oscillatory signals by the variation of
a single parameter, and it has shown to fit the resting-state BOLD dy-
namics quite accurately (Deco et al., 2017a). In this case, the bifurcation
parameter is the parameter a;, representing the decay or growth rate of
the system and thus controlling its stability. When a; < 0, ROIs pro-
duce noisy signals, see Figure 2.3A, and when a; > 0 their signals become
sustained oscillations, see Figure 2.3B.
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Figure 2.3: Phase space for an example of a single Hopf oscillator. A) Sub-
critical Hopf oscillator (a < 0). Top: In this regime, a stable spiral, or focus, exists at
2z = 0. The system relaxes towards the focus with damped oscillations. In the presence
of noise, however, the system fluctuates around the focus, thus producing noise-induced
oscillations. 2o = z(t = 0) indicates the initial condition. Bottom: temporal evolution
of Real(z). B) Supercritical Hopf bifurcation (a > 0). Top: In this regime, the focus at
z = 0 becomes unstable and a stable limit-cycle appears, thus producing autonomous
or self-sustained oscillations. Bottom: temporal evolution of Real(z).

At the transition, when a; ~ 0, ROIs display flexible noisy oscillations of
low amplitude, a regime in which ROIs are most susceptible to the inputs
from other ROIs. The natural frequency of oscillations for each ROI was
estimated from the peak of the power spectra estimated from their BOLD
in the frequency band 0.04-0.07 Hz. Then, the N = 214 brain regions
were coupled through the connectivity matrix Cj, which is given by the
structural connectivity of healthy subjects. The brain regions were defined
according to the Shen atlas, ignoring the cerebellum (Shen et al., 2013).
The matrix Cj; was scaled by a global coupling g. Thus, the large-scale
network was weakly or strongly connected for small or large values of g,
respectively (Figure 2.4a). In summary, at this level of description the net-
work dynamics depended on three ingredients: the local parameters for
each node (a;), the global strength of connections (g) and the network’s
structure (Cjy,).
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First, we studied the network dynamics for the homogeneous case, in which
we set a; = 0 for all nodes. This choice was based on previous studies
which suggest that the best fit to the empirical data arises at the brink
of the Hopf bifurcation where a ~ 0 (Deco et al., 2017a). In this case,
the network dynamics were determined by a single free parameter: the
global coupling strength g. This parameter was estimated by fitting the
FCDs from the empirical data with the FCDs calculated from the sim-
ulated signals at various values of g (Deco et al., 2017a; Saenger et al.,
2017). Specifically, empirical and simulated FCDs were compared us-
ing the Kolmogorov-Smirnov distance of their values (KS-distance, Figure
2.4b).

0.5

v
[g
X

Global Coupling g

Time

Figure 2.4: Fitting of global coupling parameter in the whole-brain network
model. a) The global coupling model parameter g scales the weights of the SC matrix.
Low and high values of g represent weakly and strongly coupled networks, respectively.
b) To estimate this global parameter, we sought for the model that best reproduced
the distribution of FCD values (fixing all other model parameters).

For low and high values of g, large KS distance indicates differences be-
tween the mean values of the FCD distributions. In the intermediate range
of g shorter KS distance evidenced a closer similarity between the empir-
ical and the simulated FCDs. We considered the g where KS distance is
minimised as the optimal working point of the model (Deco et al., 2017a;
Saenger et al., 2017; Padilla et al., 2019). Notably, although the fit of the
model was based on the FCD, the models also maximized the fit of other
data statistics including Pearson correlation matrix (Figure 2.5).
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Figure 2.5: Goodness of fit of the whole-brain computational model computed
by using different measures. A)Pearson correlation between the empirical and sim-
ulated functional connectivity (FC) matrices as a function of parameter g. B) Absolute
difference between the empirical and simulated phase-interaction fluctuations as a func-
tion of g. C) Kolmogorov-Smirnov distance between the empirical and simulated FCD
distributions. D) The optimal value of g was obtained using the KS-distance between
the empirical and simulated FCD distributions. We verified that, for the obtained val-
ues of g in each condition, the differences in the phase interaction fluctuations observed
in the data were preserved in the model. For this we used the SC matrix of individual
subjects and the parameter g was fixed for each group. Boxplots represent the mean
of the measures’ values with a 95% confidence interval (dark) and 1 SD (light). Differ-
ences between groups were assessed using one-way ANOVA followed by FDR p-value
correction. *: p < 0.05; **: p < 0.01; ***: p < 0.001.

We found that the optimal value of g was smaller for states of low-level
states of consciousness than for conscious wakefulness (Figure 2.6, see also
table 2.2).
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Figure 2.6: Fitting of global coupling parameter in the whole-brain network
model. a) KS-distance between the empirical and the model FCD distributions, as
a function of g, for one participant of each subject group (top: healthy controls and
DOC patients; bottom: awake and sedated subjects). Solid lines and shaded areas
represent the mean and the standard error of the fitting curves over simulation trials.
b) Optimal global coupling ¢ for all participants. In each panel, each dot represents
a participant and the boxes represent the distribution of g. Boxplots represent the
mean of the measures’ values with a 95% confidence interval (dark) and 1 SD (light).
Differences between groups were assessed using one-way ANOVA followed by FDR p-
value correction. *: p < 0.05; **: p < 0.01; ***: p < 0.001. In panels ¢ and d, we used
the healthy structural connectome as the underlying connectivity of all models.

Conditions CNT MCS UWS A% S R
Glopal 1.7+£01|12+01|08£02|20£02]09+01]14+02
coupling g
Table 2.2: Estimated global couplings for all experimental conditions. p-values:

pecNT—Mmcs = 0.015, pcnt—vws = 0.019, pmecs—vws = 0.7984; pw_s < 0.001,
pw—r = 0.031, pr—s = 0.080.

This is consistent with the observation reported in the previous section
that the correlation between structural and Pearson functional connectiv-
ity increases in states of low-level states of consciousness (Figure 2.7). The
global coupling ¢ is a scaling parameter that controls for the conductiv-
ity of the fibers given by the SC. At low g the network interactions are
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mainly restricted to ROIs directly connected by high strength links. Thus,
increasing the global coupling favours the propagation of recurrent activ-
ity within the network allowing for correlations to emerge between nodes
that are not directly connected with each other via structural connections.
These results showed that in low-level states of consciousness, the brain
dynamics were more constrained by the pairwise structural connections
while in conscious awake — characterised by stronger levels of g — brain
dynamics decouple from the purely direct anatomical constraints.
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Figure 2.7: Empirical and model correlations between the SC and FC matrices
for each group. In A) and B) the black line corresponds to the correlation between
the empirical SC and the FC simulated with the whole-brain model learned from the
different experimental groups, as a function of g. The shaded area corresponds to the
standard error of the values obtained for different simulations. The curve shows a peak
for small g and then it decreases slowly as g increases. In A) the lines are located in the
corresponding optimal global coupling g for each brain state. In B) the lines correspond
to the states for the propofol anesthesia dataset. For all cases, the values correspond
to the optimal g extracted from the homogeneous model (depicted in Figure 2.4). In
A) and B) the squares correspond to the empirical values of the empirical SC and FC
correlation. Both empirically and using the model, we observed a shift to smaller values
in the SC-FC correlation while the level of consciousness decreases.

2.3.3. Loss of regional heterogeneity in low-level states of
consciousness

We next asked whether we can obtain additional information by relaxing
the homogeneity constraint on the local bifurcation parameters. In this
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case, the global coupling parameters g were fixed to the ones estimated in
the previous section — the homogeneous model in which all a; = 0 — but
the local parameters a; were allowed to vary, thus introducing heterogene-
ity in the working point of the ROIs. The individual a; were estimated
from the data using a gradient descent method (see Methods).
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Figure 2.8: Local bifurcation parameters of the whole-brain model. a-d Es-
timated bifurcation model parameters a for each of the 214 nodes (sorted by node
strength). Bars indicate the mean + standard deviations across simulation trials. Re-
sults for low-level states of consciousness (MCS and UWS) are compared against the
healthy controls in a and b. Results for anesthesia and recovery (S and R states) are
compared to the initial awake state (W) in ¢ and d respectively.

We compared the resulting bifurcation parameters across nodes within
and across groups. We found that bifurcation parameters in normal wake-
fulness (CNT and W groups) tended to be more negative as compared to
those in low-level states of consciousness, Figure 2.8a-d. This implies that
the behaviour of ROIs in normal wakefulness are characterised by noisy
oscillations — that are more stable — than their corresponding behaviour
in low-level states of consciousness. This was especially the case for the
dynamics of the structural hub ROIs, i.e. the nodes with the highest val-
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ues of SC strength, which showed strong negative values of a; in normal
wakefulness, Figure 2.8A-D. Notice that in Figure 2.8 ROIs are sorted by
their SC strength in descending order. Comparing normal wakefulness
(W) before and after sedation (recovery, R), both cases showed a similar
distribution of a;. In particular, the negativity of a; was reestablished for
hubs in the recovery stage (Figure 2.8C-D). We note that the resulting
distribution of a; contributed to network collective dynamics, since shuf-
fling the values of a across brain regions lead to worse fits of the network
statistics, Figure 2.9.
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Figure 2.9: Goodness of fit of the heterogeneous model compared to models
shuffling the order of the a’s. Goodness of fit for the Pearson correlation of the FC
matrices, the absolute difference in phase-interaction fluctuations and the Kolmogorv-
Smirnov distance between the FCD matrices. The blue histograms correspond to the
fitting after shuffling the labels of the a; values and the red line corresponds to the mean
fitting of the heterogeneous model.

To identify the regions with the largest alterations in the local dynami-
cal properties, we computed the absolute difference in local parameters,
i.e. Aa, between patients and controls and between sedation /recovery and
wakefulness (Figure 2.10a). The largest differences in local parameters be-
tween controls and MCS/UWS patients were found in subcortical regions
(thalamus, caudate, hippocampus and amygdala) and in some cortical
regions (calcarine, insula, fusiform, frontal superior orbital, precuneus,
cingulum, and temporal areas), see Figure 2.10b top left. When compar-
ing the local parameters between wakefulness and sedation, the regions
with largest differences included subcortical regions (thalamus, caudate,
hippocampus, parahippocampal and putamen), and cortical regions (cin-
gulum, insula, some frontal regions, paracentral and precentral), Figure
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2.10b top right. The main differences between wakefulness and recovery
were found in the hippocampus, the cingulum and the precuneus, Figure
2.10b bottom right. Interesting, Aa and the connectivity strength of the
brain regions significantly correlated (correlation: 0.40 — 0.94,p < 0.001,
Figure 2.10c), indicating that the regions with the largest difference in the
local bifurcation parameters were mostly the hubs.
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Figure 2.10: Differences between groups in the optimized bifurcation pa-
rameters. a Ranked absolute parameter difference, Aa, for all the comparisons.
b Spatial distribution of Aa > 0.15 in the brain for each of the group compar-
isons. ¢ Relationship between the absolute difference Aa and the strength of each
node. The absolute difference of the parameter a values between different groups
in function of the strength of the nodes extracted from the SC of the healthy
controls. p corresponds to the Pearson correlation.

Furthermore, we investigated the role of the regional dynamics in the
stability of the system. For this, we studied the linear stability of the
system by decomposing the Jacobi matrix A into eigenvectors (see Meth-
ods). Figure 2.11 shows the eigenvectors of A as a function of the node
structural strengths and the real part of the eigenvalues associated to the
eigenvectors, Real()). Since the system is stable, Real(\) < 0 for all
eigenvalues. Clearly, the network hubs contribute the most to the most
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stable eigenvectors, i.e. those with lowest Real(\). This indicates that
the hubs are key nodes to stabilize the system. Moreover, the stability of
these dominant eigenvectors was reduced for models estimated from data
corresponding to low-level states of consciousness, see Figure 2.11. Thus,
these results showed that the hubs lost their stabilizing role in low-level
states of consciousness.
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Figure 2.11: Eigendecomposition of the Jacobi matrix. The eigenvectors of the
Jacobi matrix (N-dimensional vectors) were sorted according to the real part of the
associated eigenvalues (top insets), Real(\), and the strength of the nodes (right insets).

2.3.4. Disentangling regional and network effects

When observing the temporal activity of a brain region, as we do here via
their BOLD signals, this activity is representative of the behaviour of the
ROI embedded in the whole-brain network. In other words, we do not
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have access to the intrinsic activity of brain regions in isolation, as if they
were separated from the rest of the network. Therefore, all ROI-specific
parameters we estimated are necessarily affected by the network interac-
tions. For example, the local bifurcation parameters presented in Figure
2.8 incorporate effects coming both from the local dynamics and origi-
nated from the network interactions. In the following, we used a strategy
to disentangle the changes in local parameters due to network effects from
those due to local modifications. This analysis provides information about
the origin (local or network-related) of the different dynamics of the ROIs
for the different states of consciousness.

We defined an effective local parameter that is composed of the bifurcation
parameter (a;) and the connectivity strength of each node (S; = >, Cjr),
given as: ajf F = a; — gSj, (see Methods). For the family of homogeneous
models (a; = const.), the effective parameter is linearly related to the
connectivity strength, while in the heterogeneous case deviations from
this linear relation are to be expected. In other words, in the homoge-
neous case differences in effective local dynamics are fully explained by
the network connections. In contrast, the heterogeneous model can pro-

duce additional diversity of local dynamics.

To disentangle the network effects from changes in local dynamics, we eval-
uated the deviations from the expected linear relation between effective
local parameters and node strength in the different levels of consciousness.
First, we estimated ajf T from the data in each brain state using gradient
descent with fixed g for each condition (the values of g were those of Fig-
ure 2.6d). Note that, in this case, instead of estimating a;, the method
estimates directly ajf I (see Methods, Eq. 2.10). Next, we evaluated the

linear regression deviation between ajf 7 and the strength of the nodes
(Figure 2.12a-b). We found that the residuals of a linear regression were
larger for control subjects and during healthy wakefulness than for DOC
patients and sedation (Figure 2.12¢, p < 0.002 for all comparisons in both
datasets computed with a one-way-ANOVA, followed by FDR correction).
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Figure 2.12: Disentangling structurally- and dynamically-driven heterogene-
ity of local nodes. a-b) The effective local bifurcation parameters, aj-f f , were esti-
mated using the heterogeneous model. In this model, the parameters ajf T were opti-
mized, after fixing g to that obtained for the homogeneous model (see Methods). The
obtained parameters were compared to the strengths of the nodes Sj, for healthy con-
trols and DOC patients (a) and for awake and anesthetized conditions (b). In each
panel, each dot represents one node. The red lines indicate the linear fits. ¢) Distri-
bution of the absolute residuals of each node given by the squared difference between
the value of aje-f f and the estimated linear relationship between aje-f f and Sj, for each
group. d) Same as c) but for W, S and R states.
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These results indicated that conscious states are associated with collective
dynamics emerging from regional heterogeneity — variance in the work-
ing point of the ROIs. In contrast, low-level states of consciousness are
associated with dynamics generated by a network of ROIs with homoge-
neous working points. In this case, the observed dynamical differences
across ROIs are predominantly explained by differences in connectivity
strength. These results provided additional evidence that dynamics in
low-level states of consciousness are strongly constrained by structural
connections.

2.3.5. Alteration of the structural core in DOC patients

In the previous section, we have shown that under conditions of loss of
consciousness the dynamical heterogeneity of the ROIs is reduced and that
these changes affect specially the ROIs with largest node strength (Figure
2.8a-d). In order to close the loop, our goal is now to investigate possible
alterations in the structural connectivity of patients due to brain injuries
that could cause the changes observed at the dynamic level. Therefore,
we took a closer look at the hierarchical organization of the ROIs and
their structural interconnections. We compare the strength of the ROIs —
the sum of connection weights per node — to search for highly connected
ROIs (hubs). Notice that the models performed in the previous sections
were constrained using the structural connectivity of the healthy subjects.
Using only the SCs of controls allowed comparing the optimal parameters
of the model between groups and interpreting the alterations in the system.

The node strength across ROIs is heterogeneous in the control subjects
with the strength of some ROIs notably standing out from the rest (Figure
2.13b, blue line). However, the strength of ROIs in DOC patients (Figure
2.13b, green and red lines) is rather homogeneous and no ROI stands out;
implying that the presence of hubs is suppressed in DOC patients due to
brain lesions. Regions with significantly decrease strength compared to
controls (p < 0.05, Wilcoxon rank-sum test with FDR correction) in MCS
patients include the thalamus, the posterior and the anterior cingulum,
hippocampus, the frontal medial, motor areas, caudate, precuneus, insula
and precentral, for MCS patients (Figure 2.13c left). In UWS patients, it
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included the aforementioned regions plus the fusiform, the parahippocam-
pal, the cuneus, the lingual and the temporal areas (Figure 2.13c right).
Figure 2.13d shows the distribution of node strengths in the population
average SCs for the three cases: control subjects (blue), MCS patients
(green) and UWS patients (red). As seen, the presence of hub regions
in the controls is characterised by a slow decay of the distribution at the
higher end while the distributions for MCS and UWS patients rapidly de-
cay. Hub regions with strength S > 4.5 in the controls are depicted in
Figure 2.13e. They comprise the insula, thalamus, caudate, hippocampus,
parahippocampal, calcarine, precuneus and cingulum mid.

Next, we examined the interconnections between the hub ROIs. A network
is said to contain a rich-club if (i) it contains hubs and (ii) those hubs are
densely interconnected among themselves forming a cluster. The presence
of a rich-club is often regarded as the structural core that helps maintain
the integration of cross-modular information, thus potentially facilitating
consciousness (Tagliazucchi et al., 2016b; Demertzi et al., 2015; Amico
et al., 2014). As already shown, the presence of hubs is disrupted in the
DOC patients and thus according to the first condition, without hubs no
rich-club can be formed. We confirmed the disruption of the rich-club
in DOC patients in two manners. First, we computed the weighted k-
density on the population average SCs. This metric evaluates the average
link weight between the regions with node strength S larger than a given
strength S, scanning for all values of strength from zero to Sy,q.. For
healthy controls, the weighted k-density growed monotonically evidencing
that the larger the strength of the nodes, the stronger were the links
between them (Figure 2.13f, blue curve). However, the lack of hubs in
MCS and UWS patients led to an early cut-off of the k-density (green and
red curves) evidencing the absence of a rich-club in these cases. Second,
we compared the average link weight between the hub regions (previously
selected from the SC of healthy controls as ROIs with S > 4.5) and non-
hub regions, Figure 2.13g. Clearly, the SC hubs were connected by stronger
links than non-hubs in the three cases, and those links were strongest in
the SCs of healthy controls.
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Figure 2.13: Disruption of the structural connectivity in DOC patients. a SC
matrices were averaged over subjects for each clinical group (CNT, MCS, and UWS). b
Average node strength of each node for each group. Shaded areas represent the standard
error across subjects. The grey dashed line corresponds to the threshold, S = 4.5, which
determines the hub regions. ¢ ROIs with significant decrease of strength in patients
as compared to controls (Wilcoxon rank-sum test, followed by FDR correction). Left
(green): CNT-MCS comparison; Right (red): CNT-UWS comparison. d Distribution of
the node strength in the population average SCs. The distribution in controls displays
a longer tail corresponding to hub regions, depicted in e. f k-density curves — average
weight of links between regions with strength S > Sy — show the loss of a rich-club
structure in MCS and UWS patients. g Average link weight between hubs (i.e. regions
with S > 4.5) in yellow and the average link weight between non-hubs regions (i.e.
S < 4.5) in violet.

Last, we remind that the whole-brain modelling performed in the previous
sections were performed using the structural connectivity of the healthy
subjects to constrain the model. We repeated the simulations for the
cases of MCS and UWS patients using the injured connectomes from the
patients. In these simulations, we did not find significant differences in the
global coupling parameter g in comparison with the values identified before
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(see Figure 2.14). This was due to the high inter-individual variability of
the structural connectivities.
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Figure 2.14: Whole-brain model global coupling parameter fitting for the
individual SC. Optimal global coupling g for each of the subjects of the DOC dataset
using the individual SC to set the interactions between model nodes. One-way-ANOVA
p—value: PCNT-MCS = 0.6657 PCNT-UWS = 0.446 and PUWS—MCS = 0.878. BOXplOtS
represent the mean of the measures’ values with a 95% confidence interval (dark) and
1 SD (light).

Also, consistent with the results above, we found that the heterogeneity
of local bifurcation parameters was reduced for the models corresponding
to DOC patients (Figure 2.15). Moreover, the dynamically-based hetero-
geneity was significantly reduced as compared to the control case (Fig-
ure 2.15¢), indicating that local parameters were strongly determined by
structural connections. These effects were stronger using injured SCs than
using the healthy SC for all conditions, implying that structural damage in
patients causes a rather homogeneous dynamical behaviour across ROIs.
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Figure 2.15: Alteration in the model parameters when using the injured
structural connectivities. a Distribution of the estimated bifurcation parameters
a; using the average SC for each clinical group (healthy, MCS, and UWS). b The
variance of the distribution of parameters a; for each clinical group. ¢ Median of the
absolute residuals of the linear relationship between the a. sy vs strength. ***: p <0.001,
Wilcoxon rank-sum test, followed by FDR correction.

2.4. Discussion

In the present study, we have analysed and modelled brain dynamics
from patients with reduced consciousness due to brain damage (MCS and
UWS), and from healthy participants under propofol-induced sedation.
We have shown that reduction of consciousness is characterized by brain
dynamics with less recurrent, less connected and more segregated patterns
of phase-synchronization than for conscious states. Using whole-brain net-
work models constrained upon healthy and injured structural connectivi-
ties, we could show that both pathological and pharmacological low-level
states of consciousness present altered network interactions characterized
by closer global resemblance between the phase synchronization patterns
and the structural connectivity than in conscious wakefulness. Further-
more, low-level states of consciousness also manifest more homogeneous
dynamical behaviour across regions. This effect was especially prominent
in the structural hub regions — the most structurally connected ROIs —
whose local dynamics shift towards unstable oscillatory regimes with a loss
of their stability and disentangling from the constraints to the anatomy
in low-level states of consciousness.

The whole-brain network model used here allows us to understand how
structural, dynamical, local and network properties interplay in the dif-
ferent levels of consciousness. Within this model, the network dynamics
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depend on three ingredients: (i) the global strength of connections, (ii) the
regional bifurcation parameters and (iii) the organization of the structural
connectivity. We allowed these features to vary in the different model ver-
sions we used here. First, assuming homogeneous local dynamics across
brain regions, we found that low-level states of consciousness had lower
global coupling strength than conscious states. This finding is consistent
with the observation that functional connectivity decreases in states of
low-level states of consciousness (Demertzi et al., 2015; Barttfeld et al.,
2015) and it explains why in this case functional connectivity follows closer
to structural connectivity. Indeed, the global coupling is a scaling param-
eter that controls for the conductivity of the structural connections in the
model. At low coupling, the propagation of activity is mainly restricted
to ROIs connected by links with large strength. Increasing the global
coupling favours the propagation of activity through direct and indirect
connections within the network, thus allowing for correlations to emerge
also between nodes that are not directly connected with each other.

Second, we used a model where the local bifurcation parameters (a) were
allowed to vary individually for each region. These parameters were es-
timated from the data, resulting in a more heterogeneous distribution
of their values in conscious wakefulness than in low-level states of con-
sciousness. In particular, we found that during conscious wakefulness the
behaviour of structural hubs is characterised by noisy oscillations (a < 0)
that are more stable than for the rest of the regions. In contrast, in low-
level states of consciousness, all regions display oscillations close to the
transition (a ~ 0) without differentiation between hubs and non-hubs.
Interestingly, linear stability analysis showed that the stable noisy oscilla-
tions of the hubs primarily determine the network stability. These results
suggest that in order to release the structural constraints on local dy-
namics, while ensuring the global stability of the system, hubs play an
important role by diminishing their variability. In contrast, unstable hubs
would propagate noise to the rest of the network, thus degrading the com-
munication among brain regions. Furthermore, we showed that differences
in local parameters could arise by different local dynamics or by different
connectivity to the rest of the network. We disentangled these two possi-
ble origins of variability by estimating the effective local parameters. Our
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analysis showed that, for low-level states of consciousness, the estimated
local dynamics were strongly determined by the structural connections,
impeding any additional heterogeneity arising from dynamics, which is
consistent with the weaker coupling previously discussed.

The relevance of the results presented here shall be framed under various
aspects. Theories of consciousness such as Integrated Information Theory
(Tononi and Koch, 2008) or the Global-Workspace Theory (Dehaene and
Naccache, 2001; Dehaene and Changeux, 2011) propose that higher-level
associations and consciousness require the dynamic integration of sensory
information processed previously by specialised brain regions (segrega-
tion). Thus, an imbalance of this coexistence between integration and
segregation could lead to different pathologies. Consistent with this view,
we found an alteration of integration-segregation of functional phase inter-
actions during low-level states of consciousness caused by brain damage,
propofol anesthesia, and anesthesia’s long-lasting effects during recovery
(Figure 2.2). Here, we showed that the diversity of phase synchronization
patterns and their recurrence in time were also reduced in low-level states
of consciousness, presumably leading to a failure to dynamically balance
integration and segregation. These results are in line with previous stud-
ies showing differences in the synchronized states both in space and time
during altered states of consciousness (Tagliazucchi et al., 2016a; Demertzi
et al., 2015; Amico et al., 2014; Barttfeld et al., 2015; Chennu et al., 2017;
Rizkallah et al., 2019; Luppi et al., 2019; Monti et al., 2013).

From an anatomical point of view, the study of brain connectivity in
the recent decades has shown that large-scale structural connectivity is
modular and hierarchically organised, with the multiple communication
pathways centralised by a set of highly connected brain regions (the hubs)
that are densely interconnected forming a rich-club (Zamora-Lépez et al.,
2010; van den Heuvel and Sporns, 2011). This architecture, also known as
core-periphery networks, is expected to facilitate the coexistence of inte-
gration and segregation of information in the brain. It has been proposed
that the imbalance between integration and segregation can lead to loss of
consciousness (Demertzi et al., 2013; Rizkallah et al., 2019), impairing the
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neural communication across specialized brain modules or subnetworks
(Tononi and Koch, 2008; Deco and Kringelbach, 2016; Deco et al., 2015b)
or impeding the integration of that information by the core hubs. Here,
we showed that structural breakdown of core-periphery architecture, as
observed in injured structural connectivity, leads to a reduction of dy-
namical heterogeneity (Figure 2.15). Including the damaged structural
connectivities due to brain injuries in the DOC patients into the model
showed a further limitation of the diversity of local dynamics in patholog-
ical low-level states of consciousness.

From a dynamical point of view, our results show that the breakdown of an
additional dynamic-based heterogeneity observed in conscious states leads
to an attenuation of the stability properties of the hubs during low-level
states of consciousness. We believe that the dynamical stability of the hubs
is a signature of consciousness and has functional implications. Indeed, the
stability of hubs is required to maintain a functional core-periphery archi-
tecture. Such core-periphery architecture is essential to achieve a trade-off
between stability and flexibility (Kitano, 2004), with the network periph-
ery supporting more responsivity and plasticity while the network core
aids in maintaining the robustness of the system (Gomez-Gardenes et al.,
2010; Gollo et al., 2015; Van Den Heuvel et al., 2012; van den Heuvel and
Sporns, 2013). Consistent with this view, previous works on whole-brain
fMRI have observed core-periphery organization during resting-state (Gu
et al., 2017) and a stable core together with a variable periphery during
learning (Bassett et al., 2013). In conclusion, we find that functional dis-
ruption in low-level states of consciousness might partly be caused by an
attenuation of core-periphery structure induced by (i) the structural dam-
age of the hubs or (ii) the loss of stability of the hubs.

Overall, our results suggest that, during healthy wakefulness, in order
to allow a dynamically-based heterogeneity of local dynamics across the
brain, resulting in diverse collective activity patterns, while preserving sta-
bility and a core-periphery architecture, the hubs are required to “anchor”
the dynamics by increasing their stability.
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It is well known in clinical literature that loss or reduction of conscious-
ness is related to the impairment of certain key brain regions that are
dynamically and/or structurally altered during low-level states of con-
sciousness. These regions have been proposed previously to be involved in
the thalamo-cortical loop and are thought to down-regulate the activity
of the cortical network which is impaired in loss of consciousness (Schiff,
2010; Laureys, 2005; Dehaene and Naccache, 2001; Crone et al., 2014).
The results presented here evidence that the regions characterized by al-
tered dynamical and structural properties coincide with the structural
hubs. Among these regions , we found stronger effects in subcortical re-
gions , such as the thalamus and hippocampus, and the precuneus and the
posterior cingulate areas, for both pathological and physiological low-level
states of consciousness. Our results not only indicate the regions affected
by the loss or reduction of consciousness but also give a mechanistic expla-
nation, such as loss of heterogeneity, loss of stability and higher constraint
to the anatomy, of the underlying brain dynamics in low-level states of
consciousness.

Indeed, the methodology and results presented here provide new insights
into the understanding of the brain network behaviour after applications
of interventions. The observed decrease in global connectivity is consis-
tent with previous studies of EEG signals after a transcranial magnetic
stimulation (TMS)-mediated perturbation, showing that the brain was
less responsive in low-level states of consciousness than in conscious states
(Massimini et al., 2005; Rosanova et al., 2018; Casali et al., 2013). A pre-
diction of our study is thus that, under localized external stimulation, hub
regions should be less responsive during conscious states compared to low-
level states of consciousness. A current hypothesis in the field is that the
enhancement of neural excitability in the affected regions through thera-
peutic procedures may improve the conscious recovery process (Thibaut
et al., 2019). However, current stimulation protocols using TMS to in-
vestigate the network response during different states of consciousness in
humans (Massimini et al., 2005; Rosanova et al., 2018; Casali et al., 2013)
cannot achieve the required localization of the perturbation propagation
to test our predictions. TMS is a strong external perturbation that indi-
rectly activates several cortical and subcortical areas, producing a global
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perturbation of ongoing activity. Furthermore, the measurement of the
response using EEG is not described with enough spatial resolution to
measure the effect on hubs directly. Nevertheless, at the moment, in-silico
perturbation of diverse computational models (Deco et al., 2018a) might
be useful to test this prediction.

Our study is restricted to the comparison between conscious wakefulness
and low-level states of consciousness, i.e. DOC patients and propofol-
induced anesthesia state, which are distinguished by the levels of aware-
ness and wakefulness. Interestingly, although the underlying physiology
for loss of consciousness differs between DOC patients and propofol seda-
tion, the dynamics at the whole-brain level and the alterations in local
dynamics seem to be similar. Future work should study in more detail the
differences in the local mechanism altering the global state of conscious-
ness. Indeed, the relatively similar phenomenology (Brown et al., 2010)
of the two different states may have a shared cellular basis, at the level
of pyramidal neurons, underlying the observed alterations in the global
dynamics (Aru et al., 2020; Suzuki and Larkum, 2020).

Given the patient inclusion criteria of the present study, generalization of
our results to a broader spectrum of DOC patients, such as those present-
ing larger brain structural damage, remains to be corroborated. Future
studies should consider the confirmation of the results to other anaes-
thetics agents besides propofol, such as ketamine and sevoflurane, whose
effect takes place through different molecular pathways. Also, other the-
ories have proposed a multi-dimensional definition of consciousness which
include additional factors such as visual perception, cognition or/and expe-
rience of unity (Bayne and Carter, 2018). Those dimensions show different
levels in states of altered consciousness, such as under psychedelic drugs or
meditation. In the light of our results, we would expect that under a drug-
induced psychedelic state, where the conscious content seems to increase
and the brain shows higher entropy in the local firing rates (Herzog et al.,
2020), the whole-brain models will show an increase of heterogeneity and
a larger decoupling from the structural connectivity, while the hubs should
lose the stability present during resting-state and the entropy associated
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with the repertoire of states would increase.

In this study, we intended to study a whole-brain model that is able to
produce oscillations, as needed to represent the synchronization statistics
of the data. Thus, we chose the Stuart-Landau model to characterise the
local, regional dynamics. This model represents the normal form of a Hopf
bifurcation, i.e. the universal behavior around a bifurcation producing os-
cillation through a limit-cycle. Despite its simplicity and non-biological
origin, the model has shown to generate a rather accurate fit to the BOLD
dynamics, beyond the success of other models in the past (Deco et al.,
2017a; Saenger et al., 2017; Jobst et al., 2017). However, many alterna-
tive mean-field or population models exist that could be chosen for the
regional dynamics. Therefore, the generalization of the results here pre-
sented shall be confirmed in future studies, which employ different local
models.

Using global synchronization measures, we found significant differences
for different levels of consciousness (CNT and DOC patients and W, S,
and R), but these measures mostly failed to identify a significant differ-
ence between patients groups (MCS vs. UWS) (Figure 2.2). However, our
model-based analysis of local dynamics was able to distinguish between
patients groups (Figs. 2.10, 2.12, 2.15). This highlights the clinical trans-
lation potential of multi-parameter whole-brain models and the need for
further studies that consider region-specific measures for clinical predic-
tions.

Electrophysiological, fMRI and MEG studies have shown that heteroge-
neous local dynamics, differing between sensory and association brain re-
gions, contribute to the hierarchical specialization across areas at the func-
tional level (Honey et al., 2012; Murray et al., 2014; Deco et al., 2018b;
Demirtasg et al., 2019; Margulies et al., 2016). Recently, it has been shown
that extending models to include heterogeneous information of local dy-
namics, e.g. as given by positron-emission tomography (PET) maps of
neurotransmitter receptor density (Deco et al., 2018b) or by Twl/Tw?2
maps as proxies of microcircuit properties (Demirtag et al., 2019), in-
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creases model performance to fit empirical data. Our model could be
extended to include these and other axes of hierarchy to explore the brain
mechanism of consciousness.

In conclusion, our results show that pathological and pharmacological low-
level states of consciousness presented altered network interactions, more
homogeneous, structurally constrained local dynamics, and less stability
of the network’s core compared to conscious states. These results provide
relevant information about the mechanisms of consciousness both from
the theoretical and clinical point of view.
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CHAPTER 3

Brain ignition and propagation flow characterize
pathological state of consciousness

Theories of consciousness agree that the loss of consciousness is related to
a breakdown of propagation of inputs in the brain that results in a reduc-
tion of information integration. Still, the brain mechanism that ensures
the input propagation in conscious wakefulness and how it is impaired in
low-level states of consciousness is not well understood. In this chapter, we
studied the propagation of perturbations in fully aware conscious controls
and patients who suffered from a brain injury that leads to a disorder of
consciousness (DOC). We first showed that the brain in low-level states
of consciousness propagates less the spontaneous activity, reflecting a re-
duction of the brain’s intrinsic ignition capabilities, along with a decrease
of the timescale of specific regions. We further interpreted these effects
using a whole-brain model that explains the spatiotemporal properties of
the BOLD-fMRI time series by the description of the effective connectiv-
ity (EC). We found a global reduction of the effective connections and
propagation of inputs in DOC patients, with a hyper-connectivity in par-
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ticular links. Furthermore, using dynamic communicability measures, i.e.
time-dependent graph-like descriptors, our results suggest a reduction of
receiving and broadcasting information flow in two distinct microcircuits:
posterior regions fail to receive the information and we observed a reduc-
tion of information broadcasting in subcortical, temporal, parietal and
frontal regions.

3.1. Introduction

The functional properties captured in the resting-state activity of differ-
ent levels of consciousness have been widely studied to investigate the
alterations of the brain’s local and collective dynamics that lead to disor-
ders of consciousness. Several studies indicated that states of pathologi-
cally reduced consciousness are characterized by reduced neural activity,
metabolism and network connectivity in cortical areas (Laureys et al.,
2004; Stender et al., 2014; Demertzi et al., 2015; Chennu et al., 2017). In
particular, functional network connectivity metrics, which allow the quan-
tification of how brain regions show correlated activity, pointed out that
brain dynamics should have sufficient synchronization to sustain effective
communication or propagation of neuronal activation and, in this way,
ensure conscious processing (Tononi et al., 2016; Deco and Kringelbach,
2017; Demertzi et al., 2015; Luppi et al., 2019). In normal conditions,
this neural synchronicity displays distinct spatial patterns of coordinated
activation organized in modules with specific functions (i.e. segregation),
that have certain connections that ensure the integration (i.e. integration)
(Zamora-Loépez et al., 2010; Sporns, 2013; Deco et al., 2015a; Mohr et al.,
2016). Brain integration and segregation have been reported to reach a
balance in healthy conscious subjects, whilst such balance is disrupted in
pharmacological and pathological states of reduced consciousness (Monti
et al., 2013; Rizkallah et al., 2019; Demertzi et al., 2019). The patterns
of coordinated activity have different spatiotemporal characteristics (e.g.
changes in the occurrence and duration of the patterns) in altered states of
consciousness (Barttfeld et al., 2015; Panda et al., 2016; Demertzi et al.,
2019; Luppi et al., 2019), which indicate that the spatial and temporal
dynamics of the collective patterns characterize the states of conscious-
ness. However, they do not explain the brain mechanism that ensures the
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propagation of neural activity in the network during healthy wakefulness
and that is impaired in low-level states of consciousness.

Beyond the insights obtained from the resting-state signals, direct external
perturbations can be used to explore how the brain’s network reorganizes
to propagate and integrate such perturbations. The seminal study of Mas-
simini et al. (Massimini et al., 2005) uses a transcranial magnetic stimula-
tion (TMS) pulse to apply an external high-voltage perturbation directly
to the cortex. The whole-brain cerebral response to this perturbation
is measured with high temporal resolution using electroencephalography
(EEG). The compressibility of the cortical response to perturbation, us-
ing an index referred to as the Perturbational Complexity Index (PCI),
is used to proxy for integrated information and complexity. This proce-
dure showed that unconscious states are characterized by a breakdown of
cortical complexity and a fast extinction of the perturbation with limited
propagating through the network. Moreover, this measure can discrimi-
nate the level of consciousness at the single-subject level during wakeful-
ness, sleep, anesthesia and pathological states of consciousness (Ferrarelli
et al., 2010; Rosanova et al., 2018; Casali et al., 2013). However, it is
important to note that this index comes from the average of an evoked
potential, ignoring local dynamical properties and the network directional
interactions in propagating the perturbation.

Inspired by this approach, additional empirical measures have success-
fully studied the propagation of natural events in spontaneous brain ac-
tivity and quantify connections/interactions within the brain. In line with
this direction, intrinsic events could be used to quantify the alteration of
whole-brain integration by the neural propagation of both feedforward
and recurrent activity as quantified in the Intrinsic Ignition framework
(Deco and Kringelbach, 2017). This framework has successfully explored
resting-state dynamics (Deco and Kringelbach, 2017; Deco et al., 2017b;
Escrichs et al., 2019), and shows decreased intrinsic ignition during sleep
and anesthesia-related loss of consciousness (Deco et al., 2017b; Signorelli
et al., 2021) and during a subjective state of dissociation during medita-
tion (Escrichs et al., 2019). Different approaches have also investigated
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the temporal properties of the local dynamics to react to a given per-
turbation by studying the autocorrelations of the activity time courses,
i.e. its intrinsic timescale fluctuations (Murray et al., 2014; Chaudhuri
et al., 2015; Watanabe et al., 2019). The heterogeneity of the timescales
suggests a functionally relevant role of a hierarchical organization of local
dynamics that ensures conscious brain processing — short timescales in
the sensory areas that can detect and faithfully track dynamic inputs and
longer timescales in areas responsible for the integration of information—
(Murray et al., 2014; Watanabe et al., 2019). Hence, brain regions’ neural
propagation and intrinsic dynamical properties seem to be key biomarkers
for (un)conscious processes.

A boost to the field of traditional perturbational studies came from ad-
vances in computational neuroscience by using whole-brain models that
can be perturbed in-silico (Perl et al., 2020). Whole-brain models allow
for an exhaustive exploration of the neuronal mechanism underlying spa-
tiotemporal brain dynamics. Studies using computational models have
indicated alterations in responsiveness and stability of brain networks in
states of reduced consciousness captured at whole-brain level, which is
originated from alterations in global, network and local dynamics (Perl
et al., 2020; Luppi et al., 2021; Jobst et al., 2017). Recently, the combi-
nation of whole-brain models and perturbed dynamics has been proposed
as a promising tool for understanding the propagation of brain activity
(Deco et al., 2018a; Gilson et al., 2019b; Deco et al., 2019a). These mod-
els account for the underlying mechanism originating these dynamics and
can also be used to extract biomarkers of neuropsychiatric diseases or con-
scious levels (Deco et al., 2018a; Gilson et al., 2019b).

In particular, the whole-brain model based on a multivariate Ornstein-
Uhlenbeck (MOU) process can extract the spatiotemporal information
about the BOLD dynamics given the effective relationships between brain
regions (Gilson et al., 2016). This model decomposes the empirical covari-
ance matrices in estimated parameters, which describe the local variability
and network connectivity as the whole-brain effective connectivity matrix
(i.e. MOU-EC). The estimated MOU-EC captures the propagation of the
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fluctuating activity across brain regions, and it has been previously pro-
posed as a robust signature of subject identity (Pallarés et al., 2018) and of
task vs resting-state (Gilson et al., 2019a). Furthermore, the MOU model
has also been used in dynamic communicability, a computational approach
to parallel the empirical perturbation studies using TMS or auditory stim-
ulation. Specifically, this analysis links the network structure to the pair-
wise functional associations of brain regions and characterizes the impulse
response of the network to a unit perturbation in a source node given
its effective connectivity (EC) (Gilson et al., 2017; Estrada and Hatano,
2008). This method allows for the definition of graph measures that quan-
tify the spatiotemporal organization of network interactions, from short to
longer latencies after the perturbation, and can identify the directionality
of the propagation in local nodes to describe nodes as ‘broadcasters’ or
‘listeners’.

In this study, we propose to study neural spatiotemporal interactions us-
ing data-driven and model-based approaches, both at the whole brain
network and at the regional level, in patients with prolonged disorders
of consciousness (DOC). For this, we studied the fMRI dynamics of 36
healthy controls (CNT) and patients suffering from a disorder of con-
sciousness (i.e. 33 MCS patients and 16 UWS patients). We hypothesize
that the healthy brain has a specific propagation pattern that arises from
the effective network interactions that support the integration of sponta-
neous and in-silico generated events. The effective connectivity patterns
can be quantified via directional connections estimated from fMRI data to
quantify the propagation capability of the specific brain areas. We expect
to find global alterations of the propagation capabilities of the network
caused by loss of consciousness, as well as local changes in the receiving
and broadcasting patterns.

3.2. Methods

3.2.1. Participants

In this study, we selected a cohort including healthy controls and patients
suffering from disorder of consciousness (DOC). The study was approved
by the Ethics Committee of the Faculty of Medicine of the University of
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Liege. Written informed consent to participate in the study was obtained
directly from healthy control participants and the legal surrogates of the
patients.

We selected 48 DOC patients, 33 in MCS (9 females, age range 24-83
years; mean age + SD, 45 4+ 16 years) and 15 with UWS (6 females, age
range 20-74 years; mean age + SD, 47 4 16 years) and 35 age and gender-
matched healthy controls (14 females, age range 19-72 years; mean age +
SD, 40 £+ 14 years). Detailed information about the participants can be
found in section 2.2.1 and Appendix.

3.2.2. MRI Data Acquisition

Structural and functional MRI (fMRI) data were acquired on a Siemens
3T Trio scanner (Siemens Inc, Munich, Germany). The BOLD fMRI
resting-state (i.e. task free) was acquired using EPI, with the parameters
presented in section 2.2.2 and Appendix.

3.2.3. MRI data preprocessing

For the DOC dataset, structural and fMRI data were acquired on a Siemens
3T Trio scanner (Siemens Inc, Munich, Germany); propofol dataset was
acquired on a 3T Siemens Allegra scanner (Siemens AG, Munich, Ger-
many). The detailed procedure is described in the Appendix.

3.2.4. Structural Connectivity Matrix

A whole-brain structural connectivity (SC) matrix was computed for each
subject from the DOC dataset, using diffusion imaging and probabilistic
tractography (see the Appendix for details). The procedure resulted in a
symmetric SC matrix summarizing the density of anatomical links among
the 214 ROlIs, for each healthy control and participant. Finally, a group
structural connectivity (SC) mask was obtained by averaging the all CNT
subjects’ SC matrix and applying a threshold of 80% to maintain the top
20% of strongest connections. This SC was then binarized. This SC mask
was used to constrain the effective connectivity matrix during the model
tuning.
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3.2.5. Intrinsic Ignition

We quantified the capability of a given local node to propagate neural ac-
tivity to other regions using the intrinsic ignition framework (Deco et al.,
2017b; Escrichs et al., 2019; Padilla et al., 2019), see Figure 3.1 A. Intrin-
sic ignition (II) describes the influence of spontaneously occurring events
across the network. Events are defined region-wise when the BOLD signal
reaches a given threshold. To this end, first, the BOLD signals were trans-
formed into z-scores, z;(t), and then binarized by imposing a threshold 6
given by the sum of the mean and 1 standard deviation. This process
results in binary time-series per region for which events are indicated with
1, ie. oi(t) =1, if zi(t) > 6 and o;(t) = 0, otherwise (Tagliazucchi et al.,
2012). Next, for each node i, we calculated the global effect in the network
synchronization caused by each of the events captured in that node (see
Figure 3.1 A).

The network synchronization was measured using the global integration
previously described in (Deco and Kringelbach, 2017) and in section 2.2.5,
which determines the whole network’s capacity to become interconnected
and exchange information. Briefly, the global integration is quantified us-
ing the largest subcomponent of the phase-locking matrices, see section
2.2.4 and Figure 3.1 B-C. We quantified the global effect of each node by
measuring the global integration in a window of 4 TR after each triggering
event. The average and standard deviation of the integration was calcu-
lated over all triggering events in each node to define the global Intrinsic
ignition (i.e. mean integration) and the Hierarchy (i.e. temporal variabil-
ity of integration) associated with the node (Deco and Kringelbach, 2017),
respectively. Intrinsic ignition (II) and Hierarchy estimate the influence
of a given node on the rest of the network and the diversity of network
configurations displayed after the activation of that node.
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Figure 3.1: Measuring the intrinsic ignition. A) The intrinsic ignition is measured
by defining the driving events in each brain area from the BOLD time series. When a
driving event is captured in a given brain area, the network alterations in a window of
4 TR (in grey) is measured. B) The effects of each event are quantified by measuring
the changes in the global integration after the event occurs. The global integration is
measured as the synchronization in the connectivity matrix, i.e. in the phase-locking
matrices calculated for each time point. C) In particular, the global integration is
measured as the size of the largest subcomponent captured in the connectivity matrix.
This figure has been extracted from (Escrichs et al., 2019).

3.2.6. Whole-Brain computational modelling

Perturbations can also be explored using a whole-brain computational
model that permits to study how the perturbations are propagated in the
network. In this study, we adopted a whole-brain computational model-
ing approach to implement a dynamic network-oriented analysis and to

82



study the effects of local perturbations in the network. Specifically, we
tune a multivariate Ornstein-Uhlenbeck (MOU) process to reproduce the
statistics of the whole-brain resting-state fMRI signals captured in the co-
variance matrices (without and with time lag). This procedure provides
estimates for MOU effective connectivity (MOU-EC) which describes the
local variability and network connectivity, by capturing the dynamical in-
teractions between brain regions and the influence that one region exerts
over another (Gilson et al., 2016). Moreover, the motivation behind the
use of this model is the analytical formulation of its Green function, which
allows to describe the interactions between nodes across time for the es-
timated dynamics after a perturbation in a source node (Gilson et al.,
2018). This model-based approach provides a time-dependent graph-like
descriptor, named dynamic communicability, that characterizes the roles
that either nodes or connections play in the propagation of activity within
the network at both global and local level (Gilson et al., 2019;2019b).

3.2.7. Spatiotemporal properties extracted from empirical
fMRI data

The empirical variables for fitting and estimating the model’s parameters
were extracted from the resting-state BOLD time series of each subject,
see Figure 3.2. In particular, the covariance matrices of the BOLD time-
series for different time shifts were used to determine the estimation of
the weights of the MOU-EC (Gilson et al., 2016). We extract the BOLD
covariance between node ¢ and node j without, QO and with the time

e
shift of 1 TR, Qilj, as:

A 1 _ _
b= T2 PRCEENCEE (3.1)
1<t<T-1
N 1 _ _
Qilj ~T12 Z (si — Si)(s?rl — 5j) (32)
1<t<T-1

where the BOLD time series for each brain area is denoted by s;, the
mean signal of each brain area, §;, is computed as si% Do st and T is the
total number of time points of the recordings. For each subject, Pearson
correlation is calculated from the covariances as FCO = ?j /QY% gj in the
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case of time lag 0 and FC1 = }]/Q;lz jlj otherwise.

Furthermore, the local time constant 7 was also extracted from the empir-
ical signals. The time constant 7 is associated with the exponential decay,
and it can be interpreted as an abstraction of the hemodynamic response
decay, see Figure 3.2. The 7; was computed using the autocovariance
corresponding to the node 4 using time shifts from 0 to 1 TRs.

1

a(vilu)

(3.3)

T =

Where a(vilu) corresponds to the slope of the linear regression of v; =
[log( ?j)lOQ( 11])] by u = [0, 1].

3.2.8. MOU-EC Process

We applied a MOU process which can be interpreted as a non-conservative

propagation of fluctuating activity in a network with linear feedback (Gilson
et al., 2016,0). The network model consists of heterogeneous intercon-

nected neural populations, whose activity is characterized by an intrinsic

noise and shaped by the excitation caused by other brain regions ’ activity.

The main aim is to generate the spatiotemporal patterns that appeared

in the empirical data, captured in the covariance matrices of the BOLD

signals, i.e. Q° and Q!, by tuning the effective connectivity (EC).

The MOU process has three basic properties which determine the gener-
ated activity of each node (Gilson et al., 2016;2019); (i) the activity of
each area is associated with a local leakage related to a decay 7, (ii) the
interactions between nodes is given by a weighted matrix A associated
with linear coupling (MOU-EC) and, finally, (iii) each node is affected by
fluctuating inputs with zero mean and a given covariance matrix 3. Thus,
the node activity is governed by the following coupled ordinary differential
stochastic equations:

;
dat = [—% +3 Ayaydt + dB! (3.4)
T ki
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where x; corresponds to the node activity of node ¢ and 7 is the time
constant characterizing the exponential decay. For the model, we have
considered the average 7 for all the nodes in each subject, considering
the variability across subjects, following a previously published approach
(Gilson et al., 2016,0). The node’s activity evolves depending on the ac-
tivity of other populations given by the recurrent connections in A. The
SC mask is also imposed here considering that A elements are non zero
only if they exhibit anatomic connection in the SC mask. Finally, dB
is colored noise given by a covariance matrix . This covariance matrix
comprises random fluctuations in the diagonal and cross-correlated inputs
corresponding to anti-diagonal elements for each node. In the MOU pro-
cess, the Jacobian is determined by a decay of a time constant 7 and the
matrix A:

5

Jij = —f + Ay (3.5)

where §; corresponds to the Kronecker delta, i.e. § =1 when i = j and 0

otherwise. The matrix A determines the Jacobian of the dynamic system,

reflecting the interactions in the propagation of brain activation in the
network.

In the model, all variables x have zero mean, and the model’s covariances
can be calculated by solving the consistency equation (Gilson et al., 2016).
Specifically, for extracting the simulated covariance, i.e. Q" and Q' from
the model, the following equation is solved:

JQU+Q%JT+x =0 (3.6)

The covariances including time lags are extracted with the following equa-
tion:
Q' = Q expm|[JTt] (3.7)

where expm corresponds to the exponential matrix and ¢ the time lag.
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Figure 3.2: Dynamic model and optimization procedure to capture BOLD

dynamics. This model uses the empirical data to tune the model’s variables based on
the empirical covariances (blue and green matrices) extracted from the BOLD timeseries
(top left in top box), both without and with time lag, as depicted by the blue and
green curve. From the empirical data, the BOLD autocovariances are also extracted,
which describes the decay of the time series and serves to calibrate the nodal dynamics
in the model. Furthermore, The topology of existing connections is determined by the
structural connectivity (black matrix in top box). The dynamic network model (bottom
box) describes the fluctuating activity of the ROIs and comprises a parameter for the
spontaneous activity of each ROI and each directed connection between ROIs (effective
connectivity, MOU-EC). The optimization of the model (central panel between the
boxes) is similar to a gradient descent during which the model covariance matrices
are evaluated at each step and compared to the empirical ones. From the differences
between the corresponding matrices, an update of the MOU-EC and model parameters
are calculated, and the procedure is repeated until reaching a minimum for the model
error (light grey-blue curves in the left). The step where the model error is minimal
also corresponds to the highest value for the Pearson correlation between the matrix
elements of the model and empirical FCs (black curve). Figure extracted from (Gilson
et al., 2019b).



3.2.9. Tuning the model to the empirical data

The optimization is based on the idea of best reproducing the covariance
matrices, QO and Ql, which represent the spatiotemporal structure of the
BOLD signals. The tuning process optimizes the model’s parameters until
the covariance matrices Q° and @ of the model reproduce the empirical
covariances, Q, see Figure 3.2. The best fit of the model parameters corre-
sponds to the values obtained when the error function E, i.e. the function
that quantifies the difference between the empirical and simulated covari-
ances, is minimal. Here, we followed the steps presented in previous works
where the model parameters (3, 7 and C) are tuned using a ‘natural’ gra-
dient descent algorithm (Gilson et al., 2016;2018).

The model is initialized with the following parameters; 7 corresponds to
the one extracted from the empirical autocovariance averaged across all
ROlIs, no connectivity, i.e. A =0, and the noise matrix 3. corresponds to
the unit variances and without covariances. At each step, the Jacobian is
computed straightforward using the A matrix and the values of 7, for the
diagonal. Using the current ¥ and the Jacobian, the simulated Q matrices
are computed from the consistency equations (eq. 3.6 and 3.7), using the
Bartels-Stewart algorithm to solve the Lyapunov equation.

To determine the model error, the simulated and empirical covariance
matrices are compared by computing their difference, AQ" = Q° — Q°
and AQ; = Q¢ — Q4, reflected in the error function, F, which is computed

as follows: 019 L
_ Zi,j(A ij) n Zi,j(A ij)

QZi,j(Ang)Q QZi,j(AQzle

In each optimization step, the model’s error is minimized by optimizing

the rest of the parameters. Thus, the differences in the empirical and

simulated covariances, AQY and AQ?! are also used to update the rest of
the model’s parameters.

(3.8)

The Jacobian update is given by the matrix:

1

(—AQ° 4+ AQ'expm|J]) (3.9)
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Using the update of the Jacobian matrix, the connectivity update is per-
formed as followed:

This update is applied only for existing connections; other weights are
forced to 0 using the SC mask which is given by the anatomical connection
averaged across CNT. We also impose non-negativity for the EC values
during the optimization. To compensate for the increase of the recurrent
connections in the A matrix, the 7 is also updated as:

AT =0 (Tae +

) (3.11)

A'I’)’LCL$

This step is made to avoid explosion of the network dynamics (when
Amaz > 0) while letting the model connectivity A develop a non-trivial
structure to reproduce the empirical Q).

Finally, the values of the noise matrix ¥ are also updated to take properly
the effect of the cross-correlated inputs into account:

AY = —ns(JTAQY — AQ") (3.12)

For non-existing connections, elements distinct from the diagonal and
cross-correlated inputs are kept equal to 0 at all times. In numerical
simulations, we use nc = 0.0005, nx, = 0.05 and 7, = 0.0001.

The optimization steps are repeated until reaching a minimum in the
model error, which is given by the distance matrix between the simulated
and empirical covariances, see Figure 3.2. The estimated A is considered
the MOU-EC, which is, in general, a directed and weighted matrix (Gilson
et al., 2016).
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3.2.10. Dynamic Communicability

The output of the MOU process can also be used as the basis to describe
the dynamic communicability of the system, which measures the network
response when applying a perturbation in a given source node. The dy-
namic communicability characterizes the impulse response of the network
due to its connectivity given by the EC and ignoring the input properties
of the noise matrix ¥ (Gilson et al., 2018). Intuitively, it can be under-
stood as a network impulse when fluctuating activity (akin to noise) is
generated at each ROI and propagates via the recurrent EC.

The concept used here is adapted from associated stable dynamics to our
dynamics characterized by a Jacobian that combines the connectivity A
and a leakage time constant 7. Based on previous studies (Estrada and
Hatano, 2008; Gilson et al., 2018), we applied a Green function (or net-
work response) to obtain the dynamic communicability for every node,
focusing on the temporal evolution of node interactions, see Figure 3.3.
Communicability is defined as the matrix exponential of the adjacency
matrix, e, Since the matrix exponential has an exact series expansion,
fLe. et =32 %, communicability can be understood as a summation
of influence over all possible paths with a factorial decay for the influence
of path length. The computing of communicability relies on two simple
and realistic assumptions; (i) the interaction between nodes accumulates
along all possible paths of various lengths, and (ii) shorter paths are more
influential than longer paths.

For the MOU process, communicability is the ‘deformation’ of its Green
function due to the presence of A, as compared to the Green function cor-
responding to the initial Jacobian, with leakage only and no connectivity,
Jioj = —0;j/7, and is given by:

C(t) = |17 (e’ — &™) (3.13)

where t corresponds to the time for the propagation of activity within the
network, referred to as ‘integration time’. The scaling factor |[J°||71 =
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Il fi~0 e¢7’tdt|| where || - || is the L1 norm for matrices is used for normal-
ization purposes (Gilson et al., 2018). The element Cj; of e’t describes
the effect of the impulse response from j onto ¢ after time ¢ when taking
network effects into account, see Figure 3.3.

a Dynamic communicability C(t) D total comm S$¢() = sum over matrix
time t >~ E o
H o
early middle late S «: 3
5 52
2 E
Jacobian J £ 1
4 .
w4 c"(t) 12 3 4
§ 3 3 source node
2
e s (o) I
source node 2
output comm

Figure 3.3: Total communicability extraction to characterize the propaga-
tion of perturbation through the effective connections across time. a) The
dynamics for the network (top left) is determined by the Jacobian matrix J (bottom
left) characterize by the decay —1/7 on the matrix diagonal in blue and the recurrent
connectivity A (off-diagonal elements). Dynamic communicability is calculated as the
Green function of a system with the jacobian J and is described by the family of ma-
trices C(t). b The matrix C(t) for each time point provides the directional propagation
and describes the input and output communicability of each node. The sums of matrix
elements in C(t) along rows and columns give the input and output communicability
for each node, respectively. Figure edited from (Gilson et al., 2018).

For each matrix C(t), we defined the total communicability as the sum of
the interactions:

Clol(t) = > Ci;(t) (3.14)

Total communicability measures the effect, after the integration time ¢,
of a simultaneous perturbation applied to all nodes at time ¢ = 0. The
function Ciy(t) reflects the global network feedback determined by the
matrix A and more precisely relates to the eigencentrality as it is mainly
determined by the largest eigenvalue of A (Gilson et al., 2019;2019b).
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Due to the asymmetry in input and output connections, some nodes seem
to play the role of ‘broadcasting’ information while others are clearly more
likely to act as ‘receivers’. We evaluated the properties of individual nodes
by defining the input and output communicability as the row and column
sums (Gilson et al., 2018;2019) (see Figure 3.3 b).

CiMt) =Y Ci;(t) (3.15)

CPUi(t) = Ciy(t) (3.16)

3.3. Results

Our main goal is to characterize the neural propagation after perturbation
in the cerebral network of awake healthy control (CNT) subjects and to
measure how this is altered in patients with severe brain damage leading
to a disorder of consciousness (DOC). The study includes 33 CNT sub-
jects, 14 patients in the Unresponsive Wakefulness Syndrome (UWS) and
30 patients in the Minimally Conscious State (MCS). Our approach in-
cludes data-driven and model-driven frameworks in which both local and
global properties are evaluated. First, we study how internal naturally
occurring events in the regional BOLD signal propagate and integrate at
the whole-brain level, employing the Intrinsic Ignition methodology (Deco
and Kringelbach, 2017). We furthermore explore the autocorrelation of
the signal, 7, to quantify the similarity between observations as a function
of the time lag between them (Murray et al., 2014; Chaudhuri et al., 2015).

Second, we used a whole-brain modeling approach that simulates the on-
going dynamics, accounting for the structural and functional connectivity.
This model allows to study the effect of in-silico perturbation of the BOLD
signal, after which the whole-brain effective connectivity (EC) is extracted.
This approach captures neural activity propagation and integration that
one local node exerts over all individual other cerebral nodes (Gilson et al.,
2016). Furthermore, we use the dynamical communicability framework to
study the propagation of perturbation in each node through the ensemble
of feedforward and recurrent pathways, given the EC, across time (Gilson
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et al., 2018;2019a:2019b). The dynamical interactions from every node
to the rest of the brain permits defining the local nodes as ‘receiver’ (i.e.
in-communicability) or ‘broadcaster’ (i.e. out-communicability).

3.3.1. Global integration after a local intrinsic event is ham-
pered in reduced conscious states

We studied if spontaneous regional activation propagates through the
whole brain differently depending on the state of consciousness by adopt-
ing the Intrinsic Ignition framework, which allows measuring the effect of
the propagation of spontaneous and local occurring activation on global
integration captured at whole-brain level. The intrinsic ignition frame-
work generates two measures: Intrinsic Ignition and hierarchy (Deco and
Kringelbach, 2017). The Intrinsic Ignition captures the mean global inte-
gration after an internal perturbation, or event, occurred in the time series
of a given ROI. We found that the mean Intrinsic Ignition across nodes was
significantly lower in MCS and UWS patients than CNT (CNT = 0.81 +
0.01,MCS =0.79£0.01,UW.S = 0.78+0.01, CNT vs MCS p-value=1.3e-
05, CNT vs UWS p-value=1.8e-08, MCS vs UWS p-value=0.012, see Fig-
ure 3.4 a).

To understand how the local perturbation affects the temporal dimen-
sion of network integration and the alterations in different consciousness
levels, we assessed the network hierarchical disruptions. We measured hi-
erarchy from the temporal variability of the global integration after an
event (Deco and Kringelbach, 2017). We found that the mean hierarchy
was significantly lower in UWS patient than in MCS patients and, which
both showed lower hierarchy than CNT (CNT = 0.03 £ 0.005, MCS =
0.023£0.003,UW .S = 0.019+0.003, CNT vs MCS p-value=1.8e-07, CNT
vs UWS p-value=2.9¢-0.8, MCS vs UWS p-value=0.007), see Figure 3.4
b.
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Figure 3.4: Results of the intrinsic ignition framework. a) Mean intrinsic
ignition, which denotes the mean global integration right after a natural event within a
brain region, decreases with the lower level state of consciousness. b) Mean hierarchy,
which denotes spatiotemporal diversity intrinsic ignition, is lower for lower level states
of consciousness. Boxplots represent the mean of the measures’ values with a 95%
confidence interval (dark) and 1 SD (light).

3.3.2. Altered temporal structure of the BOLD signal

Measuring timescales from experimental data can uncover the underlying
mechanisms controlling the local dynamics and determine their operat-
ing regime. We evaluated the autocovariance of the BOLD signal for
every ROI, 7, to measure the ‘memory depth’ of the BOLD. This de-
scribes the duration for which the signal is altered before going back to
pre-event/baseline activity and gives an indication how the signals are
structured. For estimating 7, the autocovariance of the BOLD signal for
every ROI was fitted with an exponential decay function (Murray et al.,
2014; Wilting and Priesemann, 2018; Cavanagh et al., 2016; Chaudhuri
et al., 2015; Watanabe et al., 2019). A high value of 7 reflects a longer
lingering effect in the signal suggesting that it might stay available for
processing longer. 7 at the whole brain level was lower in UWS patients
(1.96 £0.38) compared to CNT (2.72 £ 0.35; p-value = 4.5e-08) and MCS
patients (2.70 £ 0.58; p-value=0.0001), see Figure 3.5a and Figure 3.6.
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Figure 3.5: Mean intrinsic timescales, 7, characterizing the BOLD-fMRI
timeseries of each group. a) Whole brain mean 7, the time constant of the BOLD
time series, is lower for UWS patients than MCS patients and CNT subjects. b) Results
show similar pattern for the variance of 7, which is lower for UWS patients than MCS
patients and CNT subjects. Boxplots represent the mean of the measures’ values with
a 95% confidence interval (dark) and 1 SD (light). The * in the bar graph represent the
significant level, *: p < 0.05; **: p < 0.01; ***: p < 0.001 .

Investigating regional estimations, we found that the patterns of the 7
in healthy controls show a gradient distribution with shorter timescales
in subcortical regions and longer timescales in the frontal and parietal
areas, see Figure 3.6a. This pattern was not observed in DOC patients,
where 7 values distribution was more homogeneous in the brain, see Fig-
ure 3.5b and 3.6 b-c. Compared to CNT, 7 was lower in MCS patients
in the bilateral thalamus and left medial prefrontal cortex, see Figure 3.7
a. A widespread decrease in 7 was found in UWS patients with the most
predominant alterations in the bilateral thalamus, right caudate, left hip-
pocampus, parahippocampus, bilateral posterior, middle and anterior cin-
gulate, insula, inferior, middle, superior and dorsolateral frontal regions,
see Figure 3.7 b. UWS patients presented widespread lower compared to
MCS patients in the precuneus, left inferior frontal, inferior parietal, an-
gular and middle cingulate regions, see Figure 3.7 c¢. Overall, the Intrinsic
Ignition and analysis suggests a breakdown in the signals’ spatiotemporal
structure that involves a reduced propagation and integration capabilities
in loss of consciousness.
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3.3.3. Whole-brain effective connectivity shows altered in-
teractions in DOC patients

We employed a whole-brain dynamical model of effective interactions that
introduces stimuli into the system to unravel the mechanism underlying
the propagation of perturbations. The multivariate Ornstein-Uhlenbeck
(MOU) process was used as a generative model of the spatiotemporal
properties of the fMRI BOLD time series, given by the estimated effective
connectivity (EC). The tuning of the model is based on the covariance
matrices’ reproducibility, Qoand Ql, and it iteratively adjusts the model
parameters until the covariance matrices Q¥ and Q! of the model repro-
duce the empirical covariances, Q, Figure 3.8.

i

I

I

I

I

| 1 |

B~ Decay slope
| —_—— o
. > given by 1/7

| o ; :

I
|
I
I
I

9 () AN Fa1
2 o (M e © I
8 "WV s

w ¥ R

(] 100 200
Time (s)

Figure 3.8: Building of the dynamical model. a) The model is initialized based on
the empirical measures obtained from the data, i.e. the covariance matrices, the decay
slope 7, both extracted from the fMRI-BOLD timeseries, and the structural connectiv-
ity, SC, extracted from the DTI. Once it is initialized, the model undergoes a tuning
process where the ¥, EC matrix and simulated covariance matrices are calculated. The
MOU can be interpreted as a non-conservative propagation of fluctuating activity in a
network with linear feedback. The network model consists of heterogeneous intercon-
nected neural populations, whose activity is characterized by an intrinsic noise (X) and
shaped by the excitation caused by the activity of other brain regions (EC). Finally,
the fitting of the model is performed by comparing the empirical and simulated covari-
ance matrices for each step. The fitting is optimal when the distance between the two
matrices is minimal.
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Figure 3.9 indicates the details about the tuning process for all subjects in
each group. Figure 3.9 a shows the number of steps needed to obtain the
best fitting calculated with the distance between the covariance matrices,
Figure 3.9 b. In the step with the best fitting, we also found high Pearson
correlation values between the tuned and empirical matrices, see Figure 3.9
¢. These results suggest that the fitting of the UWS patients is slightly
lower than in the other groups because it requires more steps, and the
distance and correlation show impoverished tuning of the model. Even
though the correlation is > 0.6 in all the cases, suggesting that the model’s
tuning process captures the spatiotemporal properties appearing in the
empirical matrices.
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Figure 3.9: Fitting of the dynamical model. a) Number of steps in the optimization
process to obtain the best fitting of the empirical covariance matrices. b The tuning
process is performed until the error function FE, i.e. the function that quantifies the
distance between the empirical and simulated covariances, is minimal. ¢) The Pearson
correlation between the simulated and empirical covariance matrices in the step where
the distance between them is minimal. Boxplots represent the mean of the measures’
values with a 95% confidence interval (dark) and 1 SD (light).

The estimate MOU-EC quantifies the propagation of fluctuating BOLD
activity across ROIs in terms of spatiotemporal interaction. For the follow-
ing analysis, we used the average EC for each group extracted by tuning
the MOU process for each of the subjects in each group, see Figure 3.10.
The mean EC connections across all node was similar for MCS patients
and CNT subjects, and significantly higher in UWS patients than CNT
subjects and MCS patients (CNT = 0.015+0.002, UWS = 0.0194+0.004,
MCS =0.014+0.003, CNT vs UWS p —wvalue = 2.1e — 05, MCS vs UWS
p — value = 2.6e — 04).
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Figure 3.10: MOU-EC estimation from the whole-brain model. Average MOU-
EC matrices for each subject calculated by tuning the model with a gradient descent
that optimizes the model parameters to simulate the covariance matrices obtained em-
pirically. The EC quantifies the propagation of fluctuating BOLD activity across ROIs
in terms of spatiotemporal interaction. The average matrix has been calculated by
averaging the MOU-EC matrices across subjects.

Interestingly, when comparing MCS patients and CNT subjects we noted
that MCS patients have especially lower EC in connections from poste-
rior to frontal and temporal regions and midline regions encompassing the
middle prefrontal and posterior cortex and the thalamus, see Figure 3.11
a. In UWS patients, in contrast, both increased and decreased EC can
be observed. The UWS patients showed increased EC specifically for con-
nections with subcortical regions (thalamus, caudate and putamen). Con-
trary, UWS patients had decreased EC in connections spanning posterior
(i.e. parietal, occipital) to frontal (i.e. temporal and frontal) regions as
well as between midline posterior regions (parietal, occipital) and middle
frontal regions, see Figure 3.11 b.
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MCS vs CNT UWS vs CNT

Figure 3.11: MOU-EC link comparisons across brain states. a) MCS patients
versus CNT (top is within hemisphere and bottom between hemisphere EC) show de-
crease EC in MCS specifically fronto temporal and midline between hemisphere regions.
b) UWS patients versus CNT (top is within hemisphere and bottom between hemi-
sphere EC) show both decrease and increase EC in UWS (decreased in fronto-temporal
and frontal-parietal of midline between hemisphere regions, increased in locally within
hemisphere and subcortical regions between hemispheres). Thickness of link represents
significant levels and color of link represents connectivity differences, red color is in-
creased connectivity and blue color is decreased connectivity.

3.3.4. Dynamic communicability reveals altered spatiotem-
poral structure of information in- an outflow

After observing that the EC is decreased in certain regions and increased
in others (in UWS patients), we assessed the effects of external (in-silico)
perturbation for every node over time. The framework of dynamical com-
municability (DC) quantifies how a stimulus propagates and integrates
through the network in time, accounting for direct and indirect connec-
tions, initially aligned with MOU-EC (Gilson et al., 2019a). Briefly, the
time-varying region-to-region communicability matrices, C, describe the
interaction between pairs of ROIs. In particular, Cj;(t), represents the
influence that a simulated perturbation (at ¢ = 0) on node i exert over
node j at the so-called ‘integration time’ ¢ > 0.

We present the early (i.e. ¢ =2 TR), middle (i.e. t = 10 TR), late (¢ = 30
TR) and very late (t = 200 TR) communicability matrices to illustrate
how the patterns of communicability progressively reshape for the differ-
ent groups, see Figure 3.12. The progression of the interaction matrices
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(Figure 3.12a-c) is reflected in the total dynamic communicability curve
(Figure 3.12d). The DC curves show increasing nodal interaction patterns
that stabilize as the reaction to the perturbation decays and the system
relaxes back to its stationary state, indicated by the homogenization of
the matrices and decreased DC for longer latencies. For healthy controls,
the total communicability reaches the peak around 22 sec computational
time and then decays very slowly. The curve of the UWS patients arrives
sooner to the maximum, which is higher than in CNT and MCS, and then
it decays faster than in the other groups. For the MCS, the pattern is
similar to the CNT yet it reaches a lower maximum than CNT. The de-
cay observed in MCS patients is slow and reaches lower values of total
communicability than in CNT subjects.

To quantify total communicability, we compute the area under the curve
(AUC) of the communicability curve for time periods that are significantly
different between all three groups (60-200 sec modeled time). This total
DC represents the total responsiveness of the network, accumulated over
time. We found evidence for a significant decrease in total communica-
bility in UWS (0.65 + 0.33) and MCS (0.91 & 0.22) patients as compared
to CNT (1.25 4+ 0.18) 20 integration time after perturbation (CNT vs
MCS p-value=2.4e-08, CNT vs UWS p-value=4.9¢-10, MCS vs UWS p-
value=0.0059). In UWS patients, a sudden increase of total communica-
bility can be observed immediately after the perturbation (0.017 +0.004),
as compared to MCS (0.011 £ 0.004) patients and CNT (0.013 £ 0.002;
CNT vs UWS p-value=0.00016, MCS vs UWS p-value=0.00013), see Fig-
ure 3.12.
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Figure 3.12: Evolution of the whole-brain dynamic communicability in differ-
ent levels of consciousness. a-c) Examples of communicability matrices averaged
across subjects for each level of consciousness and different time scales after perturba-
tion (early (i.e. t=2 TR), middle (i.e. t= 10 TR), late (t= 30 TR) and very late (t=
200 TR) ). Color bars of the connectivity matrix represent strength of the connectivity
between brain regions. d) Whole brain total communicability for CNT subjects and
DOC patients (MCS and UWS). Total communicability reflects the global network in-
teractions after a unit perturbation in t=0. Error bars represent the 95 % confidence
intervals. The black color *** indicates all the three groups have differences of p < 0.05,
Bonferroni corrected and red color *** indicates UWS differences in CNT vs MCS of
p < 0.05, Bonferroni corrected. Time of the x-axis of whole brain communicability is
the model integration time, which is unit free.



3.3.5. Regions with high potential for in- and out commu-
nicability in different states of consciousness

After studying the global communicability properties, we studied the local
alterations of individual nodes. Due to the asymmetry in the communi-
cability matrices (i.e. the sum of row reflects in-communicability and
the sum of column reflects out-communicability), this approach allows to
explore the regional capacity to receive (i.e. integration, how much the
regional activity is altered after stimulation) and broadcast (i.e. propa-
gation, how much the region influences the activity of other ROIs in the
network) stimuli respectively. All levels of consciousness are characterized
by ‘broadcaster’ and ‘receiver’ nodes that show distinct spatial distribu-
tions, see Figure 3.13.

For CNT subjects high broadcasting and receiving properties were present
in the bilateral occipital, calcarine, lingual, cuneus, precuneus, superior
and inferior parietal, right superior temporal regions as compared to the
rest of the brain. Furthermore, receiver properties (i.e. information in-
tegration) were high in the bilateral posterior cingulate cortex (PCC),
precuneus, supramarginal gyrus, thalamus, middle cingulate, left anterior
cingulate and right inferior frontal cortex (Figure3.13a top). On the other
hand, the bilateral inferior, middle and superior temporal, right parahip-
pocampal, putamen, bilateral insula, inferior parietal, SupraMarginal, pre-
cuneus, middle cingulum and right inferior frontal areas tend to broadcast
more information (i.e. higher out-communicability) (Figure 3.13a bot-
tom).

Unlike for CNT subjects, the MCS patient group was characterized by
globally reduced receiving and broadcasting properties as compared to
CNT subjects, however showed relatively preserved receiving and broad-
casting of information within bilateral occipital, cuneus, left calcarine,
bilateral superior and inferior parietal, supramarginal, precuneus and the
right PCC. Additionally, MCS patients have preserved receiving proper-
ties in the bilateral thalamus and preserved broadcasting properties in
the bilateral middle temporal, postcentral, right calcarine and left infe-
rior frontal cortices, see Figure 3.13b. UWS patients do not show a set
of nodes with high receiving or broadcasting properties, actually only the
thalamus shows relatively preserved receiving properties, see Figure 3.13c.
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3.3.6. Marked reduction of information in- and outflow in
states of reduced consciousness

After assessing the groupwise in- and out-communicability profiles, we
next quantified group differences in node-wise receiving and broadcasting
properties (i.e 60-200 and 2-12 computational time after perturbation) for
the different consciousness states. These contrasts identify regions with
more important alterations and are a first step towards developing a bio-
marker for consciousness.

As compared to CNT subjects, MCS patients show a significant reduc-
tion in the ability to receive information in the bilateral precuneus, PCC,
cuneus, right lingual, calcarine, bilateral middle cingulum, and right mid-
dle temporal cortices. The ability to broadcast information in MCS pa-
tients as compared to CNT subjects was lower in bilateral thalamus,
parahippocampus, left hippocampus, bilateral insula, inferior and mid-
dle temporal, right superior temporal and bilateral fusiform and lingual
(Figure 3.14a). Most affected receiving regions comprise important hub re-
gions, and the most affected broadcasting regions comprise areas involved
in memory and self-consciousness.

The regions with impaired information in- and outflow UWS patients show
a similar pattern as MCS patients, albeit more profound. UWS patients
contrasted against CNT subjects show a profound reduction of the ca-
pacity to receive information at the bilateral precuneus, PCC, lingual,
calcarine, fusiform, middle occipital, middle and anterior cingulum, infe-
rior and superior parietal, supramarginal, middle temporal, inferior frontal
cortices and the VMPFC. These regions encompass primary visual and au-
ditory areas, but also higher integration areas in the PCC that have an
important hub function within the whole-brain network. The reduction of
information inflow in the parahippocampal cortex might be related to a
loss of memory function. Reduced information broadcasting in UWS pa-
tients is present at bilateral hippocampus, parahippocampus, thalamus,
caudate, amygdala, putamen, insula, inferior and middle temporal, tem-
poral pole, right superior temporal, fusiform, lingual, calcarine, occipital,
right inferior frontal cortices and the right VMPFC (Figure 3.14b). The
lack of broadcasting of the subcortical regions might reduce the activity

104



of the whole network. The (para)hippocampal, temporal areas and insula
might highlight dysfunction of processes related to memory and bodily self
consciousness. UWS patients as compared to MCS patients show a signif-
icant reduction in receiving and in broadcasting of information at the left
precuneus, occipital cortex, temporal and right superior parietal (Figure
3.14c). Information flow in these regions might be the most important to
sustain conscious information processing.

Within the UWS patient group, in addition to decreased communicabil-
ity, we observe the interesting phenomenon of hyper-communicability (i.e.
greater and faster growth and decay after perturbation, Figure 3.15).
Hyper-communicability is unique to the UWS patients group, and has
a very similar spatial distribution as the late (i.e. 60-200 sec computa-
tional time) in- and out communicability decreases as compared to CNT
subjects. The semi-instant excessive neural response after perturbation
suggests that information flow in those brain regions is not only affected
by reduced integration and propagation capacity, but that the whole net-
work architecture to process information is unbalanced and dysfunctional.
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3.4. Discussion

In this study, we investigated the brain’s ability to process incoming events
in normal wakefulness and pathological altered states of consciousness.
Our approach includes the assessment of the propagation of neural events
by adopting both empirical and computational modeling measures. We
characterize cerebral capacity in terms of integrity at the global (i.e. whole
brain) level and the local (i.e. region and link) level. First, we showed
that the brain propagates less spontaneous activity in reduced states of
consciousness, resulting in a reduction of the brain’s intrinsic ignition.
Additionally, unconscious states are characterized by a fast attenuation
of intrinsic BOLD fluctuations, i.e. 7, most pronounced in midline and
frontal-parietal areas. We next quantified the capacity for neural propa-
gation and integration of external, synthetic stimuli introduced in a com-
putational model. We measured the spatiotemporal evolution of these
network interactions after perturbation, so called ‘communicability’, at
the global and regional level in terms of receiving (i.e. integration, inflow
or in-communicability) and broadcasting flow (i.e. propagation, outflow or
out communicability). Whole-brain communicability was reduced in DOC
patients, with specific temporal dynamics for UWS and MCS patients.
The reduction of receiving and broadcasting information flow was most
pronounced in two distinct microcircuits. That is, the posterior regions
failed to receive information in conjunction with reduced broadcasting of
information in subcortical, temporal, parietal and frontal regions.

Cerebral integration and responsiveness of spontaneous events
is reduced in loss of consciousness

To measure the propagation of spontaneous activity within the brain’s net-
work, we employed the Intrinsic Ignition framework. During spontaneous
brain activity, brain regions can self-ignite and propagate brain activity
across the rest of the network, creating transient global changes to the in-
tegration of information (Deco and Kringelbach, 2017). We found that in
DOC patients, and even more pronounced in UWS patients, the ignition
driven integration is significantly lower than during normal wakefulness.
Previous studies in sleep and anesthesia have also shown reduced propaga-
tion of neuronal activity (Deco et al., 2017b; Signorelli et al., 2021). The
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empirical results suggest that patients with altered states of consciousness
have a reduced capacity for the integration of events that would lead to
conscious perception.

Potentially contributing to the low intrinsic ignition is the alterations in
the spatial patterns of 7 values across the states. 7 indicates the tempo-
ral structure of the signal and it can be seen as the time that the signal
needs to come back to the basal level after suffering from a perturbation.
Global decrease of the decay component decreases with decreased levels of
consciousness, and is lowest for UWS patients, suggesting that the signal
might stay available for processing for a shorter time. For CNT, we found
that the 7 values show a gradient distribution in the brain, with longer
timescales in the frontal and parietal areas than the values in the sub-
cortical and posterior areas. This gradient distribution of the timescales
has been previously reported in numerous studies (Chaudhuri et al., 2015;
Gollo et al., 2015; Honey et al., 2012; Murray et al., 2014; Watanabe
et al., 2019). Indeed, our results are in line with previous studies sug-
gesting that frontal and parietal areas, higher-order cortices which ensure
sensory information processing, need long timescales to integrate diverse
information (Hasson et al., 2008; Lerner et al., 2011; Stephens et al., 2013;
Yeshurun et al., 2017; Gauthier et al., 2012). UWS patients show more
homogeneous 7 values across the brain compared with wakefulness, which
is considered to be related to loss of the hierarchy in the brain, see Fig-
ure 3.5b. Furthermore, we notice that the regions showing the strongest
decreases in 7 within the UWS patient group show striking overlap with
the key regions of the Global Neuronal Workspace (GNW) theory (De-
haene and Changeux, 2011; van Vugt et al., 2018). We thus believe that
the reduced 7 might not allow the establishment of recurrent activity be-
tween the higher order cortices and primary sensory areas, prerequisite for
conscious awareness according to the GNW.

Interestingly, the temporal BOLD structure is not altered for the engage-
ment of tasks involving different content of consciousness (Gilson et al.,
2018; He, 2013), but it shows a clear change in pathological brain states
(Watanabe et al., 2019). A reduction in the the 7 values has been as-
sociated with a loss in the robustness of the brain network response to
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fluctuations (Honey et al., 2012; Murray et al., 2014) and with a loss in
grey matter volume (Watanabe et al., 2019), which, in our DOC pop-
ulation, could arise from a reduction in the structural anatomy (Annen
et al., 2018), (see also section 2.3.5). Thus, an alteration of hemodynam-
ics, as measured with 7 can help explain the altered spontaneous neuronal
dynamics observed in patients with DOC. If neuronal dynamics become
more noisy, it may be weakening slow rhythms in its temporal structure,
which would result in shorter 7 and lower Intrinsic Ignition.

Spatiotemporal dynamics after model-based perturbation

We further studied the propagation properties of the brain. For this, we
study effective connectivity (EC) after in-silico perturbation using a whole-
brain model based on a MOU process. Our results showed that UWS is
characterized by higher EC compared to CNT and MCS. Interestingly,
when examining the local EC, MCS patients present only decreased EC,
while UWS patients show regions with either decreased or increased EC.
Indeed, previous studies in UWS patients, anaesthetised healthy subjects
and patients with generalised epilepsy at loss of consciousness showed hy-
perconnectivity and increased hemodynamic response specifically in the
thalamus and limbic areas (Di Perri et al., 2013; Wu et al., 2019; Cavanna
and Trimble, 2006; Wang et al., 2019). The increased (re)activity of these
areas might lead residual neural activity to form self-reinforcing neural
loops, resulting in abnormal connectivity. This suggests that hypercon-
nectivity is linked with pathological loss of consciousness and that even
if the unconscious brain attempts to propagate activity throughout the
network, it fails to integrate the input.

The spatiotemporal structure of EC was further explored to gain under-
standing about how the contrasting hypo and hyper EC influence nodal
temporal dynamics and global integration after in-silico perturbation. The
temporal structure of EC indicates the total integration of information
within the network over time after in-silico perturbation, resulting in a
communicability curve (Gilson et al., 2019a). For the CNT, the response
function shows an initial pattern of high communicability, in the early
communicability (2-60 sec after perturbation), where the effect of the per-
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turbation is propagated and integrated in the network. The limited decay
in the range of late response (60 - 200 sec after perturbation) suggests a
sustained propagation of the network response which might be supported
by the recurrent connections and heterogeneity in brain dynamics, con-
sistent with previous studies (Gilson et al., 2019a; Demertzi et al., 2019;
Luppi et al., 2019). The communicability curve observed in UWS patients
is characterized by a high early peak with short latency and steep rise
and decay. The early peak in the UWS goes in line with the hypercon-
nectivity observed for the EC, and could indicate rapid propagation of
information. However, rapid extinction of the input reflected by the low
late communicability is also observed. This is likely related to the break-
down in the EC that sustains cerebral propagation. Indeed, also empirical
perturbation studies by Massimini and colleagues (Massimini et al., 2005;
Casali et al., 2013), show that the recruitment of global neural activity
after perturbation, both in space and time is reduced during deep sleep,
anesthesia and disorder of consciousness (Massimini et al., 2005; Casali
et al., 2013; Colombo et al., 2019; Casarotto et al., 2016). After TMS
induced brain stimulation, the temporal intensity and spatial complexity
of local to global neural propagation get reduced in loss of consciousness
(Casali et al., 2013; Sarasso et al., 2014), which we also observed in our in-
silico perturbation by delivering into the BOLD signal. In MCS patients,
the propagation of the perturbation is relatively preserved as compared to
UWS patients, and although the global levels of dynamical communica-
bility are reduced in comparison with the CNT subjects, they are closer
to the healthy than unconscious range. Our findings, in line with TMS
induced perturbational approaches, indicate that the unconscious brain
has a weaker capacity for neural propagation and information integration,
resulting in loss of awareness and cognitive processes.

Distinct pattern of receiving and broadcasting of informa-
tion after in-silico perturbation characterize conscious states

Complementary to the assessment of global loss of information integration,

we investigated nodal dynamical characteristics in terms of in-communicability

(i.e. regional influence of a perturbation applied to the network, simpli-
fied as ‘receiving information flow’) and out-communicability (i.e. regional
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capacity to influence the network after perturbation, simplified as ‘broad-
casting information flow’).

Conscious healthy subjects present two different flow patterns of receiv-
ing and broadcasting information, which helps to explain the neurobio-
logical mechanisms underlying impaired stimulus processing in terms of
cause-effect structure. In CNT subjects, we noted that in-communicability
(i.e. receiving information flow) is relatively higher in the posterior (pre-
cuneus, PCC, occipital and parietal cortices) and the thalamic regions,
consistent with the results presented in a study using the same commu-
nicability framework (Gilson et al., 2019a). MCS patients present an in-
communicability pattern similar to CNT subjects, even if the regional
differences are less pronounced. UWS patients show very different in-
communicability, specially the capacity to receive and integrate informa-
tion is reduced in UWS patients in the posterior regions, supporting the
postulates of IIT and the posterior hot zone theory. These model-based
measures of information flow might indicate that the posterior regions
respond to incoming information, aligning with their functional special-
ization as the first entry point of sensory information. Furthermore, the
reduction of responses to perturbation in higher-order integration cortices
(PCC and precuneus) and breakdown of broadcasting in subcortical, tem-
poroparietal, frontal might be linked to the alternation of internal and ex-
ternal awareness. The PCC and precuneus are primary hub regions of the
Default Mode Network that sustains consciousness and internal awareness
(Laureys et al., 2004). In UWS patients, the PCC and precuneus show
decreased structural connectivity (Annen et al., 2016), glucose metabolism
(Annen et al., 2016; Thibaut et al., 2012), BOLD functional connectivity
(Vanhaudenhuyse et al., 2010), topological properties such as integration
(Rizkallah et al., 2019; Luppi et al., 2019), homogeneity and stability (see
previous chapter and (Perl et al., 2020)). The functional network prop-
erties of the PCC and precuneus have also found to be involved in other
pathological unconscious state such as during epileptic seizures (Wang
et al., 2019), anesthesia (Luppi et al., 2019), sleep (Tagliazucchi et al.,
2016a) and subjective state of dissociation induced by meditation (Panda
et al., 2016). Our results provide a mechanistic explanation for the estab-
lished network alterations that characterize the unconscious brain, namely
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that it is caused by the reduced ability to receive information in hub re-
gions of the DMN. The lack of receiving of information in the perceptual
areas and the DMN, hamper that a stimulus or event reaches awareness, as
external input is a prerequisite for external consciousness (Herbet et al.,
2014). In turn, the loss of information integration in the posterior re-
gion may affect functional connectivity and recurrent processing as pos-
tulated to be crucial for consciousness by the mesocircuit hypothesis and
the Global Neuronal Workspace theory.

In CNT subjects broadcasting of information flow is predominant in a
broad range of cognitive modules, including the hippocampus, parahip-
pocampal, temporal, posterior and inferior frontal regions. This subcortical-
cortical loop is proposed to mediate the sensory information to be globally
‘accessible’ to other cognitive functions through feedforward and feedback
loops in the GNW theory, and only when access to all cognitive mod-
ules occurs, sensory content is elevated to conscious perception (Dehaene
and Changeux, 2011; Mashour et al., 2020). As expected, the broadcast-
ing of information from the primary cortical to the rest of the brain is
relatively preserved in MCS patients. However, information integration is
importantly reduced in the unconscious UWS state. Specifically, UWS pa-
tients in comparison with CNT show reduced broadcasting of information
in cortical regions involved in higher cognitive functions (i.e. precuneus,
parahippocampus, mid-temporal, inferior parietal, supra marginal, ante-
rior cingulate and inferior frontal areas). The reduction of information
broadcasting in the subcortical regions (i.e. thalamus, caudate, putamen)
in UWS patients aligns with the meso-circuit hypothesis (Schiff, 2010).
Thus, our findings unravel that reduction of broadcasting from the thala-
mus, caudate and putamen leads to a breakdown of activity transmission,
functional integration and lack of recurrent activity between subcortical
and cortical neurons, potentially causing loss of cognitive ability, conscious
perception and awareness in UWS patients.

We believe our approach could serve as a potentially useful marker of
quantifying conscious level and identifying where (i.e. in low-level percep-
tual areas or high-level integration areas) information processing fails, in
the future even at the single subject level. This might help to address
more challenging aspects of the assessment of consciousness, namely the
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internal awareness or subjective feeling.

Whole-brain models have emerged as a powerful tool for investigating the
brain mechanism underlying pathological brain states and have proposed
potential clinical applications such as the simulations of perturbations
to transient from one brain state to another (i.e. from sleep to resting
state) (Deco et al., 2019a; Deco and Kringelbach, 2014; Kringelbach and
Deco, 2020; Gilson et al., 2019b; Perl et al., 2020; Ipina et al., 2020). The
presented approach, by addressing receiving and broadcasting of informa-
tion, could help to unravel the loops that are impaired and could guide
the identification of novel stimulation protocols (i.e. the type and location
of stimulation).

In this study, we used a MOU generative process with linear relationships
that allow extracting the spatiotemporal properties of the BOLD time
series at the whole-brain level. Crucially this model is based on the es-
timation of the EC, which captures the BOLD dynamics and represent
the asymmetric relationships among nodes. It is important to highlight
also that the model explains the spatiotemporal brain activity through the
modulation of the efficacies of the putative existing connections, in con-
trast to other models that assume that the neural activity emerges from
the interaction between brain areas in an interconnected neuroanatomi-
cal network (Deco et al., 2013b; Ponce-Alvarez et al., 2015; Deco et al.,
2017a). Furthermore, the optimization process tunes all the EC weights
at link level —while it takes into account the network effect—, which allows
describing a multivariate estimate rather than other models that fit the
spatiotemporal dynamics with a few parameters only (Messé et al., 2014).
The link level estimators have been shown to be a robust biomarker of task
(Gilson et al., 2018) and participants (Pallarés et al., 2018). A limitation
of the MOU-EC is the interpretation of the neuronal coupling, consider-
ing that this model lacks hemodynamic functions in contrast to previous
models estimating ECs (Friston et al., 2003). This choice comes from the
priority of the estimation robustness with simpler dynamics over the bi-
ological interpretability (Gilson et al., 2019b). Finally, the application of
the Green function to derive the dynamic communicability framework can
be easily adapted to distinct local dynamics for which the Green func-
tion is known, so its interpretability is not restricted to the MOU model
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(Gilson et al., 2018).

The work presented in this study can be seen as a first step to understand
how the states of loss of consciousness altered brain capacity for neural
activation propagation and information flow in resting state. Our results
suggest that the brain capabilities of propagating neural events and the
temporal structure of the signals reduces in loss of consciousness. Further-
more, this is reflected in the effective connectivity of the network, which
shows altered regional dynamics in two microcircuits: posterior regions
fail to receive the information in conjunction with reduced broadcasting
of information flow at subcortical, temporal, parietal and frontal regions.
Apart from the obtained results, the main novelty of this study comes from
the methods applied to explain the alteration in the brain mechanism and
propagation of activity flow in loss of consciousness which are suggested
to promise a great help to support diagnosis and therapeutic interventions
in disease.
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CHAPTER 4

Characterization of the collective activity patterns of
brain dynamics across temporal scales

The brain’s collective activity continuously displays complex spatiotem-
poral patterns at multiple scales. However, the relevant temporal scale
to study these dynamics at the whole-brain level is unknown. Here, we
explored how the collective features of brain dynamics change at differ-
ent temporal scales. For this, we evaluated the complexity of resting-state
EEG signals in terms of the diversity of activated patterns as a function of
temporal coarse-graining. Specifically, we used a dimensionality-reduction
technique to represent the brain’s activity as a reduced number of spa-
tiotemporal motifs, which were then used to analyse temporal activation.
Next, we used the maximum entropy principle to estimate the distribu-
tion of all pattern configurations within this reduced activity space. This
analysis was done by employing maximum entropy models that provided
relevant information about the collective dynamics. Overall, we found that
the maximal complexity of the EEG signals was observed in the 50-300
ms range. In this range, order and disorder coexist; a balance suggestive
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of critical dynamics. Interestingly, this temporal scale has previously been
used to detect EEG microstates. Thus, our analysis provides a theoretical
justification for using this temporal scale in the characterisation of EEG
patterns.

4.1. Introduction

The brain comprises individual non-linear elements (i.e. neurons) inter-
connected anatomically, creating large conglomerates of single cells (i.e.
neural populations). A system consisting of many microscopic units, like
the brain, may exhibit diverse macroscopic behaviours, which emerge from
the collective activity of the units at multiple spatiotemporal scales. In-
deed, coordinated patterns of activity have been observed at multiple
spatiotemporal scales, as revealed by multi-electrode arrays (Beggs and
Plenz, 2003; Friedman et al., 2012), optical imaging (Scott et al., 2014),
fMRI (Biswal et al., 1995; Damoiseaux et al., 2006), EEG (Lehmann et al.,
1987; Michel and Koenig, 2018) and MEG (de Pasquale et al., 2010; Baker
et al., 2014). However, it remains unknown which are the relevant tempo-
ral and spatial scales for understanding brain resting-state activation at
the whole-brain level.

EEG/MEG recordings are especially suitable for the study of brain dy-
namics at different temporal scales due to their refined temporal resolution
at the millisecond scale. EEG dynamics have been characterised by struc-
tured patterns of activation captured in the broadband signals. These
structured patterns are defined by the location of the maximal and min-
imal values of the EEG signals, which remain stable in specific areas of
the scalp topography for a certain period. After a fast transition, their
organisation changes and remains stable, creating a different scalp topog-
raphy (Lehmann et al., 1987). These regular topological scalp maps of
collective neural activation are called EEG ‘microstates’ (Lehmann et al.,
1998). Since their discovery, many studies have focused on shedding light
on their spatial description, duration and temporal structure (Michel and
Koenig, 2018). Nowadays, it is widely accepted that the number of distin-
guishable EEG microstates is limited, usually in the range from two to six
(Wackermann et al., 1993). Furthermore, the spatial distributions of mi-
crostate activation reflect specific brain functions such as visual, attention,
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salience and auditory functions (Britz et al., 2010).

The temporal time courses of the EEG microstates are crucial for the ex-
planation of the collective features of resting-state dynamics. It is well
known that brain processing must undergo reorganisation into different
patterns at a sub-second scale to rapidly respond to changing inputs and
meditate complex mental activity (Bressler, 1995). Indeed, the charac-
teristic duration of EEG microstates is 60-150 ms, in the range of the
lifetime of the spatiotemporal patterns obtained using MEG and fMRI,
using a whole-brain model that allows simulation of BOLD fluctuations
at the millisecond scale (Baker et al., 2014; Deco et al., 2019b; Kobeleva,
2020). This range of temporal scales has been proposed to be decisive for
maintaining correct brain processing. Indeed, alterations in the duration
of specific microstates have been found in neuropsychiatric diseases such
as schizophrenia (Lehmann et al., 2005; Koenig et al., 1999) and dementia
(Nishida et al., 2013).

An intense debate has surrounded how and why the transition between
microstates occurs. The transition probabilities have been considered non-
random during the healthy resting-state (Lehmann et al., 2005; Wacker-
mann et al., 1993), and randomness increases during disease (Lehmann
et al., 2005). Researchers have proposed the concept of metastability as
a possible mechanism underlying these fast transitions, which states that
the brain shows a rich, dynamical repertoire during the resting-state and
that it flexibly switches from one pattern to another (Deco et al., 2017a;
Haldeman and Beggs, 2005; Hellyer et al., 2014). The flexible transitions
between patterns is a property of systems working in a specific, dynamical
regime, in a critical phase transition, i.e. in the phase transition between
stability and instability. The study of the dynamical regime of this sponta-
neous activity has led to a vast amount of studies investigating critical be-
haviour in terms of measures of complexity and neural avalanches (Van de
Ville et al., 2010; Plenz and Thiagarajan, 2007; Ponce-Alvarez et al., 2018).
Nevertheless, these measures heavily rely upon the spatiotemporal scale
of the recordings.

Here, we investigated how the functionally-relevant collective features of
EEG resting-state signals change at different temporal scales. In order to
do this, we first extracted the spatiotemporal motifs of the EEG signals
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using an independent component analysis (ICA) algorithm. From the tem-
poral and spatial properties of those spatiotemporal motifs, we calculated
the capacity of ROIs to broadcast neural activation or the brain ‘hierar-
chy’ (Deco et al., 2019b). After describing the activation time-courses of
the spatiotemporal motifs, we used the maximum entropy principle to es-
timate the probability distribution of all activation patterns. Based on a
maximal entropy model (MEM), we studied the switching of the patterns
in terms of entropy and their accessibility, by measuring the heat capac-
ity. MEMs have been mainly used in micro-scale data, where the patterns
are defined by binarising the activity of the electrodes. Here, our aim is
to investigate how the patterns evolve from one into another, based on
their activation statistics. Using these three measures (hierarchy, entropy
and accessible patterns), we provided insights into the temporal scale’s
functional relevance for detecting and studying spatiotemporal dynamics.

4.2. Methods

4.2.1. EEG Data and source projection

Data were recorded from 18 healthy controls (27 £+ 13 years, 6 female) as
part of an epilepsy study at the EEG and Epilepsy Unit, University Hos-
pital of Geneva. The local ethics committee approved this study. Each
participant gave informed consent to the study. Participants were seated
comfortably and were instructed to relax for about ten minutes, with eyes
closed while avoiding any facial or body movements. Two participants
were excluded from further analyses because of major artefacts being ap-
parently visible in the raw data. We proceeded to analyse the remaining
16 available participants.

A full description of the imaging parameters and preprocessing pipeline
can be found in (Glomb et al., 2019). In summary, resting-state EEG
was collected with the Geodesic Sensor Net with 256 electrodes. Inverse
solutions were computed using LAURA with LSMAC as implemented in
CARTOOL (Brunet et al., 2011). Segmentation and ROI extraction was
performed using the Connectome mapper (Tourbier et al., 2020). We
applied the Lausanne 2008 parcellation (Hagmann et al., 2008), which

120



contains N = 82 ROIs. ROI time-courses were obtained by performing
SVD on the time-courses of all solution points (~ 5000) within an ROI
and projecting onto the main direction of variance (Rubega et al., 2019).

4.2.2. Filtering and binning

A band-pass filter (1-40 Hz) was applied to the ROI time courses for the
first analyses. For band-limited studies, narrowband filters of 2 Hz width
were used to obtain ten frequency bands (1-3 Hz, 3-5 Hz,...,38-40 Hz). We
also extracted time-courses in the following brain oscillation frequency
bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-12 Hz), beta (12-30 Hz)
and gamma (30-40 Hz). Within each band, Hilbert transformation was
applied to extract the envelope of each signal.

Time was discretized in non-overlapping bins of different sizes to study the
temporal scale of the EEG dynamics. The binning was performed by aver-
aging the envelope of each signal within each bin size (i.e. downsampling)
(Deco et al., 2019b), Figure 4.1. The bin size of the downsampling fixes
the temporal scale. The number of time points for each downsampled
envelope, B, is given by the actual time points recorded in the original
time series divided by the bin size. We completed the following analysis
for each of the downsampled envelopes.

4.2.3. Extraction of spatiotemporal patterns

For the extraction of the spatiotemporal motifs that characterize the dy-
namical repertoire of the signals, we based our analysis on the framework
previously used to detect neuronal assemblies from spiking data (Lopes-
dos Santos et al., 2013), which was recently generalized to the whole-brain
level by (Deco et al., 2019b).
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Figure 4.1: Binning of the original envelope to extract the downsample en-
velopes binned with different temporal scales.Examples of the binning of the
original envelope (in blue) using three different bin sizes that define the temporal scales
(8 ms -in orange-, 120 ms -in green- and 600 ms-in purple-). The downsampling of the
signals is performed by averaging the original envelope of each signal within each bin
size. The resulting downsampled envelopes show different levels of description of the
original envelope.

Construction of the events matrix

First, the downsampled envelope of each ROI was thresholded with the
sum of the mean and 1 SD of the signal. If the envelope exceeds the
threshold for consecutive time points, only the first point will be consid-
ered active or marked as an event. This procedure results in an event
matrix E, of N x B dimensions, where IV is the number of ROIS and B
is the number of time points of the downsampled envelope. This method
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is a well-established point process binarization algorithm used for BOLD,
MEG and EEG signals (Deco and Kringelbach, 2017; Tagliazucchi et al.,
2012; Fagerholm et al., 2015). Indeed, the analysis of cortical cascades of
EEG recordings, which relies on the time series binarization, shows con-
sistent results with thresholds in the range of 1.0 to 2.5 SD (Fagerholm
et al., 2015).

Extracting the patterns from the events matrix

The binarised data’s spatiotemporal motifs were extracted using a di-
mensionality reduction technique, i.e. Independent Component Analysis
(ICA). We used ICA based on previous studies where the best estimation
of the motifs was obtained using ICA compared with other dimensional-
ity reduction algorithms (Lopes-dos Santos et al., 2013). In particular, we
used the fast ICA algorithm (Peyrache et al., 2010) (as implemented in the

FastICA toolbox for MATLAB, http://research.ics.aalto.fi/ica/fastica/).

The number of motifs was set to 6, based on existing literature on EEG
microstates (Michel and Koenig, 2018). Each of the 6 motifs was noted as
we, with ¢ =1, ...,6. This vector contains N values corresponding to each
ROTI’s weights or participation in that spatiotemporal motif.

Extracting the activity time-courses of the patterns

Next, we computed the activity time course of the motifs, /fc, to investi-
gate the temporal properties of the functional dynamical repertoire. We
calculated the activity time-courses by projecting the columns of the event
matrices onto the space given by XC, as following:

—

A, = E(w, ® &,)E (4.1)

where the multiplication w, ® w, corresponds to the projection provided
by the spatiotemporal motif ¢ and E corresponds to the event matrix.
Briefly, the activity time-courses are given by the similarity between the
spatiotemporal motif vector, , and the event matrix, E, for each time point.
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4.2.4. Measures of hierarchical organization

We investigated the roles of the ROIs in the broadcasting of neural acti-
vation by using the novel measure referred to as cohesiveness (Deco et al.,
2019b; Kobeleva, 2020). It has been previously proposed that the brain
cortex shows a graded distribution of functional and structural features,
essential for sustaining conscious brain processing (Deco and Kringelbach,
2017; Deco et al., 2017b; Escrichs et al., 2019; Murray et al., 2014; Sporns
et al., 2005). Indeed, this hierarchical distribution also has a functional
role in transmitting and integrating information across the brain (Dehaene
and Changeux, 2011; Mashour et al., 2020). The concept of cohesiveness
comprises the influence of the ROIs in the rest of the network by consider-
ing three different aspects of the propagation of neural activation. First,
the weight of the ROI ¢ in spatiotemporal motif ¢, w;., which reflects the
participation of that ROI for that motif. Then, the probability of that

motif to be activated across time, P(c), given by P(c) = %. Finally,
c,t “ite

the ‘broadness’ of the component defined as its size, i.e. the correlation
with the rest of the ROIs 3 wj .. Thus, the cohesiveness is calculated for
each ROI i as follows:

Coh(i) =Y (wiP(c) Z w; ) (4.2)

C

The variability in the cohesiveness values across ROIs is described using
the hierarchy as:

std(coh)

mean(coh) (43)

Hierarchy =

The hierarchy is a global measure that reflects the degree of diversity of
the ROIs in the spreading brain activation across the whole brain.

4.2.5. Maximum Entropy Model (MEM)

We applied a MEM to study the collective features that emerge from the
statistics of the activation patterns given by the activity time courses of
the spatiotemporal motifs. This model, originally proposed to study the
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joint spiking activity of neurons (Schneidman et al., 2006), requires a de-
scription of the system as a binary pattern. The underlying idea of this
model is to obtain the probability distribution over 2¢ possible binary
patterns. As we are interested in the activation of the spatiotemporal
motifs and not in the synchronization of the electrodes’ activity, C cor-
responds to the number of motifs, i.e. 6. The activation time-course of
each spatiotemporal motif, /fc, was binarized using a threshold given by
the mean plus 1SD of the activation time-courses. If the binary activation
exceeds the threshold for consecutive time bins, only the first bin will be
considered active. The resulting vector for each motif ¢ shows o, = 1 if
this motif is activated and -1 otherwise. The activation pattern at time b

is given by a vectord@, where & = [alf, 012’, . ag].

To estimate the probability distribution of the activation patterns, P(&),
we used a maximum entropy principle which maximizes the entropy of the
activation patterns to find the most unstructured distribution. The only
constraint imposed was the preservation of the activation rates < o, >
and the pairwise correlations < g.04 > captured on the empirical data.
It is well known that the maximum entropy distribution consistent with
these expectation values is given by (Schneidman et al., 2006; Tkacik et al.,
2015):

P(3) = (4.4)

C .
where the normalization factor Z = Zi:l eP(@) corresponds to the parti-

tion function and E(&) to the energy of the patterns given by the following
equation:

6 6 6
@)=Y hoe— 5 33 Jeumeou (4.5)
c=1

c=1d=1

where h. represents the tendency of spatiotemporal motif ¢ to be activated
or deactivated, and J.4 represents the interaction between the motifs ¢ and
d.
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4.2.6. Estimation of h and J parameters

The estimations of the parameters h and J were obtained using a gradi-
ent descent algorithm. Specifically, we iteratively minimized the absolute
difference between the empirical activation rates (< o. >) and pairwise
correlations (< o.04 >) and the predicted ones using the model and Monte
Carlo simulations (Tkacik et al., 2009). In each iteration, the difference
was minimized using the following equations:

AeY = ol _ (< 0o > model — < Oc >) (4.6)

Jrew — ngd — (< 0c04 >model — < TcO4 >) (4.7)

where « is the learning rate (o = 0.1). Our study stopped the simulations
once the difference between the model and empirical values is less than
0.005 or if its tolerance was not reached within a maximum number of
iterations defined as 100.

4.2.7. Goodness of fit

The fitting of the model was evaluated using the symmetric version of the
Kullback-Leibler divergence (D) defined as the Jensen Shannon diver-
gence (Djg). This measure evaluates the difference between the probabil-
ity distribution of the empirical and model binary patterns (Marre et al.,
2009) and is given by:

1
DJS(Pemp|Pmodel) = §DKL(Pemp|(Pmodel + Pemp)/2)+

1

§DKL(Pmodel|(Pmodel + Pemp)/z)

(4.8)

To evaluate the importance of correlations, we used the accuracy index,
rp, which is given by (Watanabe et al., 2013):

_ DJS(Pemp’PmodelMEM) - DJS(Pemp’PmodelIND)

D
DJS(Pemp’PmodelMEM)

(4.9)
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where D js(Pemp|ProdeinEnr) is the Jensen Shannon divergence between
the probability distribution of the empirical and the pairwise MEMs.
D j5(Pemp|Pmodetrnp) corresponds to the divergence between the prob-
ability distribution of the empirical and the independent MEMs. The
accuracy index, rp, estimates the pairwise model’s accuracy compared to
the independent model (Watanabe et al., 2013).

4.2.8. Entropy, heat capacity and critical point

Once the parameters h and J are obtained, the probability distribution
of the energies E(&) is calculated from the model. The distribution of the
energies permits obtaining relevant features of the collective dynamics.

The entropy measure describes the switching between different activation
patterns, i.e. it quantifies the fluctuations across patterns, and it is given
by:

B
H(3) = —)_p(dy)logp(dy) (4.10)
b=1
where p(b) corresponds to the probability of the activity pattern b and the
log is the logarithmic function.

Another important quantity is the heat capacity, HC, which explains the
dependency of the energies’ distribution as a function of 7. This parameter
T is an analogy to the temperature in statistical physics. It is introduced
in the model as a scaling factor for the model parameters as h — h/7T and
J — J/T. Specifically, the heat capacity, HC, is given by:

var[E?
HC([h,J],T) = T[Q] (4.11)
The energies (E) were calculated using a large number of Monte Carlo
simulations (L = 100000 simulations) for different values of 7', see next
section. The curve of the heat capacity is computed using the variance
of the energies. The temperature corresponding to the peak of the curve,
Trmaz, describes the collective behaviour that emerges from the statistics
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of the activation patterns. The re-scaling parameter 1" controls the level
of disorder, and it can be understood by examining the energy levels E
that are accessible to the system. At low temperatures, the system is
predominantly silent. It accesses few and separated excited energy levels,
is relatively ordered (its entropy is low), and, since interactions domi-
nate, the system scarcely fluctuates, leading to weak correlations. At high
temperatures, the system has a high probability of occupying the excited
patterns, which are barely separated, making it easy to fluctuate among
them, thus increasing the disorder and decreasing the correlations (fluc-
tuations dominate over interactions, effectively decorrelating the system).
As for low temperatures, high temperatures lead to a low HC. However,
for a particular temperature, T irical, & large range of energies is accessible
to the system, leading to a maximal HC, and the balance of fluctuations
and interactions leads to a maximal mean correlation. This range is the
expected behaviour close to a critical point where both order and disorder
coexist. In conclusion, a maximal heat capacity close to the operating
point (i.e. Tpar = 1 in this model) corresponding to the model of the real
data) suggests that the system is likely to be close to a critical state.

4.2.9. Metropolis Monte Carlo:

The Monte Carlo method is usually used in complex systems that contain
a high number of random variables to obtain the probability distribution
of different outcomes. The idea of the Metropolis Monte Carlo method is
to generate samples of the activity patterns for given values of the model
parameters, h and J. Transitions between patterns are determined by the
energy difference associated with those patterns. For this, we first gen-
erate a random vector of size C whose energy level is given by equation
4.5. Once that the actual energy state is known, we use the following steps:

1. Pick a random element j of the activity pattern.

2. Flip the value of the activation of that element j, i.e. from o; =1
to 0; = —1 or, otherwise, from o; = —1 to 0; = 1.

3. Compute the change in the energy associated with the flipping, i.e.
AE =FEy— F = —QUjhj — QUjJUj + 2Jjj.
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4. The system transits to the new pattern with probability equal to
exp(AE) (or, equivalently, remains in the current pattern with prob-
ability 1 — exp(AFE)).

5. Repeat steps 1-4 iteratively for L times.

4.2.10. Phase shuffled surrogates

For the phase surrogate analysis, first, the Fourier transform (FT) of the
signals was computed. The phase of the Fourier transform was substi-
tuted with uniformly distributed random numbers while preserving their
modulus. Then, the inverse FT was applied to return to the time domain
with the new Fourier coefficients. This procedure effectively randomizes
the phases of the signals while preserving the same power spectra as the
original time courses. Specifically, let z;(b) be the original BOLD time-
course from the brain area ¢. The discrete Fourier transform of Z; is given
by:

Zi(k) = xi(b)e B (4.12)

where j is the imaginary unit and k goes from 1 to B. The phase shuffled
surrogate is given by:

B
1 ‘2w
2T (0) = & Y [# (k) e ICE ) (4.13)
k=1

where ¢, is random variable uniformly distributed between —7 and .
These surrogates were used to rerun the analysis and compare the results
with the empirical ones.

4.3. Results

This study investigates how the EEG resting-state collective brain dy-
namics of 16 healthy participants change at different temporal scales. For
that, we used the inverse solution of the EEG recordings extracted with
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the LAURA algorithm (see Methods). In the first step, the ROI time
courses were filtered using a broadband pass filter (1-40 Hz), and their
envelopes were extracted using the Hilbert transform. Envelopes were
down-sampled using bins of different sizes, ranging from milliseconds to
seconds, i.e. the envelope was averaged within time windows of various
sizes. The bin size fixes the temporal scale (Deco et al., 2019b). We bina-
rized each of the downsampled envelopes using the mean and 1 standard
deviation (SD) as a threshold. This procedure results in an event matrix
E, of the dimensions of N x B, where N is the number of ROIs and B is
the number of time points, Figure 4.2 A. An ICA algorithm was applied
in these event matrices to extract 6 spatiotemporal motifs, a standard
number of patterns used in EEG microstates studies (Michel and Koenig,
2018). The spatiotemporal motifs were described by the vector w;, which
contains the weights or participation of the ROIs in spatiotemporal motif
¢, Figure 4.2 B. We further explored the activation time-courses, /TC, by
projecting them into the original space given by the event matrices, Fig-
ure 4.2 C (see Methods). This projection reflects the similarity between
the spatiotemporal motifs and the event matrices. Thus, the activation
time-courses indicate when a spatiotemporal motif is activated in the EEG
recordings.

4.3.1. Hierarchical organization of the brain

After having the spatial and temporal description of the motifs obtained
from the downsampled envelopes in different temporal scales, we wanted
to study how the role of the ROIs in propagating brain activation changes
across bin sizes. For that, we used the concept of cohesiveness which was
previously proposed in (Deco et al., 2019b). The cohesiveness is computed
for each ROI as the multiplication of three factors; the participation of
the ROI 7 in spatiotemporal motif ¢, the probability of that motif ¢ to be
activated and the correlation with the rest of the ROlIs.
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Figure 4.2: Binning of the EEG inverse signal using binning of different sizes
and extraction of the patterns. A) Examples of the raster plots of binned envelopes
using three different binning sizes (8 ms, 120 ms and 600 ms, respectively). The binning
was performed averaging the signal within a window of the binning size, which fixed the
signal’s temporal scale. A binarization was performed in each signal using the threshold
given by the sum of the mean and 1 SD. The event matrix E of size N x B gathers
the recreated envelopes. B) Example of the spatial distribution of the components, wr,
extracted using ICA from the event matrix E in A. The w. vectors display the weight of
each ROI in the component c¢. These examples correspond to the components extracted
for the signal corresponding to the temporal scale of 120 ms. C) Activity courses, A,
for each component. The activity courses were computed by projecting the vectors .
in B) into the event matrix in A).

Our results showed that the distribution of the cohesiveness across ROIs
changes depending on the bin size, Figure 4.3 A. The profiles of cohesive-
ness across ROIs show a non-uniform gradation for temporal scales in the
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range of 100-300 ms. We found sparser distributions of the cohesiveness
for this range of bin sizes compared with temporal scales of > 300 ms. The
sparsity of the distribution is coming mostly from the 20 ROIs with the
highest cohesiveness values. To describe those distributions qualitatively,
we measured the hierarchy given by the diversity in the cohesiveness val-
ues (i.e. the standard deviation of the cohesiveness values across ROISs).
We found that the hierarchy was lower for short and long temporal scales
(from 0 to 100 ms and from 400 to 1000 ms) and that it reached its max-
imum at ~ 250 ms, Figure 4.3 B.
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Figure 4.3: Distribution of the local cohesiveness and global hierarchy at
different temporal scales. A) Distribution of the cohesiveness values for all the
ROIs for different temporal scales (example for one subject). For each temporal scale,
the distribution was sorted independently in a descending manner. The cohesiveness
values show differences across bin sizes, especially in the graded values of the first 20
ROIs. Temporal scales in the range of 100-200 ms show the sparsest distribution of
the cohesiveness values. B) The hierarchy computed as the standard deviation of the
cohesiveness and as a function of all the bin sizes used for the analysis. The hierarchy
changes across bin sizes, with a peak in the range of temporal scales of 150 to 350 ms.
The shaded curve corresponds to the standard error across subjects. The window in
grey indicates the temporal scales with the highest hierarchy.

We explored the spatial distribution of the cohesiveness values in the brain
for the bin size where the hierarchy is maximal. For this specific bin size,
we found that the ROIs with the highest cohesiveness values were mostly
in the thalamus, cingulate and precuneus, Figure 4.4. Crucially, the PCC
and precuneus were previously investigated due to their role in maintaining
consciousness in different states of consciousness (Cavanna and Trimble,
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2006; Wang et al., 2019; Luppi et al., 2019; Panda et al., 2016) and the
thalamus is known because of its role in the feedforward excitability that

is a prerequisite to support conscious processes (Schiff, 2010; Wang et al.,
2019).
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Figure 4.4: Spatial distribution of the cohesiveness values. Spatial distribution
of the cohesiveness values for the bin size with the maximal value of the hierarchy
in Figure 4.3 A. The values with the highest cohesiveness values are located in the
thalamus, cingulate, thalamus and precuneus.

4.3.2. Statistics of the activation patterns

Intending to study how the activation patterns evolve from one into an-
other and the emergent collective properties given by their activation and
interactions, we investigate the activation time-courses of the spatiotem-
poral motifs, focusing on their statistics. We used the maximum entropy
principle to build a MEM, which allows us to estimate the distribution of
activation patterns and to obtain relevant information about the collective
dynamics (see Methods). This model was originally proposed for studying
the spiking binarized activity of single neurons (Schneidman et al., 2006).
Here we aim to analyse the statistics of the motifs’ activation, so activity
time-courses A;, see Figure 4.5. These time-courses were discretized as
A, = +1 if the spatiotemporal motif ¢ in the time point b shows an ac-
tivity, A., that exceeds the sum given by its mean and 1 SD (activation)
and A, = —1 otherwise (quiescence).
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Figure 4.5: The activity time courses of all the spatiotemporal motifs for the
8, 120 and 600 ms bin sizes. The activity time courses were binarized using the
sum of the mean and 1 SD.

For each time point b, the activity pattern, given by the binarization Q,f the
activity time-courses of the 6 motifs, is described by a binary vector o®(see
Methods). We used a maximum entropy principle to find the probability
distribution of the activity patterns using the most unconstrained distri-
bution. For that, the entropy is maximized by imposing the constraint of
the preservation of the mean activation rate (< o, >) and the mean pair-
wise correlations (< oco4 >) (see Methods). The resulting distribution is
P(3) ~ exp(—E()), where E(5) = = Y0_ heoe = 5 301 Yoy Jeaveo
is the energy of each activation pattern. In this equation, h. represents
the intrinsic tendency of spatiotemporal motif ¢ towards activation and
Jeq represents the effective interaction between the spatiotemporal motifs
c and d. The model parameters, w = {h;J}, were estimated from the data
using a gradient descent algorithm (see Methods). We built a model for
each bin size.

First, the model’s goodness of fit, which provides a relative quantifica-
tion of how well the model explains the empirical activity patterns, was
evaluated by studying the role of the correlations in the model. The
performance of the pairwise-MEMs was compared to the performance of
independent-MEMs for which the Jcd are cancelled. The Jensen-Shannon
divergence was used to evaluate the agreement with the data (Hahn et al.,
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2017). We computed the accuracy of fit to normalize the value between
0 and 1 (Watanabe et al., 2013). Figure 4.6 shows the model’s accuracy
decreases for longer bin sizes, but in all cases, the accuracy rp > 0.8, even
for the bin size of 1 s. An accuracy of 0.8 indicates that the application
of the pairwise MEM reduces the distance between the estimated and em-
pirical distributions of patterns by 80% compared with the independent
MEM.
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Figure 4.6: Goodness-of-fit of the maximum entropy model MEM for different
bin sizes. A) The inverse of the Jensen Shannon divergence measures the difference
between the probability distribution of the empirical and model binary patterns. A
higher value in the Jensen-Shannon divergence’s inverse means a smaller difference
between the probability of the empirical and the model. Comparison between the
empirical and pairwise distributions in blue and comparison between the empirical and
independent model in red. B) Accuracy index for the pairwise MEM computed for each
downsampled envelope using different bin sizes. The curve corresponds to the accuracy
index extracted using the signal filtered in broad-band. The accuracy, rp, is higher
than 0.8 for all the bin sizes. C) Accuracy index for each bin size and frequency band
filtered using 2Hz bands. The accuracy of the MEM pairwise model is superior to 0.8
for almost all frequency bands and bin sizes, with few exceptions in the low-frequency
bands for the bin sizes around 2 s.

After checking that the model reproduces sufficiently the dynamical prop-
erties of the empirical data, we further studied the temporal entropy, H,
given by the switching between the activity patterns, o, across time (see
Methods). We found that the entropy varies as a function of the bin size,
Figure 4.7. We found a peak with maximal values of entropy for the tem-
poral scales in the range 50-120 ms, suggesting that the brain dynamics
described by these temporal scales show more switching between patterns.
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Figure 4.7: The mean entropy shows maximal entropy for the temporal scales
in the range of 50 to 120 ms. We show the results of the temporal entropy in
different bin sizes. As can be seen, very clearly, the entropy shows a peak in the range
of 50 to 120 ms. The shaded curve corresponds to the standard error across subjects.
The window in grey indicates the bin sizes with the highest entropy.

4.3.3. Accessible patterns

To further explore the emergent collective features captured from the ac-
tivity patterns statistics, the working point of the models was studied in
terms of criticality. For that, the heat capacity, HC, was calculated as a
function of T. The temperature, T', is a scaling parameter of the model
parameters h and J introduced, dividing the model parameter by T, i.e.
h— % and J — % The temperature T controls the level of disorder. Its
effect can be understood by examining the energy levels E that are acces-
sible to the system by calculating the heat capacity, i.e. HC = var|[E]/T?
(Figure 4.8 A, see Methods for details). At low temperatures, the sys-
tem accesses few and separated patterns of low energies, i.e. the system
scarcely fluctuates (Figure 4.8 A, T' < T,). At high temperatures, the
system has numerous accessible energy levels which are very close to each
other, so that the system can fluctuate from one to another easily but in
a small range of energies (Figure 4.8 A, T' > t.). Finally, at the criti-
cal point, the system can access a large range of separated energy levels,
yielding a maximal dispersion of energies (Figure 4.8 A, T' ~ T,).
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Figure 4.8: Description of the accessible patterns given by the heat capacity
and the results for the temperature corresponding to the peak of the heat
capacity, Tmaz. A) Description of the accessible patterns when considering different
values of the temperature parameter T. For T' < T¢, the system can only access a few
distinguished, accessible patterns characterized by low energy values. For T" > T, the
system can easily access a larger number of energy levels, which are barely separated.
Finally, for T' ~ T¢, the system accesses a larger repertoire characterized by a larger
range of energies. The data presented in this example corresponds to a model that
shows the Thmax ~ 1. B) Examples of the Heat Capacity curves in function of the
scaling parameter T for different temporal scales. For all the cases, the HC shows low
values for low and high values of T', and the peak of the HC curve varies in location
and value across temporal scales.

We calculated the heat capacity curves for temperatures ranging from 0
to 10 and for all the temporal scales. The heat capacity curves showed a
maximum value at different temperatures (noted Tpq,) for the different
temporal scales, Figure 4.8 B. As shown in Methods, the heat capacity
peak can be used as a diagnostic tool to assess criticality: the heat capac-
ity is expected to peak at T' < 1, T'=1 and T > 1 for supercritical, critical
and subcritical dynamics, respectively. We found that T},4, was close to
1 only for the temporal scales range of 50-120 ms, suggesting critical dy-
namics, Figure 4.9. Outside this range, a departure towards the subcritical
regime was observed. These results indicate that a specific temporal scale
range, 50-120 ms, exists for which critical-like dynamics were observed,
indicating that the system visits a more diverse set of activation patterns
in terms of associated energies.
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Figure 4.9: The results of the temperature corresponding to the peak of the
heat capacity in function of the bin size. The T4, reflects the physical regime of
the EEG dynamics, changes with the bin sizes, showing values close to 1 for the range
of bin sizes of 50-120 ms, and a monotonically increasing for larger temporal scales. The
grey window indicates the temporal scales with the Tinqz ~ 1, i.e. critical-like dynamics.
The black line corresponds to the system describing critical dynamics by definition, i.e.
Tmaz = 1. The shaded curve corresponds to the standard error across subjects.

4.3.4. Frequency bands

We next studied how collective dynamics changes both as a function of the
bin size and frequency. For this, we examined the dynamics of the EEG
signals filtered in narrow frequency bands of 2 Hz width. The original
signals’ envelopes were obtained for each frequency band, and then, the
binning was applied to each of them. As for broadband signals, the hier-
archy, entropy and heat capacity were calculated for each bin size, 4.10 A.
In this case, the hierarchy showed a peak for the whole spectrum of fre-
quency bands in the range of 200-600 ms, clearer for high-frequency bands
(beta and gamma) than for the lower ones. Similar results were found for
the entropy, but in this case, the range is broader, and it extends from
200-800 ms, and a clear peak was found in frequency bands around 18 Hz.
Finally, the maximum value of the heat capacity was located at Tiqe ~ 1
only for short bin sizes, in the range of 50-700 ms, except in the frequency
bands of 20-30 Hz, wherein in all the cases, the Ty, is very close to 1
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suggesting critical-like dynamics.
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Figure 4.10: Results for frequency bands for different temporal scales. A) We
show the results of using three different measures (hierarchy, entropy and location of
the peak of the heat capacity) for frequency bands of 2 Hz wide in different bin sizes.
As it can be seen clearly, the hierarchy peaks for the high frequency bands for small bin
sizes (< 500ms) , while for the entropy the peak is clearer for lower frequency bands in
the range 20-30 Hz. The T},q, of the HC shows values close to 1 for all the frequency
and bin sizes. B) The results of the mean hierarchy, entropy and location of the heat
capacity peak across subjects for the normal frequency bands (delta, theta, alpha, beta,
gamma) show similar results to the one presented in the narrow frequency bands, with
a clear peak in frequency bands in the range of 100 ms for the gamma band and a
peak in beta and gamma for the entropy for the same range of temporal scales. For
the Tz, the results indicate that for bin sizes < 500ms, the collective behavior of the
brain dynamics showed critical like dynamics, i.e. Timqez ~ 1 for all the frequency bands.

Similar results were obtained for the typical frequency bands, Figure 4.10
B. The hierarchy showed a clear peak in the gamma band, and for the
entropy, the results showed a more prominent rise for the high-frequency
bands (beta and gamma). Finally, for the bands from delta to beta, for
short bin sizes, the T},,4, remains close to 1 and then varies to higher val-
ues. For the gamma band, it remains close to 1 for all the bin sizes.



4.3.5. Scalp level

To study the reproducibility of the results at different levels, we inves-
tigated the dynamics of the EEG data obtained directly from the scalp
channels without applying the algorithm to extract the inverse solution
of the ROIs time courses. In contrast with the results obtained from the
inverse solution signals, the scalp signals showed more varied results. The
hierarchy for the broadband signals shows a decay with the bin sizes, and
for the frequency bands from 1-20 Hz, it shows a decay for the small bin
sizes and the contrary tendency for the higher bands in the range of 20-40
Hz, see Figure 4.11.
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Figure 4.11: Main results using recordings in the scalp space obtained from
204 channels. A) Results of the hierarchy, entropy and temperature corresponding
peak of the heat capacity for different temporal scales at scalp level showed that the
hierarchy shows a decay with the bin size, the entropy shows an increase that stays
constant for the bin sizes > 500 ms and Tyne. of the HC shows critical-like dynamics
from 50 ms to 1s. B) The results using narrowband filters in the range of 2Hz showed
that the hierarchy shows variability across frequency bands, the entropy shows a clear
peak for the high frequency bands only, which was not shown in the low frequency bands
and the T4 show critical like dynamics for the bin sizes < 500 ms for the frequency
bands in the range 20-40 Hz, and Tinez > 1 in the frequency bands < 20 Hz for all the
bin sizes.
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We also found that the entropy in the broadband signals increases and then
remains stable for the temporal scales > 200ms, similar to the frequency
bands’ results, where we also found differences across bands. Finally, the
results of Ty, of the heat capacity are the only ones that showed compa-
rable results to the ones obtained in the inversed signals, especially in the
higher frequency bands. The mismatch of results across measures points
that the three measurements are describing different aspects of the dy-
namics. Furthermore, these results indicate that the inverse signals give
a more consistent description to extract spatiotemporal motifs and collec-
tive features.
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Figure 4.12: Results for surrogate data using the three measures (hierarchy,
entropy and Tinaz). A) Broadband results for the hierarchy, entropy and maximum
heat capacity in the shuffled recordings showed that the hierarchy shows very fluctuating
results for the bin sizes, the entropy reduces with the bin sizes and the T},4, show values
< 1 for all the bin sizes. B) Results for the three measures obtained using the shuffled
signals filtered in narrow bands of 2Hz width show high heterogeneity in the hierarchy,
homogeneous values of entropy and subcritical dynamics in the HC.

4.3.6. Surrogates

Finally, we performed a phase-shuffled surrogates analysis to validate the
obtained results. All the calculations were rerun with the shuffled data
that preserves the power spectral density of the signals but destroys the
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correlations. Results suggested an absence of a peak in the hierarchy
curve, neither in the broadband nor in the narrow band (see Figure 4.12).
Similar results were obtained for the entropy, which shows an increase for
tiny bin sizes and then remains stable for both filters. Lastly, the heat
capacity peaks increase at short bin sizes and then decay to supercritical
dynamics, Tipee < 1. These results validate our framework and clarify
that results are reflecting the dynamics captured from the signals.

4.4. Discussion

In this study, we analysed how the collective features of brain activation
extracted from EEG resting-state signals change as a function of the tem-
poral scales. We showed that the collective features change in terms of
diversity of broadcast pathways, quantified by the hierarchy, which is max-
imal for the temporal scales around 200 ms. We also built MEMs based
on the statistics describing the synchronisation of the activation patterns.
We found that the entropy of the switching of the activation patterns is
maximal at temporal scales between 50 and 150 ms. In the same range of
temporal scales, our results suggested that the collective dynamics depict
a shift to the critical regime. When testing other temporal scales, the col-
lective features of brain dynamics were characterised by low hierarchy and
entropy, and subcritical dynamics. Overall, our results demonstrate the
relevance of the temporal scale when observing and describing the EEG
spatiotemporal patterns and dynamics. Furthermore, they provide a the-
oretical justification for using this temporal scale in the characterisation
of EEG patterns.

Description of the macroscopic collective behaviour across
temporal scales

Our results indicate that the global description of brain dynamics changes
with the time scaling of the signals and, crucially, in a very narrow range,
from 50-300 ms, this description coincides with the properties that maxi-
mize the hierarchical distribution of broadcast pathways across ROIs and
the dynamical repertoire of the brain. Previous works have suggested
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a hierarchical organisation of functional and structural features at the
whole-brain level (Mesulam, 1998; Deco and Kringelbach, 2017; Sporns,
2013). Functionally, the intrinsic regional neural time scales have sug-
gested a hierarchical organisation that distinguishes between the trans-
modal and unimodal sensory regions (Murray et al., 2014; Watanabe et al.,
2019; Golesorkhi et al., 2021). This functional hierarchy is also been ob-
served in the propagation pathways of internal perturbations (Deco and
Kringelbach, 2017; Escrichs et al., 2019), which are impaired in low-level
states of consciousness (Deco et al., 2017b; Signorelli et al., 2021). Fur-
thermore, converging evidence shows hierarchical organisation in spatial
terms, that is, in its topographical architecture (Sporns, 2013; van den
Heuvel and Sporns, 2011; Zamora-Loépez et al., 2011). Overall, previous
research agrees that a hierarchical organisation is important for ensuring
correct brain processing, and that imbalances of this hierarchy can lead to
diseases (Watanabe et al., 2019; Gollo, 2019). Our results suggested that
the maximal distribution in the broadcasting pathways, i.e. maximal hi-
erarchy, is obtained for the range of 50-250 ms. Furthermore, brain areas
with large cohesiveness values play a central role in broadcasting informa-
tion, such as the thalamus, parahippocampal, hippocampus and fusiform,
some parts of the cortex, most regions of the cingulate, the precuneus and
superior parietal, which have been previously identified as key regions to
maintain conscious processing (Dehaene et al., 1998; Tononi and Koch,
2008; Schiff, 2010; Haber and Calzavara, 2009; Sanchez-Vives et al., 2021;
Annen et al., 2016).

Using the MEMs, we identified interesting collective emergent features
of brain activation patterns, captured from the activity time courses us-
ing different temporal scales. A system showing high entropy values is
a favourable functional scenario, since it permits the flexible exploration
of the dynamic repertoire, facilitating a dynamic response to a stimulus
(Tononi and Koch, 2008; Deco and Kringelbach, 2014; Garrett et al., 2013;
He, 2013). This switching among activation patterns has been previously
suggested to be a fundamental dynamical property of resting-state activity,
in line with the hypothesis of the brain behaving as a metastable system
that can flexibly switch from one pattern to another (Tognoli and Kelso,
2014; Werner, 2007; Beggs, 2008; Kitzbichler et al., 2009; Deco and Jirsa,
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2012). Moreover, the MEMs also allow the estimation of the system’s heat
capacity for each temporal scale, a measure that quantifies the extent of
the accessible dynamical repertoire. Indeed, a high heat capacity indicates
that the system can display many energy patterns and that these patterns
are distinguishable (Figure 4.8). Thus, maximal heat capacity indicates a
large capacity to represent information in numerous separable energy lev-
els. The resulting heat capacity curves suggested that brain dynamics are
critical in the range of 50-150 ms, while other temporal scales suggest sub-
critical dynamics. Working in the critical regime is especially beneficial for
the brain, since it optimises several brain functions, such as information
transmission, input sensitivity and an optimal balance between robustness
and flexibility (Shew and Plenz, 2013; Beggs and Plenz, 2003; Haldeman
and Beggs, 2005; Munoz, 2017).

Our results also show that the collective features show different descrip-
tions across bin sizes for the frequency bands, both in narrow and estab-
lished bands. For the inversed signals, the gamma band showed maximal
hierarchy and switching between more accessible activation patterns for
short bin sizes. This frequency band has been strongly associated with
the ventromedial-prefrontal cortex (Mantini et al., 2007). On the other
hand, alpha and beta frequency bands showed maximal entropy and crit-
ical dynamics for all temporal scales. These bands have a strong positive
correlation with the default and self-referential network (Mantini et al.,
2007; Laufs et al., 2003). Thus, the EEG dynamics described by differ-
ent frequency bands might explain different brain processes characterized
by different temporal scales, but in order to explain the collective network
features, the broadband signals show more robust results consistent across
the three measures.

Characteristic temporal scale in the range of 50-300 ms and
its cognitive implications

The study of spatiotemporal network activation in the last years has shown
that the whole-brain activation patterns have a temporal scale of hundred
milliseconds (Deco et al., 2019b; Baker et al., 2014; Lehmann et al., 1987;
Dehaene et al., 1998). Indeed, research using different neuroimaging meth-
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ods coincide in the same range of temporal scales for explaining resting-
state dynamics. It has been shown that the lifetime of EEG microstates
is in the range of 60-120 ms (Lehmann et al., 1987; Koenig et al., 2002;
Michel and Koenig, 2018). Furthermore, using a whole-brain model that
allows the simulation of fMRI dynamics at the millisecond scale, it was
found that the time scale of 200 ms is optimal to describe the spatiotem-
poral structure of the collective patterns (Deco et al., 2019b; Kobeleva,
2020). Using MEG, coordinated patterns have been extracted using hid-
den Markov models, with a mean lifetime of around 200 ms (Baker et al.,
2014). Consistently, our results highlighted that, in the range of 50-300
ms, the collective behaviour of brain activation shows crucial properties
that might be responsible for ensuring conscious processing, i.e. large
values of hierarchy and entropy, and critical-like dynamics. Similarly, it
has been proposed that the duration of microstates is crucial to explain
specific properties of brain dynamics, such as the mono-fractal behaviour
based on the Hurst exponent, which is a characteristic of critical systems
(Van de Ville et al., 2010).

This range of temporal scales has been related to conscious cognitive pro-
cessing. This temporal scale coincides with the mean duration of EEG
microstates, which constitute the ‘basic building blocks of cognition’, un-
derlying conscious cognitive activity (Lehmann et al., 1987). Furthermore,
according to the global workspace theory of consciousness (Baars, 2002;
Dehaene et al., 1998), the brain’s processing of conscious experience occurs
at the critical temporal scale range of 200-250 ms (Dehaene and Changeux,
2011; van Vugt et al., 2018). In line with this theory, studies showed that
sequentially presented stimuli are not perceived as separate when they fol-
low each other within less than 80 ms (Efron, 1970), and masking a stim-
ulus is efficient when presented with a latency of less than 100 ms (Libet,
1993). Interestingly, a similar temporal range was found for episodes of
synchronous thalamocortical activity (Llinds and Ribary, 1998), sequence
of alpha bursts (Williamson et al., 1996), visuomotor pattern discrimi-
nation task in monkeys (Ding et al., 2000) and face-recognition tasks in
humans (Rodriguez et al., 1999).
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Limitations and future work

One potential limitation of this study is the number of subjects and unique
parcellation applied to extract the spatiotemporal motifs. Previous stud-
ies have suggested that the properties of spatiotemporal patterns depend
on the number of regions of the parcellation in the fMRI time series (Ko-
beleva, 2020), and it could be interesting to apply this analysis to EEG
data and determine the optimal number of brain regions for extracting
the collective features of brain dynamics. Another interesting extension of
this work could be to study the alterations in collective brain properties
across temporal scales in multiple brain states, such as in patients that
suffer from neuropsychiatric disorders, low-level states of consciousness
or participants engaged in tasks.Alterations in the organisation of tem-
poral brain dynamics have been shown during diseased brain dynamics,
such as changes in the duration of specific microstates, and an increase in
the randomness of the transition between microstates (Rieger et al., 2016;
Lehmann et al., 2005; Tomescu et al., 2015; Nishida et al., 2013). The
extraction of the temporal scales with maximal hierarchical organization
and critical dynamics could be a biomarker to characterize brain states
(Ponce-Alvarez et al., 2021).

The algorithm presented here for extracting the spatiotemporal patterns in
EEG signals differs from the previous algorithm for extracting the EEG
microstates. Instead of studying the signals’ extrema and their evolu-
tion across time, we performed a dimensionality reduction using ICA
to extract the spatiotemporal motifs that explain the binarised signals’
maximal variance. We used binarization to avoid using noisy signals and
consider extreme values, following the logic of the microstate extraction
algorithm. The algorithm applied here has been previously used success-
fully to extract spatiotemporal motifs that agree with the well-established
resting-state networks (RSNs) of fMRI and MEG data (Deco et al., 2019b).
Further studies should consider the relationship between the patterns ex-
tracted here and typical microstates, considering the spatial distribution
and their temporal structure.

Our results suggest a key range of temporal scales, from 50-300 ms, where
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the brain’s signals show a maximal hierarchy, maximal switching between
activity patterns and maximal diversity in the patterns’ accessibility, sug-
gesting critical-like dynamics. These results provide a possible theoretical
justification for using this temporal scale in the characterisation of EEG
patterns, increasing the understanding of the spatiotemporal structure of
resting-state activity, which in turn can be used to understand the alter-
ations in different brain states.
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CHAPTER D

General discussion

The present work explored the mechanisms of the collective neural dy-
namics during normal wakefulness and low-level states of consciousness.
For the latter, I studied the loss of consciousness induced by two differ-
ent origins: a pathological case that was studied using data from patients
who suffered brain injuries that lead to disorder of consciousness (DOC)
and a physiological case that was studied using data from healthy partic-
ipants that underwent propofol anesthesia and recovered from it. I used
different whole-brain models that focus on different properties of neuronal
dynamics in the previous chapters. This section aims to summarize the
findings and to put them in context with the literature, while bridging the
results across the different models to provide an overarching viewpoint of
consciousness-related modulations of brain activity patterns.

In chapter 2, we compared the phase synchronization properties in patho-
logical and pharmacological low-level states of consciousness and found
that brain phase-synchronization patterns were less connected, less recur-
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rent and more segregated in time than in healthy conscious states, consis-
tent with previous studies (Tagliazucchi et al., 2016a; Demertzi et al., 2015;
Amico et al., 2014; Barttfeld et al., 2015; Chennu et al., 2017; Rizkallah
et al., 2019; Luppi et al., 2019; Monti et al., 2013). To gain insights into
the possible mechanisms, we studied a whole-brain computational model
based on a Hopf bifurcation (Deco et al., 2017a; Jobst et al., 2017; Saenger
et al., 2017; Deco et al., 2018a). The results indicated that the brain dy-
namics in low-level states of consciousness were more constrained by the
structural connectivity due to lower coupling values on a global level, con-
sistent with previous research (Alkire et al., 2008; Tagliazucchi et al., 2013;
Jobst et al., 2017; Demertzi et al., 2019). We further showed that bifur-
cation parameters in normal wakefulness tended to display more stable
noisy oscillations than low-level states of consciousness. Crucially, our
results suggest that the heterogeneity in local dynamics was reduced in
low-level states of consciousness. Notably, this effect was mostly observed
for the structural hub ROIs, which showed strong negative values of the
local bifurcation parameter during normal wakefulness and a dominant
contribution to system’s stability. The results suggest that the differen-
tiation between hubs and non-hubs is a crucial marker of consciousness,
promoting the core-periphery organization of the brain networks.

Chapter 3 continued elaborating on the state of pathologically altered
states of consciousness by investigating the changes in effective connec-
tivity. This was done using a model that allows for the quantification
of propagation of brain activity after a perturbation. Using the intrin-
sic ignition framework, we showed that loss of consciousness reduces the
propagation of brain activity through the brain’s network. The observed
reduction of the brain’s intrinsic ignition capabilities is consistent with
previous studies (Deco and Kringelbach, 2017; Signorelli et al., 2021).
A major contribution of intrinsic ignition properties was given by the
7 parameter, which describes the time constant of each network node
and, thus, determines the time that dynamics need to come back to the
baseline value after a perturbation. DOC patients showed more homo-
geneous 7 values, with reductions for the whole DMN and frontoparietal
network in UWS patients, while MCS patients showed reduced 7 only in
the ACC and PCC, and recovery in the frontoparietal cortices. Diving
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deeper into the mechanism that explains the propagation of perturbations
through the networks, we used a whole-brain model based on a multi-
variate Ornstein-Uhlenbeck (MOU) process as a generative model (Gilson
et al., 2016) that was interpreted within the dynamic communicability
framework (Gilson et al., 2017; Estrada and Hatano, 2008). Interestingly,
each group’s response function to unit perturbations in all nodes showed
different dynamics that suggest that the perturbations in the CNT were
propagated through the recurrent connections in the network and that this
integration was impaired in DOC patients. The reduction of receiving and
broadcasting information flow was most pronounced in two distinct micro-
circuits. Posterior regions failed to receive the information conjugate with
reduced broadcasting of information flow of subcortical, temporal, parietal
and frontal regions, in line with previous studies (Boly et al., 2017; Koch
et al., 2016). DOC patients compared to CNT showed reduced broadcast-
ing of information in the subcortical regions and those regions involved in
higher cognitive functions, specifically the thalamus, caudate, precuneus,
parahippocampus, mid-temporal, inferior parietal, supramarginal, ante-
rior cingulate and inferior frontal cortical areas (Dehaene and Changeux,
2011; Mashour et al., 2020).

In Chapter 4, I studied the collective dynamics of EEG signals at different
temporal resolutions. To characterize the statistics of collective activity, I
used maximum entropy models to described the binarized EEG data with
varying bin sizes. The results showed a maximal hierarchy in the states,
maximal switching and critical-like dynamics in the temporal scale in the
range of 50-300 ms. Notably, this temporal scale coincides with the life-
times of the EEG ‘microstates’, i.e. 50-150 ms, which are considered the
‘basic building blocks of cognition’, underlying conscious cognitive activity
(Lehmann et al., 1987) and with the patterns observed in the brain dy-
namics captured by different neuroimaging methods (Deco et al., 2019b;
Baker et al., 2014). Thus, the results suggest that the temporal scale
for observing the brain dynamics is influential for describing the brain
networks’ collective features, consistent with previous works (Deco et al.,
2019b; Kobeleva, 2020; Dehaene et al., 2003; Lehmann et al., 1998; Michel
and Koenig, 2018).
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In the following, I will discuss how the results of the different sections
relate between each other, in light of the current scientific literature.

5.1. Heterogeneous and hierarchical organization
of the brain networks is fundamental for main-
taining consciousness

The heterogeneous and hierarchical distribution of nodal brain properties,
i.e. the variability in parameters such as the structural degree or the ex-
citability across the brain regions, has been widely investigated (Zamora-
Lépez et al., 2010; Deco and Kringelbach, 2017; Dehaene and Changeux,
2011; Chaudhuri et al., 2015; Gollo et al., 2015; Chen et al., 2015; Coc-
chi et al., 2016; Honey et al., 2012; Murray et al., 2014; Watanabe et al.,
2019; Hilgetag and Goulas, 2020). Indeed, patterns of coordinated acti-
vation derived from fMRI-BOLD signals exhibit a hierarchical structure
of modules-within-modules (Bullmore and Sporns, 2009; Sporns, 2011).
Furthermore, physiological analyses showed that brain regions follow a hi-
erarchical ordering in the timescale of their intrinsic fluctuations, as given
by activity autocorrelations (i.e. shorter timescales in unimodal sensory
regions and larger in DMN and frontoparietal networks) (Ito et al., 2020;
Watanabe et al., 2019; Murray et al., 2014). In addition, the Global
Workspace Theory states that multiple functional modules work together
to support the conscious perception by forming a hierarchical transmis-
sion of the activation that carries information for conscious content (Baars,
1997; Dehaene and Changeux, 2011; Mashour et al., 2020). Altogether,
this evidence suggests a hierarchical organization of brain regions that en-
sures the transmission and integration of inputs during resting-state. This
hierarchical organization may confer important evolutionary and adaptive
advantages, particularly the ability to create modules that can respond
to the environment without affecting the entire system’s function (Simon,
1962).

Consistent with this view, the studies presented in this thesis showed
a hierarchical spatial distribution of functional parameters across brain
regions during conscious wakefulness in healthy subjects. The results
showed a breakdown of this hierarchical organization in low-level states
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of consciousness. In chapter 3, two empirical analyses were performed
that also account for the distribution of the propagating properties of the
network nodes. On one hand, the intrinsic ignition method showed that
the perturbation-induced global integration presents higher hierarchy for
healthy awake subjects than for DOC patients (see Figure 3.4), in line with
previous findings (Deco and Kringelbach, 2017; Deco et al., 2017b; Escrichs
et al., 2019). On the other hand, the intrinsic time scale of fluctuations in
the fMRI-BOLD time series, i.e. 7, was reduced for DOC patients, which
showed more homogeneous values, thus indicating an attenuation of hi-
erarchy of time scales in low-level states of consciousness (see Figure 3.5
and 3.6). These results are consistent with the hierarchical distribution of
the intrinsic fluctuations observed in previous work (Murray et al., 2014)
and its homogenization during disease (Watanabe et al., 2019). The hier-
archical distribution of the intrinsic timescales might have a functionally
relevant role for brain processing by ensuring that short time scales in the
sensory areas can detect and faithfully track dynamic inputs. In contrast,
longer time scales can be responsible for the integration of information
(Murray et al., 2014).

Chapter 4 showed that the temporal scale where EEG dynamics have max-
imal entropy and critical-like behavior coincides with the scale of maxi-
mal hierarchical distribution across brain regions (see Figure 4.2B, 4.6
and 4.8). Thus, this functional hierarchy, given by the standard devia-
tion of the distribution of the cohesiveness values across the brain regions,
was reduced for the temporal scales yielding small fluctuations and sub-
critical dynamics. We found that the temporal scales that account for
the spatiotemporal patterns that describe maximal hierarchy and criti-
cal dynamics, i.e. 50-300 ms, coincide with the previous lifetimes of brain
processing patterns (Lehmann et al., 1998; Michel and Koenig, 2018). No-
tably, our results indicated that the maximal hierarchical organization is
achieved for critical-like dynamics. This is consistent with previous studies
showing that hierarchy is an emergent property of critical systems (Munoz
et al., 2010; Moretti and Muiioz, 2013; Odor, 2016).

Furthermore, early studies on structural connectivity have shown that the
brain network shows a hierarchical/modular topology with a central rich-
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club, in which brain regions with a high number of connections are also
highly connected among themselves (Zamora-Lépez et al., 2010; van den
Heuvel and Sporns, 2011). The analysis performed in chapter 2 described
this hierarchical distribution of the brain anatomy and its functional role
by studying the topological alterations in connectomes of DOC patients.
The results presented in section 2.3.5 indicated that the connections of the
hubs in the healthy subjects are reduced or missing in the DOC patients
(see Figure 2.13). This alteration suggests that the connectome of DOC
patients lacks structural connections mostly for the hub regions, which,
in turn, induces an attenuation of the core-periphery organization of the
network. In this line, lesion-based data from both animals and humans
shows that localized injuries have specific functional consequences affect-
ing the core-periphery architecture (Langlois et al., 2006; Alstott et al.,
2009). Evidence from studies in other brain states supports the idea of a
breakdown of the human anatomical connectome underlying neurophysio-
logical and neuropsychiatric disorders (van den Heuvel and Sporns, 2019;
Rudie et al., 2012; Lord et al., 2017; Vaessen et al., 2013; Alexander-Bloch
et al., 2010; Zhang et al., 2018). This core-periphery architecture, i.e. the
presence of a highly connected rich-club, has been suggested to be one of
the main mechanisms of neural networks to sustain robustness, a network
property that allows a system to maintain its functions despite external
and internal perturbations (Csermely, 2018; Kitano, 2004; Ponce-Alvarez
et al., 2020), to develop fast and efficient responses (May, 1972), and to
facilitate the learning process (Bassett et al., 2013).

Beyond studying the empirical functional and structural connectivities,
the studies presented here also examined the dynamical properties of
whole-brain models. The heterogeneous model used in chapter 2 allows
the characterization of the dynamical regime of each nodal dynamics and
showed that, during conscious wakefulness, the heterogeneity of the re-
gional dynamics is reduced in low-level states of consciousness. Notably,
the largest alterations of regional dynamics were found for the hubs which,
as shown by linear stability analysis, ensure the network stability. These
results are consistent with previous computational studies demonstrating
that hierarchical organization increases the stability of self-sustained net-
work activity (Kaiser and Hilgetag, 2010). The observed homogenization
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of bifurcation parameters, mostly affecting the hubs, yield an attenuation
of the core-periphery architecture. Moreover, by using the injured struc-
tural connectivity of the DOC patients in the whole-brain model, the loss
of heterogeneity in the local dynamics was more pronounced than using
the healthy structural connectivities. These results suggest that the loss
of the hierarchical organization of the human connectome implies the ho-
mogenization of the dynamical properties of the brain regions and leads
to a loss or reduction of consciousness at a behavioural level.

Altogether, our results confirmed the previous pieces of evidence suggest-
ing that (i) hierarchical distribution of the intrinsic functional properties is
essential to ensure the maximal switching between global activity patterns
and the emergence of criticality in the brain; (ii) the maximal hierarchy in
the broadcasting of activity flow is needed for maintaining consciousness;
(iii) low-level states of consciousness show a breakdown or reduction of hi-
erarchical structural and functional properties, mostly in the hub regions;
and (iv) a breakdown in the hierarchical organization of the structural
connectome has important effects in the reduction of heterogeneity of the
dynamical parameters.

5.2. The role of hubs’ local dynamical proper-
ties in the propagation of activity and their
functional properties

One of the main conclusions of Chapters 2 and 3 is that the brain’s dy-
namics, structural properties, and effective connectivity are altered in low-
level states of consciousness compared to conscious wakefulness. On the
one hand, results in Chapter 2 indicated the nodal dynamics, given by the
local bifurcation parameters, showed strong alterations in specific brain
regions (i.e. structural hubs) in low-level states of consciousness in com-
parison to healthy wakefulness. On the other hand, as shown in chapter
3, specific subnetworks showed changes in their ability to propagate activ-
ity through the network. These alterations are reflected in the statistical
properties of the BOLD time series (i.e. 7) and their response to pertur-
bations through the effective connection (i.e. ¥, the role in broadcasting
and receiving information flow). In the following, to relate the local dy-
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namics to network propagation, I will compare the properties of the nodal
dynamics obtained with the Hopf model and the properties of the connec-
tions given by the MOU model.

Figure 5.1 shows that the local bifurcation parameters and the decay ex-
ponent, 7, measured in the data, highly correlate for healthy controls
(Spearman test, p = 0.88,p < 0.001). Indeed, the brain regions displaying
strongly stable noise oscillations (i.e. those with strongly negative bifurca-
tion parameters) show the shortest values of 7. As mentioned in Chapter
3, the time-constant 7 relates to the time that a brain area needs to re-
cover after a perturbation. Moreover, brain regions with strongly negative
bifurcation parameters coincide with the structural hubs (Figure 2.8) and
contribute the most to the network’s stability (Figure 2.11). Thus, the
results indicate that hubs are less responsive to perturbations, enforcing
their key role in maintaining the stability of the network (Ipina et al.,
2020; Perl et al., 2020).

On the other hand, to relate the two models, one way is to compare the
model parameters such as the local bifurcation parameters of the Hopf
model and ¥, which is a model parameter of the MOU that quantifies
the input noise to each node. Figure 5.1. shows a significant correlation
between the bifurcation parameters and 3 (Spearman test, p = 0.69,p <
0.001). This correlation indicates that the brain regions with negative
bifurcation parameters have the lowest values of ¥, suggesting that the
dynamics of those regions, i.e. the structural hubs, are characterized by
smaller variances in their signal see Figure 5.1.
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Figure 5.1: Exploration of the relationship between the regional dynamical
regimes and their dynamical properties. A Scatter plot showing the relationship
between the mean local bifurcation parameters obtained in Chapter 2 and the values
of 7 calculated from the average across subjects in chapter 3, in both cases considering
the healthy control participants. B Relation between the bifurcation parameters and %
which quantifies the variance of the signals.

Finally, the relationship between the bifurcation parameters and the in/out
communicabilities can also shed light on the properties related with the
information flow. Figure 5.2 shows that the relation between the bifurca-
tion parameters and in/out communicability depicts a distinction between
the regions with negative bifurcation parameters and the regions with bi-
furcation parameters close to 0 (Spearman test, p = 0.46,p < 0.001); the
regions with the more negative bifurcation parameters show low values of
in and out communicability while the rest of the nodes, i.e. the regions
that show their bifurcation parameter is close to 0, show larger values of
communicability (Spearman test, p = 0.49,p < 0.001). We found that
strongly negative bifurcation parameters were associated with low com-
municability. Altogether these results suggest that the hubs’ functional
role might be to stabilize the network rather than the common assump-
tion that the main role of hubs is to transmit information across the brain
network. Indeed, the stability analysis, the relation between bifurcation
parameters, communicability, 7, and 3, suggest that hubs have a key role
in maintaining the stability of the network and being resilient to pertur-
bation.
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Figure 5.2: Relationship between the bifurcation parameters and in/out com-
municability. Scatter plot showing the relationship between the mean local bifurcation
parameters obtained in Chapter 2 and the values of in/out communicability calculated
from the average across subjects in chapter 3 for the healthy control participants.

One can find several literature attempts that investigate the hubs’ key
cognitive role in sustaining brain dynamics. Indeed, simulations studies
employing a steady-state attractor model have suggested that the hubs
may allow the brain to sustain a large functional repertoire of states char-
acterized by diverse configurations of peripheral regions around a stable
high degree core (Deco and Jirsa, 2012; Senden et al., 2014). Concerning
the role of the oscillatory behaviour of the hubs, several studies have in-
vestigated the cognitive role of these dynamics under the hypothesis that
these key regions can facilitate the synchronization among groups of cor-
tical regions, suggesting that the hubs can support functional coupling
among peripheral brain regions (Gollo et al., 2015; Senden et al., 2017;
Schmidt et al., 2015; Senden et al., 2014). These studies have focused on
investigating the changes of the oscillatory dynamics when the brain is
involved in specific cognitive tasks. According to them, hub regions may
utilize oscillations as a local control mechanism to organize brain regions
into functional networks as they dynamically adjust their oscillatory be-
haviour in response to changing task demands. At the same time, these
studies suggested that hubs were not oscillatory during rest, but they
show noisy dynamics and could, thus, not improve a specific rhythm on
the cortex; this behaviour might be more conducive to flexible re-coupling
among peripheral regions. Indeed, the hubs’ negative values during rest
allow larger groups of peripheral regions to engage in oscillatory behaviour
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and, hence, engage in functional coupling without producing a fully cou-
pled state (Senden et al., 2017). Recent studies have also shown a division
in the oscillatory regimes along with the level of consciousness (Ipina et al.,
2020; Perl et al., 2020). These studies showed that during healthy wake-
fulness the brain dynamics are characterized by stable dynamics in the
frontoparietal areas, while in low-level states of consciousness, the brain
dynamics show a reduction of oscillations in sensory areas and a loss of
stability in the DMN.

It should be noted that, in the present thesis, the brain regions associated
with hubs were given by the DTI structural connectivity matrices and
were mostly located in subcortical regions. Opposite to this, many of the
previous studies that have discussed the role of the hubs in brain dynamics
used brain atlases that only include the brain cortex without considering
the subcortical areas. In these cases, the brain regions with the highest
structural connectivity values are different from those obtained here, and
the interpretation of the results is also different.

5.3. Possible mechanisms underlying alterations
of consciousness

The present studies have investigated the resting-state activity mechanism
in healthy subjects and states of altered consciousness at the whole-brain
level, based on the signals recorded with neuroimaging methods. In all
the studies presented here, the physiological mechanism underlying those
alterations was not investigated. One of the most relevant points for un-
derstanding consciousness is the quest to find the neurobiological mech-
anism of consciousness that not only takes into account the mechanistic
role of the brain regions at the whole-brain level but also considers the
microscopic aspects of the reduction or loss of consciousness (Crick and
Koch, 1990; Llinds and Paré, 1991; Koch et al., 2016). In the following
section, I will discuss the possible neural mechanisms, from a microscopic
to a macroscopic level, which may also offer valuable insights into the field
of consciousness and explain the neural bases of loss and recovery of con-
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sciousness.

A candidate framework has been be inspired by intracortical single-pulse
electrical stimuli and mesoscopic LFP recordings. Cortical bistability has
been proposed as a simple mechanism responsible for the emergence of
sustained interaction among cortical areas (Compte et al., 2003; Sanchez-
Vives et al., 2017). According to this framework, the neuronal activation
is characterized by two regimes; first, there is an initial activation where
the signals show an increase in the amplitude (UP state), and then, the
neurons’ signal depicts deactivation that reflects a silent hyperpolarized
state (DOWN state) (Pigorini et al., 2015). Down states, mainly generated
by activity-dependent potassium (K+) currents, may be critical for con-
sciousness (Timofeev, 2001). Indeed, disruptions in this mechanism have
been reported during sleep (Pigorini et al., 2015), caused by alterations of
inhibition/excitation balance (Murase et al., 2004) or due to white matter
injury (Timofeev, 2001). Furthermore, cortical bistability has been pro-
posed to account for the complexity observed in resting-state activity and
altered in low-level states of consciousness (Sanchez-Vives et al., 2017).
This mechanism could be responsible for the alterations in the local oscil-
latory regimes that have been observed in Chapter 2, where alterations in
the local neuronal dynamics of specific brain regions yield a shift in the
bifurcation parameter and alter the stability of the network. Furthermore,
given that, in Chapter 3 we showed that the EC is altered when changing
local neuronal variables, e.g. the excitability and synaptic efficacy, one ex-
pects to have alterations in the effective connections when the microscopic
UP/DOWN dynamics are altered. Indeed, a recent microscale study us-
ing electrical stimulation and recordings in isolated cortical slices showed
that complex causal interactions, measured by a PCl-like measurement,
could be restored by pharmacological manipulations that reduce neuronal
bistability (D’andola et al., 2018) .

Other perspectives have been proposed to account for the cellular mecha-
nisms supporting consciousness (Aru et al., 2020). From the point of view
of information flow, studies have shown that the cortical layer 5 pyrami-
dal (L5p) cells have a central role in the neurobiological mechanisms of
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consciousness (Crick and Koch, 1990; Bachmann and Hudetz, 2014; Aru
et al., 2019). The cell bodies of L5p cells lie in layer 5 of the cortex, but
their dendrites span across all layers reaching the surface of the cortex in
layer 1. Layer 5 pyramidal neurons consist of three compartments, an api-
cal compartment that integrates information from higher-order processes,
the basal compartment receiving information from lower compartments,
and the coupling compartment that integrates activity from both pyra-
midal compartments and the thalamus. In a recent study (Suzuki and
Larkum, 2020), the apical compartment’s behaviour in awake and anaes-
thetized animals was evaluated by optogenetically stimulating the apical
compartment of L5p cells. According to the results, the awake states’
stimulation leads to large effects that promote the high-frequency firing
of neurons. On the other hand, during the anaesthetized states, the same
stimulation do not propagate the soma, suggesting that the basal and the
apical compartments are decoupled under anesthesia. Indeed, according
to the ‘Dendritic Integration Theory’ (DIT), if the pyramidal cells are in
the coupled state, activity can freely propagate, activate the thalamus,
spread through corticocortical loops, and give rise to global dynamics of
consciousness (Aru et al., 2020). This hypothesis can be associated with
DOC patients, where the circuit might be predominantly affected by the
thalamus and/or the basal and coupling compartments, while, in anesthe-
sia, the apical compartment seems most affected. Interestingly, we found
that the thalamus’ structural connections are impaired in DOC patients,
which, according to this hypothesis, could be associated with decoupling
in the apical compartments. Comparing the local dynamics in the thala-
mus in DOC patients and sedation with conscious wakefulness, our results
suggest that the local bifurcation shows a strong deviation from the con-
scious wakefulness, which might reflect the decoupling of these compart-
ments. Furthermore, this theory claims that the decoupling is associated
with the propagation of the inputs through the cortico-cortical loops. This
claim is consistent with our results in chapter 3, indicating that the nodal
properties of the thalamus show a breakdown in the capacity of broadcast
activation flow across the network.

Another potential neurobiological mechanism underlying loss of conscious-
ness is an alteration, at the mesoscopic level, of the excitatory-inhibitory
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balance in favour of inhibition. Indeed, it is well known that propofol is
an agonist of inhibitory GABA-A receptors (Yip et al., 2013; Jurd et al.,
2003). Recent evidence using the whole-brain computational Dynamic
Mean Field model (Deco et al., 2018b) that incorporates the information of
the density of GABA-A receptors across the brain regions, quantified using
PET, has been shown that the GABA-mediated inhibition is crucial to ex-
plain the characteristic brain dynamics captures during propofol-sedation.
Furthermore, when considering the distribution of GABA-mediated inhi-
bition, the fitting of the model of the DOC patients improved, suggesting
that human consciousness arises from a delicate balance of local excitation
and inhibition (Luppi et al., 2021). So, according to this view, the im-
balance of excitation and inhibition could be the common neurobiological
mechanism underlying loss of consciousness during propofol sedation and
in DOC patients, even if the cause of the loss consciousness is different
(Luppi et al., 2021). This hypothesis goes in line with our results that
show similar global and nodal alterations in low-level states of conscious-
ness induced by anesthesia or DOC.

Finally, at the macroscopic level, physicians have long attempted to adapt
concepts and methods from statistical mechanics to shed light on the orga-
nization of biological systems (Bialek et al., 2012; Kelso, 1984; Haken et al.,
1985; Hopfield, 1982). In this view, non-trivial system’s behaviors emerge
from the interactions of its units (i.e. neurons or brain regions) leading to
qualitatively different states. Recent evidence has demonstrated that this
framework could also give a plausible explanation to the alterations cap-
tured in the brain dynamics of different brain states (Tagliazucchi et al.,
2016b; Fekete et al., 2018; Ponce-Alvarez et al., 2021). These studies
have shown that the alterations in the macroscopic brain dynamics dur-
ing states of anesthesia-induced sedation are associated with shifts in the
dynamical regime of the brain that move the brain dynamics away from
the critical point, supporting the reduction of complexity captured under
those states, as shown in chapter 2 and 3 and in previous studies (Casali
et al., 2013; Hudetz et al., 2015; Schartner et al., 2015). Furthermore, ac-
cording to our results, during healthy wakefulness, the regional dynamics
are characterized by a high level of heterogeneous dynamics which is also
a signature of criticality. Finally, the reduction in the global coupling that
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is shown in chapter 2 during low-level states of consciousness is a sign of
reduced connectivity in the brain network which might indicate supercrit-
ical dynamics, as has been suggested in the case of different anaesthetics
(Ponce-Alvarez et al., 2021).

In summary, several potential mechanisms could be responsible for con-
sciousness at the microscopic (imbalance in the UP/DOWNS, alterations
in the layers of specific neurons in the thalamus), mesoscopic (alteration in
the excitatory-inhibitory balance in favour of inhibition), and macroscopic
(shift from criticality) levels. Future models will need to consider all these
levels of description to explain consciousness and its alterations.

5.4. Limitations

While the usefulness and limitations of the whole-brain models have been
discussed in the previous chapters, some limitations of the studies pre-
sented here require further discussion. On one hand, some caveats relate
to technical limitations of data acquisition that will hopefully be solved
in the forthcoming years. Many others concern the field of computational
modelling, a field that is in continuous growth and that still needs im-
provements (Kringelbach and Deco, 2020; Kobeleva et al., 2021).

5.4.1. Technical limitations

Some of these limitations arise from the empirical neuroimaging data used
on the studies, i.e. EEG and fMRI recordings. In chapter 4, EEG signals
were used to extract the collective activity patterns of the resting-state
dynamics and how they change across temporal scales. The EEG signals
offer the opportunity to study brain dynamics at a very high temporal
resolution, in the order of milliseconds, but it lacks spatial resolution,
restricted to the number of scalp electrodes. In addition, the volume con-
duction limits the interpretation of the data because one local electrode
not only detects neuronal activity from that area but may also record the
activity of other sources remotely located, which results in an intrinsic
correlation among signals, leading to the estimation of sham links affect-
ing the connectivity metrics (De Munck, 1988; Van de Steen et al., 2019;
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Haufe et al., 2013; Brunner et al., 2016). Thus, to overcome this limitation
and obtain physiologically plausible results, brain source activity recon-
struction is strictly required before computing connectivity. However, the
underlying brain source activity cannot be estimated uniquely from the
scalp data without invoking priors or constraints on the inverse solution.
Still, there is a big debate in the field of source reconstruction models,
so further research should be done to determine the optimal procedure to
obtain the reconstructed EEG data (Rubega et al., 2019; Marinazzo et al.,
2019).

One also faces limitations in the case of fMRI recordings, their acquisi-
tion, analysis and interpretation. Firstly, the BOLD signal origin is not
well understood up to date. The BOLD signal reflects the brain’s hemo-
dynamic response which is an indirect measure of neural activity (Buxton
et al., 2004). Furthermore, the fMRI BOLD recordings are contaminated
by the low-frequency noise from scanners and participants’ breathing and
heartbeat (Constable, 2006; Power et al., 2012). Due to all those different
noise sources causing distortions in the recorded data, it is important to
preprocess the recorded data. It has been shown that the preprocessing
of the data plays a very important role in data-analysis and modelling
studies due to the variability found in the results concerning the steps
given in this process (Botvinik-Nezer et al., 2020). For these reasons, in
the last years, the neuroscience community is moving towards making ro-
bust, structured and common pipelines for the preprocessing of the data,
avoiding variability in the results, and making reliable interpretations of
the obtained results.

A deep understanding of the mechanism of loss of consciousness requires
creating individualized models that portray subjects’ specific information.
Here, there was an effort to build models of individualizing time series
and connectomes, but the results were not conclusive due to the noise
and high variability across subjects. One key limitation for performing
single-subject analyses is the variability and noise in the single subject
structural matrices. Indeed, this a common limitation is given by the
complexity of fibre tracking, which involves many steps inherently sub-
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ject to potential errors from and decision regarding local fibre orientation
modelling, integration/ propagation, interpolation, seeding, masking and
stopping criteria (Jeurissen et al., 2019; Donahue et al., 2016). Given the
effort that is being made to improve these acquisitions and preprocessing
(Schilling et al., 2020), we hope to benefit soon from the individualized
models, especially in the diseased brain, in the search for better treat-
ments.

5.4.2. Models usefulness, differences and limitations

The field of whole-brain modelling is a recent and emergent discipline that
has been rapidly growing during the last years. However, due to the high
variability in the models’ assumptions, approximations and interpreta-
tions, this field still requires many improvements that ensure robustness,
reproducibility and less ambiguous analysis (Kringelbach and Deco, 2020;
Gilson et al., 2019b; Munoz, 2017). In this section, we will discuss the
limitations of the models presented in these studies.

In chapter 2, intending to describe the phase dynamics of each brain state,
we chose a whole-brain model based on oscillators. In particular, we chose
the Stuart Landau oscillators, representing the normal form of a Hopf
bifurcation. Despite its simplicity and non-biological origin, the model
has shown to generate a rather accurate fit to the BOLD dynamics and
distinguish between brain states, beyond the success of other models in
the past (Deco and Kringelbach, 2017; Saenger et al., 2017; Jobst et al.,
2017). This model introduces different dynamical regimes in a simple way
by only containing two types of parameter models; a global parameter
and local bifurcation parameters. However, due to this simplicity, some
features of the data could be missing in the description. For example,
the model has a strong dependency on SC, which determines the interac-
tion between nodes. As we stated above, it is inherently associated with
noise and inter-subject variability sources, along with the lack of direc-
tionality in describing the interactions between nodes. Furthermore, the
model fits the data by optimizing the global coupling parameter, which
scales the underlying SC, which assumes uniform conductivity across the
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brain without exploring local conductance. Further studies should work
in this direction which might create a more robust model sensitive to local
changes, both dynamic and structural, giving further information about
the heterogeneity of the brain dynamics. Another potential limitation of
this model is the fitting; in contrast to the other two models where the
fitting was performed in a top-down fashion, this fitting is calculated in
a bottom-up fashion considering the similarity of the simulated and em-
pirical global connectivity measures. Other approaches could investigate
fittings that combine the top-down and bottom-up descriptions.

Chapter 3 uses a MOU process to estimate the MOU-EC that reproduces
the empirical covariance matrices. The choice for using the MOU dynam-
ics is motivated by the simplicity of the tractable analytical calculation
and the richness of the generated activity when modulating the parame-
ters (Gilson et al., 2019b), which allows interpreting the generated activity
using graph theory. One of the main advantages of this model is the ex-
traction of the Green function as the basis for information processing based
on the cause of activity propagation rather than on the observed activity.
Furthermore, the MOU allows modelling the potential heterogeneity in
conductivity by adapting the effective connectivity to the empirical data
(Gilson et al., 2016). Indeed, in this model, instead of relying on the SC,
we use model-based estimates of the effective connectivity where measures
of FC can enhance and supplement the SC.

Finally, we used a probabilistic computational model, which uses the
statistics captured from the experimental data and the maximum entropy
principle to build a model for the distribution over the system state. This
procedure automatically generates a Boltzmann-like distribution describ-
ing the probability of the states of the system through an energy function
(Tkacik et al., 2013). It should be noted that this model is not an analogy
to the system described in the ferromagnetic models at thermal equilib-
rium, but it is a mathematical equivalence: the Boltzmann distribution
arises by assuming that i) the relevant observables are the mean acti-
vations and the interactions limited to the second order (only pairwise
correlations, not triplets or higher-order correlations), and ii) that the
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distribution has maximum entropy (i.e. less structure). Given these as-
sumptions, the model model parameters (biases and couplings) are given
by the Lagrange multipliers when seeking to maximize functions (i.e. the
entropy) subject to some constraints (i.e. on the means and pairwise cor-
relations). However, when interpreting the argument of the Boltzmann
distribution as a physical energy, we do make analogies. Rigorously, the
energies of the maximum entropy model, are equal to the patterns’ minus
log probabilities, or “surprise”, minus the InZ (a constant, analogous to
the free energy), i.e. E(o) = InP(0) + InZ. Thus, the variance of the
energy (heat capacity) measures the range of surprises of the different col-
lective states. A large heat capacity allows the system to represent sensory
events that occur with a wide range of likelihoods (energy states that are
distributed, numerous, and separable).

The MEM has provided interesting insights into the understanding of the
physical properties in the context of statistical mechanics (Schneidman
et al., 2006; Tkacik et al., 2009; Ponce-Alvarez et al., 2021; Munoz, 2017;
Ponce-Alvarez et al., 2018). However, even if this model benefits from the
few assumptions to build the model, it faces several limitations. First,
the model’s inference relies heavily on the amount of data used to extract
the empirical data’s spatiotemporal properties. This dependency on long
recordings is a strong limitation when the activity time series is recorded
at the whole-brain model. Recently, a new algorithm has been proposed
to describe the collective activity patterns of a system composed of up to
200 elements (Ezaki et al., 2017), which improves the algorithm applied
in chapter 4 that has a limit of 10 elements (Tkacik et al., 2009). In both
cases, the temporal acquisition must be very long to ensure a good fitting
of the model, which is hard when considering neuroimaging recordings,
such as EEG and even more in fMRI. On the other hand, this model as-
sumes independence in the temporal sequence of the energy patterns, i.e.
it presumes that there is no sequential correlation in the energy patterns.
The time-independency can be a serious limitation considering the tempo-
ral correlations of the activation time courses. Algorithms using a Markov
approximation have been proposed to overcome this limitations but at the
cost of increasing the model’s complexity and the need for large datasets
(Marre et al., 2009). All these limitations suggest that more accurate
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measurements and detailed analysis would be needed to explore further
the collective features and description of the existence of an underlying
dynamical critical process (Munoz, 2017).

Another general criticism is that these computational models rely on the
existence of a theoretical point where the best possible fit to empirical
observations (Munoz, 2017). The criticism is coming from the fact that
if the empirical data that we are considering has very rich functional fea-
tures, i.e. is very complex; then, it seems almost a tautology to conclude
that the best fitting of the model is captured in the dynamical regime
where the model shows critical-like dynamics or the transition between
phases. Indeed, this regime is the only regime where the parameter space
generates complex patterns and dynamics. In this view, interesting ob-
servations are deviations from criticality, more than criticality per se. For
instance, MEM analysis of fMRI data has shown that, while dynamics
during wakefulness were found to be critical, anesthetized dynamics were
supercritical (Ponce-Alvarez et al., 2021).

Altogether, even if computational models have allowed investigating and
increasing our knowledge about the brain mechanism, as shown in this the-
sis, the field of brain computational modelling still needs further improve-
ments. These improvements should follow the line of combining different
approaches, develop common pipelines of preprocessing, acquire more ac-
curate recordings, analyses that allow for individualized modelling and a
formalization of the field (Kobeleva et al., 2021).

5.5. Future outlook: perspectives of the whole-
brain models

In the quest for clinical applications, future models should include the
influence of other biological factors, such as neurotransmitters, proteins
or genes. One point that should be further explored is the inclusion
and combination of different techniques such as neurophysiological and
neuroimaging methods to enrich and explore a more detailed description
of the resting-state activity (Bettinardi et al., 2015). In this way, var-
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ious spatiotemporal scales could be included in the models, allowing a
more complete description of brain dynamics. Recently, the inclusion of
the PET-based spatial distribution (density maps) of neuromodulators in
whole-brain models has been investigated (Deco et al., 2018b; Luppi et al.,
2021). The inclusion of neuromodulator maps significantly increases the
fitting of the model (Deco et al., 2018b; Luppi et al., 2021). Similarly,
studying the levels of consciousness, the inclusion of GABA receptors has
helped to understand a potential neurobiological mechanism underlying
loss of consciousness (Luppi et al., 2021). Other studies that account for
the density of myelin, estimated through T1/T2 maps, have reported im-
proved fitting of the model (Demirtas et al., 2019). These initial efforts in
combining different methods, scales and mechanisms in the computational
models could help understand the brain mechanism and, ultimately, con-
sciousness in the brain.

Further work should also translate the knowledge and valuable under-
standing of brain dynamics obtained in theoretical studies, such as the
ones presented in this dissertation thesis, into potential applications that
can improve the well-being of humanity. The study of neuroimaging data
of low-level states of consciousness during the last decades, particularly
DOC patients, has been very important in understanding brain dynamics
in these states. The advancements in the neuroimaging methods have al-
lowed the development of new biomarkers that have facilitated the work
of the clinicians (Owen et al., 2006; Owen, 2019). Further evidence from
experimental clinical studies shows that stimulation in certain brain ar-
eas can alleviate neuropsychiatric and motor disordered disease symptoms
such as Parkinson (Williams and Okun, 2013). Restricting to low-level
states of consciousness presented here, one can find attempts in the litera-
ture of potential protocols to provide non-invasive therapeutic procedures
based on stimulation such as transcranial direct current stimulation(tDCS)
and transcranial magnetic stimulation (rTMS). Indeed, tDCS and rTMS
attempted to provide therapeutic treatments in DOC patients targeting
the posterior regions (Lin et al., 2018; Huang et al., 2017; Lin et al., 2019),
and preliminary results shows posterior region stimulation by tDCS and
r'TMS helps in functional recovery in DOC patients (Lin et al., 2019). On
the other hand, from animal research, it is known that the thalamic stim-
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ulation improves the level of consciousness after seizures (Chudy et al.,
2018; Gummadavelli et al., 2015). In DOC patients, deep brain stim-
ulation is also attempted targeting thalamus and subcortical regions to
excite the neural activity in subcortical-cortical loop, which could help
for functional recovery/behavioural improvements in unconscious patients
(Schiff, 2010). Although several treatments have been developed, there
is no one-size-fits all solution for the treatment of DOC patients (Briand
et al., 2020). The results presented in this thesis could help to unravel
the loops that are impaired and might provide a tool to identify novel
stimulation protocols. The model-based approach presented here might
eventually allow quantifying the effect of a specific stimulation protocol
(e.g. tDCS, tTMS and DBS), targeting the activity of a specific area, on
the whole brain dynamics that subsurve consciousness at the single sub-
ject level. Based on computational models, the studies presented here have
promised a great help to support diagnosis and therapeutic interventions
in disease (Deco and Kringelbach, 2014; Gilson et al., 2019b; Kringelbach
and Deco, 2020). In this line, recent efforts have been made to investigate
how manipulating the brain can solve the fundamental problem of how
force transitions between different states (Deco et al., 2019a; Ipina et al.,
2020; Perl et al., 2020). Based on the results obtained in this work, where
we can give a robust definition of each DOC patient, one strategy could
be to find the potential precise perturbations in key areas or specific links
that can force a transition between patients’ state to normal wakefulness.
Further work in this line can potentially shed light on the possibility of
promoting transitions in the scales of awareness and wakefulness.

5.6. Final remarks

In the collection of studies presented in this thesis work, we investigated
the collective emergent features and brain mechanism underlying brain
dynamics in resting-state healthy participants. We compared them with
patients showing pathological disorder of consciousness and participants
who undergo pharmacological propofol-sedation. During this dissertation
thesis, our studies suggested that the functional and structural alterations
of the low-level states of consciousness are reflected in a loss of heterogene-
ity, stability, and a higher constraint to the anatomy and reduced capacity
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to propagate perturbations within the network. This breakdown of propa-
gation is particularly affected in two microcircuits; posterior regions failed
to receive the information in conjunction with reduced broadcasting of
information flow of subcortical, temporal, parietal and frontal regions. In
the subsequent study, we have shown that collective emergent properties
of the resting-state dynamics change with the temporal scale, with a key
optimal temporal range of 50-300 ms. In this range, brain dynamics were
characterized by maximal hierarchy, entropy and critical-like dynamics,
which indicate that this temporal scale is crucial for sustaining conscious
processing. These results, along with the methodology, determine direc-
tions towards understanding the mechanism of consciousness in the brain.
The studies presented here also highlight how the theory (model-based ap-
proaches) is essential to understand how interesting functions can emerge
collectively and simulate brain dynamics, which opens new avenues to new
research and potential clinical applications.

Overall, the presented methods and results contribute significantly to
the ongoing investigation of the dynamical brain mechanisms underlying
resting-state and low-level states of consciousness and pave the way for the
possible application of computational models in future clinical contexts.
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APPENDIX A

Data details

A.1. MRI acquisition and data analysis

For the healthy controls and DOC patients, structural and functional MRI
(fMRI) data were acquired on a Siemens 3T Trio scanner (Siemens Inc,
Munich, Germany). The BOLD fMRI resting-state (i.e. task free) was
acquired using EPI, gradient echo with following parameters: volumes =
300, TR = 2000 ms, TE = 30 ms, flip angle = 78°, voxel size =3 x 3 x 3
mm?3, FOV = 192 x 192 mm?, 32 transversal slices, with a duration of
10 minutes. Subsequently, structural 3D T1-weighted MP-RAGE images
with were acquired with following parameters: 120 transversal slices, TR
= 2300 ms, voxel size = 1.0 x 1.0 x 1.2 mm?, flip angle = 9°, FOV =
256 x 256 mm?. Last, diffusion weighted MRI (DWI) was acquired in
64 directions (b-value =1,000 s/mm?, voxel size = 1.8 x 1.8 x 3.3 mm?,
FOV = 230 x 230 mm?, TR= 5,700 ms, TE= 87 ms, 45 transverse slices,
128 x 128 voxel matrix) preceded by a single unweighted image (b0). The
DWI was acquired twice.
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The propofol dataset was acquired on a 3T Siemens Allegra scanner (Siemens
AG, Munich, Germany). The fMRI resting-state were acquired using the
following parameters: EPI, gradient echo, volumes = 200; TR = 2460ms,
TE = 40 ms, voxel size = 3.45 x 3.45 x 3 mm?3, FOV = 220 x 220 mm, 32
transverse slices, 64 x 64 x 32 matrix size. The structural images were ac-
quired using 3D T1-weighted MP-RAGE with following parameters: 120
transversal slices, TR = 2250 ms, TE=2.99ms, voxel size = 1 mm3, flip
angle = 9°, FOV = 256 x 240 x 160mm.

Preprocessing of MRI data was performed using MELODIC (Multivariate
Exploratory Linear Optimized Decomposition into Independent Compo-
nents) version 3.14 (Beckmann and Smith, 2004), which is part of the FM-
RIB’s Software Library (FSL, http://fsl.fmrib.ox.ac.uk/fsl). Pre-
processing steps included: discarding the first 5 volumes, motion correc-
tion using MCFLIRT (Jenkinson et al., 2002), non-brain removal using
BET (Brain Extraction Tool) (Smith, 2002), spatial smoothing with 5
mm FWHM Gaussian Kernel, rigid-body registration, high pass filter
cutoff = 100.0 s, and single-session ICA with automatic dimensionality
estimation. After preprocessing, FIX (FMRIB’s ICA-based X-noiseifier)
(Griffanti et al., 2014) was applied to remove the noise components and
the lesion-driven artefacts, independently, for each subject. Specifically,
FSLeyes package in Melodic mode was used to manually classify the single-
subject Independent Components (ICs) into “good” for signal, “bad” for
noise or lesion-driven artefacts and “unknown” for ambiguous components.
Each component was classified by looking at the spatial map, the time
series, and the temporal power spectrum (Salimi-Khorshidi et al., 2014;
Griffanti et al., 2017). Finally, FIX was applied by using the default pa-
rameters to obtain a cleaned version of the functional data.

FSL tools were used to obtain the blood-oxygen-level-dependent (BOLD)
time series of the 214 cortical and subcortical brain regions (without the
cerebellum) in each individual’s native EPI space, defined according to
a resting-state atlas (Shen et al., 2013). Specifically, the cleaned func-
tional data previously obtained were co-registered to the T1-weighted
structural image by using FLIRT (Jenkinson and Smith, 2001). Then,
the T1-weighted image was co-registered to the standard MNI space by
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using FLIRT (12 DOF) and FNIRT (Jenkinson and Smith, 2001; Ander-
sson et al., 2007). The resulting transformations were concatenated and
inverted and applied to warp the resting-state atlas from MNI space to
the cleaned functional data. To ensure the preservation of the labels, a
nearest-neighbour interpolation method was used. Then, the BOLD time
series for each of the 214 brain regions were extracted for each subject in
their native space by using fslmaths to obtain a binary mask of each brain
region, and fslmeants to obtain the time series of each binary mask.

The grand average of the functional connectivity matrix, FC, was con-
structed using Matlab 2017 (The MathWorks Inc.) to compute the pair-
wise Pearson correlation between all 214 brain regions, applying Fisher’s
transform to the r-values to get the z-values for the final 214 x 214 func-
tional connectivity matrices.

A.2. Structural connectivity

A whole-brain structural connectivity (SC) matrix was computed for each
subject from the DOC dataset, using two-step process as described in
previous studies (Gong et al., 2009; Cao et al., 2013; Muthuraman et al.,
2016). Similar to the procedure used for analysing the resting-state fMRI
data, we used the resting-state atlas to create a structural connectivity in
each individual’s diffusion native space. First, DICOM images were con-
verted to Neuroimaging Informatics Technology Initiative (NIfTI) format
using dem2nii (www.nitrc.org/projects/dcm2nii). The b0 image in
DTT native space was co-registered to the T1-weighted structural image
by using FLIRT (Jenkinson and Smith, 2001). The T1-weighted struc-
tural image was co-register to the standard space by using FLIRT and
FNIRT (Jenkinson and Smith, 2001; Andersson et al., 2007). The resulting
transformations were inverted and applied to warp the resting-state atlas
from MNI space to the native MRI diffusion space by applying a nearest-
neighbour interpolation algorithm. Second, analysis of diffusion images
was performed using the processing pipeline of the FMRIB’s Diffusion
Toolbox (FDT) in FMRIB’s Software Library (www.fmrib.ox.ac.uk/fsl).
The non-brain tissues were extracted by applying the Brain Extraction
Tool (BET) (Smith, 2002), the eddy current distortions and head mo-
tion were corrected using eddy correct tool (Andersson et al., 2016), and
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the gradient matrix was reoriented to correct for subject motion (Lee-
mans and Jones, 2009). Then, Crossing Fibres were modelled using the
default BEDPOSTX parameters and the probability of multi-fibre orien-
tations were calculated to improve the sensitivity of non-dominant fibre
populations (Behrens et al., 2003,0). Then, Probabilistic Tractography
was performed in native MRI diffusion space using the default settings of
PROBTRACKX (Behrens et al., 2003,0). For each brain region, the con-
nectivity probability to each of the other 213 brain regions was computed.
The resulting matrix was then symmetrized by computing their transpose
matrix and averaging both matrices, therefore C;; = Cj;. Finally, to ob-
tain the structural probability matrix, the value of the probability pairs of
brain regions was divided by its corresponding number of generated tracts.
To summarize, for each participant, a 214x214 symmetric weighted net-
work was constructed and normalised by the total number of fibres in the
whole network; thus, the structural connectivity matrix (SC) represents
the density of links of the anatomical organization of the brain.

A.3. Patients’ demographic and clinical charac-
teristics
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