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ABSTRACT

Nanoparticles are highly relevant for catalysis due to their nanostructure,
which increases the fraction of surface atoms, and the size dependent
morphology and properties. Catalytic properties of nanoalloys also depend on
the composition and chemical ordering. Therefore, it is important to
understand how geometrical and topological features of mono- and bimetallic
nanoparticles affect their stability and reactivity of the exposed surface sites.
This Thesis deals with computational study of monometallic and bimetallic
nanoparticles using methods based on Density Functional Theory (DFT).
First, the exchange-correlation functional PBE was identified to reproduce
experimental bulk and surface properties of Transition Metals overall more
accurately than other examined functionals VWN, PBEsol, RPBE and TPSS.
The performance was further improved by choosing exchange and correlation
parameters between those of PBE and PBEsol functionals or restoring the
local spin approximation of PBEsol. The d-band centre was found the most
robust and transferrable among the studied electronic descriptors for
different functionals.

For different monometallic Pd nanoparticles it was shown that their
energies can be quantitatively described using linear dependence on the
quantity of atoms with different coordination numbers. Whereas employing
such morphological features as number of corner sites, length of the edges,
particle area and volume allowed only a qualitative energy prediction.
Equilibrium chemical ordering for bare PdRh, PtNi, PtAu, PtAg, and PtCu
bimetallic nanoparticles at low temperature was determined employing the
so-called Topological Method parameterized on DFT data. Effects of
temperature and reactive environment on the chemical ordering were also
evaluated. A remarkable experimental finding of our collaborators is that CO
molecules can bind stronger on some core@shell Cu@Pt particles than on pure
Pt particles. It was rationalised by DFT calculations of specific surface sites,
such as single Pt atom surrounded by surface Cu atoms, under-coordinated

Pt atom, Pt adatom and vacancies with missing Pt atoms.
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Overview of the Thesis

PART I. INTRODUCTION

Chapter 1. Overview of the Thesis

Nanoparticles (NPs) are clusters of atoms, ions, or molecules, with
dimensions circa 1-20 nm.12 This size range is quite interesting in science
because it fills the gap between small molecules, with discrete energy states,
and bulk materials, with continuous energy states. Consequently, one of the
main interests is the size-evolution of the geometric and electronic structures
of clusters and their physical and chemical properties. Since NPs often have
different properties from those of discrete molecules or bulk solids, they can
be considered a new type of materials. The Thesis is focused on metallic NPs,
specifically those formed by Transition Metals (TMs).3 Many properties such
as ionization energy, electron affinity, or cohesive energy, among others,
follow a simple scaling law in large metallic NPs. Meaning that the properties
scale linearly with size until the bulk limit.* However, small NPs show
significant deviations with respect to the agreement of the scaling laws due
to quantum confinement and surface effects. Quantum confinement leads to
a collapse of the continuous energy bands of a bulk state into discrete energy
levels when the dimensions of a material reach the nanoscale. Surface effects
are referred to the higher surface-to-volume ratio at this regime. Metallic NPs
can be formed of a single metal or more than one metallic element, becoming
nanoalloys.2 Nanoalloys are technologically interesting because their
chemical and physical properties can be modified by the choice of composition,
their atomic ordering, and, as in monometallic NPs, their shape. In the case
of catalysis, different surface sites formed upon combining two metals
determine the catalytic activity of these materials.

To calculate the properties of TMs with first principles methods, the
most common employed methodology with the best balance between accuracy
and computational cost is the Density Functional Theory (DFT). Within the

DFT, there are different exchange-correlation (xc) functionals due to the exact
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one is unknown. Each of them is classified according to different levels of
complexity. The best choice of approximation depends on the system and
properties one tries to calculate. Therefore, it is relevant to study which one
1s appropriate to compute the target systems, in our case the TMs.

Then, the main topics of this Thesis are the evaluation and
improvement of the DFT functionals for the description of TMs, and the
understanding of interplay between the structure and stability of mono- and
bimetallic nanoparticles. Because the stability of different sites is
intrinsically related with the reactivity, some projects deal with molecular
adsorption. Each of the topics mentioned above will be further developed in
their corresponding Thesis section. The general objectives of the Thesis are:

e Evaluate the performance of different functionals through bulk and
surface properties of TMs.

e Kstablish the most robust electronic surface descriptor through
different functionals.

e Improve the performance of PBE-based functionals as PBE and PBEsol
through bulk and surface properties of TMs.

e Unravel Pd NP energy in structural contributions based on the
coordination number and geometric features.

e Obtain the chemical orderings of bimetallic NPs under different
temperature and reactive conditions using the topological method.

e Analyse the topological method.

e Find adsorption sites on Cu@Pt core@shell NPs where CO binding is
stronger than in the pure Pt NPs.

The Thesis i1s structured as follows: the first part, the introduction,
explains the methodology and modelling approaches employed in the present
work. The second part, on monometallic systems, reports the results obtained
in this work for pure transition metals. The third part, on bimetallic systems,
describes the results obtained for alloy NPs formed by two transition metals.
Finally, the fourth part concludes with a summary of the results obtained
through out the development of the Thesis. These conclusions are in line with

the general objectives listed above.
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Chapter 2. Basic Computational Methodology

The following sections in this Chapter outline fundaments of the theory, the
computational methods and analysis tools used through the Thesis. So, here

the theoretical frame is provided, but not the objects of the simulations.

2.1 DENSITY FUNCTIONAL THEORY

The time independent Schrodinger’s equation (see equation 2.1) is the main
mathematical problem in quantum mechanics that must be solved to obtain
the electronic and nuclear structure of a given static system,
AY = EY (2.1).
Here, H is the Hamiltonian operator, ¥ is the system’s wavefunction,
and E the system energy. The Hamiltonian is separated into the kinetic
energy operators (one for the electrons, T,, and another for the nuclei, Ty), and
the potential energies operators for electron-electron, V,,, electron-nuclei, V.,
and nuclei-nuclei, Vyy, interactions
A= T,+Ty+ V. +V.n+Vuy (2.2).
Since the nuclel are more massive than electrons, the latter move much
faster and the Hamiltonian can be split into an electronic, A, (see equation
2.3), and a nuclear part, Hy. This is known as the Born-Oppenheimer
approximation, which decouples the movement of the electrons and nuclei.
Thus, the T, does not depend on the nuclei movements and Vyy is constant for
any given nuclear configuration. Within this approximation, the
wavefunction of the system depends directly on the electronic coordinates
while the nuclei coordinates are taken as parameters.
Ho= To+ Ve + Ve (2.3)
As mentioned above, the time independent Schrédinger’s equation is
central problem to solve to many theoretical methods. The most challenging
part is the H, in a multi-electronic system. Different methodologies to solve
the Schrodinger’s equation are classified as two main groups: wavefunction

methods and density functional theory (DFT) methods. The most
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representative wavefunction method 1is the Hartree-Fock (HF)56
approximation, which is also used as starting point for other referred to as
post-HF methods. The HF method begins from the simple way to describe the
wavefunction of a multi-electronic system, using the product of
monoelectronic spin orbitals, known as Hartree product. The problem is that
electrons are fermions, but the obtained wavefunction of the Hartree product
is not antisymmetric. To solve it a determinant which is a mathematical
construct that switches its sign when permuting some of its elements in such
a manner, 1s introduced. The Slater determinant considers the correlation the
movement of electrons with the same spin, but not the movement of electron
with the opposite spin. Then, the HF approximation is a method without
certain amount of electronic correlation and thus implies that the obtained
energy from the HF method is an upper bound with respect to the real energy
of the system. In order to improve these results, post-HF methods as the
Coupled Cluster (CC), Moller-Plesset (MP) Perturbational Theory” or
Complete Active Space (CAS) introduce electronic correlation -effects.
Nevertheless, usually the addition of the electronic correlation demands a
high computational cost.

In contrast, specifically for metallic systems, the other main
methodological group, DFT, represents a good balance between
computational effort and obtained accuracy. The basic idea behind this theory
is that the ground state energy of a system is defined by its electronic density,
making unnecessary to know the wavefunction of the system. DFT principles
are two theorems proposed by Hohenberg and Kohn.”

The first theorem establishes that the electronic density of the ground
state, po(r), can only be derived from a unique external potential, the
electron-nuclei potential, V,y. Thus, the non-degenerate ground state energy,
E,, is determined as a functional of p,(r) being

Eq = Eolpo(r)] (2.4).

The second theorem uses the variational principle to determine the

po(r) and the E, under the external potential. Then, p,(r) can be calculated
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from the electronic density that minimizes the non-degenerate ground state
energy.

These two important theorems allow replacing the problem of solving
a 3N-dimensional wave function by instead solving the electronic density of

the system that only depends on 3 spatial variables, see equation below.

E[p(r)] = Eexelp] + Flp] = f (Wt (F)dr + Flp] @.5)

F[p] is a universal density functional that includes the kinetic energy,
coulombic interactions, and the exchange and correlation contributions,

Flp] = Tlp] + Veelp] (2.6).

Thus, the T[p] term is the kinetic energy of the system with electronic
density p(r), and the V,,.[p] term contains the Coulombic repulsion exchange
and correlations contributions for the system with the particular p(r).

In addition to the Hohenberg-Kohn theorems, an important step in the
development of the DFT was the computational formalism proposed by Kohn
and Sham to iteratively solve equation 2.5.8 They suggested that a solution
for a polyelectronic system with p(r) could be obtained by constructing an
auxiliary system of non-interacting electrons with the same p(r). This density
of non-interacting system can be described as the sum of squares of N

monoelectronic spin-orbitals, called Kohn-Sham orbitals, as

ps) = ) @I’ @),

Then, the kinetic energy of the system could be exactly obtained from

the Kohn-Sham orbitals as,

1 N
Tlo@)] = =3 ) @IV () 2.9)

Assuming the hypothesis of the non-interacting system with the same
p(r) as the real target system to solve, the system energy expression proposed
in the equation 2.5 and including the expansion of equation 2.6, would be

expressed as
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Elp(1)] = Ecxelp] + Flp] = Eexelp] + Tslpl + Jlp] + Exclp] =

! 2.9).
[ oot + 11000 + 3 [ 222 a1 g oy

In summary, the equation is constituted by the external potential, E,,;,
which essentially is the nuclei-electrons interaction, the kinetic energy of the
electrons, Ty, the Coulombic repulsion between the electrons, J, and finally the
exchange and correlation term, E,., which is the difference between the
kinetic energy of the real system and the non-interacting system and includes
the exchange and correlation energies. The exact functional E,. is unknown
but can be expressed as

Eyclp(M)] = Tlpl — Tslp]l + Veelp] — J1p] (2.10),
where the T[p] — T;[p] is the kinetic energy from the electronic interaction,
the difference in kinetic energy between interacting and non-interacting
systems. V,.[p] —J[p] is the exchange-correlation contribution, so the non-
classic part of V,,.[p]. In order to minimize the functional of the expression 2.9
the Lagrange multipliers are useful in consideration with the constraint of

the total number of electrons,

fp(r)d(r) =N (2.11).

Thus, the total energy functional within the Kohn-Sham formalism is
obtained from the combination of the equations 2.7 and 2.9, expressing a
dependence to a set of electronic states doubly occupied {y;} instead of the

p(r). Thus, the {;} could be calculated minimizing the following equation:

1 !
(—EVZ + Vexe + f I:gﬂ:,l dr' + ch) Yi(r) = g (r) (2.12),

where the first term is the electronic kinetic energy, the second is the external

potential, the third is the Coulombic repulsion between electrons, and the last

one is the exchange-correlation and kinetic energy potential defined by

_ SExclp]
5p

The last three terms form the known effective potential, and since it

(2.13).

xXc

depends on the p(r), the equation must be solved iteratively. With an initial

effective potential (an initial electronic density), one can extract the
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monoelectronic states from equation 2.12, build with them a new electronic
density from equation 2.7, and repeat this until an electronic density
convergence.

As explained earlier, from whole this approach the only term that
remains unknown is the E,., and then by default its derivative V. (see
relation in equation 2.13). To solve this problem, several works proposed
different approaches to accurately describe the exchange-correlation effects.
The different functionals are classified by the balance between computational
cost/simplicity and accuracy in the Jacob’s Ladder® being the last step in the
ladder the unknown real form of the exchange and correlation (xc) functional.

The first group of xc functionals of this ladder and the simplest way to
calculate the E,. is the Local Density Approximation (LDA). Its basis of that
group is that the particle xc energy, &,., depends only on the electronic density

(see equation 2.14).

EIDA = f pPer(p)dr (2.14)

The exchange and correlation contributions are treated separately in
all the groups of xc functionals, being
E.. =E, +E, (2.15),
Exe = Ex T+ &, (2.16).
In LDA, the electron gas model with a constant and homogeneous p(r)
1s used for the exchange part. This part can be exactly derived from the

Jellium system. So, the ££P4 has the following form,0

1

e~ 3 <3P(r)>3 (2.17),
4\ &
and the total exchange energy, ELP4, is consequently defined by
1

3/3\3 4

LA _ _ 2 (2 3 (2.18).
Ex 4<7r) f p(r)sdr

On the other hand, the correlation energy does not have an explicit
formula, but many authors suggested different analytical expressions.!! The
LDA functionals have a quite good performance for metals, as such systems

are close to the Jellium model, providing rather accurate lattice parameters
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and minimum interatomic distances. However, this approximation misses a
lot of accuracy when molecules or clusters (non-homogeneous systems) are
treated, or any other strongly correlated system. Also, they overestimate bond
energies.!1-14 Ag examples of LDA functionals, one can find Ceperly and Alder
(CA)'5 and Vosko-Wilk-Nusair (VWN)16 functionals, among others.

In order to improve the LDA functionals, a new group of functionals
called Generalized Gradient Approximation (GGA) was developed being the
next upper level in the Jacob’s Ladder. Here, the ¢, is not only dependent of
the p(r), it also depends on the density gradient, Vp, which allows introducing

variations in the density, and making a semilocal approximation,

EG0A = f p(Pere (p(r), Vp(r))dr 2.19).

There are many GGA xc functionals. One of the most common and most
used in this Thesis is the Perdew-Burke-Erzenhof (PBE)17.18 the successor of
Perdew-Wang 91 (PW91)!9, developed without any fitting procedure and
reducing the number of parameters used at PW91. With respect to the LDA
functionals, PBE, and generally the exchange part, has an additional term F,

that depends on the density gradient.

E, = f p(X)eLPA () F, (s(r)) dr (2.20),
F,=1+kKk-— r 3
1— us? (2.21),
K
)
S=E—7——1 1 (2.22).
2(3m2)3p(r)3

In the case of PBE, the k = 0.804 and u = 0.21951 that it comes from
2
u=_p (%) where B = 0.06672 is a parameter of gradient contribution of the

correlation part (E.). Other variations of PBE differs from this parameters
numbers as in the example cases of rPBE20 where k = 1.245 or PBEsol2! with
B = 0.046. Both cases modify PBE in order to improve properties description
by the fitting of the parameters with results of complex methods.
Nevertheless, the Lieb-Oxford bound 1s not satisfied in the rPBE it is not
satisfied on spin-polarized densities.?? Also, there 1s the RPBE23 which in

order to fix the local Lieb-Oxford bound varies function of F, proposed at PBE.

10
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About the performance, the GGA functionals, in general, provide better
results in bond energies, but they still overestimate bond distances.!*

So, another step adding complexity to approach the xc functional is
including the Laplacian of the density too. This group is called the meta-GGA
functionals, which normally represent an improvement in thermochemistry
estimates of molecules, but they generally do not notably improve accuracy
improvement with respect to the GGA when describing extended TM
systems.24 The functional from this group used in the thesis is Tao-Perdew-
Staroverov-Scuseria (TPSS) one.25

Finally, hybrid functionals include a part of the exchange of non-local
HF in the explicit form developed by Kohn-Sham. In general, most of them
have been parametrized with molecular properties data. One of the most used

functional is the hybrid version of PBE functional, PBEO,26
EHYD = EPBE | g (EHF — EPBE) (2.23),

pas
where a, = 0.25 using arguments from perturbation theory. Since the hybrids
usually fail describing delocalised systems as metals,27-28 and they have the

highest computational cost, they were not used in this Thesis.

2.2 BASIS SETS

To describe properly the electron density a suitable basis set is needed to
represent the wave functions. Two different types of basis sets explained here
are used in the two different codes employed in this Thesis, Vienna Ab Initio
Simulation Program (VASP) which uses Plane Waves and Fritz-Haber
Institute Ab Initio Molecular Simulations (FHI-AIMS) which employs
Numerical Atomic Orbitals. Although, Pseudopotentials are not a basis set,

they are introduced here because they are implemented with Plane Waves.
2.2.1 Plane Waves and Pseudopotentials

In calculations of periodic systems, plane wave functions are commonly used
as the basis sets,

PWyasis = etkr (2.24),

11



PART I. INTRODUCTION

where k i1s the plane wave vector. The use of plane wave functions is
computationally advantageous, however, a very large number of them is
needed to describe all the electrons accurately. The solution to this problem
1s to reduce the number electrons to be represented by the plane wave
functions without losing the accuracy but decreasing the computational cost.
Accordingly, since core electrons are normally not involved in the bond
making/breaking processes, they can be simulated with an effective core
potential, commonly known as pseudopotential. Thus, during the calculation
the core electrons are frozen and the interaction between them and the
valence electrons is introduced by a potential.

There are different types of pseudopotentials, but the usual ones
employed with plane waves on periodic models are ultrasoft potentials,29
norm-conserving pseudopotentials3® and the projected augmented wave
(PAW) potentials.3l PAW is a method that allows to approximate the all-
electron wave-function by considering a set of fixed basis functions to describe
the core-electrons. Particularly in this Thesis, PAW method is used because
1t restores the pseudo wavefunction which arise from the construction of
pseudopotential to the all-electron wavefunction. Consequently, it has the
advantages of the all-electron basis. The core electrons are modelled by the

difference between the exact wave function and the pseudo-wave function.
2.2.2 Numerical Atomic Orbitals

For non-periodic systems, the common basis sets are usually composed by
localised atomic orbitals, and these, in turn, are a linear combination of basis
functions (e.g. Gaussian or Slater functions) centred in the atomic nuclei.
However, they can also be used for periodic systems where crystalline orbitals
are treated as linear combinations of Bloch functions, which is a function that
obeys Bloch’s Theorem, introduced in the next Chapter.32 Specifically,
Numerical Atomic Orbitals (NAO) were implemented to satisfy general goals
of accurate all-electron wavefunction, a similar efficiency to the fastest
existing plane waves pseudopotential schemes and, a good scalability of the

calculation of larger systems.33 NAO basis function has the following form,

12
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o) ="y, @) (2.25),

where u;(r) is the numerically tabulated radial function, Y;,,(Q) denotes the
real part (m=0,...,]) and imaginary parts (m = —I[,...,—1) of complex

spherical harmonics, being [ an implicit function of ith radial function.

2.3 MONTE CARLO APPROACH

In many cases analytical solutions of some equations are too complicated, and
one can only get numerical solutions by running simulations.3* Monte Carlo
(MC) approaches are a group of simulation methods. The aim of them is to
compute equilibrium properties of classical many-body systems.?5 In
particular, here it is used a Markov Chain approximation. This approach is a
stochastic method that describes the evolution of a given system by carrying
out sequential steps with a probability that depends only on the current state
of the system. Specifically, a random walk is constructed in such a way that

the probability of visiting a particular point rV, the coordinates of all N

AE
particles are proportional to the Boltzmann factor e *87, being AE the

difference in energy between the current (r'V) and previous (rV)
configurations, kz 1s the Boltzmann constant and T is an arbitrary
temperature with no physical meaning. There are many ways to construct
such a random walk. In the approximation shown by Metropolis et al.,3¢ the
following scheme is proposed:

1. Select a random structure to start and calculate its energy E(r").

2. Modify the current structure randomly and calculate its new energy

E(@'™M).

3. Accept the move from rV to r'N with probability

=1 E@™) <E@N)
PN - r'N) _AE (2.26).
=e ksT E(r™) > E@N)

To start the simulation, initial positions should be assigned to all the
system particles (rV). All reasonable initial conditions are in principle
acceptable as the equilibrium properties of the system do not, or should not,

depend on them. When the simulation is for the solid state of a particular

13
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model system, the crystal structure of the system of interest is the most
logical choice to initialise the procedure. Then, once the modification of the
initial structure is accepted, the cycle will be repeated from the step 2 being
now the current structures the one modified. This procedure will be repeated

until reaching the number of MC steps specified for the simulation.

2.4 MINIMA ANALYSIS

Once the minimum energy geometry of a system under scrutiny is
determined, one can apply several types of analyses to characterize its
electronic structure depending on the information needed. The following

kinds of analyses are employed through the different studies of this Thesis:
2.4.1 Work Function

The work function, ¢, is the energy required to take an electron from the
last(highest) occupied level, as known as Fermi level, and place it in the
vacuum,
¢=V—Egp (2.27),

where V is the electrostatic potential energy of the electron in vacuum and Ep
1s the energy of the Fermi level. The meaning of the work function is related
to the ability of a surface to donate charge. A low work function value implies
that the metal surface is a good electron donor, and a high work function
value implies that it is a good electron acceptor. To compute the work
function, the Fermi level is obtained by the occupation of the electronic states,
and the average electrostatic potential energy is calculated in each point of
the unit cell following the surface direction. Inside the surface, the potential
energy oscillates due to the atomic positions, and in vacuum it increases to a

constant maximum value, V.

14
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Figure 2.1 Variation of the electrostatic potential energy for a 6-layered slab of the Mo

surface (001) with the length of the vacuum axis.

2.4.2 Density of States

The density of states (DOS) of a system is the description of the number of
states that lie at each energy. In the case of periodic boundary conditions, as
the orbitals or bands do not have a discrete energy, a projection into spherical
harmonics is used to the DOS from given atoms or orbitals. Thus, the values
may belong to each atom and have a specific radius that depends on the
element and the embedding of every atom, called Wigner-Seitz radius. For
solids, two bands can be differentiated: the valence band and the conduction
band, which for metals are shown as a continuum. In the first one, the orbitals
occupied are below the Fermi level, Er, and in the second one the states are

not occupied, above the Fermi level.
2.4.3 Bader Charge

The analysis of atoms in molecules by Richard Bader is a useful tool to assign
charge density to different atoms in a molecule.3” The definition of an atom
that he provides is based purely on the electronic charge density. In
particular, the charge density forms a surface of minimum density between

atoms, which defines a surface that contains the atomic volume in molecular

15
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systems. Thus, the Bader’s scheme is used in charge analysis to examine the
accumulation or depletion of electrons of the atoms in different environments.
One obtains the atomic charge by calculating the difference between the
electronic charge within the atom volume and the number of electrons of the

neutral, isolated atom.
2.4.4 Charge Density Difference

A common analysis of the electronic density is done by Charge Density
Difference (CDD) maps. They are very useful to see how the interaction
between two or more different components in a system affects the electronic
density. For that, one subtracts from the electronic density of a complete
system the electronic density of two different isolated forming parts,
obtaining the areas of charge transfer or rearrangement (accumulation or
depletion of charge density). An example can be an adsorbed system to study
the charge transfer between the adsorbate and the substrate. Then, from the
total electronic density of the adsorbed system, the electronic density of the

isolated adsorbate and the substrate is subtracted.
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Chapter 3. Modelling from Bulk to
Nanoparticles

In this Chapter objects of the simulations will be treated, that is, the solid
state, in particular bulk, surface, and nanoparticle systems. The following
sections deal with the choice of models and how these, either periodic or

cluster models, are applied to properly describe the solid materials.

3.1 PERIODIC BOUNDARY CONDITIONS

Periodic models are used to simulate infinite crystalline solids with an
ordered structure with one-, two- or three-dimensional extensions by
translational symmetry. Periodic models are based on the periodic boundary
conditions (PBC) where a defined unit cell is replicated in all directions (see
Figure 3.1). PBC are a powerful tool to simulate infinite solids because of the

1mpossibility to solve the Schrédinger equation for all the system atoms.

Figure 3.1 Translation operations of a centred atom of a unit cell under PBC.

The Schrodinger equation only must be solved for the atoms defined in
the unit cell because applying the translational operator, T (see equation 3.1),

the wave function does not change.

17



PART I. INTRODUCTION

T =n,a+n,b +nsc (3.1).
In the above equation, n; are integer numbers that multiply the cell
vectors a, b, and c. Unit cells can be classified as primitive and non-primitive.
The primitive one is the irreducible form of the atomic solid pattern and
provides a one-to-one correspondence between it and the discrete lattice
points, being the equation 3.1 limited
T =n,a+n,b +nsc where 0 <n; <1 (3.2).
The primitive unit cells of a concrete systems have always the same
volume independently of their shape. The non-primitive unit cell volume will
be an integer multiple of the primitive unit cell volume.
The discrete translation operations generate an infinite array of atomic
positions in 3D space known as Bravais lattice. A typical example of Bravais

lattice is Simple Cubic one depicted in Figure 3.2.

Figure 3.2 Simple Cubic Bravais lattice with @a = b = ¢, a = 8 = y = 90° and one atom in the

origin.

The following most common unit cells for metallic crystalline

structures (see Figure 3.3) are studied in the thesis:

e Body centred cubic (bcc)
e Face centred cubic (fcc)

e Hexagonal closed packet (hcp)

18
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Figure 3.3 Common crystalline structures.

The fcc and hcp structures have the highest atomic packing factor

(APF) 0.74, bce one has an APF of 0.68 and the simple cubic structure of 0.52.

3.2 RECIPROCAL LATTICE

To use the periodic models, one needs to work in the reciprocal space.
Reciprocal space i1s a mathematical construction associated with the real
space described by the lattice. In the real space the lattice is defined by the
unit cell vectors a, b, c. In the reciprocal space they have their translated

version a’, b’, ¢, and the relation between them is given by

!

bxc axc axb (3.3).
— b =2n———; ¢ =2 ———
a-(bxc) b-(axc) c-(axhb)

a =2r

Therefore, in analogy with the real space, any vector of the reciprocal

space would be defined as
G =m;a’ +myb’" + myc’ (3.4),

where m; are integers numbers. Therefore, the description of the direct unit
cell could be done through the description of the corresponding reciprocal unit
cell, known as Brillouin zone or Wigner Seitz cell (see Figure 3.4 for a one-
dimensional lattice example, with a being the lattice spacing). In addition, it
1s important to note that a small volume of the reciprocal cell implies a large
volume of the real unit cell. This affects the number of £ points employed to
describe properly the unit cells, small unit cell needs more k points than a big

unit cell which only needs one (I' point).
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Figure 3.4 One-dimensional lattice in real space and reciprocal space.

3.3 BLOCH’S THEOREM

The potential, V, in a specific position of the unit cell, r, is the same as the
potential in an equivalent position in the replicated cell, r + R, obtained by
the translational operator, T.

V(r)=V(r+R) (3.5).

Then, the invariance of the potential in the homologous points in the

replicated cells brings the periodic character determining the electronic

density not only in the unit cell, but also in the complete crystalline structure.

From this statement, the wave functions need to describe the electrons of a
solid are reduced due to the translational symmetry and could be defined as
P (r) = ey, (r) (3.6),

ikr

where ™" is a plane wave with a wave vector k and v; is a periodic function

that can be expressed by a linear combination of plane waves,
vi(r) — z Ci,GeiGr (3.7).
G

In combination with the previous equation, they will lead to

w.(r) = Z Ci,k+Gei(k+G)r (3.8),
G

with G being the reciprocal vector (see equation 3.4). Each plane wave of the

|k+G|%h
2m

linear combination is characterized by a kinetic energy, . Consequently,

depending on the kinetic energy value the number of plane waves will vary
and, with it, the description of the observables of the system, such as the

energy.
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Therefore, the problem of the infinite number of the system electrons
1s transformed to express the wave function in an infinite number of
reciprocal space vectors, k, in the first Brillouin zone. In order to simplify this
using the symmetry, only a part of the first Brillouin zone is studied.
Furthermore, the eigenvalues of the close k vectors are essentially the same
so the number of k vectors needed is considerably reduced to only a discrete

ones, called k-points.

3.4 MILLER INDICES

The Miller indices are a notation of the planes in the Bravais lattice. The
intersection between a plane and the real space axis (a, b, c) is formed by
three points, x,y, and z. From that, Miller indices (hkl) are defined as the

reciprocal shortest perpendicular vector to the plane, by
hzl;kzl;lz1 (3.9).
X y z

For example, for x =2,y =1,z =2, the Miller indices are (121),
calculated using the least common multiple. There are some considerations
to take into account as for example, when the plane does not intersect with
the axis then the Miller index is 0. Also, in the case that the intersection point
1s negative then the Miller index is notated with a slash on the top of the
value, e.g. 1. From the cubic Bravais lattice the most common set of equivalent
planes studied is {100}, {110}, and {111}, see Figure 3.5 for one representative

plane of each set. Note that the notation changes to braces when a set of

equivalent planes is represented.

(100) (110) (111)

Figure 3.5 Representation of three common Miller indices planes of the Cubic Bravais lattice.
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3.5 SURFACE AND NANOPARTICLES MODELS

To simulate surfaces, the periodicity of the unit cell is only needed in 2
dimensions, e.g. x and y axis. To model a surface within PBC, one normally
applies a large vacuum region (> 10 &) along the z axis to avoid interactions
between the so-called slabs. The slabs are referred to as the unit cell of the
surface to model. Consequently, they contain a considerable number of atomic
layers to accurately describe surface and bulk properties (see Figure 3.6). The
slab notation used is (nxXm), where n and m are the number of times the
primitive cell is replicated in the two distinct surface cell vectors, respectively.
Furthermore, there are different ways to treat such slabs:

e All atomic layers of the slab are relaxed in terms of allowed local
displacements of atoms. This option is used mostly for no-
adsorption simulations and when using many.

e Both upper and bottom layers of the slab are relaxed, while the
internal layers are fixed, simulating the bulk (symmetric slab).

e One or more outer layers on one side of the slab are relaxed,
whereas its other layers are fixed (antisymmetric slab).

The last two approaches are used when the surface is used to adsorb
an atom or a molecule. The disadvantage of the symmetric slab is that it needs
to contain the double number of layers than the antisymmetric one to
simulate properly the bulk, so it will be more computationally expensive.
Nevertheless, it can be useful to quantify possible interactions between two
species adsorbed on different surfaces of the slab.

Nanoparticles can be also studied under periodic conditions employing
the same trick than for surfaces but, adding vacuum in all directions avoiding
possible interactions between species in adjacent cells (see Figure 3.7). This
1s the same treatment as used for modelling isolated atoms or molecules. For
surfaces and nanoparticles of TMs, spin-polarization was only considered
when highly magnetic Fe, Co and Ni atoms were involved. Test calculations
of other mono- and bi- metallic nanoparticles were carried out considering
spin-polarization. Their results showed that the unrestricted calculations

converged essentially to the restricted solutions. Therefore, all models not
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containing Fe, Co or Ni atoms were calculated without considering spin-

polarization as it does not incur in significant structural or energetical
changes.

Figure 3.6 Side view of a six-layer slab with 10 A of vacuum modelling the surface (001) of a

fec structure.

Figure 3.7 Nanoparticle of 201 atoms in a cell with ~10 A of vacuum in each direction.
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Transition Metals

PART II. RESULTS ON
MONOMETALLIC SYSTEMS

Chapter 4. Performance and Improvement of the
Most Common Functionals for Transition Metals

4.1 INTRODUCTION

In this Chapter, the studies dealing with benchmarks and improvements of
diverse xc functionals with respect to description of different properties of the
TMs are compiled.

A good choice of the employed xc functional for a specific system needs
to be substantiated by a balance between accuracy and computational cost.
As already mentioned in the Chapter 2, xc functionals could be classified
depending on its theory level, and indirectly by the computational effort, by
the so-called Jacob’s Ladder. Thus, benchmark studies with a proper quantity
of cases are needed to duly select, and even to improve, a xc functional for a
particular system and/or property. Aside, from the results of the cases
calculated directly one can extrapolate the overall performance of the
functional. Then, the first aim is to address this lack of testing and make a
direct comparison between the commonly used functionals (such as VWN,16
PBE,1718 PBEsol,2? RPBE,?3 and TPSS?5) when describing structural,
energetic, and electronic properties of the TMs (see Figure 4.1). The present
study considers bulk environments, more extensively used to test the
functionals because of their low computational cost, and also three the most
common surfaces of each type of TM structures (see Figure 4.2). Moreover, we
explored the performance and transferability of electronic structure-based
descriptors of such functionals. Finally, we proposed a PBE-based functional

that improves description of the TM properties.
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Figure 4.1 Studied transition metals classified by the different crystallographic

structures.

Figure 4.2 Studied surfaces for each type of structure and its employed unit cell.

4.2 OBJECTIVES

The objectives we want to reach in the present Chapter are:

e To assess the best xc functional among the ones aforementioned when
describing bulk and surface properties of the TMs (Section 4.3).

e To establish the most robust electronic descriptor among the surface d-
band centre, width corrected d-band centre, and the highest peak of the
Hilbert transform of the d-band for the VWN, PBE, and TPSS functionals
(Section 4.4).

e To formulate a new xc functional (PBE-based), which decreases the

errors of the calculated results for the TMs under scrutiny. (Section 4.5).
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Transition Metals

4.3 ASSESSING THE PERFORMANCE OF BROADLY USED
DENSITY FUNCTIONALS ON TRANSITION METAL
SURFACE PROPERTIES

4.3.1 Summary

Introduction It is important to choose an appropriate xc functional for
each kind of systems under study. An example, and the seed of the following
results, are the studies by Janthon et al.,3%39 where various bulk properties
of 27 TMs were tested with more than 10 functionals through different levels
of theory. The properties selected were the minimum interatomic distance
(6), the cohesive energy (E.,) and the bulk modulus (B;), each of them
describing a different aspect of the system: the structure, the energy, and the
interplay of energy and structure, respectively. The xc functional PBE17:18 and
PW91,19 closely followed by TPSS?5 from meta-GGA group, were found as the
overall best functionals describing the above-mentioned properties of the TMs
bulk systems. Although bulk systems are essential for the solid state, surfaces
are indispensable, for instance, in catalytic applications and thus are in the
focus of this Thesis work. Therefore, to continue the line of the previous
studies, the next step was testing some functionals for the TMs surfaces. This
provided a general view allowing to establish the best functional for TMs
taking into account both the bulk and the surface properties. The surfaces
studied were the (001), (011), and (111) for bcc and fee structures, and (0001),
(1010) and (1120) for hcp structures, as in general the most stable and
common surfaces featuring the lowest Miller indices.

Since the computational cost to model such surfaces is higher than
their bulks, and the total amount of surfaces i1s 81, the list of functionals to
test was smaller than that for the bulk studies.38:39 The functionals chosen
were VWN16 from the LDA type, PBE, PBEsol?! and RPBE23 from the GGA
type, and a meta-GGA TPSS functional. The selection of three GGA
functionals is due to the fact that PBE was one of the most common

functionals employed to model solid state and exhibited best results for TMs
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bulks. PBEsol and RPBE functionals were included as modifications of PBE
functional aiming to improve the results of the latter for solid state. Hybrid
functionals were not included because they provided quite high errors for TMs
(except for HSE06 performing well for bulk properties) tending to localize
electrons,*? and due a high cost required for plane-wave calculations using
hybrid functionals. The chosen properties to evaluate the TM surfaces were
the interlayer distance (6;;) as a structural aspect, surface energy (y) as the
energetic one, and the work function (¢) to describe the electronic structure.
The calculations of these properties are detailed in the Publication below.
Experimentally, the y is measured by the liquid surface tension and
the solid-liquid interfacial energy of the metal. Then, the solid surface energy
1s estimated on the melted metal, and under isotropic approximations it is
extrapolated to 0 K.4! Consequently, it is impossible to measure the y of a
specific surface and the measurement is on a mix of different surfaces. Since
the calculated yis on a specific surface, a weighted average of the values
obtained is computed using the Wulff constructions*? in order to compare it
with the experimental data. The Wulff constructions are the equilibrium
shape of a crystal minimizing the surface free energy (see Figure 5.11). There,

the free energy difference is calculated by,
AG; = z Yid; (4.1),
J

where the A is the area of each surface j. To compute which surfaces are
exposed, the length of the normal vector to each surface plane is proportional
to a constant A,
h; = Ay, (4.2).

Once the exposed surfaces are computed, the percentage of exposure of
each surface is calculated with the sum of the areas of the equivalent planes
divided by the total area of the Wulff construction.3

The contribution of the Thesis author in this publication was 1) to
create the models of bulks and surfaces of bcc and hAcp metals, and of the (111)
surfaces of fcc metals; 11) to optimize all the bulk and surface models for all

the xc functionals, except the bulk, and (001) and (011) surfaces of fcc metals
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by PBE; ii1) to calculate all the surface properties and to compute the error
bars. The author used the bulk properties computed and tabulated for each

xc functional by Janthon et al. 3839

Figure 4.3 Wulff construction of gold with
PBE obtained by using three surfaces (001)

. 2
0.86 J/m?, (011) 0.86 J/m?, and (111) 0.68 (0017.9-86 i
J/m2. The [011] is not expressed because the 0.68 J/m?
normal vector of [111] planes is shorter than
the normal vector of [011].
Results The main results of the project —further discussion of them and

extended data can be found in the appended publication and Appendix A—
are presented divided on the three surface properties studied and an overall
functional assessment. As we mentioned in the summary introduction, the
experimental surface energy measures are taken nearby the melting point of
the metal, so not exposing a particular surface. For this reason, two ways
were proposed to compare the experimental data with the calculated surface
energy of each TM surface: either taking the calculated values of the most
stable surface of the TM (y“*¢) or employing the Wulff constructions to make
a weighted average with the y of all the three surfaces of the TM (yﬁ,“,ffff). As

shown in Figure 4.4, the values of the most stable surface follow the
experimental trend, especially the surface energies calculated with VWN and
PBEsol functionals. The latter two cases are characterized by a high linear
regression coefficient R=0.90 and the slopes closest to 1, a=0.98 and 0.97 for
VWN and PBEsol respectively, as well as the intercepts (units in J/m?) closest
to 0, b=-0.01 and b=-0.12. PBE and RPBE functionals with R=0.88 and
a=0.89, b=-0.23 for PBE and, a=0.85, b=-0.34 for RPBE provide a worse
agreement than to VWN and PBEsol data. Finally, TPSS shows the worst
agreement with the coefficients R=0.52, a=0.81, and b=0.27. A fitting of the
Wulff averaged surface energies resulted in slightly better R, a, and b values.

In the RPBE case R drops from 0.88 to 0.56 although the slope and intercept
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reveal a better agreement than the RPBE using Wulff averaged surfaces with
the experimental data. This high dispersion of the points could imply that
RPBE functional describes poorly not only the most stable surfaces, but also
the other considered surfaces. Analysing the Mean Absolute Percentage Error

(MAPE) for each functional, the MAPE of yﬁ}ﬁfﬁ is lower than that of yai,
except for RPBE. VWN is the functional showing a lower MAPE in the surface

energy calculation in both cases, 12.24% in the case of yji;; and 13.48% in

the case of yc®c,
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—‘8% fitting between calculated (calc) and
experimental (exp) surface energies for
the different explored xc functionals. The
top panel considers only the most stable
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4 panel Wulff shape averaged
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There are experimentally measured work function data for
polycrystalline samples and specific surfaces. Therefore, as before, the Wulff

averaged work function values (¢guis) are compared to the polycrystalline

experimental data. But in this case the calculated values for particular

surfaces ((l)sc?,fg,e) are also compared directly with experimental single-crystal
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data for these surfaces (see Figure 4.5). PBE functional provides the best
MAPE results, with 20.77% for ¢, and 19.37% for ¢ghis;. The
performance decreases as PBE > PBEsol > RPBE > TPSS > VWN for analysis
of the single-crystal surfaces. This trend is almost maintained for the
polycrystalline data, where only PBEsol and RPBE values swap the positions.
A better correlation not unexpectedly found using the direct comparison with

the single-crystal surface energies than with the polycrystalline data justifies

relying in our forthcoming analysis solely on the single-crystal data.

10

Figure 4.5 Comparison of the linear

HSALC . (eV)

fitting between calculated (calc) and
experimental (exp) work functions for
the different explored xc functionals.

The top panel considers only single

crystal data, ¢ghg,., whereas in the

bottom panel Wulff shape averaged
values, ¢pjiii s, are compared. All values

are given in eV.
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Finally, we obtained the interlayer distance 65"” by the application of

the experimental interlayer percentage relaxations of interlayer distances
extrapolated to O K. Thus, obtained experimental values are compared with

the computed interlayer distances (6;) for each xc functional. In general, the
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interlayer distances for different functionals nicely fit the experimental
results. So, all the regressions show slopes ~0.8, intercepts below 0.4 A, and
R2 ~0.8. However, PBE performs slightly better as one can see from Figure
4.6 and the statistical analysis according to which PBE has the smallest
MAPE (10.11%).
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Figure 4.6 Comparison of 8; MAPE to experimental data, 5;’@, as calculated and adjusted

to linear regression for each functional.

Adding the MAPE obtained for the three surfaces properties, surface

calc
Single

energy (based on yyiss), work function (based on ¢

) and the interlayer
distance, PBEsol appears to be the most balanced functional, even if it is not
the best one in any of these specific properties. Combining the present results
with those previously obtained for the TMs bulk properties (cohesive
energies, bulk moduli, and nearest-neighbour interatomic distances),31:32 the

most accurate xc functional of the overall surface and bulk properties of

transition metals is PBE, closely followed by PBEsol one (see Figure 4.7).
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Figure 4.7 Summary of xc functional accuracy in describing bulk and surface related
properties, according to the added MAPE values. Accuracies of distance related properties
have been arbitrarily enlarged 5 times to help in clearly differentiating the performance of

the different xc functionals on them.

Conclusions The following conclusions are drawn from the results
presented in this Section 4.3:

e There is not a unique xc functional which describes better all studied
here three surface properties. Also, for each TM, the best functional
among the different studied surface properties varies.

e In general, the best functionals for each surface property are: VWN for y
and PBE for §;; and ¢.

¢ The functional which provides the lowest balanced error of all surfaces
properties is PBEsol.

¢ Taking into account surface and bulk properties calculated in previous

studies, the best overall functional is PBE.
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ABSTRACT: The present work surveys the performance of
various widely used density functional theory exchange—
correlation (xc) functionals in describing observable surface
properties of a total of 27 transition metals with face-centered
cubic (fcc), body-centered cubic (bec), or hexagonal close-
packed (hcp) crystallographic structures. A total of 81 low
Miller index surfaces were considered employing slab models.
Exemplary xc functionals within the three first rungs of Jacob’s
ladder were considered, including the Vosko—Wilk—Nusair xc
functional within the local density approximation, the
Perdew—Burke—Ernzerhof (PBE) functional within the
generalized gradient approximation (GGA), and the Tao-—
Perdew—Staroverov—Scuseria functional as a meta-GGA
functional. Hybrids were excluded in the survey because they are known to fail in properly describing metallic systems. In
addition, two variants of PBE were considered, PBE adapted for solids (PBEsol) and revised PBE (RPBE), aimed at improving
adsorption energies. Interlayer atomic distances, surface energies, and surface work functions were chosen as the scrutinized
properties. A comparison with available experimental data, including single-crystal and polycrystalline values, shows that no xc
functional is best at describing all of the surface properties. However, in statistical mean terms the PBEsol xc functional is advised,
while PBE is recommended when considering both bulk and surface properties. On the basis of the present results, a discussion
of adapting GGA functionals to the treatment of metallic surfaces in an alternative way to meta-GGA or hybrids is provided.

B INTRODUCTION systems " or when treating semiconductor or insulator band

Nowadays, density functional theory (DFT)' has become the structures,"™® even if er.lergy-relaFed pro;')erFies of the latter‘can
workhorse in the theoretical and computational study of alrea‘dy be sat}sfac}tordy descgl’ll)gd within the generalized
chemical processes, encompassing a rich and varied range of gradient approximation (GGA)' »

scientific fields, including quantum chemistry, solid-state Here we focus on the series of transmon_ metals (T'Ms), as
physics, materials science, and heterogeneous catalysis, to these'are presentin. many ﬁelds of chemistry, l}I>hysxcs, amg
name a few. This success arises mainly from the ability of DFT materials ECNCE such as in nanotechnolo.gyf A
methods to provide relatively accurate results at an affordable homogf-:neo'us and hete.rogefléeous Fatalysw, and H,
computational cost. However, a general exchange—correlation SOt Jeen chemllstry, T Gl If‘ many of
(xc) functional that permits the exact calculation of the ground- the.se applications, s.uch as:n heterogeneous‘catalysxs, TMs are
state energy of a given system is still missing. Over the last typically en}ployed a2 thel?shap e of nanoparticles supp orte‘d o0
decades a handful of different approximations with increasing an appropnate'substrate. 'Impfrovementsb related.to the higher
complexity and alleged accuracy have arisen trying to solve this rungs of'jacob s ladder, Whl.Cltl imply hybrid functionals, do'not
issue. This is often conceptualized in terms of the so-called necessarily work for transition metals. Indeefi, the op.tlmal
Jacob’s ladder of xc systematic improvement, a.k.a. Perdew’s BEICEntage of .Hartree—Foc'k (HF ) exchange in a”hybrxd X¢
dream.> To a large extent, such a systematic improvement very 'functlonal requxr%i to make it suitable for bulk transition metals
much relies on validation against experiments through is close to zero. Therefore, apparently the |nclu519n of HF
appropriate atomic and molecular data sets. It has recently exchange is detrimental for the accuracy of xc functionals on
been found that many basic physicochemical properties are franation metals..'Thls has t.’ee“ confirmed A recent St“d‘les
highly dependent on the employed xc functional,” and for exploring the ability of 15 different xc functionals to describe
materials science some functionals are better-suited for
particular materials families and/or properties; e.g., hybrid xc Received: October 16, 2017
functionals are advised when dealing with light-atom molecular Published: November 28, 2017
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energetic, structural, and compressive parameter properties of
bulk TMs.'”*" These studies showed that for bulk TMs, hybrid
functionals perform worse than local density approximation
(LDA), GGA, and meta-GGA functionals. The presence of HF
exchange in the xc functional leads to unphysically localized
TM bands, disrupting the proper description of transition metal
properties.”’ Furthermore, a very recent study showed that it is
possible to describe the thermochemistry of 3d TMs without
having to rely on hybrid approaches.””

The above-mentioned previous studies pointed to xc
functionals within the GGA as the best choice for describing
TM bulk properties. In garticular, on average, the Perdew—
Burke—Ernzerhof (PBE)™ xc functional was found to be the
most accurate one, while the Tao—Perdew—Staroverov—
Scuseria (TPSS)*" would be the next-best-suited and broadly
used functional from another Jacob’s ladder rung, often
considered necessary when dealing with main-group-element
molecular systems, as in the case of adsorbates on surfaces.”
We note in passing that there have been recent improvements
in semilocal meta-GGAs,” including the intermediate-range
description of dispersive forces, which in principle can lead to a
significant description upgrade on a diversity of chemical
systems.”” Finally, the Vosko—Wilk—Nusair parametrization of
the LDA would be the best-adapted in that rung.”® It should be
noticed, however, that this analysis was carried out solely for
bulk transition metals, where surface peculiarities were
disregarded. At this point one may wonder up to which point
functionals that are well-suited for describing bulk TMs
perform equally well in describing surfaces and related
properties. This is a pertinent question since xc functionals
are mostly validated against bulk crystallographic structures.
Answering this question can shed light on the adequacy of xc
functionals in the treatment of surface states and related
properties, an important issue in computational heterogeneous
catalysis.

To clarify this issue, we selected a wide database involving 27
TMs displaying either a hexagonal close-packed (hcp)
crystallographic structure (Sc, Y, Ti, Zr, Hf, T¢, Re, Ry, Os,
Co, Zn, and Cd), a face-centered cubic (fcc) structure (Rh, Ir,
Ni, Pd, Pt, Cu, Ag, and Au), or a body-centered one (bcc)
crystal packing (V, Nb, Ta, Cr, Mo, W, and Fe). For these 27
TMs, different low Miller index surfaces with a maximum index
order of 1 were considered, thus featuring in principle the most
stable surface termination according to their crystal structure.
Specifically, these are the (001), (011), and (111) surfaces for
fcc and bee structures and the (0001), (1010), and (1120)
surfaces for hcp structures. Miller—Bravais indexes are used in
the case of hep TMs (Figure 1).

Following the strategy used in previous studies on the bulk of
TMs,'””" three surface properties were investigated. One
structural property was chosen, the interlayer distance
relaxation, as e.g. obtained in metal single crystal low-energy
electron diffraction (LEED) experiments, including, when
possible, relaxation of inner layers. The main energetic
property, the surface energy 7, was also evaluated, as it defines
the surface stability and, allegedly, the surface chemical
activity.” It should be noted that surface energies are available
from a compendium of 0 K extrapolated values obtained by a
collection of measurements of TM surface tensions at/near
their melting tt.amperatures."‘0 Finally, the surface work function,
¢, was considered here as a main electronic structure property,
as inherently defined by the position of the Fermi level (Eg)
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Figure 1. Schematic representation of the studied (001), (011), and
(111) surfaces for fcc and bee TMs and the (0001), (1010), and
(1120) surfaces for hep TMs, with zenithal perspective views. The
employed (1 X 1) surface unit cells are shown in solid black lines.
Atomic positions are denoted by colored spheres, which turn darker
when going subsurface. The particular cases presented are Nb (bcc),
Pt (fec), and Ru (hep), all optimized using PBE.

with respect to the vacuum energy level, often measured by,
e.g., scanning Kelvin probe force microscopy (SKPFM)."!

Surface energies and work functions are two fundamental
physicochemical parameters that are important to understand
surface processes, including charge transfer, activity issues
pivotal in surface-catalyzed reactions, adsorptive processes,
surface segregation and corrosion, growth rates, and the
formation of grain boundaries, to name a few. These two
properties are typically experimentally determined on mixed or
polycrystalline samples exposing typically multiple facets, and
those situations therefore should be better assessed considering
the equilibrium shape of crystals. Consequently, here the
different crystal orientations were weighted using the Wulff
representation of crystal equilibrium shapes,””** although in
the case of work functions, some single-crystal surface-specific
values are available.

H COMPUTATIONAL DETAILS

DFT-based calculations were performed using the Vienna Ab
Initio Simulation Package (VASP) code,”* employing periodic
boundary conditions and using the above-mentioned VWN
within the LDA, PBE within the GGA, and TPSS as an example
of a meta-GGA xc functional. Furthermore, other GGA xc
functionals a priori adapted for bulk solids and surfaces were
closely inspected, including PBE adapted for solids (PBEsol)**
and revised PBE (RPBE),’® alleged to better describe
adsorption energies.

All of the TM surfaces were modeled as six-layer slabs using
(1 x 1) surface unit cells with a minimum 10 A vacuum space,
which is known to be enough to isolate slabs from their
periodically repeated replicas, although in selected systems,
such as in magnetic metals, a larger vacuum up to 30 A was
used to avoid magnetic coupling. Slab surfaces were
constructed from bulk optimized structures obtained using
the very same xc functionals and the same computational
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setup.'”*” During structural optimization, the slab cells were

kept fixed, whereas all atomic positions were fully relaxed.
The valence electron density was expanded in a plane-wave
basis set with a 415 eV cutoff for the kinetic energy, while the
effect of the atomic cores on the valence electron density was
described using the projector augmented wave (PAW)
method.”” A tetrahedron smearing method with a width of
0.2 eV was used to speed up the electronic convergence,”” yet
final energy values were corrected to 0 K. An electronic
convergence criterion of 107 eV was used, and ionic relaxation
was considered converged when the forces acting on atoms
were smaller than 0.01 eV/A. The electronic structure
calculations were by default non-spin-polarized, except for
magnetic Fe, Co, and Ni bulks and surfaces. An optimal
Monkhorst—Pack™ 7 X 7 X 7 k-points grid was found to be
sufficient for accurate bulk total energy calculations in the most
stringent metals'”*” and was therefore used in all cases. In the
case of slab calculations, a 7 X 7 X 1 k-points grid was used.
The surface energies, ¥, were calculated following eq 1,

= B (N‘Ebulk)
2-A (1)

where Egj,, is the energy of the optimized slab, E, is the
energy of a metal atom in its bulk environment, N is the
number of atoms in the employed slab model, and A is the
exposed surface area in each of the two exposed facets of the
slab model.

The work function, ¢, is defined as the minimum energy
needed to remove an electron from a solid, i.c., to move the
electron from the Fermi level (E;) and place it in the vacuum
energy level (V):

¢=V-E )

In order to acquire V, the electron electrostatic potential energy
was averaged for each surface along the normal to the surface
direction until a constant value was found in the vacuum region
(see Figure 2). Eg was obtained from the total density of states
(DOS) sampled by ca. 10000 points, ensuring a numerical
precision of 0.001 eV.
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Figure 2. Electrostatic potential energy for a prototypical six-layer
slab—Mo(001) surface, TPSS functional—as a function of vacuum
axis length.

Finally, the surface relaxation was evaluated as the layer
contraction/expansion percentage, A;, given with respect to the
bulk environment. For the studied TMs, the interlayer spacing
between two vicinal layers i and j is constant for a given
crystallographic direction in the bulk, so A is given as
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bulk
By
i 5bulk
ij (3)
where 67" is the bulk interlayer distance along the direction

perpendicular to the surface and §; is the equivalent interlayer
distance in the slab model. In the bulk, the ij index is a constant,
whereas in the slab it refers to a pair of consecutive atomic
layers. Hence, i = 1 corresponds to the surface layer and j = 2 to
the first subsurface layer. Thus, 6,, would refer to the interlayer
distance between the surface and the first subsurface layer in
the slab model. Within this definition, negative values of A;
imply an interlayer distance shortening, whereas positive values
refer to interlayer distance lengthening.

B RESULTS AND DISCUSSION

For convenience, results concerning surface energies are
presented first, followed by a discussion of the results for
surface work functions. The analysis of the structural relaxation
is then reported at the end of this section, followed by an
overall discusison.

1. Surface Energies. In order to determine the best-suited
xc functional for this property, we first compare the computed
surface energies with the 0 K extrapolated experimental data.
Such extrapolations are typically done from polycrystalline
samples near the melting temperatures and likely correspond to
admixtures of different exposed surfaces.”” However, it is
unclear whether the 0 K extrapolated data would belong to the
most stable surface or still to an admixture of competing
surfaces. For that purpose we used Wulff constructions such as
those described in Figure 3. For each transition metal, the Wulff
constructions were obtained from the calculated surface
energies obtained for each xc functional. For fcc and bec
structures these were built using the Visualization for Electronic
and Structural Analysis (VESTA) package,”’ whereas the
WinXMorph suite was used for the hcp ones.*' There, for
each TM and each xc functional, the constructed Wulff shapes
provide the percentage of area exposed by each exposed
surface. The specific computed surface energies, 7, for each
particular surface and each employed xc are found in Table S1
in the Supporting Information, alongside the experimental
surface energies, y**. The obtained 0 K Wulff contributions are
listed in Table S2.

The performance of the different xc functionals in describing
surface energies is analyzed in Figure 4 by comparing the
computed estimates to experimental values. Two comparisons
are made here, using either y* values for the most stable
surfaces, consistently evaluated for each TM surface and xc
functional, or Wulff-shape-averaged values, yji, thus consid-
ering contribution fractions of all surfaces of a given TM at a
given xc level. The latter provide a better comparison since, as
mentioned above, a large number of experimental values
correspond to averages over exposed surfaces. For clarity, only
linear fits are plotted, although dispersion is evaluated by the
linear regression factor R (see Table S3) and the error analysis
listed in Table 1. Here quantitative analysis of the accuracy is
based on mean errors (MEs), mean absolute errors (MAEs),
and mean absolute percentage errors (MAPEs).

A close inspection of Figure 4 shows that the approximation
of comparing calculated to measured surface energies assuming
that experiments correspond to the most stable facets—the ¢
case—can be justified since the experimental trends are duly
followed, especially when considering the VWN and PBEsol

DOL: 10.1021/acs.jcte.7b01047
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Figure 3. Exemplary Wulff shape representations of different TMs predicted using different xc functionals. The green shape belongs to bec W
obtained with the VWN xc functional, the pink shape to fcc Ni obtained with PBEsol, and the yellow one to hcp Zr obtained with TPSS. Tags for the

different surfaces are located near the exposed facets.
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Figure 4. Comparison of the linear fits between calculated (calc) and
experimental (exp) surface energies for the different explored xc
functionals. The top panel considers only the most stable surface, ¥
whereas the bottom panel compares Wulff-shape-averaged values,
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functionals, which display linear regression with R coeflicients
over 0.90, slopes near unity, and intercepts of only —0.01 J/m?
(VWN) and —0.12 J/m? (PBEsol). The performance of PBE
and RPBE in this point can be considered as quite good,
whereas the meta-GGA TPSS functional displays poor
adjustment, with an R value of only 0.51 (see Table S2).
Considering an admixture of surfaces, here simulated by
Walff-averaged surface energy values—the iy case—one
realizes that a better fit is obtained (see Figure 4). This is
accompanied by slightly better R coeflicients, slopes, and
intercepts (see Table S2). The only exception to this fact is
RPBE: the Wulff-averaged calculated value leads to a slope
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Table 1. Mean Errors (MEs), Mean Absolute Errors
(MAEs), and Mean Absolute Percentage Errors (MAPEs) of
Calculated Most Stable Surface Energies, 7", and of Wulff-
Construction-Weighted Values, yeide > with Respect to
Experiments as Obtained at the VWN, PBEsol, PBE, RPBE,
and TPSS xc Levels”

error type VWN PBEsol PBE RPBE TPSS

pele

ME —0.0§ -0.20 —0.49 —0.69 -0.17

MAE 0.28 0.34 0.57 0.73 0.72

MAPE 1348 16.58 27.11 34.84 3142
Vil

ME 0.04 —0.11 —0.40 0.07 —0.06

MAE 0.27 0.29 049 0.96 0.68

MAPE 1224 14.02 23.25 48.49 29.04

“All values are given in J/m’, except for MAPE values, which are given
in %.

increase from 0.85 to 095, and the intercept changes from
—0.34 to 0.18 J/m> This apparent better fit is indeed not
better, as R drops from 0.88 to 0.56. As a matter of fact, the
poor description of surface energies by RPBE applies not only
to the most stable surfaces but also to others, which scales to
the admixture of all contemplated surfaces (see Table S1). This
unrealistic treatment of surfaces on an equal footing upraises
the Wulff overall surface energies in a quite unbalanced fashion,
leading to a higher dispersion. Therefore, the apparently better
fit is an artifact stemming from the poor performance of RPBE
in describing surface energies rather than a proper description
based on a realistic physical description.

A quantitative analysis based on the statistical errors is shown
in Table S1. It should be noted that the ME and MAE values
for ' differ, meaning that the different xc functionals do not
exhibit an absolute systematic error, i.e., having constant over-
and underestimations. Nevertheless, a general underestimation
is noticeable, and actually, the surface energies tend to follow
the bonding strengths. The gradation of bonding strengths on
TM bulks has been established previously from the cohesive
energy, E o, as VWN > PBEsol > PBE > RPBE."” According to
the bond-cutting model, surface energies are directly propor-
tional to E_;,"* and therefore, the surface energies follow the
very same trend, yet are always underestimated. As shown in
Table S4, a crystallographic decomposed quantitative analysis
yields differences among structures, which can be quite mild for
xc¢ functionals such as VWN, with MAPE variations below 6%
using y"‘l", and quite severe for others, such as TPSS, with
MAPE variations above 30%. For 7 the differences became
more acute, such as below 9% (VWN) and above 49% (TPSS).
Clearly, the trends are not uniform, and the only particularly
better crystallographic description deviation is noted for bcc
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TMs, where PBEsol seems to be better-suited than VWN, with
a MAPE slightly above 15%, whereas TPSS provides a clearly
worse description (MAPE above 57%), and an improvement of
RPBE (MAPE around 20%).

In any case, the average performance is acceptable, with
VWN being the best-suited xc functional in describing surface
energies, with a deviation of ca. 12%. The present results
excellently agree within 4% with previous results on a subset of
fcc (111) surfaces obtained at the LDA and GGA levels."”
Concerning comparison with experiments, it should be noticed
on one hand that the average precision of the surface tension
experiments is +2%, a point that partially amends the
disagreement with the present estimates. Further than that, in
the present study we neglected the contributions to the surface
energy from other defects, including nanoparticle edges and
corners, terrace steps and kinks, and other facets with higher-
order Miller or Miller—Bravais indices, which, taken into
account, could overall slightly increase the agreement between
the calculated and experimental surface energy values.

2. Work Functions. Next, we discuss the performance of
the different functionals in predicting surface work functions.
The complete set of calculated values is reported in Table SS.
Following the same procedure as in the previous section, we
rely on the Wulff constructions to obtain an averaged value of ¢
to be compared with the experimental values obtained from
polycrystalline samples.”’ However, for this observable there
are also a significant number of surface-specific measurements
obtained from TM single crystals cut in the desired studied
directions. Therefore, for this subset of data, a direct
comparison is possible and the list of experimental values is
reported in Table SS. It should be noted that 26 polycrystalline
values are accessible—all TMs except synthetic Tc. Concerning
well-defined surfaces, SO experimental values are available,
corresponding to ~62% of the studied cases. Concerning
temperature effects, we here compare 0 K estimated values of ¢
to experimental values normally obtained at or near room
temperature. However, there is experimental evidence that the
transition metal work functions change with temperature by
between 107* to 107° eV/K.*** Therefore, the disagreement
due to thermal effects under standard conditions cannot exceed
0.04 eV. Consequently, this small deviation is neglected in the
oncoming analysis and discussion.

Two sets of values are used for comparison to polycrystalline
values: Wulff-averaged values, ¢hiis;, and single-crystal data for
well-defined surfaces, (/)‘;?11“;;19. The trends from linear fits are
reported in Figure S, whereas the corresponding statistical
analysis is summarized in Table 2. As one can see, a better
correlation is obtained from the one-to-one comparison to
single-crystal surfaces, as expected. It should be noted that for
this property, and at variance with the surface energies, VWN
does not show a good fit, and actually, the calculated set that
seems to better meet the experimental trend is PBE for both
single-crystal and polycrystalline samples. Slight quantitative
differences are found depending on the utilization of single-
crystal or polycrystalline values (see Table 2), although the
performance decreases as PBE > PBEsol > RPBE > TPSS >
VWN for the single-crystal analysis. This trend is almost
maintained in the comparison to the polycrystalline data, where
only PBEsol and RPBE swap positions. In Figure §, at variance
to surface energies, the trends for work functions appear to
show an overestimation of large ¢ values and an under-
estimation of small ¢ ones, with transient points located at ~4
and ~3 eV for the single-crystal and polycrystalline cases,
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Figure S. Comparison of the linear fits between calculated (calc) and
experimental (exp) work functions for the different explored xc
functionals. The top panel considers only single-crystal data, t/)g‘i‘f,‘gk,
whereas the bottom panel compares Wulff-shape-averaged values,

calc . :
W All values are given in eV.

Table 2. Statistical Analysis Based on MEs, MAEs, and
MAPEs of Calculated Work Functions with Respect to
Experiments (Single-Crystal Surfaces, ¢§?,',;.e, and
Polycrystalline Values, Piics) as Obtained at the VWN,
PBEsol, PBE, RPBE, and TPSS Levels”

error type VWN PBEsol PBE RPBE TPSS
Peinge
ME 0.79 0.38 0.30 0.07 0.69
MAE L13 1.06 1.02 108 1.10
MAPE 22.85 21.42 20.77 22.04 22.41
Pk
ME 1.10 0.77 0.61 0.57 097
MAE 1.25 0.99 0.91 094 1.18
MAPE 26.49 2091 19.39 20.15 25.36

“All values are given in eV, except for MAPE values, which are given in
%.

respectively. For the oncoming analysis, we decided that it
would be better to rely on the single-crystal data, as slab models
provide a realistic representation of these systems. Thus, we
neglect other higher-order Miller index surfaces and other low-
coordinated sites on the nanoparticle approximation, which can
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affect the simulated values. From this analysis, PBE appears to
be the best-performing xc functional.

For the linear fits, some caveats ought to be mentioned. The
slopes (a), intercepts (b), and R values of the linear fits in
Figure S are reported in Table S6. These generally show a clear
deviation with respect the expected linear trend for the ¢fis
case, with slopes overestimated well above 1.5 and intercepts far
from zero by a few eV. Moreover, the data dispersion is
reflected by exceedingly small R values, below 0.8. For the
¢§ﬂ,§,¢ data, the slopes are reduced to 1.45 or below, and the
intercepts significantly approach the ideal value of zero by 0.8—
1.5 eV. The TPSS (/)§ﬂfgk case is to be highlighted, as it displays
a and b of 1.05 and 0.46 eV, respectively, although this
improvement in the linear fit is gained at the expense of a
poorer dispersion of the data with a reduced regression
coefficient, a common denominator in fitting to single-crystal
data. This said, a further close inspection of the crystallographic
itemized statistics, shown in Table S7, indicates a general
pattern in the sense that the work functions of fcc metal
surfaces are better described than those of hcp and bee ones,
and for this situation, TPSS performs better. However, bcc
surfaces are described better when comparing to polycrystalline
data, although there the best description comes from the PBE
functional. At variance with the above-discussed case of surface
energies, the work function experimental accuracy (below
+0.3%) barely helps in concealing estimates and measurements.

3. Interlayer Distances. Finally, as far as surface relaxation
is concerned, a limited amount of experimental data is available,
most focused on the interlayer distance between the surface
and first subsurface layers, §,,. In addition, the experimental
reference data for the full set of surfaces and TMs is incomplete
and exhibits a sensible heterogeneity of values with different
accuracies and experimental precisions, sometimes contra-
dictory for a particular TM surface. Because of this, we selected
as reference data those that display (i) higher precision, (ii) a
larger amount of interlayer distances, and (jii) for (i) and (ii)
being on an equal footing, those obtained most recently. The
full set of data and concomitant references are reported in
Table S8, with the used values highlighted in bold.

The calculated data at all of the explored xc levels, including
the three different interlayer relaxation values (A, A,;, and
A,,) are contained in Table S9. However, the relaxation
percentage as usually provided in the experiments is of little use
in evaluating xc performance because it is already a referenced
datum. Because of this, it seems more justified to directly
compare the computed interlayer distances J; to the
experimental values derived from the experimentally available
interlayer relaxations. To obtain &, the experimental
interlayer percentage relaxations were applied to the 0 K
extrapolated interlayer distances.”’ The computed values are
reported in Table S10. The performance of the different
methods in predicting §; was analyzed statistically, and the
results are reported in Table 3. Graphically, the calculated
values nicely fit the experimental set of values, as can be seen in
Figure 6, with very small deviations of typically around 0.15—
0.22 A (Table 3) with little variations among the different
considered xc functionals. This is also reflected in the data from
the linear fits shown in Table S11, with slopes near ~0.8,
intercepts below 0.4 A, and R values of ca. 0.8. This is in
agreement with the rather good description of geometrical
structure by LDA, GGA, and meta-GGA xc functionals in
general, and on bulk TMs in particular.'”*" Despite this, Figure
6 shows that PBE performs slightly better, with comparison to
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Table 3. Statistical Analysis Based on MEs, MAEs, and
MAPEs of Calculated Interlayer Distances, 5,-,-, Compared to
Experimental Ones, 3%, as Obtained at the VWN, PBEsol,
PBE, RPBE, and TPSS Levels”

error type VWN PBEsol PBE RPBE TPSS
ME -0.08 -0.07 -0.03 —-0.01 0.03
MAE 0.18 0.17 0.15 0.16 0.22
MAPE 1151 10.87 10.11 10.36 13.76

“All values are given in pm, except for MAPE values, which are given
in %.

T
0 1 2 3 -+ 5
exp

Figure 6. Comparison of §; MAPE to experimental data, 5%, as
calculated and adjusted to linear regression for each functional.

experiments, than the other explored xc functionals. This is
aligned with PBE having the smallest MAPE value in Table 3.
However, this result varies with the crystallographic structure,
as shown in Table S12, with bee being the most accurate for
this property. In addition, it is important to remark that
experiments show a wide range of precision, +1.5% on average,
which actually closes the gap of any DFT calculation, and the
differences among functionals seem to be not so acute as those
previously found for y and ¢.

4. Overall Functional Assessment. To summarize, a
general view of the performance, in terms of MAPE, of the
different explored functionals in predicting surface relaxations,
surface energies, and surface work functions is provided. It
should be noticed that concerning the assessment of the
different functionals, the results evidence heterogeneity on the
properties under study—even crystallographic groups and
specific TMs (see Figure S1). Even so, an overall better
performance for specific cases is observed for VWN concerning
7, and for RPBE for ¢, yet for the latter property the mean best
performance is again for PBE. On average, VWN is best-
adapted to surface energies and PBE to work functions and
interlayer distances. However, for a general assessment of
surface properties, one can add up the obtained MAPEs for
each xc functional under study, as shown in Figure 7. A close
inspection reveals that according to this criterion, the most
balanced surface properties are provided by PBEsol, despite the
fact that this functional does not provide better fits between
calculations and experiment for the properties under inspection.
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Figure 7. Summary of xc functional accuracy in describing bulk and
surface related properties according to the sum of MAPE values. The
accuracies of distance related properties have been arbitrarily enlarged
S times to help in clearly differentiating the performance of the
different xc functionals on them.

Further than that, when the present analysis is combined with
that of TM bulk properties—cohesive energies, E_;, bulk
moduli, By, and shortest interatomic distances d—obtained
earlier with the same procedure as applied here,”* the most
accurate xc functional is PBE, closely followed by PBEsol and
TPSS.

In this sense, one would not advise the use of VWN and
RPBE to compute TM bulk or surface properties, although
VWN is particularly suited when estimating surface energies.
All that said, RPBE has been claimed to represent an
improvement regarding the adsorption of main-group mole-
cules on TM surfaces,™ a point out of the scope of the present
study, although the TPSS meta-GGA functional also represents
an improvement in the description of the thermochemistry of
main-group systems, fact that, coupled to its present good
performance, can place TPSS in a best-compromise situation
for studying the interactions of atoms and/or molecules on TM
surfaces.”””* Moreover, the present study further reveals that at
least for TM extended systems, the development of new xc
functionals needs to consider a broad number of properties,
much in the same spirit of the G2 and related data sets used in
molecular quantum chemistry.”” This has been exemplified here
by assessing the performance of a series of functionals on
predicting surface (and bulk) properties, which hopefully will
serve as a spur and guidance for future DFT xc functional
improvements.

Along this line, functional research targeting the description
of transition metal properties should address as well the
possible effect of dispersive forces in any of the explored metals,
properties, and functionals, a point not contemplated here. A
recent study by Patra et al.™ showed that the strongly
constrained appropriately normed (SCAN) semilocal meta-
GGA functional"—including an intermediate-range van der
Waals (vdW) description—and the addition of Vydrov—
Voorhis vdW to SCAN (SCAN+rVV10)**—including as well
long-range vdW interactions—affected the surface energies and
work functions for a subset of seven fcc TMs, increasing the
surface energies by ~10% and work functions by ~3%. More
importantly, SCAN+rVV10 showed the best description

regardless of the property, although such a statement remains
to be confirmed by considering a broader set of TMs as was
done in the present work.

B CONCLUSIONS

A survey of the performance of various widely used DFT xc
functionals in describing surface observables of all transition
metals with fec, bee, or hep crystallographic structures has been
presented. The properties under scrutiny included structural
(interlayer distances), energetic (surface energies), and electron
transfer (work functions) properties. These were estimated on
appropriate models of low Miller index (Miller—Bravais for
hep) surfaces and obtained with broadly used xc functionals
within the three first rungs of Jacob’s ladder, including VWN
within the LDA; PBE, PBEsol, and RPBE within the GGA; and
TPSS as a meta-GGA representative. A comparison to a large
set of available experimental data, including single-crystal when
available, is provided. A comparative to polycrystalline values is
also carried out with the help of Wulff constructions for the
equilibrium shapes of nanoparticles. This strategy allowed the
estimation of surface properties averaged according to the
proportion of exhibited facets in polycrystalline samples.

The results show that no xc functional is best at
simultaneously describing all surface properties, with slight
variations depending on the property, transition metal, and
even the crystallographic arrangement. Despite this, the present
results show that, on average terms, VWN is best-suited for
predicting surface energies, whereas PBE provides the best
description for interlayer atomic distances and work functions.
However, the use of the PBEsol xc functional is advised in
order to obtain a mean, balanced description of surface
properties, while PBE is recommended when simultaneously
considering both bulk and surface properties. The present
results highlight the importance of fitting xc functionals to a
diverse range of properties and transition metal extended
systems for improved performance.
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Performance and Improvement of the Most Common Functionals for

Transition Metals

4.4 ROBUSTNESS OF SURFACE ACTIVITY ELECTRONIC
STRUCTURE-BASED DESCRIPTORS OF TRANSITION
METALS

4.4.1 Summary

Introduction Electronic structure-based descriptors play a key role in
material design for many scientific fields. Descriptors are useful to predict
material properties, once the relation between them are known, In the most
recent studies descriptors are widely used to nurture machine learning
algorithms in machine learning tools to predict materials properties. Thus,
one way or other descriptors may allow a simple scanning over different
materials avoiding the property measure.** In our study of TM surfaces
outlined in the following, the specific electronic descriptors are the d-band
centre (g4), the width corrected d-band centre (¢}/) and the highest point of
the imaginary part of the Hilbert transform (g,) of the d-projected DOS (d-
PDOS), and the materials are the TM surfaces (see Figure 4.8). However, our
goal 1s not to calculate the descriptors and correlate them with a property,
but to evaluate how dependent are these descriptors on xc functionals. The
considered functionals are, as in the previous chapter, the VWN, PBE,
PBEsol, RPBE, and TPSS. In addition, the optimized surfaces from our work
presented in the previous section are reemployed as the systems under study.
Earlier, the author’s group performed a similar study, where the TM bulks
where analysed by four functionals VWN, TPSS, Heyd-Scuseria-Ernzerhof
(HSEO06) and PBE as reference.*® They observed a very good transferability
of all the electronic structure-based descriptors for the TMs bulk through the
functionals under scrutiny, except for hybrid functional by HSE06 for ¢; and
&, descriptors showing somewhat larger deviations.

The contribution of the author in this study is the calculation of all the
electronic descriptors for the different surfaces and functionals. Also, all the

analysis of the obtained results was performed by the author. The python
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program used to calculate the descriptors was developed by the MSc. Biel

Martinez.

d-PDOS

-20 -10 0 10
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Hilbert transform
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Figure 4.8 (a) Representation of d-PDOS, with the band width, W, in blue, and the d-band

centre, &4, in red. (b) Representation of the imaginary part of Hilbert transform of the

previous d-PDOS with the highest peak, ¢,, marked in red. The shown case corresponds to

Nb (001) surface as calculated using PBE functional.
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Results The &y descriptors calculated for the TMs surfaces are not
observables. For this reason, the transferability of values among the
functionals is analysed using a set of reference values. In this case, the
reference set is that obtained by PBE functional, as it was found previously
to be in general the most accurate for describing TM surface and bulk
properties. The main results (further details and data are given in the
publication shown at the end and Appendix B) are that for ; there is an
excellent agreement between the different functionals, for the &}/ still a very
good agreement is found but with slightly larger intercepts and TPSS
functional showing quite large deviation. The largest deviations were found
between the different functionals studied for the ¢, descriptor, see Figure 4.9
left panel.

Another aspect to investigate was, to what extent the descriptor
transferability is affected by the structure relaxation using each functional.
To evaluate this, the PBE optimized structures were employed to calculate
the reference electronic descriptors values for all the functionals. It 1s shown
that subtle differences in the surface relaxation explain part of the ¢; and €}
dependence on the xc functional. For the ¢, the use of the fixed PBE optimized
structures only the R coefficient and intercept improved slightly in some cases
(see Figure 4.9 right panel). Overall, the descriptors transferability through

the xc functionals remains 40 as g; > €2 > ¢,.
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Figure 4.9 Variation of the (a) d-band centre, ¢4, (b) width-corrected d-band centre, ¢ , and
(c) highest Hilbert transform peak, €,, energy values, all given in eV, calculated using
different xc functionals with respect to those obtained at the PBE level (on the left panel) and
those obtained at the PBE level with the structure obtained with PBE (on right panel).
Dashed black line represents ideal matching with respect to PBE values. The linear
regression applied follows the equation ey, =a €f8E+b, where 4 can be g4, £/, or ¢, and R is

the regression coefficient.
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Performance and Improvement of the Most Common Functionals for
Transition Metals

Finally, the relation between the electronic descriptors and such
structural descriptor as the surface Coordination Number (CN) was studied.
The hypothesis was that a more compact surface, e.g., with a CN of atoms
closer to the bulk CN, would have more similar ¢; than other surfaces less
compact surfaces with lower CN of atoms. This was confirmed for TMs with
hcp and bece structures, although the (001) and (111) bec surfaces with CN=4
provide quite different trends. But for fcc structure, the surface (011) with
CN=7 1is characterized by £; values more similar to that of the bulk than the
surfaces (001) CN=8 and (111) CN=9. To rationalize this unexpected
behaviour, we studied the emergence of surface states. For that the absolute
difference between bulk and surface d-PDOS was integrated (see Figure
4.10). From it we observed that 27.8% of the hcp cases exhibit intense surface
states, whereas they are majority states (61.9%) for bcc and (83.3%) for fcc
TM surfaces. This can explain the disagreement of the CN of the surfaces and

the bulk-similarity of the gq regressions for bce and fcc metals.
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Figure 4.10 Representation of the integral values of the absolute difference between the bulk
and surface d-PDOS in front of the g;4, all data obtained at PBE level. The considered highest

integral cases are in the red part and the rest in the green part.
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PART II. RESULTS ON MONOMETALLIC SYSTEMS

Conclusions The following conclusions are drawn from the results

presented in this section:

e The transferability of the surface TM descriptors through the studied xc
functionals is worse than that for the bulk descriptors.

e The surface descriptors transferability decreases from being excellent for
gqas follows: g4 > €lf > g,.

e The different surface relaxation plays a minor role in the variability of
the descriptors values of each xc functional.

e There is a relation between the CN of TM surface atoms and the ¢;.
Surfaces with the CN close to that of the bulk exhibit ¢; values similar to
the bulk ones, unless the surface states play an important role, as found

for fcc structures.
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Efficient yet simple electronic structure-based descriptors of transition metal surfaces are key in material
design for many scientific fields in research and technology. Density functional theory-based methods
provide the framework to systematically explore the performance and transferability of such descriptors.
Using appropriate surface models and the Vosko-Wilk—Nussair (VWN), Perdew—Burke—Ernzerhof (PBE),
PBE adapted for solids (PBE.y), revised PBE (RPBE), and Tao-Perdew-Staroverov—Scuseria (TPSS)
exchange-correlation functionals, we study the transferability of three descriptors: the d-band centre,
the width-corrected d-band centre, and the Hilbert transform highest peak, among the low-index Miller
surfaces for the metals of transition elements. We show that the d-band centre and the width-corrected
d-band centre descriptors are almost independent of the functional used whereas a dependency is seen
in the Hilbert transform highest peak. Moreover, it is seen that the differences between the surface
descriptor values and predictions from the bulk ones are affected by the presence of surface
states. Interestingly, a direct relation between the surface coordination number and the d-band centre
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Introduction

The metals of transition elements, hereafter named transition
metals (TMs), are intensively used in many fields of applied
chemistry and materials science, e.g. nanotechnology,' gas
sensing,” green chemistry,” and heterogeneous catalysis,” to
name a few. These materials are used either as pure metals,
alloys,” or also bimetallic nanoparticles.® The performance
of the TMs in different applications is closely correlated to
their surface chemistry and often interlinked with electronic
structure-based descriptors. These descriptors have arisen as a
powerful tool to predict material properties. Knowing the relation
between these descriptors and targeted material properties allows
for rapid quantitative screening over a large set of materials based
on such validated descriptors saving the effort of actually measuring
the desired property, e.g. the adsorption energy of a molecule on
the family of TMs can be screened easily without actually carrying
out calorimetric experiments. Thus, from an economical point of
view, the prediction will be less expensive than either testing or
simulating the systems themselves.

For TM systems, useful and broadly used descriptors such
‘as the d-band centre, &4,” obtained from the d-contribution of
a surface atom to the projected density of states (this is, the
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electronic descriptor is found when surface states are absent.

surface first-layer atom d-projected density of states, d-PDOS),
have been successfully employed in understanding the surface
chemistry, physics, and related processes of these TMs,” and
also in the computational design of novel solid catalysts.” The
d-band centre is simply defined as the d-band DOS gravimetric
centre of a surface atom, as in eqn (1),

& (E — Epermi) - dPDOS
E —
< 5 dPDOS

(1)

where the E; limit is the d-band onset and Ef is considered to be
the energy point where the d-PDOS integral would belong to
a d'° electronic configuration. Other improved d-band based
descriptors have been proposed in recent times, such as the
width corrected d-band centre, &' calculated as in eqn (2) by
adding half of the band width, W, taken as E; — E; (see Fig. 1) to
the value obtained from eqn (1).

&Y =eq+ i (2)
2

Finally, the highest point of the Hilbert transform applied
to the d-PDOS, &,,"" has been proposed as a novel and, in
principle, more accurate electronic structure-based descriptor,
especially when compared to zy3. These descriptors are not
physical observables although they are easily reachable by
means of first principles calculations, those based on density
functional theory (DFT) being the common choice. The practical
easiness of DFT, as well as the agreement of its trends with
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Fig. 1 Textbook (a) representation of d-PDOS, with the band width, W, in blue, and the d-band centre, &4, in red. (b) Representation of the imaginary part
of the Hilbert transform of the previous d-PDOS with the highest peak, &, marked in red. The shown case belongs to the Nb(001) surface as calculated

at the PBE level.

physicochemical properties,” ' make the above commented para-
meters suited to be considered chemical descriptors. A recent
study'? across the 3d, 4d, and 5d bulk TMs thoroughly evaluated
whether the value of such descriptors, hereafter globally renamed
ex (L.e &q ey, and &4), depends on the choice of the DFT method,
revealing that the numerical value of the descriptor was generally
rather independent. Note, however, that this conclusion holds
for functionals belonging to the so-called Local Density Approxi-
mation (LDA), Generalized Gradient Aproximation (GGA), or meta-
GGA families of functionals, in increasing order of both complexity
and accuracy (see below). Hybrid functionals usually provide better
results for the thermochemistry of gas phase molecules of main
group elements. However, they were here excluded since in a
previous study it was found that they fail in describing the
electronic delocalization of metallic systems, causing concomitant
wrong deviations in the electronic structure. Nevertheless, in spite
of the apparent reported transferability of DFT based descriptors
for bulk models, the unavoidable emerging question mark is
whether this excellent transferability holds true when applied to
TM surfaces. To answer this question, we evaluate here by DFT
means the transferability of various commonly used exchange and
correlation (xc) functionals on a set of 81 TM surfaces. Such a

This journal is © the Owner Societies 2018

thorough study will determine whether the prediction of trends of
TM physicochemical properties by means of electronic structure-
based descriptors is a solid matter or is biased by the employed
DFT functional, or even by the selected electronic descriptor.

Computational details

27 TMs are here studied (hexagonal close-packed (hcp) Sc, Y,
Ti, Zr, Hf, Tc, Re, Ru, Os, Co, Zn, and Cd; face-centred cubic
(fcc) Rh, Ir, Ni, Pd, Pt, Cu, Ag, and Au; and finally V, Nb, Ta, Cr,
Mo, W, and Fe, being body-centred cubic (bce) TMs). For these
metals, different low-index Miller surfaces, thus featuring in
principle their most stable surfaces, have been considered.
Specifically, these are the (001), (011), and (111) surfaces for
fee and bece structures, and (0001), (1010), and (1120) ones for
hep structures, following Miller-Bravais indices in the latter
case. A total of 81 distinct TM surfaces have been studied.
DFT based periodic calculations employing the Vienna
ab initio simulation package (VASP)"® have been carried out
for six-atomic layer slab models. A cutoff energy of the plane-
wave basis set of 415 eV is used in a periodic cell containing

Phys. Chem, Chem. Phys., 2018, 20, 20548-20554 | 20549



Published on 20 July 2018. Downloaded by Universitat de Barcelona on 10/23/2021 12:27:30 PM.

PCCP

10 A of vacuum along the surface direction. The reciprocal
space has been sampled using a k-point Monkhorst-Pack'*
mesh of 7x7x1 dimensions for surfaces. The projector aug-
mented wave'® method is used to describe the interaction of
core electrons with valence density. Surface structures pre-
viously optimized with each of the considered DFT xc func-
tionals are employed, with further details of these described in
the literature. Thus, these structures are used to obtain the
required DOS for the calculation of the descriptors.'®

The ex descriptors have been obtained for five different xc
functionals, chosen in concordance with previous systematic
studies for the bulk and surfaces of the considered TMs.'®'®
Explicitly, within the local density approximation (LDA) we
used Vosko-Wilk-Nussair xe¢ (VWN);'? from the generalized
gradient approximation (GGA) Perdew-Burke-Ernzerhof (PBE)
was chosen,?” and last but not least, from the meta-GGA family,
Tao-Perdew-Staroverov-Scuseria (TPSS) was selected.>" PBE is
considered one of the most accurate functionals for the deserip-
tion of bulk TMs and TM surfaces in general average terms."'®'*
Nevertheless, revised PBE (RPBE),*” claimed to better describe
adsorption energies, and PBE adapted for solids (PBE,),**
posed as a better functional for bulk materials, were contem-
plated as well. Note that the usage of periodic boundary
condition constraints, as happens here, tends to imply integra-
tion and projection of the DOS on given defined atomic radii,
and, therefore, may not fully sample all the system band space.
However, as we deal here with differences of d-PDOS and
trends, such inaccuracies must cancel each other, and can be
disregarded in the forthcoming discussion.

Results and discussion

As already commented, for the density functionals mentioned
above the numerical values of the &x descriptors extracted from
bulk models were found to be almost independent of the choice
of the DFT method in a previous study,'* given the close values
they obtained of linear regression slopes and intercepts for
VWN and TPSS xc with respect the PBE values for all &x. The
exception to this rule was found for the Heyd-Scuseria-Ernzerhof
(HSE06) hybrid functional,** which presented a larger deviation of
slopes and intercepts for ¢4 and &, (see Table 1). Here, this issue
was addressed for the same &y descriptors but for values derived
from the surface models, in this case (001), (011) and (111) surfaces
for bee and fee TMs, and (0001), (1010), and (1120) surfaces for hep
structures. This is an important remaining question since one
may wish to combine surface (electronic) descriptors as obtained
using different DFT methods for practical applications. Then, the
robustness of these methods for calculating the surface electronic
descriptors is relevant in order to correctly describe the surface
TM trends in chemical or catalytic activities and other related
properties, independently of the employed functional. Since the &x
descriptors are not observables, the comparison necessarily
involves calculated values to be contrasted with one of the set
taken as a reference. Here, the assessment of the descriptors as
predicted by different DFT xc methods is carried out taking
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Table 1 Linear regression parameters of the ey descriptors for the bulk

values obtained in ref. 12 by VWN, TPSS and HSEO6, a hybrid xc functional.
The slope is a, the intercept b, and R the linear regression coefficient

£x XC a b R

&q VWN 1.10 0.03 0.9994
TPSS 1.03 —0.03 0.9977
HSE06 1.11 —0.43 0.9921

Fid VWN 1.02 —0.06 0.9977
TPSS 1.01 —0.04 0.9932
HSEO06 1.01 0.07 0.9792

£ VWN 0.99 —0.01 0.9998
TPSS 1.03 0.00 0.9994
HSE06 122 —0.02 0.9934

the PBE values as a reference. This is justified since, among
the DFT functionals explored, PBE was found to be one of the
most accurate in describing experimental observables for the
whole set of TMs including bulk and surface properties.'®'®
It was indicated as the most accurate by adding all the mean
absolute error percentages obtained for each property under
inspection, including bulk interatomic distances, bulk moduli,
and cohesive energies for bulk properties, and surfaces
energies, work functions, and interlayer distances for surface
properties.

Fig. 2 reports the plots of ¢x values obtained with each
functional, contained in Tables S1-S3 of the ESI,i against the
reference, PBE ones. It evidences that there is excellent agree-
ment between the different xc functionals for ¢4, following the
previously observed trends for this descriptor in bulk models
(see Table 1). Slopes are close to unity, and intercepts below
0.06 eV, with regression coefficient values larger than 0.98.
Consequently, all the inspected functionals provide very similar
d-band centre descriptors, and, therefore, they describe the very
same electronic structure situation, as evaluated through the
d-PDOS. For the & descriptor, in concordance, excellent agree-
ment is found as well, with slopes again near unity, although
with slightly larger intercepts, yet all below 0.23 eV, and a faint
reduction of R values being still above 0.97. A larger deviation
is found for TPSS, with an intercept value of 0.80 eV and a
regression coefficient below 0.83. Here, these results differ
from the bulk ones, see Table 1, where the obtained intercepts
are lower than 0.08, see e.g. the bulk TPSS case where the
intercept is —0.04, close to 0, whereas for surfaces the intercept
increases to near 1. Clearly, despite the fact that the d-band
centre is equally described by the different functionals, the
d-band width is slightly more sensitive to the DFT method
employed, providing then these larger differences in regression
slope and intercept values. In the case of ¢, there are significant
deviations of the obtained descriptor values when studied
using different functionals, although there is maybe fortuitous
good agreement between PBE,, and TPSS. Notice that, despite
that intercepts can be very small, 0.05 eV for RPBE, with both
the slope and R below 0.73, apparently, the Hilbert transform
based descriptor largely depends on the particular d-PDOS
gradients. Consequently, subtle changes originated by a given
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Fig. 2 Variation of the (a) d-band centre, &4, (b) width-corrected d-band
centre, &, and (c) highest Hilbert transform peak, ¢, energy values, all
given in eV, calculated using different xc functionals with respect to those
obtained at the PBE level. The dashed black line represents ideal matching
with respect to PBE values. Coloured solid lines belong to regressions of
xc values, whose slopes a, intercepts b, and regression coefficients, R,
are displayed. The linear regression applied follows the equation

£x = a-ex°° + b, where g can be g, £, OF &,.

functional, that do not affect the d-band gravimetric centre,
do affect the ¢, descriptor. Again, comparing with the &, bulk
results, see Table 1, the linear regression coefficients on surface
models get worse, but not only due to larger intercepts as
happened in &Y, but also because the slopes are far from unity
and the R values range between 0.68 and 0.79. In light of these
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results, the transferability among descriptors obtained using
the above commented xc functionals decreases as &g > &4 > &y,
&£q being the safest one to use when mixing results obtained at
different DFT levels for TM surfaces.

Another point to inspect is whether the descriptor transfer-
ability is biased by a variation in the structural relaxation
predicted by the different functionals. A different computed
slab relaxation could affect the electronic structure of a surface
atom whose d-PDOS is under scrutiny, thus modifying the
derived ey values. To evaluate this possibility the PBE optimized
structures were taken as fixed and the electronic part calculated
with the different functionals. The list of values is encompassed
in Tables S4-S6 of the ESL{ The comparison with respect
to self-consistent PBE &y values is shown in Fig. 3. Except for
the TPSS ¢4 case, all &q and &} values are closer to the PBE
reference, with slopes nearer to unity, intercepts closer to
zero, and regression coefficients slightly increased. The
results show that subtle differences in the surface relaxation
for each xc functional are behind the ¢4 and &Y dependence
with the DFT xc functional. However, ¢, did improve only in
some cases. The VWN g, regression features a worse slope
but a better intercept and R, and PBE,, regression improves
only its intercept, while TPSS regression improves the slope.
In the case of RPBE regression, there is a slight improvement
in R and in the slope, although the intercept deviates signifi-
cantly from zero. Then, also here, the transferability among
descriptors using PBE optimized geometries remains as
gq > &4 > by

A further aspect of interest, beyond the variation of the
surface electronic structure descriptor calculations caused
by structure relaxations, is the relation between electronic
descriptors like the here studied and structural descriptors
such as the coordination number (CN, here understood as
the number of nearest neighbours to the atom of interest
within the solid-state structure of the metal). Apart from
previous relationships which show that electronic and struc-
tural types of descriptors seem to be inseparable factors of the
TM surface chemical activity,” one would expect that an
atom at the surface with a CN closer to the bulk CN than
other contemplated surfaces would display a more similar &g.
Here ¢4 is taken as the representative electronic descriptor
due to the independency found of its values with respect to
the functionals under scrutiny. This hypothesis is
confirmed for TMs with hcp and bee structures in Fig. 4 with
the plot of &g with respect to CN, where CN values were taken
from the literature.”® For these TM surfaces, the intercepts are
close to zero and slopes are closer to the bulk regression slopes
as the bulk CN is closer to the CN of the surface. However, for
the (001) and (111) surfaces of bce metals, their regressions
differ despite that they have the same CN. For fce, the (011)
surface, with CN = 7, &4 results are more similar to the bulk
(CN = 12) than to (001) and (111), with CN = 8 and CN = 9,
respectively.

This different behaviour can be due to variations between
the electronic band structure of the bulk and surfaces caused
by the emergence of surface states. The effect of different
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Fig. 3 Variation of the (a) d-band centre, ¢4, (b) width-corrected d-band
centre, ¢4, and (c) highest Hilbert transform peak, &, energy values, all
given in eV, calculated using different xc functionals with respect to those
obtained at the PBE level with the structure obtained with PBE. The dashed
black line represents ideal matching with respect to PBE values. Coloured
solid lines belong to regressions of xc values, whose slopes a, intercepts b,
and regression coefficients, R, are displayed. The linear regression applied

follows the equation &x = a-ek°c+ b, where &y can be &4, &, or &,

structural optimization is discarded since calculations for bulk
truncated frozen surfaces display the same trends. So, here,
comparing bulk and surface results, the trend seems to be
induced by a difference between the electronic structures of
the systems. In order to quantify the effect of surface states,
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Fig. 4 Comparison between the PBE d-band centre, &4, obtained for the
bulk and the different surfaces for each structure (a) becc, (b) fcc and
(c) hcp. The linear regression applied follows the equation ey(surface) =
a-eq(bulk) + b.

the absolute difference between the bulk and surface d-PDOS
was integrated, see Fig. 5. With this one finds that only 27.8%
of the hep cases exhibit intense surface states above 8 eV ',
whereas this becomes the majority (61.9%) for bce and
(83.3%) for fce TM surfaces. Clearly, the presence of surface
states dominates the d-PDOS of fcc metals and explains
the above commented disagreement between the CN of the
surfaces and the bulk-similarity of the &4 regressions for bce
and fecc cases.
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Fig. 5 Representation of the integral values of the absolute difference between the bulk and surface d-PDOS against &4, all data obtained at the PBE

level. The considered highest integral cases are in the red part and the rest in the green part.

Conclusions

To conclude, we have found that the influence of the exchange-
correlation functional used to estimate electronic descriptors of
TM surfaces differs from that observed for descriptors extracted
from bulk models."> The transferability of surface derived
descriptors is worse for all functionals explored and, in addition,
the transferability decreases among the descriptors as &g > &4 >
&,. Differences are found regarding what was reported for
bulk derived descriptors, where good transferability was always
observed. Even so, transferability in the surface structures
remains excellent for &q. Whereas the differences in the descriptor
values for each xc¢ functional have a contribution from the
different description of the geometry, the different behaviour of
each surface and bulk derived descriptor stems mostly from the
electronic part, and the different surface relaxation predicted by
different DFT methods plays a minor role. The present results also
highlight the relationship between electronic descriptors such as
&q and structural descriptors such as the CN. Structures with
similar CN have similar ¢4 values and those with the CN closer to
the bulk display also closer to bulk &g values, unless when surface
states play an important role, as does happen for fcc TM surfaces.
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PART II. RESULTS ON MONOMETALLIC SYSTEMS

4.5 GENERALIZED GRADIENT APPROXIMATION
ADJUSTED TO TRANSITION METALS PROPERTIES: KEY
ROLES OF EXCHANGE AND LOCAL SPIN DENSITY

4.5.1 Summary

Introduction According to the section 4.3 the xc functionals PBE
and PBEsol show the best overall performance for describing bulk and surface
properties of TMs. The difference between these functionals is in the
exchange pu and the correlation f parameters. The PBE functional has u =
0.2195 and B = 0.0667 and the PBEsol has ¢ = 0.1235 and 8 = 0.046. In the
case of PBEsol, the Local Spin Density (LLSD) approximation is not preserved

2
because the relation between g and f does not follow the condition u = %

The reason of not choosing the corresponding value of f is to satisfy a fitting
of Jellium surface energy TPSS values. Analysis of these data suggests two
ways to improve a functional for TMs: to identify the minimum by scanning
the 2-dimensional surface error between the PBE and PBEsol 4 and S values
(hereafter called VV) or to restore the LSD approximation in the PBEsol case
(called VVsol). The bulk and surface properties under evaluation are the same
as explored in the section 4.3. In the first case, the scanning is done for the
bulk properties studied before (6, Econ, and Bo) and the overall error minimum
point is extrapolated to the surface properties to be evaluated, y, ¢, and &;
again. A previous study?® also attempted to restore the LSD approximation
for PBEsol but the tested materials or properties were notably more limited.
Furthermore, there are other similar studies of exploring the surface error
but modifying the u and k ( a parameter inside the enhancement factor used
to calculate the exchange contribution) parameters and fixing the value of S.

The author contribution was to modify the VASP program to be able of
modifying the pand B values of the PBE-based functionals, to calculate
different bulk and surfaces properties for the different functionals and
metals, to evaluate the errors comparing with experimental values of the

properties, and to analyse the obtained results.
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Performance and Improvement of the Most Common Functionals for

Transition Metals

Results For the three different bulk properties (6, Econ, and Bo), a scan of
the MAPE between calculated properties and the available experimental data
was done in a mesh of 11X11 points between the w8 values of PBE (u=0.2195,
B =0.0667) and PBEsol (u = 0.1235, B = 0.046). Each property, obtained by
MAPE average of all the 27 TMs studied, has its own different minima point
and even each TM has its own minimizing point (in this case the result being
the addition of the obtained MAPE of the three properties). Since the
employment of different w/B values for each particular case is non practical,
we obtained the TM MAPE at each point of the mesh from each bulk property
across the 27 TMs and then, the property MAPEs added up in order to obtain
a general minimum, named VV, which is at (u = 0.2099, B = 0.0667) with a
total MAPE of 18.77%, slightly less than PBE (20.18%) but moved away from
PBEsol (30.40%), see Figure 4.11. With a strict convergence criterion, from
0.02 eV/A to 0.007 eV/ A, almost 1dentical MAPE surfaces are obtained
concluding than the convergence criterion in this range does not affect the
results shown before. From the Figure 4.11, it is seen that the exchange
parameter has more influence on the MAPE dispersion than the correlation
parameter. This could imply that a correct treatment of the exchange is a key

in the development of new xc functionals. We note that this statement can be

32
30 -
m B 28
= B 26 1
4 A
Sl 2]
20 -
18 1 PBE
0.0667
PBEsoL 0.06256
0.05842

0.05428
0.05014
0.]6]90‘18]1 0.046 ﬁ

)
02003 5195

0.1235

0.1427

Figure 4.11 Surface variation of the MAPE sum of bulk properties of 27 TMs over the
/B space between PBE and PBEsol parameters, plus the orographic projection in the

basis. Obtained with a force’s criterion on atoms below 0.02 eV/A.
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only ensured for the calculated space of WB. Finally, the PBEsol xc functional
with restored LSD approximation, named VVsol, has a 3—4.5% of error for
bulk properties higher than PBE and VV. However, it obtained less
percentage of error for bulk properties than PBEsol.

In the case of the surface properties (y, ¢, and 3;), to reduce the
computational cost, instead of a scanning on the w/B mesh we took the VV
point expecting that it will improve also surface results. Then, we obtained
for surface that VV shows a slightly higher error than that using PBEsol, but
still lower than PBE by ~3.51%. VVsol shows the lowest error for the surface
properties, circa 2.34% lower than PBEsol. So, considering bulk and surface
properties, the VVsol global MAPE is decreased by 6-10% compared with
PBE and PBEsol functionals, see Figure 4.12. The VV global MAPE is slight
worse than VVsol, but still improving the PBE and PBEsol accuracies by 5—
8%. Although, these percentage differences might appear insignificant, they
are the double and more in comparison with the improvement of PBE over
PBEsol (~3%). An extended discussion of the results is the included in the
publication at the end of the summary. The Supporting Information for the

manuscript is found Appendix C.
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Figure 4.12 Property MAPE histogram, in %, for each studied xc functional.
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Transition Metals

Conclusions The following conclusions are drawn from the results

presented in this section:

e The minimum point of the two-dimensional u/p variables between the xc
functionals PBE and PBEsol (VV) that analyse the error of TM bulk
properties is found near of PBE values with y = 0.2099 and 8 = 0.0667.

e VV and the restored LSD approximation of PBEsol, called VVsol,
represents a 5-8% and a 6-10% of improvement with respect to PBE and
PBEsol functionals in TM bulk and surface properties, respectively; more
than the improvement that PBEsol represented with respect to PBE.

e The results show a strong sensitivity to the u parameter.

e The recovering of LSD response causes a better performance of PBEsol

on the TMs.
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Abstract
Perdew-Burke-Ernzerhof (PBE) and PBE adapted for solids (PBEsol) are exchange-
correlation (xc) functionals widely used in density functional theory simulations. Their
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differences are the exchange, y, and correlation, j3, coefficients, causing PBEsol to
lose the Local Spin Density (LSD) response. Here, the u/f two-dimensional
(2D) accuracy landscape is analyzed between PBE and PBEsol xc functional limits for
27 transition metal (TM) bulks, as well as for 81 TM surfaces. Several properties are

analyzed, including the shortest interatomic distances, cohesive energies, and bulk
Funding information

Generalitat de Catalunya, Grant/Award
Numbers: 2014SGR97, 2017SGR13, 2018FI-
B-00384, XRQTC; Ministerio de Ciencia e
Innovacion, Grant/Award Numbers: MDM-
2017- 0767, RT12018-095460-B-100;
Ministerio de Economia y Competitividad,
Grant/Award Numbers: CTQ2015-64618-R,
RYC-2012-10129

moduli for TM bulks, and surface relaxation degree, surface energies, and work func-
tions for TM surfaces. The exploration, comparing the accuracy degree with respect
experimental values, reveals that the found xc minimum, called VV, being a PBE vari-
ant, represents an improvement of 5% in mean absolute percentage error terms,
whereas this improvement reaches ~11% for VVsol, a xc resulting from the restora-
tion of LSD response in PBEsol, and so regarded as its variant.

KEYWORDS
DFT, exchange and correlation, functional, PBE, PBEsol, transition metals

1 | INTRODUCTION developed, adding the density gradient contribution, Vn(r), to the xc
ansatz, so to improve the calculated energetic and structural results;

In the last decades, ground-state Kohn-Sham density functional the-

ory (DFT)*~2! has been extensively employed for the electronic struc- EECGA ] = dare'xc(n(r),Vn(r) ). )
ture calculations of molecular and solid-state systems and their s
physicochemical properties estimations. Therein, the key aspect to get

an accurate system description is the exchange-correlation Finally, following an increasing order of complexity on the elec-

(xc) energy, which is approximated as a functional of electron spin
densities, n(r), for which there have been continuous scientific
endeavors explicitly aimed at improving their accuracy performance.
In a first stage, DFT grounded on local spin density (LSD) approxima-
tion, appropriate for slow variations of the electronic density,
defined as

Eln] = | d*m(r)ec(n(r), 0

where €, is (,‘:2”: here, the xc potential of a uniform (unif) electron gas

per particle. Later, the generalized gradient approximation (GGA) was

tronic density, the meta-GGA rung of the so-known Jacob's ladder of
xc functional development added the kinetic energy density depen-
dence for the occupied Kohn-Sham orbitals, {r), as,

ERe~SAln] = [ ree(n(r), V(e (r). )

The GGA rung xc functionals are hitherto widely used to study

diverse systems, ranging from molecules, !

to organometallic
complexes,'®”) and solid-state systems,'®~1Y to name a few. However,
GGA xc functionals excelled in the description of systems with meta-

llicity, including not only metals,*?*3 but also transition metals

2598 l © 2020 Wiley Periodicals LLC
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[14-16] aven carbon-based structures,”® being

carbides and nitrides,
a very good compromise in between accuracy and computational cost.
Through the different functionals developed so far, one of the most
frequently used is the Perdew-Burke-Ernzerhof (PBE)."” The PBE xc
triggered the derivation of a less common functional, specialized
toward the description of solid-state systems, called PBEsol.*"!

The PBEsol initial accuracy was tested on a set of few materials
of each type; including semiconductors, simple metals, ionic solids,
and transitions metals (TMs), comparing the errors obtained for PBE
and PBEsol optimized lattice constants with respect experimental
values. The basic difference between PBE and PBEsol was the resto-
ration in the latter of the gradient expansion (GE) using uge = 0.1235,
basic for the correct accounting of the exchange energy in solids, con-
sidering them as slow varying electron gases systems, instead of using
2uge = 0.2195 as in PBE, which would be accurate then for exchange
energies of free neutral atoms. The y is relevant to the enhancement
factor of the given GGA, F,(s), that, when recovering the uniform gas

limit, appears as,
Fy(s)=1+pus?®+..(s—0). (4)

In turn, the F, is part of the exchange energy contribution,

64 = [dire (n(r)F(s(n), (5)

where =§hi,',, with kp=(37r2n)%. is the dimensionless density

gradient.

Nevertheless, this was not the only difference between PBE and
PBEsol. An important PBE feature is that it retains the LSD approxi-
mation response, thus satisfying,

e (6)

with f = for =0.06672"1 On the contrary, PBEsol follows
another constraint, which was a better fit to Jellium surface energy
results obtained using the Tao-Perdew-Staroverov-Scuseria (TPSS) xc
meta-GGA functional.?? Consequently, PBEsol violates Equation (6),
which should have g = 0.0375 according the value of ugg, by using
/= 0.046 in the final PBEsol framework. While in the case of y this
affected the exchange contribution, the g affects the correlation
contribution,

Eg¥= strn(r){f‘c’""("(’) +pEA(n) +...}. (7)

Here, t is the appropriate dimensionless density gradient for the
correlation, where t = T%IZ':T using the Thomas-Fermi screening wave
vector k7r = | /%¢ instead of k.

At this stage one could wonder whether neglecting the LSD
response on the PBEsol genesis was detrimental for its accuracy, even

whether that was the case in the adjustment of PBE x/f values to the

bUTAT 2599
sty -WILE Y-
lattice constants of selected systems of different types of materials, or
even to the meta-GGA TPSS Jellium surface energy estimates. Recent
systematic studies evaluating the accuracy of a number of xc func-
tionals across Jacob's ladder on a variety of TM bulk and surface prop-
erties highlighted the average best accuracy of PBE, closely followed
by PBEsol, which actually impoverished the broad description on such
properties by ~3% in mean absolute percentage terms.'?*%! Moti-
vated by this, the aim here is to explore the two-dimensional
(2D) accuracy landscape in between PBE and PBEsol functionals by
tuning the i and g coefficients, minimizing the xc error compared with
a rather wide set of experimental values, focusing on bulk and surface
properties for a family of 27 TMs; the functional corresponding to the
minimum of xc error landscape, hereafter called VV, is to be regarded
as a variant between PBE and PBEsol. This approach very much
inspires in a previous 2D PBE scan, where the u/x space was explored
on a variety and diversity of systems, which only included Ag and Au
TMs, though.”® There, the k factor was taken from the Padé-

[24]

polynomial enhancement factor,“" where

F"(s]=1+k+1f£§i’ (5)

Here, however, k is maintained to 0.804, the maximum value
allowed by the Lieb-Oxford bound for the exchange energy,? as
done in PBE. In other works,'?®! this value differs and enforces a
tighter Lieb-Oxford bound. Apart from the y/f space scan in between
PBE and PBEsol, the latter rejected PBEsol version of y = uge = 0.1235
and g = 0.0375, satisfying the LSD response, is explored as well for
the same group of properties and TMs, being this PBEsol derived xc
functional named VVsol in the following.

Specifically, the 2D landscape is here fully evaluated only for bulk
properties, and the minimum bulk point is used to seize the surface
properties of 81 low-index Miller surfaces with maximum index order
of one."? The chosen properties to evaluate the accuracy are, on one
hand, the shortest interatomic distance (), the cohesive energy (Econ),
and the bulk modulus (Bp) for bulk TMs. On the other hand, the sur-
face energy (y), the work function (¢), and the interlayer distance (5;)
are contemplated for the TM surfaces. In such a way the accuracy is
assessed from a broader and diverse point where structural, energetic,
elastic, and electronic properties for the TM bulks and surfaces are
accounted for, at variance to previous PBE and PBEsol accuracy
assessments and adjustments, which were carried out on a single
property, and on a narrow set of metallic systems.*?2% The present
broader approach further allows comparing with an earlier accuracy
study in which the LSD Vosko-Wilk-Nussair (VWN)®”! functional and

the meta-GGA TPSS accuracies were scrutinized likewise.'?!

2 | COMPUTATIONAL DETAILS

The Vienna Ab Initio Package (VASP) code?® was used to carry out
the DFT calculations within periodic boundary conditions, using a
11x11 mesh of functionals comprised between the x and g values of
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PBE and PBEsol. All calculations used, for the valence electron den-
sity, a plane-wave basis set with a 415 eV cutoff for the kinetic
energy, while the effect of the atomic cores electrons was described
using the projector augmented wave (PAW) method. *”! A conver-
gence criterion threshold of 107 eV was used for the electronic con-
vergence, and optimizations were considered finalized when forces
acting on atoms were below 0.02 eV/A. A tetrahedron smearing
method with a width of 0.2 eV was employed to speed up the con-
vergence, yet the final total energies were considered extrapolated
to O K.

By default, the calculations were non-spin-polarized, except for
magnetic Fe, Co, and Ni TMs. The TM bulk crystal structures tem-
plates have been taken from Janthon et al.*® and freely optimized
considering cell parameters and atomic positions. The surfaces were
modeled as six-layer slabs using p(1x1) or c(1x1) surface unit cells
constructed from the bulk as-optimized structures, and adding 10 A
of vacuum to avoid interaction between repeated slab. Monkhorst-
Pack grids'®Y of 7x7x7 and 7x7x1 k-points grid were used for bulk
and surface models, respectively. Further bulk calculation details,
including the estimated properties, 8, E ., and By, have been obtained
as described in a previous study, and we refer to our previous work
concerning the details of surface calculations, and the estimates of v,

¢, and &; properties.*?!

3 | RESULTS AND DISCUSSION

The u/p 2D landscape scan in between PBE (p = 0.2195, p = 0.0667)
and PBEsol (p = 0.1235, p = 0.046) extensively samples a 11x11 mesh
of points, being PBE derived xc functional variants. The mean absolute
percentage error (MAPE) will be used to seize the reached accuracy
between calculated properties and the available experimental data. By
this, MAPE estimations are independent of the scale magnitudes of
analyzed properties, and so MAPE values can be added to gain a gen-
eral, total MAPE value of a given functional. Furthermore, the same

112231 allowing for a

MAPE analysis was carried out in previous works
direct comparison.

The MAPE results reveal that different minima of x/f are found
for the three different bulk properties (5, E.on, and Bg) normally
implying a stony valley of minima, in a similar fashion to the afore-
mentioned u/x mapping.[23] For instance, for E.on an average mini-
mum is obtained at (¢ = 0.1811, § = 0.046) with a MAPE of 8.58%,
whereas for By the minimum is found at (¢ = 0.2003, § = 0.0667)
with a value of 7.70%. Note that these are averaged minima, and,
actually, each TM has its own point minimizing a given property
MAPE. For instance, V and Zr display different minima for Bo, at
(1 =0.2099, = 0.0667) and (u = 0.2195, = 0.04807), respectively.
As dealing with different minima for each property and TM—even
TM surface—is nonpractical, the TM MAPE is obtained at each point
of the mesh from each bulk property across the 27 TMs and then,
the property MAPEs added up in order to obtain a general minimum,
called VWV, found to be at (¢ = 0.2099, § = 0.0667) with a total MAPE
of 18.77%, see Figure 1.

MAPE

PBE
0.0667
0.06256
0.05842
0.05428
0.05014 B
0.046

2
01235 5 1427

0.1619

0.1811
0.2003 02195

FIGURE 1 MAPE surface, in percentage, for the sum of bulk
properties of the 27 studied TMs at each set of employed x and f§
values, plus the orographic projection on the basis [Color figure can
be viewed at wileyonlinelibrary.com]

0.0667
0.06256
0.05842
0.05428

0.1235 0.1427

0.1619 ) 1e11 0.046

9200 0.2195

FIGURE 2 Surface variation of MAPE, AMAPE, in percentage, of
5 for the 27 studied TMs, obtained with forces criteria on atoms
below 0.02 and 0.007 eV/A [Color figure can be viewed at
wileyonlinelibrary.com)

Since one could argue that a somewhat poor convergence crite-
rion might affect the MAPE surface, causing the observed fluctuations
across the stony valley, results from a stricter convergence criterion
of 0.007 eV/A were compared with the 0.02 eV/A ones, revealing an
almost identical MAPE surface shape, see for example, the test case
for & values in Figure 2, with variations of MAPE, |AMAPE|, of at most
0.045%. Thus, the irregularities in the valley bed are a result of the
mixing of systems rather than to the optimizations numerical noise.

Comparing the VV results to PBE and PBEsol ones, the bulk VV
MAPE of 18.77% is slightly less than PBE (20.18%), but moved away
from PBEsol (30.40%), see itemized values of bulk properties in
Table 1, which also allow a general evaluation of the explored xc func-
tional based on certain properties, or discrimination in between bulk
and surface types. The overall VV assessment comes natural as it is
actually located close to PBE in the u/f space. Another interesting
aspect is that p generates more MAPE dispersion than f, circa 16%
for the former, and below 4% for the latter. From this analysis one can
deduce that the correct treatment of exchange in such TM delocalized
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global MAPE for each explored functional Functional  E.p & Bo Total ¥ & ¢ Total Global
PBE 9.94 196 8.28 20.18  23.25 10.11 19.39 5275 7293
PBEsol 1622 134 1284 3040 1402 1087 2091 4580 76.20
wW 8.77 1.84 8.16 18.77 22.01 6.57 20.66 49.24 68.01
VVsol 11.75 1.33 10.07 23.15 14.76 643 22.27 43.46 66.61

electronic structures seems to be key in the development of new or

improved xc functionals, although the validity of this statement in an 80

outer region from the explored map has to be taken with a grain of

salt. Finally, when inspecting the neglected VVsol, in other words, the 70 -

PBEsol xc with restored LSD approximation response, it displays a r}— — —_—

higher MAPE for bulk properties compared with PBE and VV, by
3-4.5% respectively, but lower than PBEsol. Notice, however, that
VVsol is cut out of the scanned region, although it would be naturally
found along the course of the minima valley. This explains why its per-
formance is smaller than PBEsol, even though is in relatively close
proximity within the u/p space.

Nevertheless, not only bulk properties are relevant for TM sys-
tems, but also does the description of surface properties (y, ¢, and &;).
Thus, the VV functional gained from bulk properties has been tested
for such surface properties, avoiding a complete highly computation-
ally expensive scan analysis so as to have a wide spectrum for which
TMs description, and, by that, expecting that the VV minimum could
decrease as well surface and global MAPEs. Taking into account all
the casuistry of the explored 81 TM surfaces, VV displays a slightly
higher error than that gained for PBEsol, but still lower than PBE by
~3.51%, while VVsol shows the lowest error for the surface proper-
ties, circa 2.34% lower than PBEsol. Adding the pieces together, the
VVsol global MAPE, encompassing bulk and surface properties, is
decreased by 6-10% compared with previous PBE and PBEsol func-
tionals. Following the previous procedure, the VV global MAPE is very
similar to VVsol, improving the PBE and PBEsol accuracies by 5-8%.
Even though such improvements may appear mild, one can place them
in a better significant context when comparing to the achieved
improvement of PBE over PBEsol, of ~3%.

In summary, PBE has been long considered among the best
choices in describing TM bulk and surface systems, closely followed
by PBEsol, see added MAPE values in Figure 3. Despite their similar-
ity, their x4 and p coefficients differ, emphasizing the correlation or
exchange roles of the GGA xc functional. In the case of PBEsol, the
employed g implies losing the LSD approximation response. Opening
the u/f space in between PBE (¢ = 0.2195, =0 .0667) and PBEsol
(u = 01235, p = 0.046), and even considering recovering the LSD
approximation response in PBEsol (¢ = 0.1235, # = 0.0375) add other
levels of xc accuracy tuning, as exemplified here in the evaluation of a
wide diversity of TM bulk and surface properties, and, by that, unde-
rscoring the lack of necessity of matching meta-GGA TPSS Jellium
surface energies. The 2D scan obtained minimum; VV (u = 0.2099, § =
0.0667) and the LSD response recovered PBEsol; VVsol (u = 0.1235,
/= 0.0375) allow finding # and g tailored xc functionals able to
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FIGURE 3 Property MAPE histogram, in percentage, for each
studied xc functional [Color figure can be viewed at
wileyonlinelibrary.com]

significantly further improve the properties description accuracy by
reducing the added up MAPEs by 6-10% compared with standardized
PBE and PBEsol functionals, see Figure 3, and at least doubling the
achieved accuracy of ~3% as achieved by PBE compared with
PBEsol.

The complete list of VV and VVsol computed properties esti-
mates, including experimental reference values, is found in Tables S1-
S4 of the Supporting Information (Sl), and Tables S6-S8, whereas
Table S5 contains the Wulff construction surface percentages, to bet-
ter correlate presently computed surface energies to the experimental
ones.1232 Notice, that the use of VV or VWsol in treating TM systems
is thus encouraged, although should be taken cautiously, as none of
them is yet a panacea to the DFT exchange-correlation accuracy
issues; actually, they are, in average terms, a better choice, but, specif-
ically, they represent a clear better choice only for given TMs and
properties, as graphically displayed in Figure S1 of the SI, where the
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most accurate xc functional is highlighted for each explored TM and
property, adjoining current VV and VVsol results to a previous analysis
carried out on other 15 functionals,*?*3! revealing the spread impact
of the latter across particular systems and properties.

Beyond this practical utility on TM systems, the present study
highlights (a) the sensitivity of the exchange u parameter on the over-
all xc performance, (b) the questioning of neglecting theoretical
thresholds, as shown here in the recovery of the LSD response, (c) the
requirement to broaden the adjustment to a wider set of properties
with experimentally available and reliable data, and (d) the necessity
of adjusting them to families of similar compounds, for example,
delocalized electronic structure materials, as exemplified here on TMs
family.

The philosophy of adjusting an xc functional to a type of mate-
rials, with a broad and diverse set of properties, is contrary to the, per-
haps futile, attempt to mix properties of different types of molecular
and solid-state systems, with inherently different electronic structure,
difficult to be sheltered under the same theoretical umbrella, or even
to focus on a given particular property, since, as shown here, the
improvement on one property is not necessarily followed by others,
or the improvement in bulk properties is not necessarily followed by
the surface ones, illustrating, in a nutshell, the necessity to tailor dif-

ferent xc functionals for chemical systems different in nature.3%3%

4 | CONCLUSIONS
The present study addresses the exchange/correlation-related /3 2D
landscape in between PBE (x = 0.2195, p = 0.0667) and PBEsol
(¢ = 0.1235, p = 0.046), being both landmarks in the description of
delocalized electronic structure materials, as exemplified, for example,
in TM bulk and surface properties. The study extensively samples a
11x11 mesh of points in between PBE and PBEsol varying p and j,
being thus PBE xc functional variants, exploring a collection of bulk
properties, including &, E.on, and By of 27 TMs, displaying bcc, fcc, or
hcp crystal structures. The estimates, compared with experimental
measurements of such observables, generate a MAPE with the shape
of a stony valley, where its minimum, called VV (u = 0.2099, § =
0.0667), is found close to PBE. Aside, the PBEsol xc functional with
recovered LSD response, named VVsol (1 = 0.1235, g = 0.0375) is also
explored. The further evaluation of PBE, PBEsol, VV, and VVsol on
81 TM surface properties, including y, ¢, and &; observables, com-
pared with experimental estimations reveal that the usage of VV or
VVsol would represent an accuracy of improvement of 5-8% and
6-10% MAPE, respectively, in TM bulk and surface properties
description.

The study reveals that such a description is quite sensitive to the
u exchange-related parameterization, at least for the bulk materials
family of TMs and the explored region, and so this should be regarded
in the future developing or adjustment of new xc functionals in their
description. The gained minimum over the explored x/f 2D landscape,
called VV, represents a 5-8% improvement with respect PBE and
PBEsol, and this sheds light in the necessity of adjusting xc functionals

to a broad set of similar materials while regarding a collection of
diverse properties altogether. Finally, the good performance PBEsol
when recovering the LSD response, called VVsol, implies an improve-
ment of ~10% MAPE, unfolding the detriment of neglecting certain
xc constrains. Altogether, the VV or VVsol xc functionals at least dou-
ble the accuracy as, for example, achieved by PBE over PBEsol of
solely ~3%, pointing for their general use.
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PART II. RESULTS ON MONOMETALLIC SYSTEMS

Chapter 5. Unravelling  Morphological and
Topological Key Aspects of Pd Nanoparticles

5.1 SUMMARY

Introduction Nanostructuring, i.e. the use of metallic nanoparticles
(NPs) has become an extended way of improving the catalyst activity while
reducing the amount of precious and expensive transition metals (TMs). From
the atomic-level point of view, the better catalytic properties of NPs arise from
the special sites exposed involving low-coordinated atoms at corners, edges or
facets of the NP. For instance, low-coordinated atoms are key for the
molecular hydrogen dissociation on gold.*¢ In addition, particle shape varies
often with particle size4” and it can affect the number of low-coordinated sites
available. Thus, particle properties are size dependent, which makes the
material tunable.48-52 For this reason, unravelling the morphology and
topology of metallic nanoparticles is critical. Particularly, in this work we
focus our attention on Pd, NPs with n ranging from 10 to 1504 atoms. We
extend our analysis further from the Wulff construction, Truncated
Octahedron (To), considering different shapes such as Cube (C), Truncated
Cube (Tc), Octahedron (Oh), Cuboctahedron (Ch), Icosahedron (Ih), Sphere
(S), Tetrahedron (Th) and Decahedron (Dh), see Figure 5.1 for a depiction of
the different shapes.

Truncated

Octakiotton Octahedron

Cuboctahedron Tetrahedron

Figure 5.1 Schematic representation of the different shapes contemplated for Pdn NPs.
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Pd is broadly used as a catalyst with a variety of applications. For
instance, ultradispersed supported Pd clusters (up to 2 nm) act as highly
active catalysts in hydrogenation processes.?® Here, interatomic distance (6)
and cohesive energy (Ecn) are analysed in front of n''/3, being n the total
number of NP atoms, in order to examine the size-dependent evolution of NP
properties and structure towards the bulk limit. 5460 Furthermore, the data
1s also used to unfold how the amount of atomic sites with each different CN,
such as corner, edge, facet, or bulk-like sites, are affecting the energetic
stability, allowing for a breakdown of the energy by topological
contributions.36:55 A last analysis, where instead of using CN, we considered
geometrical contributions as: 1) the number of corner sites, 1) the addition of
all edge site lengths, ii1) the total exposed area of the NP, and iv) the total NP
volume to analyse the energetic stability of the NP. Both analyses allow to
predict the energy of any NP independently of its size or shape. An extended
discussion of the results is the included in the manuscript at the end of the
summary. Further supporting data is found Appendix D.

The author contribution to the project was to carry out part of the
optimizations, concretely the ones with bigger sizes and shapes as
Tetrahedrons, Spheres, Truncated Cubes and Decahedrons. Furthermore,
the author also performed all the analysis here exposed, the redaction, and

the image assembling.

Results The first property that is evaluated with the NP size is the &6(Pd-
Pd), see Figure 5.2. For all the studied shapes, the distance increases with
size, from small sizes to the bulk limit, reaching an approximated value of the
Opuk(Pd-Pd). Similar shapes as Cuboctahedron, Octahedron, Truncated
Octahedron, Truncated Cube and Sphere show a similar behaviour.
Icosahedron is the one featuring the longest distance, which can be caused by
the distortion on the fcc structure. On the other hand, Cube, Tetrahedron and
Decahedron are the ones with the shortest distance, which can be caused by

their superior surface strain.
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Figure 5.2 (Top panel) Evolution of
the minimum interatomic distance
of Pd-Pd, §(Pd-Pd), in A with the size,
where n is the number of atoms of

the NP. (Bottom panel) Evolution of

the cohesive energy, Ecn, in eV/atom

with the size. Each line corresponds
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The second property evaluated is the cohesive energy in front of NP
size. From the bottom panel of Figure 5.2, one can see that icosahedron is the
most stable shape for smaller NPs. All exposed surfaces in icosahedron are
(111)-like, which i1s the most stable surface of Pd and other fcc TMs. In
addition, previous studies®!.62 reported the icosahedron as the most stable
shape in smaller NPs. Concretely, Rapps et al. ¢! found the icosahedron as the
most stable shape for smaller NPs of Pd. However, at larger NPs regime, from
n'/3=0.053 ca. n=6530, the stable shape is the sphere. This is different from
the result derived from Wulff construction, Truncated Octahedron. Possible
reasons could be that Wulff construction does not account for the effect of
Corners and Edges on the energetic stability. Another reason could be that
smaller spherical NPs have a similar shape to truncated octahedrons due to
the way they were modelled. The Sphere was modelled cutting off Pd atoms
out of a radius from the centre of the fcc Pd bulk. Anyway, inside the
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truncated octahedrons group, it is possible to differentiate subgroups by the
exposition proportion of the {001} and {111} surfaces. Differentiating them
and comparing with the most stable shapes revealed in the bottom panel of
Figure 5.2, Figure 5.3 shows that in the large NPs region the most stable
shape, from n'13 = 0.08, i.e. ca. n = 1500, is a subgroup of the truncated
octahedrons. Concretely, the subgroup is the one with more exposition of the
{001} surface, contrary to the expected by Wulff. But this result has to be
taken with caution, since the number of points used on the regression was

limited.

[ em—
o R——
To 1 level —
To 2 level -

To 3 level —
-3 .84 To 4 level ——
To 5 level —

000 002 004 006 008 0.10
n—1/3

Figure 5.3 Comparison of the most stable Icosahedron and Sphere shapes and the Truncated
Octahedron (To), split by each level of {001} cuts departing from Octahedron shapes. Inset
NP image illustrates the removed atoms from each level from an Octahedron NP. Sphere and

Icosahedron colour coding as in the signalled linear adjustments.

Apart from the size-dependent study of the Pd-Pd distance and shape
stability of Pd NPs, a model can be obtained using the dataset employed to
predict the energy of unexplored larger or different-shape Pd NPs. The
models are based on the CN and the geometrical features as number of
corners, edge length, area and volume of the NP. For both cases, a multilinear
regression is employed, since understandable conclusions can be drawn from
it. The amount of data is not enough to split the data into training and a test
set without biasing our model depending on the selection of data in each set.

Therefore, a cross-validation (CV)%3 of the regression is carried out by a
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Shuffle Split. This means that the data is split randomly m times in a training
and test set, subsequently fitting and evaluating the model for each pair of
training and test sets. In our case, we used m = 100 and the total data is
randomly divided each time in a 75% and 25% of training and test set,
respectively. Since there are 100 different fittings, the discussed regression
coefficients and errors are an average of all of them.

Then, the first proposed model is to disaggregate the NP energy using
the cohesive energy of the NP, E.on, in front of the proportion of atoms of each
CN, yx; (see equation 5.1). E.M. Dietze et al.64 showed a similar analysis for
more metals but less shapes. The y;, is not included because the correlation
between the other variables due to the direct relation of n = Y}2; n;. Further
than that, the Icosahedron shape has not been initially regarded since, at
variance with the rest of shapes, it features a distorted core fcc structure.
Within such treatment, the coefficients are the destabilization energy respect

the intercept term which represents the fcc Pd bulk cohesive energy.

n; .
Xi:g ; 1=[3-11] (5.1)

The mean coefficients obtained are:
E.on = —3.72 + 1.95y5 + 1.88y, + 1.47x< + 1.29,

+1.01y, + 0.66)5 + 0.520 (5.2).

+0.14y,0 + 0.04xy,
As one can notice, the coefficients stabilize in energy when the CN increases.
The measured mean test errors show a good agreement between the
calculated and the predicted energies, with R2=0.995 and Mean Absolute
Error (MAE) of 0.011 eV/atom. These errors are depicted on Figure 5.4, where
the top panel shows the excellent R2 between the predicted and the calculated
Econh and bottom panel shows the averaged MAE learning curve. This learning
curve represents the averaged MAE evolution of the CV training and test set
with the number of training set points, while keeping the test points ratio.
From it, one can observe that with ca. 40 training samples a similar MAE can
be obtained. The regression coefficients do not vary much when Icosahedrons

are included:
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E.on =—3.73+1.89y; + 1.83y, + 1.50y5 + 1.33y, + 1.03y,
+ 0.75)yg + 0.56)y9 + 0.18y;9 + 0.03 11

(5.3)

However, the errors are slightly higher with values of R2=0.972 and a MAE
of 0.022 eV/atom.
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Figure 5.4 Top panel: comparison of calculated Econ versus the predicted Econ, EXFY, for the
CN breakdown. Bottom panel: MAE learning curve for the training and CV scores. The

coloured areas represent the standard variation limits as a result of the 100 different fittings.

In turn of the geometric analysis, the cohesive energy is fitted without
using intercept in front of the features as the number of corners (C), total
longitude of edges (L), total exposed area (4A) and NP volume (V) divided per
n. For this case, only regular shapes are employed, so spheres and truncated
shapes are out of the analysis. Consequently, the number of cases in our

dataset is reduced to 40. Applying the same CV explained before, with the
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same m and the same percentages of training and test sets, the obtained

mean coefficients are:
C L A |74
E.on = 0.54—-0.09—-0.29—-0.23— (5.4).
n n n n

The obtained coefficients show that corners destabilize the energy, the
longitude subtly stabilizes it, and area and volume have the greatest
contribution on the stabilization. Curiously, volume substantially contributes
to the stabilization, by -0.23 eV, but less than area. This is simply because
particularly for large NPs the NP volume is extensively larger than its
exposed surfaces. The mean errors for the test set are R2=0.763 and
MAE=0.11 eV/atom. In the learning curve (see Figure 5.5), it is shown that at
around 15 training data points, the MAE of training and test set converge at

0.11 eV/atom.
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Figure 5.5 Top panel: comparison of calculated Econ versus the predicted Econ, EXFY, for the
geometry breakdown. Bottom panel: MAE learning curve for the training and CV scores. The

coloured areas represent the standard variation limits as a result of the 100 different fittings.
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A possible problem of the previous model is that different types of
corners, edges and surfaces are considered the same. For example, surface
(111) and (001) are not differentiated. To assess this effect, we calculated
the energy only provided by surface elements for the Cube and
Octahedron shapes, following a procedure earlier employed to obtain step
and row energies.%5.66 According to it, energies can be decomposed as

E =nepye + YA+ BL +EC (5.5),

where &, 1s the energy of a single Pd atom in the bulk Pd fcc
structure, and y, B, and ¢ are surface, edge, and corner energies,
respectively. Notice than Cube and Octahedron have different surfaces,
(001) surfaces in the Cube case and (111) surfaces in the Octahedron
shape. This implies that edges and corners are different according its facet
neighbours. The most relevant result is that from surfaces values, A, (001)
and (111) facets energies are 0.09 and 0.08 eV A2 this is, values of 1.41
and 1.24 J m2. These values are different from the obtained for extended
surfaces, 1.5 and 1.14 J 'm2, respectively, meaning that on Pd NPs, the
(001) surfaces are 0.09 J 'm-2more stable and (111) surfaces 0.10 J 'm-21less
stable. This difference may be because of the reduction of the 3(Pd-Pd)
distance in the NP and the stabilization or destabilization of the Pd atoms
found near the edges. Thus, these results could explain why the Truncated
Octahedron was more stable within the increase of (001) exposure on

Figure 5.3.

Conclusions To conclude this chapter:

e Icosahedral shape is the most stable shape of Pd NPs until 1500 atoms
approximately. Contrary to what is derived from Wulff constructions,
Truncated octahedron with higher (001) surface exposure is found as the
most stable one beyond 1500 atoms. This is caused because on Pd NPs the
(001) surface 1s found to be more stable than on extended surfaces.

e About the models to unravel Pd NP energies, cohesive energies in front of
the proportion of atoms of each CN, provides quite good test errors of

R2=0.995 and MAE=0.011 eV/atom without including icosahedrons in the
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74

fitting. Including them, the errors increase slightly with values of
R2=0.972 and MAE=0.022 eV/atom. The coefficients have a physical
meaning, this being the proportional energy that an atom with a specific
CN destabilizes the bulk cohesive energy (intercept). Cohesive energies in
front of the corners, edges, areas and volumes divided by the number of
atoms provides higher test errors with an R?=0.763 and MAE=0.110

eV/atom only providing a qualitative assessment.
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Metal nanoparticles (NPs) are ubiquitious in many fields, from nanotechnology to heterogeneous catalysis, with properties

differing from those of single-crystal surfaces and bulks. A key interesting aspect is the size-dependent evolution of NP

properties towards the bulk limit, including the adoption of differnet NP shapes, which may bias the NP stability along the

NP size. Herein, the stability of different Pd, NPs (n=10-1504 atoms) considering a myriad of shapes is investigated by first-

principles energy optimization, allowing determining that Icosahedron shapes are the most stable up to a size of ca. 4 nm.

From that size on, Truncated Octahedron shapes become more stable, yet a presence of larger {001} facets than the Wulff

construction is forecasted due to their increased stability compared to (001) single-crystal surfaces, and the lower stability

of {111} facets compared to (111) single-crystal surfaces. The NP cohesive energy breakdown in terms of coordination

numbers is found to be an excellent quantiative tool of the stability assesment, with mean absolute errors of solely 0.01

eV-atom, while a geometry breakdown allows only for a qualitative stability screening.

Introduction

Over the last decades nanomaterials have become ubiquitous in
various industrial and/or technological applications, including,
e.g. energy storage,! antimicrobial agents,? selective release of
drugs,® and heterogeneous catalysts,* to name a few. In the
latter field, nanostructuring, i.e. the use of metallic nanoparticles
(NPs), has become an ubiquitous way of improving efficiency of
a catalyst while reducing the employed amount of it, a key point
when using precious and expensive late transition metals,
regular active phases in a large number of catalytic processes.>
Paramount examples are, e.g. the renowned increased catalytic
activity of Au NPs in the oxidation of CO when the NPs were
supported on TiOy% or the increase in selectivity towards
pyrrolidine compared to n-butylamine when reducing the size of
the employed Pt NPs in the catalysis of pyrrole hydrogenation.”
From the atomic-level point of view, the catalytic activity of a
given metal NP is the result of exposing special sites involving
low-coordinated atoms, such those located at NP corners, edges,
or facets, and their peculiar electronic structure.*> For instance,
low-coordinated gold atoms have been identified as key sites in
the catalytic dissociation of H, molecules.® In addition, particle
shape often varies with particle size,® which can in turn affect
the number of exposed low-coordinated sites, ultimately biasing
the overall NP catalytic activity. Consequently, size and shape
dependent properties of metal NPs make their catalytic
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properties tunable.10-13

Is for that reason that unravelling the morphology and
topology of metal NPs becomes crucial. Experimentally, different
studies tackled this issue using metallic NPs deposited on a
variety of supports.1#17 Given the technical difficulties in
experimentally controlling size and shape, usually obtaining a
distribution of them, plus the inherent averaged experimental
analysis, many studies relied on computational simulations to
gain the necessary atomistic insight, allowing even for the NP
analysis in the absence of support, and so, weighting its effect8-
22 compared to models accounting for the support.?324 However,
such computational studies are note exempt of difficulties; for
instance, when dealing with NP models of transition metals
within the so-called scalable regime, a size limit of ~100 atoms
from which the metal NPs properties scale linearly with size,*
their first-principles computational simulation is at the frontier
of the computational power of modern computing cluster
architectures and the capabilities of standard codes.

However, the nowadays rise of high-performance parallel
supercomputers coupled to massively parallelized modern
quantum computing codes allows a leap forward in the explicit
treatment of NPs containing from a few hundreds to a few
thousands of atoms. This has been already successfully
demonstrated for oxide semiconductors (TiO, and ZnO),
unfolding a rich diversity of structures in the nanoregion.25:26
Such calculations were done employing density functional
theory (DFT), the regular working horse when studying metal
NPs, yielding accurate results at a reasonable computing time.
For transition metals (TMs), generalized gradient approximation
(GGA) exchange-correlation functionals such as the Perdew-
Burke-Ernzerhof (PBE)?” have been found to be among the best
describing TMs bulk and surface properties.282° However, as
long as NP modelling is concerned, even if periodic surface
models are extremely useful,2®8 a duly simulation requires the
employment of well-shaped isolated NPs.
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This was shown in the seminal work of Yudanov et al.
exemplified on Pd NPs30 exploiting the NPs point group
symmetries, and later exploited on Pd and other late TMs using
a periodic code and employing plane-waves as basis set.31.32 This
allowed the growingly use of such models to study
heterogeneous catalysts and nanotechnological devices,
profiting from the aforementioned description scalable towards
the bulk limit or converged with size,433 and the wise
combination of NP with periodic slab models to present a rather
complete description of larger NPs.3435

Here we step forward to exploit high-performance parallel
supercomputing facilities combined with a highly parallelized
computational code using numeric atom-centred orbitals (NAOs)
to push the limit of metal NPs description, allowing for a full
shape analysis as a matter of size and permitting breakdown of
the NPs energies either in terms of atomic contributions related
to their coordination number (CN), or as NP geometric factors,
both analyses allowing predicting the energy of any NPs
independently of its size or shape. To this end Pd NPs are
inspected, a common playground of previous analyses3%3! and a
nanomaterial of catalytic interest, e.g. nano-engineered Pd NPs
are used in nitrite reduction,3® or as catalysts for Suzuki cross-
coupling reactions.3?

Computational Details

Pd, NPs with n ranging from 10 to 1504 atoms, this is, from the
sub-nm size up to a size of ~4 nm, have been modelled for a
wide variety of shapes. Specifically, besides the Truncated
Octahedron (To) Wulff construction shape for Pd, minimizing
the overall NP surface tension,3® other experimentally
reported3?42 shapes were considered that retain the bulk Pd
face-centred cubic (fcc) arrangement such as Cube (C),
Truncated Cube (Tc), Octahedron (Oh), Cuboctahedron (Ch),
Spheres (S), Tetrahedron (Th), and Decahedron (Dh) shapes, plus
Icosahedrons (lh), with a distorted bulk Pd structure, see Fig. 1.
All the shapes have been cut from fcc Pd bulk, except for
Icosahedron shapes, and Spheres, the latter built from fcc Pd
bulk, but defining a NP sphere radius to cut off outer Pd atoms.

Two main properties of the NPs were analysed: one
geometrical, this is, the average interatomic distance between
neighbouring Pd atoms, &(Pd-Pd), and one energetic, in this
case, the mean atomic cohesive energy, Econ. Such features can
be analysed depending on the NPs size, accounted either by n-
13, this is, following the spherical cluster approximation,?3 or by
the average coordination number, CN.,, to examine the size-
dependent evolution of NPs properties towards the bulk
limit,431.32,44.45 reached at n'/3 = 0 and CN,, = 12 of bulk fcc Pd.
This way, 94 NPs with different shapes were modelled, see the
list of shapes in Table S1 of the Electronic Supplementary
Information (ESI). These NPs account for a large diversity of sites
with different CNs, allowing for breakdown of the energy based
on either topological contributions,** or geometry components,
as done earlier to isolate energies of steps on CeO; islands,* and
energies of a row on Cu surfaces.4”

The total energies of the locally optimized NPs were
computed using non spin-polarized DFT calculations employing
the PBE exchange-correlation functional,?’” as implemented
within the all-electron full-potential Fritz-Haber Institute ab
initio molecular simulations (FHI-aims) package.?8 There, Kohn-
Sham orbitals were expanded using NAOs,4%50 hierarchically
constructed by adding functions to a minimal basis set to yield
an accuracy of the total energy at the meV level. The
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calculations were performed employing the first light-tier basis
set, which includes all most important basis functions.
Relativistic effects were considered though the scaled zeroth
order regular approximation (ZORA).50:51

To achieve the self-consistency of the electron density
optimization, two criteria were imposed: The differences
between consecutive steps of the total energy and atomic
forces set to 1106 eV and 1-104 eV-Al, respectively.
Furthermore, a Gaussian smearing parameter of 0.3 eV was
used to speed up convergence. Geometrical optimizations
were performed using the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) algorithm,52:53 and equilibrium geometries were found
once all atomic forces were smaller than 1-102 eV-A-1,

Truncated

Octaliodion Icosahedron

Octahedron

Cuboctahedron Tetrahedron

Fig. 1. Examples of the different shapes studied for Pd, NPs.

Results and discussion

Once the Pd, NPs of different shapes were optimized, see Fig.
1, the size-dependent evolution of the NPs properties towards
the bulk limit was tackled. Note that the different shapes
provide different surface features, i.e. different types of exposed
facets, edges, and corners, that are later used to break down the
NPs energies. Following previous studies, the first evaluated is
8(Pd-Pd) versus nl3, see Fig. 2. The average minimum
interatomic distances &(Pd-Pd) calculated for each NP are
listed in Table S2 of the ESI. A linear regression for each shape
family was obtained, with intercepts, slopes, and regression
coefficients listed in Table S3 of the ESI. The linear trends
reveal structural information, as in all cases, §(Pd-Pd) increases
with NP size approaching the bulk limit here estimated to be
2.79 A, succinctly implying NPs get more shrunk when reducing
their size. The only outliers of this trend are Decahedron NPs,
which feature a slightly larger extrapolated bulk limit of 2.82 A,
although this extrapolation could be biased by the reduced
number of NPs used in the linear regression.

Notably, similar Cuboctahedron, Octahedron, Truncated
Octahedron, and Truncated Cube shapes evolve similarly with
size, also found for Spherical NPs, see Fig. 2. Icosahedron is the
shape which features the longest distances, which becomes
particularly evident for smaller NPs. Still, the maximum
elongation of 0.03 A is found for Ih Pdss compared to To Pdss,
as a result of distorting the inner core NP fcc crystal structure
at Icosahedron shapes. Conversely, Cube, Tetrahedron, and
Decahedron shapes are the ones with the shortest 6(Pd-Pd)
distances, again especially for small NPs, due to the surface
strain of their peculiar edges.

This journal is © The Royal Society of Chemistry 2021
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Econ (€V/atom)

00 0.1

2 0. 0.5

n-13
Fig. 2. Top panel: Evolution of §(Pd-Pd) with size, here estimated
by n1/3, where n is the number of Pd atoms of the NP. For a
better readability of trends, only linear regressions are shown.
Bottom panel: Evolution of the cohesive energy, Econ, With n-1/3,
Colour coding as in Fig. 1.

In order to assess stability of the shape at different NP sizes,
a linear regression for each shape was performed, see Fig. 2,
where the E.n values of each NP, listed in Table S4 of the ESI,
are fitted respective to n'1/3, (see regression parameters in Table
S5 of the ESI). As one can readily notice, Icosahedron is the most
stable shape for the smaller NPs, understandable as all the
exposed surfaces are (111)-like, which is the most stable surface
for Pd and other fcc TMs in general. Indeed, Icosahedron shape
can be the most stable as long as the reduction of surface
tension energy compensates the inner core deformation.
Present results are in line with data of previous studies reporting
Icosahedron shapes as the most stable for small NPs.5455

However, Icosahedron shape ceases to be the preferred one
at larger NPs sizes; from n1/3 = 0.053, i.e. ca. n = 6530, and NPs
with a diameter @ ~ 7 nm, the most stable shape is the Sphere,
surprisingly different from the expected Truncated Octahedron
shape derived from the Wulff construction,3® and thus behaving
different from other similar TMs, such as Pt.¢ Possible reasons
for such a peculiar behaviour is that Wulff construction, in its
mathematical shaping ansatz, accounts for neither edge nor
corner energies. Aside, as aforementioned, Spherical NPs were
shaped cutting off Pd atoms beyond a defined radius measured
from the centre of an fcc bulk; this procedure actually yields for
very small spherical NPs a truncated octahedron-like shape.

Furthermore, within the truncated octahedrons family it is
possible to differentiate subgroups, depending on the degree of
exposition {001} and {111} facets. Plotting subfamilies, the

This journal is © The Royal Society of Chemistry 2021
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crossing points and stabilities vary (see linear regression
coefficients in Table S6 of the ESI). As shown in Fig. 3, the
Icosahedron shape is most stable up to n''/3 = 0.08, i.e. ca. n =
1500, and NPs with a diameter @ ~ 4 nm. At larger sizes the
Truncated Octahedron shape with a large exposure of {001}
facets is preferred; indeed, close to a Cuboctahedral shape, but
still quite more stable than the latter and the Octahedron shape,
(see Figure S2 of the ESI). From the analysis of different
Truncated Octahedron subfamilies it seems clear that the
stability is reached upon exposing larger {001} facets. Still, one
has to be cautious with such adjustments as, for some cases, the
number of points in the linear regression is limited.
Nevertheless, the present assessment indicates that the Wulff
shape is an appropriate educated guess for large NPs, but this
simplification misrepresents, as the present explicit calculations
reveal, a larger {001} facet exposure than that resulting from the
Wulff approach.2838

-34
-3.51
=
[e]
T -36- lh ——
3 s —
§ To 1 level —
w 3.7 To 2 level ——
To 3 level —
-3.8- To 4 level ——
To 5 level ——
000 002 004 006 008 0.10
n—1/3

Fig. 3. Comparison of most stable Icosahedron and Sphere
shapes and the Truncated Octahedron (To) shapes, split by each
level of {001} cuts departing from Octahedron shapes. Inset NP
image illustrates the removed atoms from each level from an
Octahedron NP. Sphere and Icosahedron colour coding as in the
signalled linear adjustments.

Small energy difference for different shapes, of ca. 0.02
eV/atom in the nm size region, implies that Pd NPs are
malleable, and so, could easily adopt different shapes, as found
experimentally.3®42 Such shape modification can also be
facilitated by the medium, in the sense that the released energy
due to the adsorption of certain species on Pd NPs may
compensate the energy cost required to change the shape.

Going beyond the mere size-dependency of 3(Pd-Pd) and Econ
of Pd NPs, the obtained data for a wide variety of NPs and
shapes representing altogether 94 independent cases allows for
an energy breakdown in terms of geometrical parameters as
well as atomic coordination environment, which could ultimately
enable predicting the energy of unexplored larger or different
shape Pd NPs. This is tackled in the following focusing on either
the atomic CN or geometrical features such as the number of
vertexes, length of edges, surface areas, and NP volume.

For both approaches a multilinear regression is applied, a
simple breakdown process, based on which understandable
conclusions can be drawn. More than just the description,
creating predictive tools is envisaged. Thus, following machine
learning protocols, one would ideally split the data into training

Nanoscale, 2021, 00, 1-7 | 3
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and test sets. However, since the number of data is limited, that
could bias the model depending on the selection of data for
each set. Therefore, the regression is cross-validated by a shuffle
split.57 Briefly, the full set of data is randomly split m times in
training and test sets, and each split is fitted and evaluated.
Here, m = 100 and for each random split % of the data has been
assigned to training, and % to testing, see Figure S1 in the ESI.
The henceforth discussed regression coefficients and errors are
thus averaged over 100 fittings.

The first proposed model is to decompose the NP energy,
employing the atomic Econ, as a function of the number of atoms
and the CN of each type.#* Thus,

(1)’

where g; is the energy contribution to the Econ of the atoms with
a given i CN, and y; is the fraction of Pd atoms with the i CN with
respect the total number n of Pd atoms, see Table S7 of the ESI.
Notice that an independent term is regarded, whereas the &4,
and yq, terms are not considered in the multilinear regression,
since Y1 is already correlated to the other atomic fractions.
Further than that, CN = 1 and 2 terms are not featured in any of
the studied NPs, and consequently disregarded as well.
Moreover, Icosahedron shapes have not been initially regarded
since, at variance with the other studied shapes, it features a
distorted core fcc structure. Within such a treatment, the
independent C term is the fcc Pd bulk cohesive energy, and the
g; coefficients describe an energy destabilization contribution
with respect to the Pd fcc bulk environment. Following this
procedure, the obtained mean g; coefficients are:

Econ = Zf:lvl gixi+C

Econ=—3.72+1.95y3 + 1.88y, + 1.47x5 + 1.29x¢ +
1.01y, +0.66)g + 0.52)9 + 0.14);0 + 0. 04x 4 (2).

As one can notice, all the coefficients destabilize the atomic
cohesive energy, and indeed, the more the lower is the CN. Fig.
4 evidences a clear linearity of coefficient destabilization with
respect to CN, a finding to be expected for similar TMs. Note
that very similar coefficients and a similar evolution of them
with changing CN is achieved when accounting for the
Icosahedron shape, see Equation S1 and Figure S3 of the ESI.

Going beyond the just mentioned basic adjustment, the
mean test errors of the gained equation show an excellent
agreement to the created model, with a regression coefficient of
R2 = 0.995, and, consequently an excellent associated mean
absolute error (MAE) of solely 0.011 eV/atom. When accounting
for Icosahedron shapes, the R? gets just slightly reduced, to R? =
0.972, and a twice larger MAE of 0.022 eV/atom is found. These
results suggest that such an energy breakdown is suited for a
quantitative analysis even when mixing different bulk crystal
structures. Although the adjustment is visually quite accurate for
fcc based NPs, see Figure 5, it clearly shows Icosahedron shapes
as outliers, see Figure S4 of the ESI.
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Fig. 4. Linear adjustment coefficients & vs. CN. Regression
coefficient, R?, slope, a, and intercept, b, are also specified.

To assess the prediction capacity of the CN breakdown, a
learning curve of the cross-validation (CV) analysis for training
and test sets is shown in Figs. 5 and S5 of the ESI, increasing
number of training set points while keeping the test points ratio.
As expected, a small MAE below 0.02 eV/atom is achieved
already for very small samples in the training set. On the CV, a
MAE ~0.01 eV/atom is achievable using a reasonably small
number of ca. 40 training samples, but fewer samples yields
larger errors, given the low quantity of fitting data compared to
the nine y; variables, where at least the same number of data as
variables is needed to solve the system equations. Thus,
underfitting appears to be at the origin of the larger errors.
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Fig. 5. Top panel: comparison of calculated Ecn versus the
predicted Ecop, Ef:’;d, for the CN breakdown. Bottom panel: MAE
learning curve for the training and CV scores. The coloured areas
represent the standard variation limits as a result of the 100

different fittings.
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As far as the geometric analysis is concerned, Econ is fitted
without defining any intercept for the topological features
including the number of corners (C), the total longitude of edges
(L), the total exposed area (A), and the NP volume (V),
normalized by the number of Pd atoms, n, to have comparative
values across sizes. Thus;

Ecoh=£C£+£L£+£A%+£V£ (3),
where &¢, €, &4, and g, are the contributions to the atomic
cohesive energy of the NP corners, edges, surfaces, and volume,
respectively. In this case only regular shapes were considered,
excluding the Sphere, Truncated Octahedron, and Truncated
Cube shapes from the analysis. Thus, the extentof the dataset
was reduced to 40 cases for only four fitting parameters, instead
of the nine parameters used for the CN-based energy
breakdown. Applying the same CV as explained before for the
E.on breakdown as a function of the atomic CN, and considering
the same m = 100, and percentages of training (75%) and test
(25%) sets, the obtained mean coefficients are:

c L A |4
Econ=0.54--0.08--0.297-0.23>  (4).

These results clearly reveal that corners are the only
topologic points detrimental to the atomic cohesive energy by
0.54 eV, due to their very low coordination. In this sense, NP
edges slightly contribute in stabilizing the shape by -0.08 eV, and
even more the surfaces, with the contribution of -0.29 eV, thus
going along the increased coordination. Volume substantially
contributes to the stabilization, by -0.23 eV, but curiously, less
than surface. Such a result has to be taken with a grain of salt,
since the NP volume is the topological feature actually
contributing more to the NP cohesion, due to its highest
coordination. This is because the NP volume is extensively larger
than its exposed surface, particularly true for large NPs, see
number of atoms with CN 12 in Table S7 and topological data in
Table S8 of the ESI.

The calculated and predicted model E.n values are
compared in Fig. 6. It can be clearly seen that the geometry
breakdown delivers a looser description compared to the CN
breakdown, with the data rather dispersed. This is translated
into a poorer regression coefficient of R2 = 0.763 and a
significantly higher MAE of 0.110 eV/atom. Even if the learning
curve in Figure 6 reveals that the training set can reach rather
accurate levels with a reduced number of samples, the CV score
needs at least 15 points for the MAE to converge to 0.11
eV/atom. This refrains from quantitative using this energy
breakdown method, although it seems useful for rapid,
qualitative assessments.

Surely the accuracy of this method is biased by the small
number of variables, which often mix different situations. For
instance, all exposed surfaces are treated equally, e.g.
considering (001) and (111) types of facets the same, even if
their surface energy is different.28 The same occurs for edges, as
there are different types, depending on via which side facets
connects, this is, it is expectable that edges separating (001) and
(111) facets have different energy than those between (111)
facets. Finally, different kinds of corners are present, with
different CNs and spatial positions of the neighbouring atoms.

This journal is © The Royal Society of Chemistry 2021
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Fig. 6. Top panel: comparison of calculated Ecn versus the
predicted Econ, Ef:j‘d, for the geometry breakdown. Bottom
panel: MAE learning curve for the training and CV scores. The
coloured areas represent the standard variation limits as a result

of the 100 different fittings.

To assess this effect we decomposed, for the Cube, and
Octahedron families, the total energy of the samples as a
function of bulk fcc Pd energies, plus the contributions to the
energy corresponding to surface, edge, and corner energies,
following a procedure earlier employed to obtain step and row
energies.*647 According to it, the cubic and octahedron NPs
energies can be decomposed as

E=n£bu,k +YA+BL+§-C
(5),

where &, is the energy of a single Pd atom in the bulk Pd fcc
structure, and y, B, and § are surface, edge, and point energies,
respectively. Notice that for cubic NPs, the whole exposed area
A belongs to (001) type of surfaces, and so y corresponds to the
(001) surface energy, while L longitudes belong to edges
between (001) facets, and so define the edge energy, £. Finally,
the corner energies, §, are for corners having vicinal (001) facets.
Likewise one can decompose the energy of Octahedron NPs, but
relating to the (111) facets only.

The obtained surface, edge, and corner energies are
displayed in Table 1. From Cubes and Octahedrons one gains
(001) and (111) facets energies of 0.09 and 0.08 eV-A?, this is,
values of 1.41 and 1.24 J-m?, respectively. These values
somewhat differ from the extended surfaces estimations using
slab models of 1.5 and 1.14 J-m=2. Thus, on such Pd NPs, (001)
surfaces become somewhat more stable, by 0.09 J-m=2, while
(111) surfaces become less stable by 0.10 J-m2. This difference
has its origin at the reduction of 3(Pd-Pd) distance, and how this
affects the particular energy of such facets, and also at the
stabilization or destabilization of the Pd atoms located at the

Nanoscale, 2021, 00, 1-7 | 5
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facets boundary regions. Regardless of this, these data already
explains the Truncated Octahedron preferential shape shown in
Fig. 3, as the (001) surfaces are to be largely exposed.

Table 1 Surface, y, edge, 8, and point & energies, given in eV-A2,
eV-A1, and eV, respectively, estimated for Cubic and Octahedral
Pd NPs using Eqg. 5.

NPs  Ywo1) Yai11) Bwoy Baiy 3
C 0.09 — 0.27 — 0.07
Oh - 0.08 - 0.27 -0.50

Interestingly, this change of shape does not compromise
edge energy, being the same, 0.27 eV-A1, for edges connecting
either (001) facets or (111) facets. The point energy of corners
differs substantially, from 0.07 eV for Cubes, to -0.50 eV for Oh;
however, these contributions barely affect the overall surface
tension as their number are quite small compared to the
exposed facets area and edges lengths, particularly true for large
NPs, see Table S8 of the ESI.

Conclusions

The present study addresses explicitly optimized by DFT Pd,
clusters and NPs including a vast myriad of shapes, and
reaching unprecedented sizes of n ~ 1500 atoms and diameter
@ ~ 4 nm. The size evolution of the mean neighbouring Pd-Pd
distances, &6(Pd-Pd), and the atomic cohesive energy, Econ,
towards the bulk limit are shown to be linear with respect to n-
13 for all considered NP shapes. From the analysis of NP shape
dependence on their size, the Icosahedral shape with the bulk
structure distorted vs. fcc resulted as the most stable for NPs
with up to 1500 Pd atoms. From this size on, the Truncated
Octahedron shape with a large exposure of (001) facets
appears to become the most stable. The Wulff construction
model is partially followed, but with a presence of larger (001)
facets. The latter is shown here to be due to stronger
stabilization of (001) facets and a similar destabilization for
(111) facets.

The large number of studied structures, 94, and the variety
of shapes, nine different families, allowed decomposing Ecoh in
terms of atomic contributions grouped by CN, as well as
geometric contributions accounting for number of corners,
edges lengths, facets areas, and NP volumes. The energy
breakdown based on CNs is found to be quantitative, with a
MAE of solely 0.01 eV-atom1, for NPs with fcc arrangement of
Pd bulk. Including Icosahedrons with a different arrangement
of inner Pd atoms only slightly rises the MAE to 0.02 eV-atom-1.
The breakdown reveals the smaller the CN, the larger the
destabilization from the bulk cohesive energy is.

The breakdown employing geometric terms, performed on
a subset of 40 NPs with a clearly defined geometry, featured a
poorer accuracy with a MAE of 0.11 eV-atoml. Yet, this is
sufficient for a qualitative assessment, for instance, revealing
that corner points are the only destabilizing geometric feature.
The reduced accuracy of this model is related to accounting for
all exposed facets, edges, and corners with the same energetic
contributions, although the present DFT data analysis reveals
that they may significantly differ from each other.
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Chemical Ordering of Bimetallic Nanoparticles

PART III. RESULTS OF BIMETALLIC
SYSTEMS

Chapter 6. Chemical Ordering of Bimetallic
Nanoparticles

6.1 INTRODUCTION

Bi- or multicomponent metallic particles are known as nanoalloys. Among the
peculiarities of these systems are the complexity of their geometrical
structures and the dependence of their properties not only on the size, like in
the monometallic particles, but also on the composition. The notably
increased complexity makes studies of the nanoalloys challenging both from
the experimental and theoretical points of view. The presence of the second
metal makes necessary determining the composition and the chemical (or
atomic) ordering. The chemical ordering is the pattern in which atoms of
different metals are spatially arranged with respect to each other within the
crystalline positions of the NP under scrutiny. One can differentiate between
the mixing and the non-mixing patterns. Among the mixing patterns, ordered
phases and completely mixed solutions exist depending on the component

miscibility in the bulk (see Figure 6.1).

Figure 6.1 Representation of different mixing patterns from the ordered phases, left panels,

and the completely random mixing, right panel.
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The non-mixing chemical ordering patterns are characterized by phase
separation. Common structures of this group are of core@shell types, meaning
that A-type atoms form a compact inner aggrupation, and all B-type atoms
are located at the outer shell. The notation specifying the atoms A of the core
and B of the shell is A@B core@shell. At variance, the location of A and B
atoms on the opposite sides of the NP results in the so-called Janus structure
(see Figure 6.2). There are also other intermediate types of the chemical
ordering patterns besides these most significant ones to be addressed in the
following. Among the factors favoring the segregation of A and B atoms are
their weak miscibility in the bulk, different surface energies of the two metals
and a mismatch of atomic size triggering the larger atoms to be located on the

surface to reduce the atomic stress.67

Figure 6.2 Representation of most relevant non-mixing patterns the core@shell structure on
the left and the Janus structure on the right. Atoms A — grey spheres, atoms B — white

spheres. The notation of the core-shell structure is A@B.

All possible chemical orderings of atoms in a NP with a given shape,
size, and composition are called homotops. The latter are defined as the
structures which differ only by permutations of atoms of different elements.68
Simulating the chemical ordering is a highly challenging combinatorial
problem of considering a huge number of homotops Nj,,,, estimated for a NP

comprising N4 atoms A and Np atoms B, N = N, + Nj, to be

N!
Npom = NN, (6.1).

Complexity of this problem grows very rapidly with the size increase of

NPs. For instance, already a ~2 nm large bimetallic crystallite of 200 atoms
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can feature a colossal number of up to 1050 homotops,% direct consideration
of all of them is excessive for any computational method. To overcome this
hurdle, our present studies employ a lattice-model approach recently
developed in the research group of Prof. Neyman. The so-called topological
(TOP) method allows to efficiently determine the lowest-energy chemical
ordering of a bimetallic NP by parameterizing the energies of some homotops
calculated by DFT.37 In this methodology, the DFT energy of a NP, Eprr, is
approximated by the topological energy, Eqp, defined as,
A-B

_ A-B A A
Eror = €gonpNgonp + €cornverNCornEr T

(6.2),
€%p6eNEpeE + €RacerNéacer + Eo
where N £, is the number of heteroatomic bonds (nearest-neighbour A-B
contacts), the NZener, Nibcgr, and Ny g are the numbers of A atoms on

corners, edges and facets sites, respectively (see Figure 6.3).

Figure 6.3 Different surface atomic positions in a truncated-octahedral fcc metal NP of 116

atoms.

Other variables, such as Noin, NEonn> Néorner> Nepge and Niycer or

NixnEer» and N5 yer are not considered, mainly to avoid the linear dependence
with the employed variables for a given NP size and composition. E, is the
practically unimportant fitting intercept, a constant shift between the DFT
and TOP energies, disappearing in the equation for the energy difference
between two homotops, AE;gp,

AErop = egonpANEonn + ¢ornerANEoRNER T

(6.3),

A A A A
€EepceANgpce + €FacerANEacer

g; are the energetic parameters associated with the corresponding N;, as

known as descriptors; not to be confused with the chemical descriptors
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exposed in Chapter 4. Each topological descriptor has a specific physical
meaning. For instance, €f,2, characterizes the gain or loss of energy upon
creating one heteroatomic bond.

The descriptors are obtained following an iterative procedure depicted
on Figure 6.4. First, a set of descriptors is used as a first guess to the TOP
equation. They are employed to generate new homotops through a MC
simulation. The lowest energy homotops generated are then optimized within
the DFT approach. The obtained DFT energies will then be compared with
the corresponding TOP energies. In case of poor agreement, the descriptors
will be fitted using the obtained DFT energies of the generated and previous
homotops, if any. This procedure will be repeated until a good agreement
between DFT and TOP energies is obtained. The double residual standard
deviation (&) (see equation 6.4) and the difference between the minimum E;,p
value and the E;,p value corresponding to the minimum DFT energy homotop

are used to evaluate the agreement between DFT and TOP energies.

E —E 2
5.(Eopr — Erop)? — & Eoir ~ Eror)) 6.0
6 =2 TEST cx).
Nrgsr —1

DFT energies of trial
homotops; parameter ¢;

Eprr = Etopr(&iNi)

MC optimization New ¢;
Lowest-energy homotops .
Re-fit g with
DFT geometry new homotops
optimization
Eprr Poor agreement
Analysis Eorr <> Erop

Agreement EDFT < Etop

End

Figure 6.4 Iterative procedure diagram followed by Eropr to obtain the final set of topological

descriptors.
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The present MC simulations were performed as described in Ref.
36 The TOP method addresses the chemical orderings of NPs in vacuum
without explicitly considering effects of reactive environments or interactions
with supports on which bimetallic NPs under scrutiny are deposited in
experiments and applications. The environment and support effects on the
nanoalloys are important because they could change not only the chemical
ordering, but also the shape of the particles. Therefore, the effects of reactive
environment on the NPs are evaluated in this Thesis employing the data

provided by the TOP method.

6.2 OBJECTIVES

Objectives of the studies presented in this Chapter are to computationally
predict and analyse chemical orderings in the bimetallic NPs PdRh (Section
6.3), PtNi (Section 6.4), PtCu, PtAg and PtAu (Section 6.5) with fcc
crystallinity and different contents of two metals. The modelling procedure
consisted of DFT calculations of the NPs in the routinely accessible particle
size ranges of up to ca. 200 atoms, using the DFT ordering/energy relations
data to parameterize the TOP equations enabling efficient Monte Carlo pre-
screening of the lowest-energy orderings with subsequent validation of the
latter (and of the TOP equations) by DFT energy minimization. The resulting
TOP equations have been applied to determine by Monte Carlo calculations
the lowest-energy chemical orderings in the NPs of the same metal
combinations with more than a thousand atoms, which are too large for DFT
treatment. Using this simplified computational procedure, temperature
effects on the surface segregation and related rearrangements of the chemical
orderings have been studied and estimates of the surface sites changes by
typical adsorbates and reactants from the gas-phase environment have been

performed.
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6.3 USING DENSITY FUNCTIONAL CALCULATIONS TO
ELUCIDATE ATOMIC ORDERING OF PdRh
NANOPARTICLES AT SIZES RELEVANT FOR CATALYTIC
APPLICATIONS

6.3.1 Summary

Introduction The first studied bimetallic nanosystem is PdRh. Its NPs
form a promising nanomaterial catalysing a variety of reactions, including
CO oxidation,”™ three-way converters in the exhaust pipes of gasoline-
powered engines,!.72 glucose oxidation,”® Suzuki cross-coupling,’* and many
hydrogenation reactions,’”> among other processes.’®:77For this reason, we
selected PdRh to deeper investigate chemical ordering in its bare NPs with
different contents of the constituting metals and then to predict the surface
restructuring elevated temperature and in the presence of reactive
environment. Also, a previous research on the modelling of the atomic
ordering of cuboctahedral 55-atomic PdRh NPs that combined DFT
calculations with cluster expansion approach’ provided a reference for
comparing bare and oxygen-covered NPs of different compositions.” These
results revealed a simple alloying behaviour and a strong tendency of forming
Rh@Pd core@shell structures for bare NPs. The presence of adsorbed atomic
O causes surface segregation of Rh up to a reverse pattern Pd@Rh is formed
at higher O coverage. The presently studied NPs are bigger, to belong to the
scalable-with-size regime, thus making the ordering patterns representative
of those in much larger PdRh NPs of technologically relevant size range. So,
we modelled Pd-Rh NPs of different Pd:Rh ratios comprising from 140 to 3630
atoms (1.4 to 5.4 nm, respectively) using for determining the equilibrium
atomic ordering of large bimetallic NPs the methodology introduced above,
and based on 6.5 of the type of equation 6.3.36:80
AErop = eponp ANEGND" + €cornERANESRNER + 6.5)
e5berANEScE + T ANFAcer -
The data of Wang et al. for 55-atom particles served as a reference 74

not expected to be dramatically changed for the chemical ordering pattern of
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larger NPs driven by the lower surface energy of Rh compared to Pd and the
absent miscibility of Pd and Rh atoms in the bulk of PdRh alloys.

Among the aims of the study outlined in the present Section are i) to
determine using DFT calculations the most stable atomic orderings and
segregation effects in PdARh NPs containing up to 201 atoms at different
Pd:Rh ratios; ii) to employ the developed Topological models to predict
preferred atomic orderings in inaccessible by DFT larger PARh NPs with sizes
4-5 nm common for catalytic metal particles; and iii) to evaluate surface
segregation effects induced by adsorbates on the arrangement of surface sites
exposed by Pd-Rh nanoalloy catalysts.

The author of the Thesis contributed to this work by performing DFT
calculations of the model NPs PdsiRhiso, PdioiRhioo, and PdisiRhso,
generating the TOP equations from these data, analysing the temperature
effects on the chemical ordering in larger NPs, studying the adsorption-
induced resurfacing of Rh atoms, preparing images, tables, Supporting
Information and other material for publication as well as writing a part of the
description of results and discussion of the published article. The published

article is shown at the end of present summary.

Results The main result for the atomic ordering obtained for the PdRh
NPs is a clear preference of Pd atoms vs. Rh atoms to occupy under-
coordinated surface positions and the formation of non-mixed patterns.
Particularly, 73% of the surface of Pd70Rh7o is occupied by Pd atoms, including
all corner and edge positions and a part of terrace positions. Rh atoms form a

complete core and expose compact nano-islands on terraces (see Figure 6.5).

Figure 6.5 Atomic ordering in the lowest-energy homotops of Pd7oRh7o particle. As shown in
the split image of the particle in the right panel, its inner region consists of Rh atoms only.

Color coding: Pd — turquoise, Rh — purple.
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Also, in a larger 201-atomic Pdio1Rhioo NP of the same 1:1 composition
Pd atoms are notably stabilized on the surface (see Figure 6.6), with the least-
coordinated surface sites of corners being preferred ones and the most-
coordinated surface sites on {111} terrace stabilized less than others. Here, at
variance with Pd7oRh7o particle, Pd atoms do not form a complete shell,
because it is not enough atoms to form it. Changing the Pd:Rh composition at
the same size and shape of the NPs, at lower Pd content of PdsoRh151 NP the
relative sites stability dependence on the CN varies slightly making the 7-
coordinated site (edge) the most energetically preferable instead of the 6-
coordinated site (corner). In this case all 50 Pd atoms are located on the
surface, where 72 Rh atoms are also present. Contrary, due to a higher
content of Pd, there is enough Pd atoms in Pdi51Rhs0 NP to complete the outer
shell by 122 atoms and remaining 29 Pd atoms are located in the inner

positions.

PdsoRhys4 Pdio1Rhygo

Figure 6.6 Atomic ordering in the lowest-energy (upper two rows) and Janus-type (lower two
rows) homotops 201-atomic NPs with PdsoRhis1, Pdio1Rhioo and PdisiRhso. Colour coding as
in Figure 6.5.
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To quantify the miscibility of two metal components in PARh NPs, one
can compare the lowest-energy homotops with those featuring the most
separated components in the so-called Janus-type atomic ordering (bottom
panel of Figure 6.6). The latter structures possess around a half of the
(slightly) destabilizing PdRh bonds compared to the corresponding found
lowest-energy homotops, 96 vs. 197 for PdsoRh1s1, 128 vs. 270 for Pdio1Rhioo,
and 96 vs. 208 for Pdis1Rhso. However, both DFT and TOP energies of the
Janus-type homotops are notably higher than energies of the respective
lowest-energy homotops. The cause of such a difference is a strong propensity
of Pd atoms to be on the surface over Rh atom. Another measure of the
miscibility of metal components at the nanoscale is the so-called excess
energy (E.,.), which for the 201-atomic PdRh NPs under discussion reads

Eexc (Pd201—nRhn)

_ E(Pd301-nRhy) — (2021T1n) E(Pd,q,) — (%) E(Rh,y,) (6.6).

201
There, from the energy of the PdRh system, E(Pd,,;_,Rh,), one

subtracts the proportional fraction of energy of the pure monometallic NPs of
each component, E(Pd,,;) and E(Rh,,,), of the same size and geometry as the
evaluated nanoalloy particle. The calculated negative E,,. values (see Figure
6.7) indicate miscibility of Pd and Rh components in terms of the preference
of partially separated core@shell Rh@Pd structures over the Janus-type

structures with completely separated Pd and Rh components.

Excess energy

0
-0.02
> -0.04
Q
G
% .
w’ -0.06 .
-0.08 -
o
-0.1
0 25 50 75 100

% Pd

Figure 6.7 DFT excess energies Eexc per atom of Pd2o1-nRhn (n = 50, 100, 151) NPs.
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Employing the energetic parameters from the TOP equations for 140 and
201 atomic NPs (Table 1), the equilibrium atomic orderings were calculated
in truncated octahedral and cuboctahedral PARh NPs of 1463 and 3630 atoms
(see Figure 6.8 and Figure 6.9).

Table 6.1 Descriptors &; 2 in the topological energy expressions AEror® for Pd-Rh nanoparticles
of 1:3 (PdsoRhis1), 1:1 (Pd70Rh7o, Pdi01Rh10o,), and 3:1 (Pdis1Rhs0) compositions. All energies

are given in meV.

PdsoRhis: P;é:;giizo Pdi51Rhso
ebd Rh 18431 ;‘Eg 321§
ECORNER —6031g7 :;iii%gl —691%3;
ebd —631+1¢] :Ezgig —597+32
~54413] s 62t

2 95% confidence intervals of &; are also given, e.g. 32%% denotes the interval 25 — 38.

Validity of calculating the chemical orderings in much larger NPs using
the TOP parameters determined for moderately large NPs calculated by DFT
was justified in previous studies?6:80-82 by the evidence that the TOP
parameters of smaller NPs commonly vary only very slightly for larger NPs
with the same relative contents of the two metals. This is also the case for Pd-
Rh NPs, where the TOP descriptors calculated for Pd7oRh7o and PdioiRhioo
NPs are essentially the same. In addition, we found that a very similar
chemical ordering is obtained in larger NP by using the descriptors for same
and different compositions of PdRh. In the Figure 6.8 and Figure 6.9, the
upper images are the arrangements obtained by the descriptors of the 201
atomic NPs of the corresponding compositions and the lower panels are the
arrangements obtained using the PdioiRhioo descriptors for 1:3 and 3:1
compositions of larger NPs, and PdzRh7o descriptors for their 1:1

composition. Close similarities in the chemical orderings of both obtained
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structures for PdsssRhiog7, Pdiog7Rhss, PdoosRhz722, and Pdz722Rhgos NPs are

evident.

Pd3ssRh1gg7 Pd731Rh732 Pdi097Rh3gs

Figure 6.8 Atomic ordering in the lowest-energy homotops of ca. 4.4 nm large truncated
octahedral 1463-atomic NPs with varying Pd:Rh composition: 1:3 — PdsssRhios7, 1:1 —
Pd731Rh732, and 3:1 — Pdioo7Rhsss. Upper panels (from left to right) display homotops
calculated using the TOP equations. of PdsoRhis1, PdioiRhioo, and Pd151Rhso, respectively.
Images in the corresponding lower panels are obtained using the equations PdioiRhioo,

Pd7oRh7o, and Pdio1Rhioo. Color coding is the same as in Figure 6.5.

PdgpsRhg722 Pd,722Rhgog

3630-atomic NPs with varying Pd:Rh composition: 1:3 — PdgosRha722, 1:1 — Pdisi5Rhis15 and

3:1 — Pda722Rhgos. Upper panels (from left to right) display homotops calculated using the TOP
equations of PdsoRhis1, Pdi01Rh1oo, and Pd151Rhso, respectively. Images in the corresponding
lower panels are obtained using the equations PdioiRhioo, Pd7oRh7o, and PdioiRhioo. Color

coding is the same as in Figure 6.5.
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All results discussed so far in the Section were computed at 0 K.
However, the MC simulation allow estimate the chemical ordering at higher
temperatures as an average structure according to the Boltzmann population.
PdsssRhio97 and Pd731Rh732 NPs were used to explore the temperature effects
on the chemical orderings, see Figure 6.10. Temperature increase makes Rh
surface islands in PdsssRhiogr NP first less regular (at 600 K) and then
completely disappearing and revealing a disordered pattern (at 1000 K). In
the second case, the equilibrium chemical ordering of Pd73iRh7s2 NP is a
perfect core@shell Rh@Pd at 0 K. Although the core@shell structure remains
at 600 K, the compact Rh core becomes visibly less regular than at 0 K.
Finally, at 1000 K some Rh atoms appear in the surface shell and the even
less regular Rh core is expanded to the subsurface layer. The immiscibility of
Pd-Rh and quite strong preference of Pd atoms to occupy surface positions
causes the weak influence of temperature on the atomic ordering of PdARh NPs
compared, for instance, to PdAu NPs.80

Finally, from the energetic TOP descriptors and the adsorption energy
of molecules of interest one can estimate how the ordering pattern of

bimetallic NPs could be modified by a reactive environmental media. For our

0K 600 K 1000 K

.....
......
caew

.....................

Figure 6.10 Temperature effects on the atomic ordering in the representative homotops of
truncated octahedral 1463-atomic Pd-Rh NPs at 0, 600, and 1000 K. Upper panels —
PdsssRhiog7, bottom panels — Pd731Rh7s2
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PdRh NPs under scrutiny we have chosen as test adsorbates atomic O and
CO and NO molecules. Their adsorption energies calculated using the same
GGA functionals on extended Pd (111) and Rh (111) surfaces, respectively,
are (in eV): O —4.64 and 5.22, CO — 2.16 and 1.99, NO — 2.37 and 2.49. Then,
using the facet energy descriptor from Table and knowing the number of Pd
atoms comprising {111} terraces of the modeled 1463 atomic NPs one can
estimate the coverage of the adsorbates needed to a complete surface

segregation of Rh atoms.

Conclusions The study outlined in the present section can be

summarized as follows:

e DFT calculations in combination with the Topological method were used
to quantify the chemical ordering in PdRh NPs with <201 atoms and
Pd:Rh compositions 1:3, 1:1, and 3:1. At all compositions Pd atoms show
energetic preference over Rh atoms to be located at the surface, at less
coordinated positions. The complete Pd surface shell i1s predicted to form
in Pdi51Rhs0 NP when the number of Pd atoms becomes sufficient for that.
Despite that the Pd-Rh bonds are found to be unfavourable with respect
to the homometallic bonds, the strong preference of Pd atoms to stay on
the surface causes the formation of Pd@Rh core@shell ordering instead of
a Janus-type ordering with complete separation of Pd and Rh components.

e The lowest-energy atomic orderings were predicted for 1:3, 1:1, and 3:1
Pd:Rh compositions of 1463 and 3630 atomic PdRh NPs. The core@shell
Rh@Pd NPs are formed with 1:1 and 3:1 compositions.

e A simple approach of calculating the adsorption energy of different
molecules on Pd and Rh (111) surface and knowing relative energies of
different atomic ordering of the NP from the Topological description allows
predicting the surface re-segregation induced by interactions with
adsorbates and reactants from the environment. Here, the effects of

adsorbed O, CO, and NO species has been studied.
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Pd-Rh nanoparticles are known to easily undergo surface restructuring in reactive environment.
This study quantifies, with the help of density functional (DFT) calculations and a novel topological
approach, atomic ordering and surface segregation effects in Pd-Rh particles with compositions 1:3,
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Size relevant

sands of atoms and exhibiting sizes exceeding 5 nm, which are typical for catalytic metal particles. It
is outlined, how segregation effects on the surface arrangement of Pd-Rh nanoalloy catalysts in-
duced by adsorbates can be evaluated in a simple way within the present modelling setup.
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1. Introduction

A combination of Pd and Rh metals is present in the active
component of modern automotive three-way catalysts [1,2].
Moreover, bimetallic Pd-Rh nanoparticles (NPs) are known to
efficiently catalyse, beyond purification of car exhaust gases [3],
reactions of CO2 methanation [4], methanol oxidation [5] and
ethanol steam reforming [6], just to mention a few processes.
Pd-Rh NPs reveal remarkably easy surface restructuring under
reaction conditions due to interactions with oxidizing and re-
ducing environments [7-9] as well as with oxide supports [10].
Notably, Pd and Rh immiscible at low temperatures in bulk
[11-13] can mix in NPs [3-10,14].

Atomic-level understanding various peculiarities of catalytic
Pd-Rh NPs requires reliable information on their thermody-
namically stable surface arrangements in the absence of per-
turbations by reactants and/or supports. Obtaining such ref-

* Corresponding author. E-mail: haa@chem.uni-sofia.bg
* Corresponding author. E-mail: konstantin.neyman@icrea.cat

erence data experimentally is complicated by high sensitivity of
the surface atomic ordering of Pd-Rh NPs to environment. This
sensitivity resulted in a variety of surface arrangements [3-10]
different from the ordering Pd-shell/Rh-core expected in vac-
uum for strongly surface segregated Pd on the basis of its lower
surface energy compared to Rh [15] and in line with the surface
segregation propensity of Pd impurity in Rh metal [16]. Hence,
the knowledge about the detailed structure of such versatile
entities as Pd-Rh NPs is crucial for tuning their properties in
order to extend and make more efficient their catalytic applica-
tions.

Computational modelling of bimetallic nanoparticles using
density functional theory (DFT) methods can provide valuable
information on the structure-properties relations, complemen-
tary to experimental data. DFT calculations of bimetallic nano-
particles containing over hundred atoms (~1.5 nm large) be-
came feasible more than a decade ago [17]. Yet, the dramati-
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cally increased complexity of alloy NPs due to the presence of
two types of metal atoms hinders their extensive computation-
al studies. Two more degrees of freedom characterise a bime-
tallic particle AnBn of a specified geometry (shape) and number
of atoms m +n compared to the corresponding monometallic
particles Am«n and Bm+n: (1) the composition - m : n ratio and
(2) the atomic ordering - pattern of positions that atoms A and
B occupy in this particle geometry. Structures different only by
positions of atoms A and B in a given particle geometry, denot-
ed as homotops [18], rapidly increase in number with particle
size. For instance, already for ~1 nm large As0Bso particle of
just 80 atoms the number of homotops (including sym-
metry-equivalent ones) reaches an astronomical value of 1023,
This limits comprehensive exploration of the homotop land-
scape to much smaller particles than those consisting of many
hundred to several thousand atoms common in catalytic appli-
cations.

State-of-the-art modelling atomic ordering of alloy particles
combines DFT calculations [19] with cluster expansion method
[20]. Extension of this sophisticated approach to treat bimetal-
lic particles with adsorbates allowed Wang et al. [21] to com-
paratively study bare and oxygen-covered cuboctahedral
55-atomic Pd-Rh particles at various Pd:Rh compositions.
Bare NPs were shown to exhibit a simple alloying behavior and
strong Rh-core/Pd-shell preference. Gradual increase of oxygen
coverage caused Rh atoms to emerge on the surface, up to a
total reversal to Pd-core/Rh-shell. Yet, the studied 55-atomic
Pd-Rh particles with very high ratio of surface to inner atoms
may not be in the scalable-with-size regime [22-24] required
to represent in sufficient details surface structures and segre-
gation of atoms in Pd-Rh NPs of much larger sizes typical for
technical catalysts. In order to address this issue, we modelled
in the present work Pd-Rh NPs of different Pd:Rh ratios
formed of 140 to 3630 atoms (1.4 to 5.4 nm, respectively) using
a novel efficient tool for optimising atomic ordering of large
bimetallic NPs [25,26].

Among the main goals of our study are: (1) to quantify using
DFT calculations atomic ordering and segregation effects in
Pd-Rh NPs containing up to 201 atoms at varying Pd : Rh com-
positions; (2) using these data to describe with DFT accuracy
energetically preferred atomic orderings in inaccessible by DFT
larger Pd-Rh NPs with sizes 4-5 nm common for catalytic metal
particles; (3) to illustrate how one can evaluate induced by
adsorbates expected segregation effects on the surface ar-
rangement of Pd-Rh nanoalloy catalysts.

2. Computational details

DFT calculations were performed with the help of a
plane-wave code VASP [27,28]. A gradient-corrected
Perdew-Becke-Ernzerhof (PBE) exchange-correlation function-
al [29] was employed in combination with the projector aug-
mented wave representation of core electrons [30,31]. Only
I'-point was used for the Brillouin zone sampling. Cutoff energy
for the wave functions was 250.925 eV. One-electron levels
were smeared by 0.1 eV and the converged energies were fi-
nally extrapolated to the zero smearing. All atoms were locally

relaxed without any restrictions until forces on each atom be-
came less than 0.02 eV.

Our common DFT models of Pd-Rh nanoalloy particles with
varying Pd:Rh composition comprised 201 atoms. These
truncated octahedral NPs with fcc structure were located in
2.5x2.5%2.5 nm large periodically repeated cells with the 20.9
nm separation between adjacent particles. Interactions of metal
NPs at such distances are shown to be negligible [32].

We determined contributions governing the atomic ar-
rangement (atomic or chemical ordering) in Pd-Rh nanoalloys
employing our recent method [25] for the global optimization
of the ordering in a NP of a given shape, size and composition.
As described in details elsewhere [25,26], this method, hereaf-
ter denoted TOP, is based on simple energy expressions de-
fined by locations of atoms of two metals in crystalline posi-
tions of the NP, i.e. solely by the topology of the latter. The TOP
method is widely applicable to bimetallic nanocrystallites
composed of different metals. Deviation from the crystallinity,
e.g. in small, sub-nanometer particles or in combinations of
metals with large mismatch of the atomic sizes, is one of few
factors limiting the applicability. The method involves the use
of & parameters (descriptors) associated either with the sur-
face segregation energy of Pd atoms or the interaction energy
of Pd-Rh pairs of the nearest atoms (denoted hereafter Pd-Rh
bond energy, which can also be destabilising). The values of &;
were obtained via fitting to DFT energies of several dozens of
NP structures with different chemical orderings. The resulting
TOP expressions were employed in efficient Monte-Carlo (MC)
simulations to find globally optimised atomic orderings in
Pd-Rh NPs with the accuracy of DFT calculations.

3. Results and discussion

3.1. Atomic ordering in Pd7oRhz7o, PdsoRh1s1, Pdio1Rh100 and
Pdis51Rhso nanoparticles from DFT calculations

Our DFT results calculated for two types of truncated octa-
hedral model Pd-Rh NPs with different Pd: Rh compositions,
PdsoRh1s1 (1:3), Pdio1Rhioo and Pd7oRh7o (1:1) and PdisiRhso
(3:1), are presented in Figs. 1 and 2 in the form of structural
sketches corresponding to the lowest-energy optimised atomic
ordering for each kind of the NPs. Pre-screening of various
atomic orderings for finding putative lowest-energy homotops
was performed by MC simulations [25] using the TOP energy
descriptors &; listed in Table 1. The descriptors define TOP ex-
pressions for energy difference AEtor between any two homo-
tops of a given Pd-Rh NP.

AEror = shonn" ANGSRD" + eboper ANESrwer  +  eEBoeANESGE +

E;EIRRACE AN';)EIRHACE (1)
which depends on the number of Pd-Rh bonds ( N{gz5") and
the numbers of corner ( Nf&wer ), edge (Nfd,:) and terrace
(NH&erace) surface Pd atoms in each homotop.

The following individual TOP expressions (in eV) corre-
spond to four kinds of the calculated by DFT Pd-Rh NPs with
140 and 201 atoms:

AEtop(Pd70Rh70) = 0.021ANG56" - 0.814 AN/ fwer
- 0.5884N{jicr - 0.456 ANféepace (2
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Fig. 1. Atomic ordering in the lowest-energy homotop of 1.4 nm large
truncated octahedral Pd7oRh7o particle. As shown in the split image of
the particle in the right panel, its inner region consists of Rh atoms only.
Color coding: Pd - turquoise, Rh - purple.

AErop(PdsoRhis1) = 0.0 18NS A" - 0.603 AN er

-0.631 NS4 - 0.544 ANSSpnace (3
AEror(Pd101Rh100) = 0.0244N5555" - 0.755
NEaner - 0.536ANE G, - 0.356 ANFfpace 4
AErop(Pd1s1Rhso) = 0.0324N580R" — 0.691 AN ener
- 0.597 ANffcr - 0.362 ANfopace (5)

3.1.1. Pd7oRh nanoparticle

Fig. 1 displays the lowest-energy homotop of the Pd7oRh7o
NP. Pd forms there a part of the 96-atomic monolayer thick
shell, in which all 70 Pd atoms are located. They occupy all 48
available corner and edge positions along with 22 of 48 availa-
ble positions on the {111} terraces. The remaining 26 surface
terrace sites of the NP are occupied by compact nano-islands of
Rh atoms. The inner part (core) of the NP completely consists
of 44 Rh atoms. These results illustrate propensity of Pd atoms
to be strongly energetically stabilised in low-coordinated sur-
face sites of Pd-Rh particles. Indeed, the TOP descriptor values
(Table 1) estimate the energy gain to be 814 meV for each Pd
atom emerging from the NP core in a 6-coordinated corner
position, assuming unchanged total number of near-
est-neighbor Pd-Rh contacts (bonds). The corresponding ener-
gy gains are 588 and 456 meV for the appearance of a core Pd
atom in 7-coordinated edge and 9-coordinated {111} terrace
positions, respectively. This revealed by our DFT calculations
behavior of Pd to surface segregation in nanoalloys with Rh
(atoms of which are only 3 pm smaller than Pd ones) is fully
consistent with the already mentioned for extended systems
lower surface energy of Pd compared with Rh [15] and a clear
preference of Pd (Rh) atom impurities in Rh (Pd) slabs to sur-
face (inner) locations [16].

Data in Table 1 for the Pd7oRh70 NP point to destabilising
interaction between the nearest Pd and Rh atoms (Pd-Rh bond)
vs. a half of the sum of two monometallic Pd-Pd and Rh-Rh
bonds, by 21 meV on average. Hence, the immiscibility of Pd
and Rh in the bulk (vide supra) still noticeably affects alloying
propensity of these metals in 1.5 nm large 1 : 1 Pd:Rh NPs.

Next we explore how the findings for the Pd7oRh70 NP de-
pend on the size and composition based on our DFT data for
larger 201-atomic Pd-Rh NPs with varying Pd : Rh contents.

3.1.2. 201 atomic Pd-Rh nanoparticles with1:3,1:1and 3: 1
compositions

Pd101Rh100 nanoparticle. Results for larger 1:1 Pd-Rh NP
Pdi01Rh1oo (Table 1 and Fig. 2) are similar to those for Pd7oRh7o
NP. Again, Pd atoms are notably stabilised on the surface with

the stabilisation magnitude correlating with the coordination
numbers of the surface sites. The stabilisation ranges from 755
meV in corner sites with the lowest coordination to 356 meV in
{111} terrace sites with the highest surface coordination. Nota-
bly, these descriptors characterising surface segregation ener-
gy of Pd atoms in the Pdi01Rhi0oo NP practically coincide (with
the statistical accuracy) with the corresponding descriptors for
the Pd7oRh7o NP and the Pd-Rh bond energy descriptors are
also statistically indistinguishable for the both NPs with the
same 1:1 Pd: Rh composition. Hence, it is not surprising that
the atomic ordering in the PdioiRhioo NP (Fig. 2) essentially
does not alter with the particle size increase from Pd7oRh70. As
in the latter, Pd atoms form a monatomic shell in the Pdio1Rhi0o
NP, which is not complete solely because of the insufficient
number of 101 Pd atoms to occupy all exposed surface sites.
These observations indicate that the general structural and
related features of quite small Pd7oRh70 and PdioiRhioco NPs
should be representative of the corresponding features of no-
tably larger Pd-Rh NPs with the same composition, in line with
results for other bimetallic NPs of similar sizes [25,26,33,34].
But what about atomic ordering in Pd-Rh NPs with other com-
positions different from 1 : 17

PdsoRh1s1 nanoparticle. The surface segregation propensi-
ty of Pd atoms in 201-atomic Pd-Rh NP at smaller Pd content
remains substantial. Yet, the noticed for 1:1 Pd-Rh NPs clear
dependence of the segregation energy on the coordination
numbers of particular surface sites becomes less expressed in
the PdsoRhisi NP (Table 1). There, the segregation of Pd to
6-coordinated corner sites is not the most energetically pref-
erable anymore and 7-coordinated edge sites turn out to be
similarly stabilising for Pd atoms. The lowest-energy atomic

Table 1

Descriptors &# in the topological energy expressions AEvoe® for Pd-Rh
nanoparticles of 1:3 (PdsoRhisi), 1:1 (Pd7oRhs, PdiniRhig,) and 3:1
(PdisiRhso) compositions along with their precision & and accuracy AE,
also showing number of DFT-optimised structures Ner used for defin-
ing the TOP expressions. All energies are in meV.

PdsoRhiss Pdi0:Rh1oo Pdis1Rhso
Pd70Rh7o

ghd=tn 18%3% 2418 32%
21+

elenen —6037§9 —755+{%! -691%3}
—814+34

ehlee -63141)  -536%) 59732
—588*36

&Ffirrace 544487 35641  —362%1¢
—456730

Nar 30 31 29
44

precision, 8(Ever = Erop) 131 348 127
519

accuracy, AE 0 123 0
125

2 95% confidence intervals of & are also given, e.g. 3275 denotes the
interval 25 - 38.
bSee Eq. (1) and Ref. [25].
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Fig. 2. Atomic ordering in the lowest-energy (upper two rows) and
Janus-type (lower two rows) homotops of 1.7 nm large truncated octa-
hedral 201-atomic NPs with varying Pd:Rh composition: 1:3 -
PdsoRhisi, 1:1 = PdioiRhioo and 3:1 - PdisiRhse. Color coding as in Fig. 1.

ordering PdsoRhis1 homotop (Fig. 2) exhibits all 50 Pd atoms
located solely in the corner (19), edge (27) and {100} terrace
(4) sites, with the shell completed by 72 Rh atoms. The core is
formed of only Rh atoms, Rh79. No statistically significant alter-
ation of the energetics of pair Pd-Rh interactions is observed.

Pd1s51Rhso nanoparticle. No important differences in segre-
gation and bonding properties of Pd and Rh atoms are calcu-
lated for 3 : 1 Pd-Rh NP PdisiRhso (Table 1, Fig. 2). Due to high-
er Pd content, there are sufficient atoms to form a purely Pd
shell in it. A 79-atomic core of PdisiRhso consists of 50 Rh and
29 Pd atoms. The clear trend of more stabilised Pd atoms in
less coordinated surface positions is the same as for the 1:1
Pd-Rh NPs addressed above. Pd-Rh interactions are calculated
slightly more destabilising than for the other compositions
under scrutiny. Notably, core-shell atomic ordering of Pd and
Rh components remains characteristic for the studied
201-atomic Pd-Rh NPs at all compositions. This deserves a
closer look in view of the known immiscibility of Pd and Rh in
bulk [11-14].

3.1.3.  On the mixing of Pd and Rh components

One way to analyse and quantify miscibility of Pd and Rh at
the nanoscale is to compare stability of the lowest-energy
Rh-core/Pd-shell homotops (Fig. 2, upper panels) with stability
of the homotops featuring as much as possible separated com-
ponents of these two metals. As such models of most separated
components of the 201-atomic Pd-Rh NPs we have chosen ho-
motops with the so-called Janus-type atomic ordering (Fig. 2,
lower panels). Number of the nearest-neighbour Pd-Rh pairs,
which destabilise mixing of these two metals according to the

positive Pd-Rh bond energy descriptors &haya" (Table 1), is in

the Janus-type structures only a half of that in the correspond-
ing core-shell structures: 96 vs. 197 for PdsoRh1s1, 128 vs. 270
for Pdio1Rh1oo, and 96 vs. 208 for PdisiRhso. Nevertheless, DFT
(TOP) energies of the Janus structures are higher than those of
the respective optimised lowest-energy structures by as much
as (in eV): 9.68 (7.56) - PdsoRh1s1, 18.21 (18.79) - Pdio1Rhioo
and 14.47 (14.32) - Pd1s1Rhso. Such overcoming of the destabi-
lising effect of the Pd-Rh contacts in the bimetallic particles is
related to a very substantial energy gain due to strong propen-
sity of Pd atoms to segregate on the surface forming a shell
around a core of Rh. We note here in passing that the good
agreement of the DFT and TOP relative energies of the NPs
with Janus and core-shell orderings corroborates applicability
of the TOP expressions to estimate (almost with DFT accuracy)
stabilities of various homotops, both low-lying and quite high in
energy.

One can also evaluate miscibility of Pd and Rh at the na-
noscale by calculating so-called excess energy of Pd-Rn NPs
versus monometallic Pd and Rh NPs with the same numbers of
atoms and structure. For the studied Pdz01-»Rh, NPs the excess
energy per atom [35,36] is:

Eexc(PdZOl—nRhn) = {E(PdZOl—nRhn) -
[(201 - n)/201)E(Pdz01) - (n/201)E(Rh201)}/201 (6)

The negative Eexc values (Fig. 3) indicate miscibility, in full
agreement with our observation of the preference of
Rh-core/Pd-shell atomic orderings over Janus-type ones with
more separate Pd and Rh components. Interestingly, the Eexc
values of 0.06 - 0.09 eV per atom corresponding to the Pd : Rh
ratios 1:3, 1:1 and 3:1 are close to the values calculated for
nanoalloys with such well miscible atoms as Pd-Au [11-14].

3.2. Atomic ordering in bare Pd-Rh nanoparticles containing
thousands atoms

Using TOP descriptors from Table 1 determined for 140-
and 201-atomic Pd-Rh NPs and defined by them TOP Egs. (2) -
(5) we performed a MC search for the lowest-energy homotops
of truncated octahedral and cuboctahedral Pd-Rh NPs formed
of 1463 and 3630 atoms, respectively. The sizes of these NPs,
ca. 4.4 and 5.4 nm, relevant for catalytic applications are well

Excess energy

-0.02

-0.04

Eexc /€V

-0.06 .

-0.08

0 25 50 75 100
% Pd
Fig. 3. DFT excess energies Ee per atom of Pdzo1-,Rh, (n =50, 100, 151)
NPs.



Lorena Vega et al. / Chinese Journal of Catalysis 40 (2019) 1749-1757 1753

beyond sizes accessible by ordinary DFT calculations. The
Pd : Rh compositions 1:3, 1:1 and 3: 1 have been studied for
both 1463- (Fig. 4) and 3630-atomic (Fig. 5) NPs.

In all cases the lowest-energy homotops of these NPs exhibit
core-shell structures with the shells consisting of Pd atoms and
the cores formed of Rh atoms. Hence, the atomic ordering pat-
terns of quite large NPs with somewhat different shapes are
qualitatively very similar to the patterns of the NPs smaller
than 2 nm. The main effect causing some differences in the
surface compositions of the smaller and larger NPs at a given
Pd : Rh content is the ratio of surface (corner + edge + terrace)
to inner atoms, which rapidly decreases with increasing parti-
cle size. This ratio (24+36+62):79 = 1.54 for the 201-atomic
NPs drops to (24+108+440):891 = 0.64 for the 1463-atomic
NPs and to just (24+192+744):2670 = 0.36 for the
3630-atomic NPs.

What justifies application of the TOP descriptors and ex-
pressions determined for the 140- and 201-atomic NPs to
model realistically enough atomic ordering in much larger NPs?
The evidence for that discussed in the TOP studies of other
bimetallic NPs [25,26,33,34] is that TOP descriptors calculated
for ca. 100-atomic particles change only insignificantly for still
accessible by DFT larger NPs having the same proportion of
two metals. This is also the case for the Pd-Rh NPs under scru-
tiny, as revealed (vide supra) by very close resemblance of the
TOP descriptors for 1:1 NPs of two sizes, Pd7oRh7o and
Pdi01Rh1oo (Table 1). This resemblance is evidenced by images
in the central columns of Fig. 4 (for Pd731Rh732) and of Fig. 5
(for PdisisRhis1s). The upper images sketch atomic ordering of
the lowest-energy homotops optimised using the TOP de-
scriptors obtained for the larger PdioiRhioo NP, whereas the
lower images with very similar orderings correspond to the
lowest-energy homotops optimised using the TOP descriptors
for Pd7oRh7o. The TOP energy differences between these dif-
ferently optimised pairs of Pd731Rh732 and PdisisRhisis homo-
tops are negligibly small, only 0.14 eV (4Nziy5" = 6) and 0.29 eV
(ANESE" = 12), respectively. Applicability of the TOP de-
scriptors to notably larger Pd-Rh NPs is also supported by an-
other important finding, which was not made previously for

PduseRhww Pd; \:Rhmz PdmmRhase

4 ¢h
PO

Fig. 4. Atomic ordering in the lowest-energy homotops of ca. 4.4 nm
large truncated octahedral 1463-atomic NPs with varying Pd : Rh com-
position: 1:3 - PdsssRh1o97, 1:1 = Pd731Rh732 and 3:1 - Pdige7Rhies. Upper
panels (from left to right) display homotops calculated using the TOP
Egs. (3), (4) and (5), respectively. Images in the corresponding lower
panels are obtained using the equations 4, 2 and 4. Color coding is the
same as in Fig. 1.

PdsgsRha722 Pdyg15Rh1a1s Pd;r22Rhgos

Fig. 5. Atomic ordering in the lowest-energy homotops of ca. 5.4 nm
large cube-octahedral 3630-atomic NPs with varying Pd : Rh composi-
tion: 1:3 - PdeosRhz722, 1:1 = PdisisRhisis and 3:1 - Pd272:Rhaos. Upper
panels (from left to right) display homotops calculated using the TOP
Egs. (3), (4) and (5), respectively. Images in the corresponding lower
panels are obtained using the Egs. (4), (2) and (4). Color coding is the
same as in Fig. 1.

bimetallic NPs [25,26,33,34]. Namely, that very similar order-
ing patterns of the lowest-energy homotops result from the
application of the TOP descriptors for both the same and dif-
ferent Pd:Rh ratios. One can see, for instance, qualitatively
very similar orderings in the upper and lower images of 1:3
PdsesRhio97 NP in Fig. 4 optimised using TOP descriptors for
NPs with the same ratio 1:3 (PdsoRhisi) and with different
ratio 1: 1 (Pd101Rh100), respectively. The same conclusion could
be drawn for the other pairs of homotops Pdios7Rhses,
PdoosRh2722 and Pdz2722Rhoos shown in Figs. 4 and 5.

DFT and TOP data presented so far correspond to 0 K. The
TOP method allows estimating properties associated with the
Boltzmann population of different homotops of a particular NP
at a given temperature by accounting for entropy contributions
related with atomic ordering, not considering atomic vibrations
[26]. We applied this protocol to calculate probabilities of oc-
cupying each site by either Pd or Rh atoms and to estimate
average atomic orderings in the 1463-atomic NPs with Pd : Rh
ratios 1:3and 1:1 at 600 Kand 1000 K (Fig. 6 and Table 2).

Temperature increase mainly acts on PdsssRhioe7 NP to ex-
change Pd atoms, all of which are on the surface, with surface
Rh atoms. It transforms compact surface Rh islands present at
0 K into smaller and less regular ones at 600 K and causes
complete disappearance of the islands of Rh at 1000 K. This
enhanced mixing is manifested by substantially increased

600 K 1000 K

45 ¢
Ve

Fig. 6. Temperature effects on the atomic ordering in the representa-
tive homotops of truncated octahedral 1463-atomic Pd-Rh NPs at 0 K,
600 K and 1000 K. Upper panels - PdissRhices, bottom panels -
Pd731Rh732. Color coding is the same as in Fig. 1.
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Table 2

Temperature dependence of the TOP atomic ordering in the repre-
sentative homotops of truncated octahedral PdissRhios7 and Pd73iRh73.
nanoparticles shown in Fig, 6.

Temperature, K

Systein 0 600 1000
Pd3ssRhioo7

Nigas" 1060 1419 1555
Mg 24 23 20
NEfee 108 103 93
Nffanace 234 240 252
Pdz3:Rh732

Nigb " 1238 1331 1766
NEfener 24 24 24
NEfee 108 108 107
Nfterace 440 440 435

Nigs" - number of Pd-Rh bonds (nearest neighbours);
NEener, NEfce and Nffeace = numbers of Pd surface atoms in the corner,
edge and terrace positions, respectively.

number of Pd-Rh pairs of atoms and more terrace Pd atoms
formed by displacements from corner and edge sites (Table 2).
Interestingly, the propensity of Pd atoms to remain on the sur-
face in Pd-Rh nanoalloys revealed by the TOP descriptors (Ta-
ble 1) is so strong that almost no temperature-induced ex-
change of surface Pd atoms with inner Rh atoms has been cal-
culated. Even at 1000 K the representative homotop of the
PdsesRh1097 NP is predicted to exhibit just one inner Pd atom
(Table 2). Pd731Rh732 NP featuring at 0 K a compact Rh core
covered by a Pd shell thicker than one atomic layer exhibits
even weaker temperature effects (see bottom images in Fig. 6
and Table 2) than Pd3sssRhi1097 NP. Only at 1000 K emergence of
few single Rh atoms on the surface of Pd731Rh732 NPs becomes
energetically feasible. Such small influence of temperature on
the atomic ordering of Pd-Rh NPs compared, for instance with
that of Pd-Au NPs [26], is related with both the immiscibility of
Pd and Rh atoms and quite strong preference of Pd atoms to
stay on the surface. Notably, the simple TOP descriptors allow
rationalising and predicting atomic ordering differences in the
surface segregation of different nanoalloys and their tempera-
ture dependence.

3.3.  On the reactive media effects on the surface arrangement
of catalytic nanoparticles

As mentioned in the Introduction, atomic orderings of
Pd-Rh NPs under experimental conditions can be very different
from the Pd-shell/Rh-core arrangement predicted by our mod-
elling as energetically the most stable in vacuum. Provided that
experimentally prepared catalytic Pd-Rh NPs were annealed
long enough at sufficiently high temperature to minimise the
internal energy, the major effects triggering their atomic or-
dering to deviate from Pd-shell/Rh-core are usually interac-
tions of the NPs with adsorbates and supports [7,10].

There are several levels of the computational modelling ap-
proaches to address surface restructuring of bimetallic NPs
caused by interactions with adsorbates present in reactive en-

vironments. A rigorous approach, albeit too computationally
intensive for routine applications to particles larger than 1 nm,
is an extension of the cluster expansion method to DFT treat-
ment of bimetallic particles with adsorbates [21]. The TOP ap-
proach used in the present work was also employed to evaluate
surface segregation effects induced by adsorbates in quite large
bimetallic NPs [34,37]. The latter predictions of the surface
ordering relied on a simple concept that an adsorbate more
strongly interacting with surface sites formed by atoms of met-
al one than by atoms of metal two energetically stabilises sur-
face atoms of the metal one and the degree of such stabilisation
is defined by the adsorption energy difference for the most
strongly binding sites of these metals forming the studied
nanoalloy. In this way, DFT calculations of CHy adsorbates on
Cu and Ni sites of Cu-Ni NPs in combination with the TOP de-
scriptors defining surface segregation in the bare NPs quanti-
fied coverages of the CHy adsorbates required to cover under
reaction conditions Cu-Ni NPs by active Ni atoms instead of
inert Cu ones, as was desired for improving the catalytic func-
tion [34]. Similarly, employment of TOP descriptors together
with DFT adsorption energies of CO molecules on Pd and Au
sites of Pd-Au NPs enabled predicting CO coverages, at which
experimentally observed significant CO-induced surface segre-
gation of Pd takes place [37].

In case of well-ordered metal NPs with abundant sites at
extended terraces that bind adsorbates similarly strong as the
corresponding single-crystal surfaces [22] one can greatly re-
duce computational expenditures employing adsorption pref-
erence energy defined as a difference of binding energies of a
given adsorbate on surfaces of two metals forming bimetallic
NPs under study [38]. If less quantitative predictions of the
adsorbate-induced surface segregation are sufficient, one can
merely use published adsorption energies of the most relevant
reactants and intermediates on single-crystal monometallic
surfaces and thus to completely avoid expensive DFT calcula-
tions of NPs with adsorbates.

To shed light on induced by adsorbates changes of the sur-
face atomic ordering in Pd-Rh NPs we calculated adsorption
energies of O atom as well as CO and NO molecules on 6-layers
thick Pd(111) and Rh (111) slabs with 3x3 surface cells. The
following DFT (PBE) adsorption energies (in eV) are obtained
on Pd(111) and Rh (111), respectively: O - 4.64 and 5.22, CO -
2.16 and 1.99, NO - 2.37 and 2.49. From these data the adsorp-
tion preference of O to the Rh surface vs. Pd one is 0.58 eV and
that of NO is 0.12 eV. Negative CO adsorption preference, -0.17
eV, indicates stronger adsorption on Pd(111) than on Rh(111).
Combining these data with TOP descriptors from Table 1 de-
fining surface segregation energy of Pd and Rh atoms on {111}
nanofacets, sngRACE = —e'Tzf’;’RRACE , being respectively ca.
-0.54 and -0.36 eV for 1:3 and 1:1 201-atomic Pd-Rh NPs,
one can rationalise surface atomic ordering of various Pd-Rh
NPs in the presence of the chosen adsorbates and predict varia-
tion of the ordering with the coverage of the adsorbates. Of
course, this simple approach cannot account for surface recon-
struction effects expected in case of strong adsorbate-metal
interactions.

For instance, surface segregation of Rh atoms on the {111}
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terraces of PdsssRh1097 NP to substitute all 234 Pd atoms locat-
ed there at 0 K (Table 2) will destabilise the NP by the amount
equivalent to the energy gained by adsorption on Rh terrace
sites of 218 O atoms, each stabilising the system by 0.58 eV.
Thus, ca. 0.5 monolayer (ML) O coverage of in total 440 {111}
terrace sites exposed on the PdsssRhio97 NP is estimated to be
energetically sufficient to make all these metal atomic positions
occupied by Rh atoms. For Pd73iRh7sz and Pdiee7Rhsss NPs,
which feature complete Pd shells (Fig. 4), the estimated O cov-
erage required to stabilise the orderings with Rh atoms segre-
gated on all available 440 {111} terrace sites is ~0.6 ML (or 273
0 atoms). This small coverage increase is due to lower terrace
segregation propensity of Pd atoms in case of higher Pd con-
tents.

The outlined above evidences of triggered by adsorbed ox-
ygen Rh surface segregation in Pd-Rh NPs featuring Pd shell
arrangement without adsorbates strongly suggests that the
experimentally found arrangements of the as-synthesised large
Pd-Rh NPs with Rh-rich shells [7] correspond to surface oxi-
dised situations. According to the present calculations, NO
shows preference to be adsorbed on Rh rather than Pd sites of
Pd-Rh surfaces (although expressed 5 times weaker than that
for 0), whereas CO adsorption is preferred on Pd sites vs. Rh
ones. These calculated data are in qualitative agreement with
the Rh-rich shell structure observed in the presence of NO (or
02) adsorbates and substantially increased Pd concentration in
the shells in the presence of adsorbed CO [7]. However, the
latter experiments have been performed under too complicated
conditions, including catalytic ones, to be described in more
details by the simplified computational approaches applied in
the present study.

4. Conclusions

This theoretical modelling study addressed atomic ordering
in bimetallic Pd-Rh nanoparticles of different compositions
formed of up to more than 3600 atoms. Pd-Rh nanoalloy mate-
rials are widely used for applications in catalysis. One of their
peculiarities is that the surface composition is very easily ad-
justable to interactions with adsorbates present in reactive
environment. Therefore, the work was focused on detail analy-
sis of the surface composition of bare Pd-Rh nanoparticles and
its dependence on the particle size and Pd : Rh stoichiometry.

First, DFT calculations were employed in combination with
a novel topological (TOP) approach to quantify atomic ordering
and segregation effects in Pd-Rh nanoparticles of <201 atoms
and Pd : Rh compositions 1:3,1:1 and 3: 1. In all these nano-
particles Pd atoms were notably stabilised in surface positions
forming a Pd shell, whereas Rh atoms preferred to occupy in-
ner positions forming a Rh core. Due to high surface to volume
ratio in such particles it was enough Pd atoms to form a com-
plete Pd-shell/Rh-core lowest-energy structure only in the
particle PdisiRhso with the highest Pd content. TOP analysis of
the DFT data provided quantitative estimates of the energy
gained (lost) by appearance of an inner Pd (Rh) atoms in par-
ticular surface positions of the studied nanoparticles. This
analysis also revealed that the nearest-neighbour Pd-Rh con-

tacts (bonds) do not stabilise mixing of these two metal com-
ponents, in line with experimental observations for bulk mate-
rials. Nevertheless, as follows from both DFT and TOP data, at
the nanoscale the strong propensity to form the
Pd-shell/Rh-core ordering triggers mixing of Pd and Rh atoms
with respect to the Janus-type ordering with the most separat-
ed compact Pd and Rh regions.

Next, the knowledge on the atomic arrangements and the
energetics obtained from the DFT and TOP modelling of small-
er nanoparticles was used to describe (with DFT accuracy)
energetically preferred atomic orderings in the so far inacces-
sible by DFT 4-5 nm large Pd-Rh particles approaching the size
common for catalytic metal particles. The lowest-energy atomic
orderings were determined for 1:3, 1:1 and 3:1 Pd-Rh fcc
crystallites consisting of 1463 and 3630 atoms. The latter, sim-
ilarly to the aforementioned smaller particles, were found to be
energetically the most stable as core-shell structures with the
shells consisting of Pd atoms and the cores built of Rh atoms.
Variation of Pd : Rh compositions affected the preferred atomic
ordering mainly due to the shortage of Pd atoms to form com-
plete Pd shells for the 1:3 stoichiometry, resulting in the ap-
pearance on the surface terraces of PdsssRhi097 and PdoosRhz722
particles of Rh patches affecting surface reactivity. The 1463-
and 3630-atomic 1: 1 and 3 : 1 Pd-Rh particles are predicted to
expose perfect Pd shells.

Finally, it was outlined, how the information on atomic or-
dering in bare bimetallic nanoparticles, in particular, the TOP
data, can be used for predicting effects of reacting media on the
surface composition and arrangement of the nanoparticles
under experimental conditions. For such predictions one usu-
ally needs additional data from (often quite intense) calcula-
tions of adsorption systems. Employing the TOP analysis makes
it possible to estimate surface re-segregation and the resulting
surface composition of a nanoalloy in the presence of given am-
ount of adsorbed reactants or intermediates without additional
expensive DFT calculations, only using readily available ad-
sorption energies on extended monometallic surfaces. This
approach was illustrated for considering surface re-segregation
of Rh in Pd-shell/Rh-core nanoparticles in the presence of ad-
sorbed oxygen, CO and NO reactants. Such simple predictions
are expected to be widely applicable to various catalytically
important bimetallic particles and to help bridging the gap be-
tween idealised surface models and surfaces of technical cata-
lysts.
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Chemical Ordering of Bimetallic Nanoparticles

6.4 IRREVERSIBLE STRUCTURAL DYNAMICS ON THE
SURFACE OF BIMETALLIC PtNi ALLOY CATALYST
UNDER ALTERNATING OXIDIZING AND REDUCING
ENVIRONMENTS

6.4.1 Summary

Introduction In this section, application of the TOP method to PtNi
system 1s outlined accompanied with experiments performed by collaboration
partners validating the obtained computational results. The bimetallic
structure does not always remain intact under experimental conditions, when
elevated temperature and presence of reactive gases at different pressures
can modify the structure affecting the properties of the alloy. In particular,
the PtNi alloy is interesting as a cathode catalyst in proton exchange
membrane fuel cells (PEMFCs). To obtain new insights into the restructuring
that occurs during oxidation and reduction cycles, the structure changes in
PtNi NPs are investigated by our experimental collaborators at the
alternating oxidation (O2) and reduction (H2) gaseous atmospheres using X-
ray photoelectron spectroscopy (XPS) and synchrotron radiation
photoelectron spectroscopy (SRPES) techniques. XPS can characterize the
material composition and chemical states by high X-ray energy. SRPES, in
turn, is a technique allowing to tune the excitation energy of photons (E;) so
that the kinetic energy of escaping photoelectrons for both metals
constituting the alloy under scrutiny can be set the same ensuring consistent
measurement of the contribution of individual metals. In addition, E, can be
set to obtain the desired surface sensitivity, enabling that SRPES detects just
a few top atomic layers.

The experimental evidences provided by the group of Dr. Khalakhan
(Charles University Prague) for PtNi nanoalloys were substantiated by the
computational modelling. The author of the Thesis carried out all calculations
described in the theoretical part of the corresponding article published in the

journal Appl. Catal. B, designed computational models, analysed the
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calculated data and prepared them to publication, wrote the theoretical part

of the article and contributed to revising its other parts.

Results The experimental data by Khalakhan and co-workers outlined
in the following allow putting the theoretical results in the context. As in
other Chapters of the Thesis, the complete description of the results is
provided in the published article in the end of this Section. Further data is
available on Appendix F. Experimentally, the PtNi system was exposed to
alternating gaseous atmospheres of Oz (oxidation) and H: (reduction) at
different temperatures aiming to simulate working behaviour of the cathode
in the PEMFCs. SRPES technique was used to determine the stoichiometry
of the outer layers of the PtNi alloy from the integrations of the area of the
Ni 3p and Pt 4f spectra. The first oxidation cycle revealed notable dependence
of atomic concentrations in the upper PtNi layers on the treatment
temperature and significantly different concentrations compared to the as-
deposited (AD) sample not exposed yet to a reactive environment, see Table
6.2. This shows that interaction with oxygen induces surface segregation of
Ni, possibly due to stronger Ni-O bonding compared to Pt-O, and that this

effect is noticeably temperature-dependent.

Table 6.2 Relative atomic compositions of Pt and Ni in the outer layers of the as-deposited

(AD) PtNi sample after the first oxidation cycle performed at different temperatures.

Pt (at.%) | Ni (at.%)
AD 55 45
Ox1 298 K 43 57
Ox1 373 K 38 62
Ox1 523 K 8 92

Using the same methodology, the concentration of Pt and Ni was
determined after the first reduction step carried out at each working
temperature after the previous oxidation cycle, see Table 6.3. The presence of
hydrogen causes a diffusion of surface Ni atoms into inner part of the alloy.

However, gradual enrichment of Ni concentration in the upper layers of the
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alloy takes place during subsequent oxidation-reduction cycles and finally
becomes irreversible after 5 such cycles at the highest temperature 523 K.
These results could be rationalised in terms of the bond strength preferences
of oxygen with Ni and Pt metals versus supposed to be smaller for weaker-

bound hydrogen.

Table 6.3 Relative atomic composition of Pt and Ni in the outer layers after the first reduction

at different temperatures.

Pt Ni (at.%)
(at.%)
Red1 298 K 51 49
Redl1 373 K 45 55
Red1 523 K 30 70

The theoretical modelling predicted the equilibrium chemical ordering
in ca. 4.4 nm large PtNi NPs with 1:1 Pt:Ni composition, of similar size and
composition as in the experimental samples, and estimated effects of the
experimental working temperature on the chemical ordering. For that several
homotops of Pti01Niigo and Pti57Niis7 NPs were calculated to obtain the
following topological equations (in eV):

AE7op(Pty91Nijge) = —0.048Ng5y
—0.581NE aer — 0.513NEE . — 0.399NEL -\
AE7op(Pty57Nijs;) = —0.033Ng5np!
—0.465NE avpr — 0.490NEE .. — 0.324NELp e\ p

(6.7),

(6.8).

Application of these equations results in the equilibrium chemical
orderings of the larger Pt731Niz32 NPs at 0 K shown in Figure 6.11. There, the
A column shows images corresponding to equation 6.7, and the B column to
equation 6.8. The TOP method allows simulations of the ordering patterns at
different temperatures by the Boltzmann population of different homotops at
a given temperature. Results of such simulations are also presented in Figure
6.11. Irrespective of the TOP equations applied to calculate the chemical
orderings of the Pt731Ni7s2 NPs at elevated temperatures Pt is preferentially

placed in surface positions, where the presence of Ni slightly increases with
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the temperature. This finding is in line with the experimental observations
that Ni atoms tend to segregate to the surface when the temperature
increases. Finally, to model effects of the adsorption of oxygen and hydrogen
on the chemical ordering pattern, the adsorption energies of atomic O and H
on the surface of Pt and Ni were calculated. Knowing the adsorption energy
of O and H species on both surfaces, the energy required to segregate one
atom of Ni to the NP terrace provided by the corresponding energy parameter
of the TOP equation, and the number of Pt terrace atoms, one can estimate
the number of O and H needed to revert the equilibrium ordering pattern at

0 K (neglecting edge and corner positions), see bottom row of Figure 6.11.

Figure 6.11. Atomic ordering in the lowest-energy homotops of truncated octahedral
Pt731Ni732 NP at varying temperature. Columns A and B display homotops calculated using

the TOP egs. 6.7 and 6.8 respectively. Here the Pt is represented in blue and Ni in grey.
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The estimation in the oxidation case is that oxygen coverage of 0.3
monolayer is enough to revert the pattern of all the facets of the NP to make
them composed solely of Ni atoms. However, in the reduction case it is
1mpossible to revert the pattern even with a maximum coverage of H. This is
also in line with the experimental data that after the first reduction at 523 K
ca. 30% of surface atoms are Pt although after the first oxidation at same
temperature only an 8% of surface atoms are Pt. Most important here is that
the experimental difference in the percentage of surface Ni and Pt atoms at
the oxidation and reduction condition situations is in qualitative agreement
with the coverage estimation from the simulations. Note that in the
simulations only the monatomic outermost layer is considered as the surface,

whereas experimentally the surface is considered as a range of outer layers.

Conclusions The study outlined in the present Section can be

summarized as follows:

e Under oxidation environment PtNi alloy is oxidized on the surface mainly
through the formation of Ni oxides, which forces Ni atoms to segregate to
the surface. Under reduction environment the oxides are reduced, and N1
diffuses back into the alloy. During the first several oxidation/reduction
cycles the surface changes were reversible, with slight enrichment of the
average composition by Ni at elevated cycling temperatures. The
deviations from the perfect reversibility are consistent with stronger Ni-
O binding compared to Ni-H binding.

e The modelling data corroborate the experimentally observed effect of
slightly increased Ni surface proportion at temperature increase. Strong
propensity of Pt to surface segregation in the absence of the oxidizing
media 1s predicted. It is estimated that 0.3 monolayer of adsorbed oxygen
1s sufficient to revert the surface ordering pattern with terraces of the
PtNi NPs completely formed of Pt atoms to those completely consisting of

N1 atoms.
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ARTICLE INFO ABSTRACT

Keywords: In this work changes in surface chemistry and morphology of PtNi alloy induced by redox environments were

Fuel cells investigated by photoelectron spectroscopy, atomic force microscopy and substantiated by theoretical calcula-

Bimetallic alloy catalyst tions. PtNi was exposed to alternating oxidation (O,) and reduction (H,) gaseous atmospheres at different

lcl)::i?xi:::‘:; temperatures (298, 373, 523 K) to simulate its behavior as a cathode catalyst in proton exchange membrane fuel
cells.

Surface reconstruction

Results showed that the PtNi alloy undergoes surface nickel enrichment under switched reactive environ-
ments. The most significant effects occurred at 523 K, when the Ni/Pt surface atomic ratio increased from 0.8 to
6.7 after five redox cycles, while the bulk Ni/Pt value reached 2.3. Along with compositional changes catalyst

coarsening was observed.

The revealed behavior of the PtNi alloy allows a better understanding of the structural dynamics of a bi-
metallic catalyst during its interaction with reactive environments that is a prerequisite for development of

efficient fuel cell catalyst.

1. Introduction

In many catalytic reactions, bimetallic nanoalloys exhibit higher
activity than their monometallic counterparts [1-3]. Such activity en-
hancement has been attributed to a structural modification of catalyst
and also to changes in its electronic structure, which is more favorable
for the interaction with the reaction intermediates. That is why en-
gineering the structure and composition of the bimetallic catalyst al-
lows tuning its catalytic activity toward selected reaction for emerging
nanotechnologies [3-8]. Among bimetallic catalytic systems, one of the
most vivid examples is alloying platinum with low-cost 3d transition
metals for the cathode catalyst in proton exchange membrane fuel cells
(PEMFCs) [7,9-11]. Such alloying was found to optimize the surface
properties of Pt to enhance a sluggish oxygen reduction reaction (ORR).

On the other hand, bimetallic catalysts are very complex systems,
which often do not maintain their surface structure and chemical in-
tegrity under specific reaction conditions [12-15]. The reactive gases,

* Corresponding author.

temperature, as well as pressure conditions of catalytic reactions could
initiate interdiffusion of constituent elements and significantly affect
valuable properties of alloy materials [4,13,16-18]. Such behavior is a
complex phenomenon driven by the interplay of multiple parameters,
such as bonding of each metallic component with a given adsorbate,
their surface energies, diffusion barriers, etc. The behavior of bimetallic
catalysts under specific reaction conditions is becoming a major focus of
researchers in order to advance the understanding of the alloy re-
structuring for the further optimization of such systems.

X-ray photoelectron spectroscopy (XPS) is one of the most widely
used techniques able to provide a profound understanding of the che-
mical restructuring processes on the surface of bimetallic alloys because
it can characterize both the material composition and chemical states of
the constituent elements [19]. Yet, conventional XPS instruments work
with fixed and relatively high X-ray energy (e.g, 1486.6 eV for Al Ka
excitation). Thus, they are unable to resolve small changes in the ele-
ments contributions in the outer layer of the alloy because of the
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relatively high inelastic mean free paths of detected photoelectrons
[20]. Moreover, different inelastic mean free paths of photoelectrons
for different elements can impede precise characterization of bimetallic
alloys. Synchrotron radiation photoelectron spectroscopy (SRPES), in
turn, allows tuning the excitation energy of photons (Ep), so that the
kinetic energy of escaping photoelectrons for both studied metals can
be set to the same value ensuring precise measurements of the con-
stituent elements distribution. Furthermore, photon energies can be
adjusted to obtain different surface sensitivity including the highest
one, which typically detects just a few top atomic layers. This allows a
depth-weighted analysis of the bimetallic alloy.

In this work, we report a fundamental study on the phenomena that
occur on the surface of cathode bimetallic catalyst during PEMFCs
operation. In addition to the overall complexity of PEMFCs operation
the severity in operating conditions is further escalated by their tran-
sient and cyclic nature. For example, during high load operation of the
fuel cell (0.6-0.8 V) the catalyst is in its metallic state. Contrary, during
shut-down or start-up conditions (potential is 0.95—1 V and up to 1.5
V, respectively) the cathode catalyst is oxidized. The so-called ac-
celerated stress tests (ASTs) were thus developed to accurately simulate
catalyst degradation in the fuel cells in the much shorter time frame
[21-23]. During AST the oxidation and reduction of the catalyst are
realized by potential cycling from low to high potentials in an acidic
electrolyte. In order to gain advanced insights on the processes that
occur during oxidation and reduction cycles, we investigate the tem-
perature-dependent surface restructuring of a PtNi thin film catalyst in
response to a series of alternating oxidation (O;) and reduction (H,)
gaseous atmospheres using SRPES and XPS techniques. The experi-
mental results are substantiated by theoretical calculations of model
PtNi nanoalloys. The focus is given to the surface chemistry aspects in
PtNi alloy top layers induced by reducing and oxidizing media which
simulates catalyst behavior in a real fuel cell device.

2. Experimental
2.1. Sample preparation

PtNi films were deposited on glassy carbon (GC) substrates (Alfa
Aesar) using simultaneous magnetron sputtering from two targets: 2" Pt
(99.99 % Safina) and 2" Ni (99.99 % Lesker). Circular TORUS magne-
trons (Lesker) were placed both under the angle of 45° to the substrate.
The target-to-substrate distance was 120 mm. Prior to the deposition,
the chamber was evacuated to 7 x 10~® mbar. The sputtering was
carried out in 5 x 10 mbar of Ar atmosphere in DC mode by applying
20 W and 28 W for the Pt and Ni targets, respectively. The total sput-
tering time was 3.5 min, which at above-listed parameters forms a
10 = 0.4 nm PtNi film with a composition of approximately 50 at.% Pt
and 50 at.% Ni.

2.2. Sample characterization

The high-resolution SRPES measurements were performed at the
Materials Science Beamline at the Elettra synchrotron light source in
Trieste, Italy. The beamline uses a plane grating monochromator, pro-
viding narrow band synchrotron light in the energy range of 21-1000
eV. The end-station consists of a main ultra-high vacuum (UHV)
chamber (base pressure 2 x 10~ '° mbar) equipped with a Specs
Phoibos 150 electron energy analyzer and additionally with a dual Mg/
Al X-ray source for conventional XPS measurements. The sample oxi-
dation and reduction were performed in the preparation chamber
(connected to the analysis chamber) in O, and H, atmospheres, re-
spectively; in both cases at 5 mbar for 1 h. Three different temperatures
were used: room temperature (298 K), 100 °C (373 K), and 250 °C (523
K). After each oxidation and reduction step, the sample was transferred
back to the analysis chamber without exposure to air. During all SRPES
measurements the Pt 4f, Ni 3p, Ni 2p, and O 1s core level spectra were
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recorded at different photon energies (180 eV for Pt 4f and Ni 3p, 650
eV for O 1s, 980 eV for Ni 2p). XPS spectra were acquired at 1486.6 eV
(Al Ka radiation) photon energy. The data processing was done using
the KolXPD software [24].

The initial surface cleaning was performed in two steps. First, the
sample was exposed to hydrogen atmosphere (5 mbar, room tempera-
ture) to reduce a surface oxide layer and remove adsorbates from the
catalysts. Afterward, it was subjected to mild Ar* ion bombardment
(1000 eV for 5 min).

Energy-dispersive X-ray spectroscopy (EDX) was performed using a
Bruker XFlash detector attached to a Tescan Mira III scanning electron
microscope (SEM) operated at 20 kV electron energy.

Atomic Force Microscopy (AFM) measurements were taken on a
MultiMode 8 AFM (Bruker) in tapping mode under ambient conditions.
SCANASYST-AIR probes (Bruker) were used with a nominal tip radius
of 2 nm. Image processing was carried out using the NanoScope 1.5
software.

2.3. Computational details

Density functional theory (DFT) calculations were carried out using
the plane-wave basis set code Vienna ab initio simulation package
(VASP) [25,26]. The generalized gradient approximation (GGA)
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [27]
was employed in combination with the projector augmented wave re-
presentation of core electron density [28,29]. The PBE functional has
been proven to be among the most accurate choices in describing
transition metal bulk and surface properties [30,31]. Only the I'-point
of the reciprocal space Brillouin zone was sampled for the numerical
integrations, given that the nanoparticle models are isolated in large
cubic periodic boxes, vide infra. The cutoff energy for the plane-wave
functions was set to ~ 230 eV, which has been found sufficient for bi-
metallic systems [32]. One-electron Kohn-Sham levels were smeared by
0.1 eV yet final energies were extrapolated to a zero smearing situation.
All atoms were locally relaxed without any restrictions until forces
acting on each atom became less than 0.02 eV-A ™1,

The studied by DFT atomic models are 1:1 Pt:Ni nanoalloy particles
formed of 201 or 314 atoms. The data for these nanoparticles (NPs)
were used to calculate the chemical ordering in bigger nanoparticles of
1463 atoms. These truncated octahedral NPs maintain the parent Pt or
Ni face centered cubic (fcc) crystallographic structure, featuring (001)
and (111) types of facets according to the Wulff constructions mini-
mizing the NP surface tension [33]. The 201 and 314 atoms NPs are in
the size regime, where properties are either scalable to bulk or basically
converged with size [34], allowing their use to simulate larger NPs or
low-coordinated sites. Such NPs were isolated in 2.5 x 2.5 X 2.5 nm
and 2.7 x 2.7 x 2.7 nm large periodically repeated cells, respectively,
always ensuring more than 0.8 nm between adjacent replicated NPs
particles, thus interacting negligibly weak with each other [35].

The contributions governing the atomic arrangement (atomic or
chemical ordering) in Pt-Ni nanoalloys were determined employing our
method for global optimization of the ordering in a NP of a given shape,
size, and composition. This method [32,36], hereafter denoted TOP, is
based on simple energy expressions defined by locations of metal atoms
in crystalline positions of the NP, i.e. solely by the topology of the latter.
The TOP method has been successfully applied to such different bi-
metallic nanocrystallites as Pd-Au [32,36,37], Pd-Ag [32], Pd—Cu [32],
Pd-Zn [32], Pd-Rh [38], Pt-Ag [39], Pt-Co [40,41], Pt-Sn [42], and
Ni-Cu [43]. Deviation from the crystallinity, e.g in sub-nanometer
particles or in combinations of metal atoms with large size mismatch, is
one of few factors limiting the applicability of the TOP method. The
method provides ¢; parameters (descriptors) associated either with the
surface segregation energy of one given element, here Pt, or with the
interaction energy of the nearest-neighbor Pt-Ni pairs of atoms (termed
hereafter Pt-Ni bond energy). The values of ¢; were obtained via fitting
to DFT energies of several dozens of NP structures with different
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chemical orderings. The corresponding TOP expressions were employed
in efficient Monte-Carlo (MC) simulations to predict globally optimized
atomic orderings in PtNi NPs subsequently confirmed by DFT calcula-
tions, and also used to get energetic estimates of much larger PtNi NPs,
see below. The adsorbate entropy contribution was not taken into ac-
count, because it only marginally affects the overall system energy,
mainly governed by the adsorption energy [44].

3. Results and discussion

The simultaneous magnetron co-sputtering of Pt and Ni leads to the
formation of very homogeneous alloy films as can be seen on the ele-
mental maps acquired using EDX in Fig. Sla. The PtNi elemental bulk
composition of as-received samples estimated from EDX spectrum (Fig.
Slb) was Pt0'53Ni0_47.

The as-received bimetallic catalyst was further investigated using
SRPES. Due to the sample transferring from the deposition chamber to
the analysis chamber through air, it is partially oxidized on the surface
(see upper SRPES spectra in Fig. S2 of the Supporting Information). The
Pt 4f + Ni 3p, Ni2ps3,» and the O 1s SRPES spectra of the cleaned
sample in Fig. S2 (bottom spectra) indicate that both elements are in
fully metallic states. Pt 4f shows single doublet at the binding energy
(BE) of 71.1-74.4 eV which corresponds to metallic platinum
[14,16,45]. The Ni 2p5,, spectrum consists of one peak at 852.6 eV and
its satellite characteristic for metallic nickel. Metallic character is also
substantiated by the absence of the O 1s peak after the cleaning pro-
cedure. We will refer to the cleaned sample as the as-deposited (AD).
The elemental composition of as-deposited PtNi alloy obtained from
fitted SRPES spectra is Pt 54Nip 4¢ Which is in good agreement with the
composition measured by EDX indicating that cleaning procedure re-
sulted in the exposure of bulk material with the desired atomic ratio.

Our samples were then subjected to series of altering O, (5 mbar)
and Hy (5 mbar) gas environments at 298, 373, and 523 K. Note that
different photon energies were chosen for measuring Pt 4f (180 eV) and
Ni 2p (980 eV) core levels in order to equalize kinetic energies of es-
caping electrons (providing very close photoelectron inelastic mean
free paths) for Pt and Ni. Thus, comparable probing depth (~1 nm or
~3 monolayers) has been achieved for both elements. Results of the
first oxidation step (Ox1) are presented in Fig. 1, where high-resolution
SRPES spectra of Pt 4f together with Ni 3p and Ni2p;,, core levels

Pt 4F + Ni 3p (180 eV) Ni 2p,,; (980 eV)

Intensity (cps.)

76 72 68 64 865 860 855 850

BE (eV) BE (eV)

Fig. 1. SRPES spectra of Pt 4f together with Ni 3p (180 eV photon energy) and
the Ni2pj3,» (980 eV photon energy) core level regions of the PtNi catalyst
acquired after its oxidation in 5 mbar of O, (Ox1) at different substrate tem-
peratures.

Applied Catalysis B: Environmental 264 (2020) 118476

acquired at different substrate temperatures are illustrated. Ni2p3/»
spectra were used for determination of the chemical state of nickel. In
turn, the Ni 3p spectra were used to calculate Pt,Ni, stoichiometry
because they were acquired at the same parameters (photon flux,
transmission function, surface sensitivity) as the Pt 4f spectra. Since Ni
3p partially overlaps the Pf 4f spectrum, for the proper Pt 4f fitting, we
first measured the Ni 3p spectrum of pure Ni oxide film. The fitted Ni 3p
spectrum in Fig. S3 consists of three doublets corresponding to metallic
nickel, nickel oxide, and nickel hydroxide [46,47]. The same fitting
procedure as for the Ni 3p spectra was then applied for all samples
when fitting the Pt 4f + Ni 3p spectra. We also remark that for Ni 2p
the spin-orbit splitting of the 2p,,, and 2p, ,, is sufficient to consider
only the more intense 2pj3,, signal [48].

The bottom Ni 2p3,, spectrum in Fig. 1 corresponds to the sample
oxidized at 298 K. It is deconvoluted into multiple contributions. In
addition to the peak of metallic nickel at 852.6 eV and its satellite
[14,48,49], the oxidation at room temperature is characterized by the
appearance of two peaks at 854.0 and 855.7 eV and their satellites. The
first peak can be assigned to Ni2* (NiO) and second, due to the mul-
tiplet splitting of Ni 2ps,, for NiO, to both Ni** (NiO) and Ni** (Ni,04/
Ni(OH);) [48-50]. In turn, platinum remains predominantly in the
metallic state with a doublet at 71.1-74.4 eV (bottom spectrum in
Fig. 1) [14,16,45]. Yet a very minor fraction of Pt>* can be dis-
tinguished at 72.2-75.5 eV, which can be attributed to platinum-nickel
mixed oxide phase [16,45]. After oxidation at 373 K, the spectra of Ni
become evidently dominated by oxidic species with respect to the
previous case. However, a significant fraction of Ni” can be still ob-
served evidencing the presence of metallic nickel probably at the sub-
surface regions of PtNi alloy. Pt is insignificantly affected by oxidation
at 373 K since no drastic changes can be observed in the Pt 4f spectra in
comparison to the case of oxidation at 298 K. The O, treatment at 523 K
results in high oxidation of both metals. The Ni 2p3,, spectrum shows
complete disappearance of the Ni® signal at the outermost layers of the
PtNi alloy. Beyond that, a significant decrease of the Pt 4f signal to-
gether with additional oxidation of platinum is observed. The results
point to the formation of relatively thick bulk mixed oxides on the
surface of the alloy. The evolution of oxidic species on the surface of
PtNi alloy can be also seen in the O 1s spectra shown in Fig. S4.

The observed chemical transformations induce significant compo-
sition changes on the surface of the alloy catalyst. Table 1 contains
relative elemental compositions of the PtNi alloy estimated from the
integrated areas of the fitted Pt 4f and Ni 3p spectra after taking into
account sensitivity factors (2.276 for Pt 4f and 0.8804 for Ni 3p). The
results show that under O, treatment the formation of surface nickel
oxide species is accompanied by nickel enrichment on the surface. With
increasing temperature nickel diffusion to the surface increases and
becomes particularly strong at 523 K where only 10 % of Pt remains in
the outermost layers of the alloy. Such interdiffusion behavior is con-
sistent with previously published reports [17,18,49,51-53]. Contrarily
to the behavior of PtNi annealed in vacuum, the stronger bonding of O
to Ni as compared to Pt is the main driving force making Ni segregation
to the surface of an alloy a dominating mechanism in an oxidizing
media. The results also show a temperature driven Ni segregation be-
havior. The amount of Ni segregated to the surface at 298 K is much
lower than at 523 K.

Table 1

Relative atomic concentration of Pt and Ni in outer layers calculated from the
fitted Pt 4f and Ni 3p spectra acquired at 180 eV photon energy after oxidation
(Ox1) at different temperatures.

Pt (at.%) Ni (at.%)
AD 55 45
Ox1 298 K 43 57
Ox1 373 K 38 62
Ox1 523 K 8 92




I. Khalakhan, et al.
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Fig. 2. SRPES spectra of Pt 4f together with Ni 3p (180 eV photon energy) and
Ni 2p3,, (980 eV photon energy) core level regions of the PtNi catalyst acquired
after reduction in 5 mbar of H, (Red1) at different substrate temperatures.

Subsequent exposure of our samples to 5 mbar of H, for 1 h (de-
noted as Redl) causes the reduction of oxide species, formed on the
surface during oxidation, back to metallic state as can be seen in Fig. 2.
Ni 2p3,, spectra show that independently of the temperature all peaks
corresponding to nickel oxides and its satellites almost vanished. The
dominant peak at 852.6 eV and its satellite correspond to metallic
nickel. Yet, a very minor fraction of Ni hydroxide leftovers can be
distinguished at 855.6 eV. The presence of Ni hydroxide species on the
surface after reduction is confirmed by the O 1s spectra in Fig. S4. The
Pt 4f spectra consist of only one doublet of metallic platinum at
71.1-74.4 eV.

The reduction, in turn, causes back diffusion of Ni atoms inside the
host alloy. Table 2 summarizes relative elemental compositions of PtNi
alloy estimated from the integrated areas of the fitted spectra shown in
Fig. 2 taking into account the sensitivity factors. Notably, the compo-
sition of PtNi after reduction differs from the original one before oxi-
dation evidencing not completely reversible compositional changes.
Apparently, the driving force for Ni diffusion back into the alloy (or Pt
segregation to the surface) in H, is much weaker than that for the
discussed above Ni segregation in O, leading to Ni enrichment in the
surface layers of the alloy after one oxidation/reduction cycle [17].

More detailed insights into the behavior of the PtNi films during
altered oxidizing and reducing environments can be derived from
Fig. 3, where evolution of the Pt 4f + Ni 3p and the Ni 2p spectra
during five consecutive oxidation/reduction cycles at different tem-
peratures is shown. At each cycle, the spectra obtained during oxidation
are imposed with the spectra acquired during subsequent reduction to
facilitate the comparison. In turn, Fig. 4a displays the evolution of the
Ni/Pt atomic ratios during all five oxidation/reduction cycles estimated
from the integrated areas of all fitted Pt 4f and Ni 3p spectra depicted in

Table 2

The relative atomic concentration of Pt and Ni in outer layers calculated from
the fitted Pt 4f and Ni 3p spectra acquired at 180 eV photon energy after re-
duction (Red1) at different temperatures.

Pt (at.%) Ni (at.%)
Red1 298 K 51 49
Redl 373 K 45 55
Redl 523 K 30 70
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Fig. 3 divided by the corresponding photoionization cross sections.

Independently of the temperature, an oscillatory behavior can be
observed consisting of surface segregation of Ni in the oxidizing en-
vironment and its subsequent back diffusion in the reducing environ-
ment. Nearly reversible changes can be observed at 298 K only.
However, the small difference in alloy composition after 5 cycles can be
distinguished even at room temperature. At 373 K surface changes in
response to reactive environments become more pronounced: in fact,
the Ni/Pt atomic ratio changes from 0.8 to 1.9 during the entire cycling
procedure. At 523 K PtNi alloy undergoes significant surface re-
construction during switching between oxidizing and reducing condi-
tions in terms of relative surface nickel enrichment. The Ni/Pt atomic
ratio increases from 0.8 to 6.7. It is noteworthy that oscillations of the
surface composition are stabilized after two cycles and become more or
less reversible.

In order to dig more into the bulk of PtNi alloy XPS measurements
were carried out. The photoelectron energy of 1486.6 eV allows
probing ~5 nm of the material. This time we are only focusing on Pt 4f
and Ni 3p spectra to achieve comparable kinetic energies of photo-
electrons (probing depth) for both elements. Fig. 5 displays the evolu-
tion of the Pt 4f and the Ni 3p spectra during five consecutive oxida-
tion/reduction cycles at different temperatures. It is evident that
changes are much smaller than those in Fig. 3, which is attributed to
smaller deviation in the alloy composition in the bulk.

The evolution of the relative atomic ratio of Ni during all five oxi-
dation/reduction cycles estimated from the integrated areas of all fitted
Pt 4f and Ni 3p XPS spectra divided by the corresponding photo-
ionization cross sections is depicted in Fig. 4b. The oscillatory behavior
at 298 K and 373 K is more subtle, but nevertheless detectable. The
composition of PtNi remains practically reversible during five redox
cycles. At 523 K PtNi alloy undergoes irreversible changes upon cycling.
The Ni/Pt atomic ratio changes from 1 to 2.6 during the entire cycling
procedure. However, it should be noted that about 60 % of total XPS
signal comes from the first 1.7 nm of the alloy. As a result, our bulk
measurements are still influenced by the relatively high surface changes
described above.

The interdiffusion of Pt and Ni and corresponding structural
switching between the surface NiO and the Pt-skin surface during al-
ternating oxidation and reduction environments have been reported
previously [16,18,54,55]. The observed changes in alloy composition,
however, were much smaller than the presently identified changes and
in some works were even reported as completely reversible. We attri-
bute this to the fact that conventional XPS was used giving higher
probing depth and additionally different mean free paths for Pt 4f and
Ni photoelectrons. In our case, where only 2-3 outermost monolayers
are probed with the similar mean free paths for both Pt and Ni pho-
toelectrons, changes in the Ni/Pt ratio can be followed more precisely.
As mentioned above, the driving force for Ni reabsorption (or Pt seg-
regation to the surface) in H, should be weaker than the Ni segregation
in O,. This causes gradual Ni enrichment in the surface layers of the
alloy during oxidation/reduction cycle as was observed by aberration-
corrected environmental TEM for PtCo alloy [17]. Even though the
evaporation of Pt in the form of PtO, in oxidizing atmosphere at higher
temperature [16,56] cannot be excluded completely, our results rather
point to the Pt inward segregation scenario. This is also substantiated
by EDX bulk measurements after the entire cycling procedure at 523 K
(not shown herein) which shows no substantial changes in the atomic
ratio compared to that measured before cycling.

Along with the compositional variation, oxidation/reduction cy-
cling causes morphological changes of the PtNi catalyst. Fig. 6 displays
ex situ AFM images of PtNi alloy. Image (a) corresponds to the cleaned
sample before interaction with reactive atmospheres. Images (b) and (c)
were acquired after five oxidation/reduction cycles at 298 K and 523 K,
respectively.

It should be noted that when measured by AFM grain size differs
from the absolute value because of the effect of convolution between
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Fig. 3. The set of SRPES Pt 4f + Ni 3p acquired at 180 eV photon energy and the Ni 2p;,> spectra acquired at 980 eV photon energy during five oxidation/reduction

cycles of PtNi alloy.

catalyst grains and the AFM tip. A statistical analysis of AFM images can
help to quantitatively inspect the characteristics of the surface mor-
phology. This was achieved by analyzing the height-height correlation
functions (HHCFs) computed from the corresponding AFM images [57].
The root mean square roughness (R,) representing a vertical deviation
of the surface morphology and correlation length (&) which, in turn,
represents a lateral roughness (related to the grain size) were calculated
from HHCF [58,59] and summarized in Table 3. The results show a
modest change of the surface morphology after 5 oxidation/reduction
cycles at 298 K. At 523 K more prominent catalyst coarsening occurs,
which can be explained by enhanced atomic (Ostwald ripening) and
grains (coalescence) mobility at elevated temperatures [16,55]. Such
behaviour is in line with electrochemical studies where oxidation and
reduction of PtNi alloy is realized by cyclic voltammetry [14,60-62].
In a real fuel cell device, due to corrosive condition at cathode side,
surface Ni atoms would dissolve to electrolyte [14,63]. In our previous
studies on PtNi and PtCo catalysts investigated under potentiodynamic
cycling in acidic electrolyte we observed continuous Ni(Co) leaching
with increasing of cycle number [14,64]. We showed that structural
changes during cycling were responsible for the continuous dissolution
of 3d-metal, even that buried under protective platinum layers. More-
over, we suggested that during electrochemical cycling the surface
oxidation at each cycle may additionally contribute to Ni segregation
and its dissolution. The results described in this paper corroborate this
suggestion. Indeed, with increasing the number of redox cycle in gas-
eous atmosphere continuous Ni enrichment on the surface of the alloy
was detected. The continuous leaching of Ni from the surface of the
alloy during fuel cell operation will result in increasing of the thickness
of pure Pt overlayers and catalyst will eventually lose its remarkable
properties given by the presence of Ni. Moreover, irretrievable Ni dis-
solution in real fuel cells can cause membrane and catalyst poisoning
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Fig. 5. The set of SRPES Pt 4f + Ni 3p spectra acquired at 1486.6 eV photon
energy during five oxidation/reduction cycles of PtNi alloy.

[65].

In order to deepen the understanding of the structure of our catalyst,
we carried out theoretical calculations for model PtNi NPs. DFT cal-
culations of bimetallic particles containing over hundred atoms became
feasible more than a decade ago [66]. Yet, the great complexity of alloy
NPs due to the presence of two types of metal atoms hindered their
extensive computational studies. Two more degrees of freedom char-
acterize a bimetallic particle A,,B,, of a specified geometry (shape) and
number of atoms m + n compared to the corresponding monometallic
particles Ay, +n and By, 4 (i) the composition - this is, the m:n ratio -
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Fig. 4. The evolution of Ni/Pt atomic ratio on the surface (a) and the bulk (b) of PtNi alloy during five oxidation/reduction cycles extracted from the integrated areas
of the Pt 4f and Ni 3p spectra divided by the corresponding photoionization cross sections.
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Fig. 6. Ex situ AFM images of PtNi alloy: (a) as-deposited; (b) after five oxidation/reduction cycles at 298 K; (c) after five oxidation/reduction cycles at 523 K.

Table 3

Values of the root mean square roughness (R,) and correlation length (&) cal-
culated from the HHCFs for the as-deposited sample and samples processed 5
oxidation/reduction cycles at different temperatures.

Ry (nm) £ (nm)
AD 1.05 10
5 cycles at 298 K 1.15 11
5 cycles at 523 K 1.30 14

and (i) the atomic ordering — the pattern of positions that A and B
atoms occupy in the given particle geometry. The number of structures
different only by A and B atomic positions in a given particle geometry,
denoted as homotops [67], exponentially increases with particle size.
This limits detail exploration of the homotop landscape to much smaller
particles than those of thousand and more atoms common in catalytic
applications. In order to address this issue, we model in the present
work PtNi NPs of 1:1 composition formed of 201-1463 atoms (1.5-4.4
nm, respectively) using a novel efficient tool for optimizing atomic
ordering of large bimetallic NPs evaluating their stability based on the
TOP energetic descriptors [32,36].

Structures with the lowest-energy atomic orderings of truncated
octahedral model NPs Pt;¢;Nijg0 and Pt;s5;Nijs; optimized by DFT
calculations are shown in Fig. S5. Pre-screening of atomic orderings for
finding putative lowest-energy homotops was performed by MC simu-
lations [32] using the ¢; energy descriptors. These descriptors define the
TOP energy differences AE;op between any two homotops of a given
Pt,Ni,,, NP as

AErop (PtaNim) = e5onn- ANGoND + elornr: ANEORNER + €EboE: ANEDGE

+ &ffrrace ANTERRACE (€8]
depending on the difference (AN) in the number of Pt-Ni bonds
(NE5ND and the numbers of corner (Nfgnsr), edge (NEhg) and terrace
(Nftrrace) surface Pt atoms in each homotop.

The following TOP expressions (in eV) correspond to two kinds of
the studied PtNi NPs with 201 and 314 atoms:

AErop(Pligi Niyge) = —0.048-NEEN — 0.581-NE pngr — 0.513-Nibop
— 0.399-Nfigpace (2)

AErop (Phs;Niysy) = —0.033-Noay — 0.465-Nfbpnir — 0.490-Niper
— 0.324-Nfirpace 3)

More information about Pt;4;Ni;go and Pt;s;Ni;5; NPs is given in
the Supplementary Information.

We then applied TOP Egs. (2) and (3) determined by descriptors for
201- and 314-atomic 1:1 PtNi NPs to perform a MC search for the
lowest-energy homotop of truncated octahedral 1463-atomic PtNi NP
exposing extended {111} facets (see Fig. 7). This NP has a size of ca. 4.4
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Fig. 7. Atomic ordering in the lowest-energy homotops of ca. 4.4 nm large
truncated octahedral 1463-atomic NP Pt;3;Niy3, at varying temperature.
Columns A and B display homotops calculated using the TOP Egs. (2) and (3),
respectively. Color coding: Pt — blue, Ni — grey. (For interpretation of the re-
ferences to colour in this figure legend, the reader is referred to the web version
of this article).

nm, which is well beyond the sizes practically accessible by DFT cal-
culations and comparable with NP sizes in catalytic experiments. The
lowest-energy homotops of this NP exhibit core@shell structures with
the outer shell formed of Pt atoms and Ni atoms tending to be located
inside the NP. Hence, the atomic ordering patterns of this large NP are
similar to the patterns of the NPs smaller than 2 nm (see Fig. S5 in SI).
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The main cause for some differences in the surface compositions of the
smaller and larger 1:1 NPs is the ratio of surface (corner + edge +
terrace) to inner atoms, which rapidly decreases with increasing par-
ticle size. This ratio (24 + 36 + 62):79 = 1.54 for the 201-atomic NP
decreases to (24 + 48 + 102):140 = 1.24 for the 314-atomic NP and
drops to just (24 + 108 + 440):891 = 0.64 for the 1463-atomic NP.

The applicability of the TOP Egs. (2) and (3), determined for the
201- and 314-atomic NPs, respectively, to model atomic ordering in
much larger NPs is corroborated by the findings that the TOP de-
scriptors for particles starting from just ca. 100 atoms commonly
change only insignificantly for accessible by DFT larger NPs with the
same content of two metals. This resemblance of the TOP descriptors for
the NPs of two sizes, Pty(;Nijgo and Pty57Ni;57, is also the case for the
PtNi NPs under scrutiny (vide supra). This is illustrated for the lowest-
energy homotops of Pty3;Niy3, NP in Fig. 7, where the images in col-
umns A and B depict the atomic ordering patterns of the homotops
optimized using the TOP Eq. (2) for the smaller Pt;;Ni;oo NP and Eq.
(3) for the larger Pty57Niys; NP, respectively. The TOP energy differ-
ence for this differently optimized pair of Pt;3;Ni;3, homotops is very
small, only 0.6 eV or just 0.4 meV/atom (Eq. (3)) and 1.8 eV or 1.2
meV/atoms (Eq. (2)).

The DFT and TOP data presented so far correspond to 0 K. The TOP
method allows estimating properties associated with the Boltzmann
population of different homotops of a NP at a given temperature by
accounting for entropy contributions related to atomic ordering, not
considering, however, the atomic vibrations [36]. We applied this
protocol to calculate probabilities of occupying each site by either Pt or
Ni atoms and to estimate average atomic orderings in the 1463-atomic
NPs Pt;3;Nizgp at 298 K and 523 K (see Fig. 7 and Table S1). The
temperature increase does not substantially change the atomic ordering
pattern. It mainly acts to slightly decrease the number of surface terrace
and (to lesser extent) edge Pt atoms by relocating them inside the NP
with a concomitant increase of the number of Pt-Ni bonds, thus en-
hancing the mixing of two metal components. Overall, these data
support experimental results on Pt surface segregation in the AD
sample, as determined by SRPES, and also the Ni increase on the surface
by annealing.

To shed light on changes induced by adsorbates in the surface
composition of well-ordered metal NPs with extended terraces that bind
adsorbates essentially as strong as the corresponding single-crystal
surfaces [68], one can use adsorption preference energies defined as the
difference of binding energies of a given adsorbate on surfaces of two
metals forming the bimetallic NPs under study [69]. Along this line, we
calculated adsorption energies of a single O atom on {111} facets of the
corresponding monometallic Ptyo; and Niyg, NPs. Atomic oxygen ad-
sorption is more relevant to the present experiments than the molecular
adsorption due to facile O, dissociation on both Pt and Ni surface sites,
with the corresponding DFT O, dissociation activation barriers 0.3-0.45
eV [70] and 0.2 eV [71]. DFT (PBE) adsorption energies of atomic O on
three-fold hollow fcc sites of Pt(111) and Ni(111) surfaces are 3.12 and
4.26 eV, respectively. From these data the adsorption preference of O to
the Ni(111) surface vs. Pt(111) one is 1.14 eV. Combining this value
with the TOP descriptor values from Egs. (2) and (3), defining surface
segregation energy of Pt and Ni atoms on {111} nanofacets,
et rrace = —Etirrace> €@ 0.40 and 0.32 eV, respectively, one can esti-
mate surface atomic ordering of PtNi NPs in the presence of adsorbed O
and predict, neglecting surface reconstruction effects, variation of the
ordering with the adsorbate coverage. Thus, the adsorption of one O
atom on a NP with a Ni@Pt core@shell like structure provides a sta-
bilization energetically sufficient for surface re-segregation of three to
four Ni atoms. For instance, the surface segregation of Ni atoms on the
{111} terraces of the Pt;3;Ni,3, NP, optimized using Eq. (2), to sub-
stitute all 367 Pt atoms located there at 0 K (see Table S1) would de-
stabilize the NP by 146.4 eV, an equivalent amount to the energy
gained by adsorption on Ni terrace sites of 128 O atoms, each stabi-
lizing the system by ca. 1.14 eV. The corresponding data for the
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Pt721Niy32 NP, optimized using Eq. (3), are 403 Pt atoms on the {111}
terraces, whose replacement by Ni is destabilizing by 130.6 eV, to be
compensated by adsorption of 115 terrace O atoms. This estimation
implies that already ca. 0.30 monolayer (ML) O coverage of in total 440
{111} terrace sites exposed on the Pt;3;Ni;3, NP is energetically suffi-
cient to make all {111} terrace atomic positions occupied by Ni atoms,
defined as reversed homotops in Fig. 7 and abbreviated as rev in Table
S1. Explicit TOP energy differences between the lowest-energy homo-
tops at 0 K Pt73;Niz3, with all {111} terrace Pt atoms and the so-called
reversed homotops taking into account also different numbers of the
Pt-Ni bonds are 138.3 eV (Eq. (2)) and 114.4 eV (Eq. (3)). This slightly
decreases the estimated O coverage required to substitute all Pt atoms
on {111} facets of Pt;3;Niz3, by Ni atoms to 0.23-0.28 ML.

A similar analysis has also been performed employing DFT ad-
sorption energies of atomic H on the three-fold hollow fcc sites of Pt and
Ni (111) surfaces, 1.43 and 1.52 eV, respectively. The adsorption en-
ergy preference for H, 0.09 eV, is thus an order of magnitude smaller
than that for O. Consequently, the complete surface segregation of Ni
atoms on the {111} terraces of the Pt;3;Niy3, NP evaluated using Eq.
(2) destabilized by 146.4 eV would require the energy gained by ad-
sorption of many more H atoms than of O atoms, namely 1627 H atoms
on Ni terrace sites. The corresponding destabilization of Pt;3,Ni;3, NP
evaluated using Eq. 3, 130.6 eV, could be counteracted by the ad-
sorption of 1451 H atoms on Ni terrace sites. These estimated numbers
of the adsorbed H atoms required for the complete surface re-segrega-
tion of Ni to terrace sites by far exceed the total number of terrace
atoms, 440 in the Pt;3;Ni;3, NP. This implies that even a full coverage
of H would not be enough energetically to reverse the pattern of the NPs
whose spectroscopic fingerprints are shown in the bottom part of Fig. 2.
This result is in line with the experimental data that 30 % of surface
atoms after reduction at 523 K are Pt ones (Table 2), whereas after
oxidation at the same high temperature only 8 % of the spectro-
scopically probed surface atoms remain Pt (Table 1).

The fundamental study described in this paper point to a great
importance of precise control of the catalyst surface composition before
it is used in a real fuel cell and engineer it accordingly. Catalyst surface
composition can be, in principle, different already after fuel cell setup.
For example, the same catalyst can be employed at both electrodes of a
fuel cell and its surface composition will be rather different because of
two different environments. Moreover, as we have shown the compo-
sition can further change upon fuel cell operation, especially at critical
conditions like start up/shut down cycling. The PtNi alloy thus should
be protected by a Pt overlayer. However, the thickness of this overlayer
should be higher than one monolayer as we have shown that Ni can
overcome this protection and segregate to the surface under oxidation
conditions. One has to ensure appropriate thickness of Pt overlayer as
the catalyst should maintain its exceptional properties given by the
presence of Ni. The thicker overlayer, for example, three monolayers of
Pt, could help to mitigate or at least slow down the compositional
changes on the surface of PtNi alloy. At the same time, it is thin enough
to maintain the benefit from the strain and/or electronic-induced ac-
tivity given by the Ni atoms underneath. Nevertheless, full under-
standing of phenomena that occur on the surface of bimetallic alloys
under reaction condition requires further investigations. Particularly,
the use of ambient/near ambient pressure SRPES would provide an
advance understanding by pinpointing the active surface in situ, under
Hs or O, atmospheres.

4. Conclusions

We investigated the temperature-dependent surface restructuring of
the PtNi thin film catalyst in response to series of alternating oxidation
(0,) and reduction (H,) atmospheres using well-defined conditions,
surface sensitive SRPES technique, bulk sensitive XPS technique and
theoretical calculations. The results revealed that under oxidation en-
vironment PtNi alloy is oxidized on the surface mainly through the
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formation of Ni oxides, which forces Ni atoms to segregate to the sur-
face. Under reducing atmosphere oxides are reduced and Ni diffuses
back into the alloy. The series of five oxidation/reduction cycles led to
an oscillatory behavior of the surface composition. The changes were
qualitatively reversible; quantitatively, however, the average compo-
sition was slightly shifting towards nickel enrichment at elevated cy-
cling temperatures. During switching between oxidizing and reducing
conditions the bimetallic catalyst did not maintain its chemical in-
tegrity and underwent surface reconstruction in terms of relative sur-
face nickel enrichment. Moreover, we observed significant catalyst
coarsening after five oxidation/reduction cycles at 523 K assigned to
enhanced atomic (Ostwald ripening) and grains (coalescence) mobility
at elevated temperatures in gaseous atmospheres.

This work provides valuable insights into the PtNi alloy surface
chemistry under switched reactive environments that help to gain ad-
vanced understanding of their catalytic activity in real conditions. The
described behavior of PtNi nanoalloy plays a significant role in its
longtime performance as a catalyst in fuel cell devices. The enrichment
of Ni species on the surface after an interaction with the reactive en-
vironments suppresses PtNi alloy on the surface which is critical for its
high electrocatalytic performance. Furthermore, our results propose a
general strategy towards adjustment of PtNi catalyst surfaces. The
redox pre-treatment of the surface structure of bimetallic catalysts may
open an effective way to engineer highly efficient catalysts for many
catalytic processes.
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6.5 ELUCIDATION OF THE STRUCTURE OF PtX (X=Cu,
Au, Ag) NANOPARTICLES OF DIFFERENT SIZES BY
DENSITY FUNCTIONAL CALCULATIONS

6.5.1 Summary

Introduction Our chemical ordering study of PtX bimetallic NPs of Pt
with quite inert coinage metals X = Cu, Au, Ag is overviewed in the following.
Large quantities of atoms of NP catalysts are essentially wasted since only
atoms at the surface take part in catalytic reactions. For such expensive
metals in catalyst as Pd and Pt this price aspect is a significant concern.83
Thus, for systems involving catalytically active precious metals, A@B
core@shell structures of nanocatalysts are beneficial, where A is a relatively
cheap metal (e.g., Co, Ni, Cu) and B is a more expensive metal, often more
catalytically active. Furthermore, the addition of a metal A may also result
in synergistic effects on the catalytic properties of both metals. Combinations
of Pt with coinage metals are actively studied as single-atom alloy catalysts,
a rapidly developing field in catalysis®486 where individual Pt atoms
surrounded by coinage atoms can act as very selective catalytic centres.

As in the previous Sections, in this Section the insights into the chemical
ordering obtained from DFT calculations of NPs with <201 atoms are
extended to NPs of larger sizes, closer to the sizes in common catalysts, and
temperature effects on the orderings of such larger NPs are considered.
Furthermore, since a previous study of our group dealt with similar PdX NPs,
X=Cu, Au, Ag, a comparative analysis of the chemical orderings of the Pt- and
Pd-based NPs calculated by the same methodology is performed. A notable
difference with the previous studies is that in this work the TOP methodology
is analysed in depth, highlighting its weaknesses and strengths.

To summarize, the aims of the present study are: i) to quantify by DFT
calculations the chemical orderings and surface segregation in up to ~2 nm
large PtAu, PtAg, and PtCu NPs at different concentrations of the metals
employing the TOP method; ii) to compare the structure, bonding and charge
distributions in these NPs with the analogous Pd-containing NPs studied
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earlier; iii) to deepen the knowledge of the accuracy and applicability of the
TOP approach; iv) to identify equilibrium chemical orderings in PtAu, PtAg,
and PtCu particles at common for catalysis sizes over 4 nm, also at elevated
temperatures.

The author contribution to this project was to provide all DFT data for
PtCu NPs, to calculate chemical orderings in bigger PtAu, PtAg and PtCu
NPs, to perform Bader charge analysis for all studied systems, to evaluate
performance of the TOP method. Also, the author decisively contributed to
the preparation of the manuscript to publication by writing several parts of
it, drawing images and graphs and creatively discussing all the results. As in
other Chapters of the Thesis, the complete description of the results is
provided in the published article in the end of this Section. Further
supporting data is found at Appendix G.

Results
1) Regarding the quantification by DFT calculations of the chemical
ordering:

The obtained energy terms in the TOP equations are listed in Table 6.4. Pt
and Au atoms in the Pt-Au NPs are found slightly immiscible independent of
the NP size. Quite similar positive values ef5¢ for PtroAuro and PtioiAuioo
NPs support this finding. Au atoms tend to occupy low-coordinated positions,
see and Figure 6.13.

These features are maintained for different Pt:Au compositions 1:3, 1:1, and
3:1 in 201-atomic NPs. According to the Bader charge analysis, the charge
redistribution between Pt and Au atoms is minor, see Table 6.5. Similar to
the results for PtAu NPs, the slightly positive ggg—N%g terms point to the
unfavorable formation of heterometallic PtAg bonds, triggering immiscibility
of Pt and Ag atoms. The substantial surface segregation propensity of Ag
atoms in PtAg NPs decreases from the corner, to the edge and the facet
positions. Important difference of PtAg systems with respect to Pt-Au ones is
revealed by the Bader charge analysis, according to which notable electron

density transfer occurs from Ag atoms to more electronegative Pt atoms in
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PtAg NPs, see Table 6.5. Surface Pt atoms in Pt-Ag NPs are negatively
charged and surface Ag atoms bear positive charges up to 0.15 e. These
modified charge states of the atoms suggest their noticeably different

reactivity compared to the corresponding sites of bare Pt and Ag NPs.

Table 6.4 Energy terms, e, in the topological expressions for energy differences AEiTjOP of
homotops i and j of PtaXm (X = Au, Ag, Cu; m+n = 140, 201) particles AES°P =6, - ANS5dnn
+elorner * AN} corner teRpeE - AN ppee teRacer - AN pacer are numbers of heterometallic
bonds Pt-X (nearest-neighbour pairs of Pt-X atoms) and atoms X in the corner (vertex), edge
and facet positions of the particle, respectively. All energies are in meV. Data for analogous

Pd7Auro, Pd7oAgro, and Pd7oCuro particles from Ref.8! are also shown.

Nanoparticle ng)_l\?(n e)éORNER siE(DGE 3§ACET
Pt70Auro 193 —619%52 —377%3% —256788
Pd7Auro —13%F  —404178 —301+52 —200*22
PtroAgmo 11+ —6251122 336172, —195*73
Pd7Ago —-1%2 36129 —289%78, —163+¢3
Pt70Curo —35+4 —27%47 182128 344143
Pd7Curo —26712 95%3¢ 147148 183142
Pt1s1Auso 21t} —507%2] —543+1¢ —431+39
Pti01Auioo 21%7  —530+13¢ —492*3? —335+83
Pts1Auiso 15+ —558*3% —547%33 —259+¢7
Pt151Ags50 32711 3961198 —380%35 —2371103
Pti01Ag100 1619, —499%%3, —466787 —308+77
Pts1Ag150 7*%  —408%1L8 —511%73 —240+%2
Pt151Cuso —25%%, 267139 342114 372142
Pt101Cu100 —437%¢ 1549 208723 325734
Pt51Cuiso —54%1t 134473 1841351 259783

a 95% confidence interval of € given as, e.g. 1974 denotes a range from 17 meV to 23 meV.
Similar to the results for PtAu NPs, the slightly positive sBPf)_]\I‘L}Dg terms
point to unfavourable formation of heterometallic Pt-Ag bonds, triggering
immiscibility of Pt and Ag atoms. The substantial surface segregation
propensity of Ag atoms in PtAg NPs decreases from the corner, to the edge

and the facet positions. Important difference of PtAg systems with respect to
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Table 6.5 Average Bader charges, in ¢, on atoms with coordination numbers 6, 7, 8, 9, 12 in
Pt70X70, Pt151X50, Pt101X100, and Pts1X150 (X = Au, Ag, Cu) NPs with the lowest ETOP energy.

The charges in the monometallic Pt2o1 and X201 NPs are also shown for comparison.

Particle Pt X

6 7 8 9 12 6 7 8 9 12
Pt7oAu7o - - - -0.02 0.05 -0.05 -0.02 0.02 -
Ptis1Ausp -0.09 -0.07 -0.08 -0.02 0.02 -0.05 -0.03 - - -
Pt101Au100 - - -0.09 -0.04 0.03 -0.05 -0.03 o0.01 0.02 -
Pts1Auiso - - - - 0.01 -0.06 -0.03 -0.01 0.01 0.06
Pt70Ag7o -0.17 -0.04 0.05 0.10 0.10 -

Ptis1Agso  -0.13 -0.13 -0.24 -0.11 0.02 012 0.15 - - -

Pt101Ag100 - - -0.30 -0.16 -0.05 0.05 0.08 0.13 0.09 -
Pts1Ag1s0 - - - - -0.11 -0.02 001 004 004 0.12
Pt7oCuzo - -0.25 -0.23 -0.33 0.18 0.27 - 0.30
Pt151Cuso  -0.14 -0.11 -0.08 -0.07 -0.23 - - - - 0.37
Pt101Cu100 - -0.29 -012 -0.27 -0.39 0.27 0.22 - 0.32 0.31
Pts1Cu1s0 - - -0.57 -0.46 -0.60 0.11  0.15 - 0.19 0.19
Pt2o1 -0.09 -0.06 -0.03 -0.01 0.07

Auzot -0.07 -0.04 -0.02 -0.01 0.04
Ag201 -0.04 -0.03 0.01 -0.01 0.03
Cuzo1 -0.05 -0.02 0.02 -0.01 0.03

PtAu ones is revealed by the Bader charge analysis, according to which
notable electron density transfer occurs from Ag atoms to more
electronegative Pt atoms in PtAg NPs, see Table 6.5. Surface Pt atoms in Pt-
Ag NPs are negatively charged and surface Ag atoms bear positive charges
up to 0.15 e. These modified charge states of the atoms suggest their
noticeably different reactivity compared to the corresponding sites of bare Pt
and Ag NPs.

Equilibrium chemical orderings and electronic properties of PtCu NPs
are quite different from those of the aforementioned PtAu and PtAg NPs.

Firstly, the TOP equation term show that Cu atoms are less stable in all
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surface positions than Pt atoms. Although the surface energy of Cu (0.77
eV/atom) is smaller than that of Pt (1.03 eV/atom), the notably smaller size
of Cu atoms leads to reverting their surface segregation expected from the
surface energies to decrease the structural stress. Particularly, surface Cu
atoms in 201-atomic NPs of different Pt:Cu compositions are more
destabilized in facet positions, followed by edge and corner positions. In fact,
the corner position becomes favourable by 27 meV in the smaller Pt70Curo
NPs. One more notable difference of the Pt-Cu system with respect to PtAu
and PtAg ones is that the heterometallic Pt-Cu bonds are characterized by
negative energy terms in the TOP equations reflecting favourable mixing of
Pt and Cu atoms. Regarding the charge distribution, PtCu NPs feature the
highest electron density accumulated on Pt atoms, up to ca. -0.6 e per Pt atom
depending on the NP size and Pt content. The notable negative charges on Pt
atoms bound to Cu atoms acquiring positive charges up to 0.3 e are expected

to significantly change the reactivity of both Pt and Cu surface sites.

J
Figure 6.12 Chemical orderings of ca. 1.4 nm large 140- Pt70
atomic truncated-octahedral fcc nanoparticles PtroAuro,
Pt7roAgr, and Pt7oCuz with the lowest DFT energies.
Particles images are split in two parts for better
visualization. Pt — blue, Au — yellow, Ag — gray, Cu — red- Pt70'~'

brown.

Besides the indicator g5y, the miscibility of Pt and X atoms has been

characterized by the excess energies Eex, see Figure 6.14. The energies for
PtAu NPs range from -38 to -65 meV and for PtAg NPs from -58 to -90 meV
depending on the concentration. For PtCu NPs the excess energies are
notably more negative, from -127 to -163 meV, in line with the observed

miscibility of the Pt and Cu components in the bulk and the propensity of the
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formation of heteroatomic bonds indicated by the corresponding energy term
in the TOP equations. For all 201-atomic PtX NPs the excess energy curve
reaches minimum close to the 1:1 compositions, with the values very similar

to those of the corresponding smaller Pt70X7o NPs.

Figure 6.13 Chemical orderings of 1.7-1.8 nm large 201-atomic truncated-octahedral fcc
nanoparticles of the compositions Pt:X (X = Au, Ag, Cu): 1:3 — Pt51Xi50, 1:1 — Pt101X100, 3:1 —
Pt151X50 with the lowest DFT energies. Particles images are split in two parts for better

visualization. Colors of atoms as in Figure 6.2.
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Figure 6.14 DFT excess energies Eexc per atom (see Eq. 2) circles — of Pt201.nXn (X = Au, Ag,
Cu; n = 50, 100, 150) nanoparticles and squares — of Pt70X7 nanoparticles. PtAu — yellow,
PtAg — gray, PtCu — orange.
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i1) Regarding the comparison between Pd-X and Pt-X systems:
In the case of X = Au and Ag the main difference from Pt is that Pd becomes
slightly miscible with X. The preference of Au and Ag to be located on the
surface of nanoalloys with Pd follows the same trend with the coordination
number; stabilization of the surface site increases with decreasing its
coordination number. For both PtCu and PdCu NPs the formation of
heterometallic bonds is favorable. Also, the surface occupation propensity
follows the same order for both systems, Cu is more destabilized in the surface
positions with larger coordination numbers.
111) Regarding the performance of the TOP method:
The employed method for pre-screening different homotops and their DFT
energies relies on a simple equation based on the topology to reach the lowest-
energy chemical ordering. The strength of this method is its simplicity
sufficient to describe the topology trends and clear physical meaning of its
parameters. The price for that are simplifications such as: accounting only for
interactions between the nearest-neighbour pairs of atoms and assuming all
bond types to be equal; describing positions of atoms in the NP lattice solely
by the coordination numbers, distinguishing between surface atoms with
different coordination numbers but treating all inner atoms of each metal
type as equivalent; grouping homotops in so-called topologies of the same
NESHE. N&ornER: NEocE: Ndacer numbers in TOP equation, and assuming that an
arbitrarily chosen homotop of a given topology represents reasonably well the
DFT energy and the chemical ordering of all other homotops of the same
topology.

To evaluate some of these simplifications >10 random homotops of Pt-
Au and PtCu systems with the same NESE. NXorner: Naoce: Ndacgr numbers
were generated and optimized with DFT. The spread in DFT energy is the
magnitude of error of assuming that two homotops with same N parameters
have the same energy by TOP method. The biggest spread for both systems

was 1568 meV found for the lowest-energy Pt70Cuzo homotop, similar to that

calculated for Pt7oAu7o. Analysing these spreads, we observed that not all
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atoms of one type (Pt-Pt, Pt-X, or X-X bonds) are equivalent, i.e. that the
energy of bonds formed by Pt or X atoms to each of their first neighbours is
partially dependent on the identity (and quantity) of the rest of first
neighbours. In fact, certain structural motifs (such as {111} facets solely
composed of Au) seem to become stable for some compositions due to elusive
long-range interactions. But these long-range interactions are neglected in
the present topological description. In a nutshell, irrespective of possible
inaccuracies of the used TOP approach based on the DFT structure
optimization, the equilibrium chemical orderings in bimetallic nanoalloys
provided by this approach approximate reasonably well the orderings
obtained with the employed DFT exchange-correlation functional. An
important point is that the calculated atomic-level data are much more
detailed than those currently accessible experimentally and are very useful
for rationalizing surface reactivity of bimetallic catalysts and related
applications.

iv) Chemical ordering of larger Pt-X NPs and temperature effects:

The energy terms of the TOP equations for 140 and 201 atomic NPs are used
to determine the chemical ordering of 1463 atomic NPs. In the case of
Pt732Aurs1 and Ptr32Agrs: similar core@shell Pt@Ag and Pt@Au orderings are
obtained independently of the energy terms set employed, see Figure 6.15.
For Pt732Cur7s1, the number of surface Cu atoms obtained when using the
energy terms for 201 atomic NPs is more than twice larger than the obtained
with the energy terms for 140 atomic NPs.

By increasing the temperature, several Pt atoms appeared at the
surface of Pt732Aurs1 and Pt732Agrsi NPs and some Au and Ag atoms migrated
to the core. In addition, the number of both Pt-Au and Pt-Ag bonds increased
at higher temperature. In Pt732Cu7rsi NP, Cu atoms migrate upon the
temperature increase from corner and edge positions most populated at 0 K
primarily to surface terrace positions. In this case, the number of Pt-Cu bonds
slightly decreased at higher temperatures, from 58% at 0 K to 54% at 1000
K.
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Pt;3,Cuy44(140)

Figure 6.15 Equilibrium chemical orderings of ca. 4.4 nm large truncated-octahedral fcc
Pt7s2Aursi, Pt7s2Agrsi, and Ptr32Cursi nanoparticles at 0K with the lowest TOP energies
calculated using TOP equation for Pt70X70 particles (Pt732X731(140), left column) and Pt101X100

(particles Pt732X731200, right column). Colors of atoms are as in Figure 6.12.

Conclusions The study outlined in this Section can be summarized as
follows:

e The energy terms in the TOP equations for Pt70X70 and Pti101X100 NPs
are very similar justifying that the equations are applicable for
determining the chemical ordering of much larger bimetallic PtX
particles.

e Au and Ag atoms in Pt-Au and Pt-Ag NPs are strongly energetically
favored to be exposed on the surface, whereas Pt atoms preferentially
occupy inner positions. This results in the core@shell chemical
orderings Pt@Au and Pt@Ag. Charge distribution in PtAu NPs shows

essentially neutral character of atoms. Pt and Ag atoms in PtAg
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nanoparticles are moderately charged negatively and positively,
respectively, suggesting noticeably different reactivity of surface Pt
sites on PtAg NPs compared to purely Pt NPs.

PtCu NPs exhibit the preference of Pt atoms at surface sites with
higher coordination number, with terrace {111} positions being the
most stable. In this case, the formation of heterometallic bonds is
favorable. Surface Pt atoms in PtCu NPs withdraw very significant
electron density, up to -0.5 e in terms of the Bader atomic charge, from
less electronegative nearby Cu atoms.

Pd-based nanoalloys with Au and Ag differ from the Pt-based ones by
forming slightly destabilizing heterometallic bonds favoring mixing.
PtCu and PdCu NPs exhibit similar lowest-energy chemical orderings,
reflecting that their stability is driven by the stabilizing heterometallic
bonds.

Independently of the terms of the topological energy equation
employed, for 140- or 201-atom NPs, a similar chemical ordering is
predicted in Pt732Aursi and Pt7s2Agrsi NPs. However, Pt and Cu atoms
in Pt732Cu7si NP are arranged somewhat differently in the lowest-
energy Pt732Cu731140  and Pt732Cu7312°) homotops. All studied
bimetallic NPs show more disorder upon temperature increase.
Notably, heating leads to appearance of (mainly) single-atom surface
Pt sites on facets of Ptrs2Aursi and Ptrs2Agrsi NPs and enriches

concentration of surface Cu atoms on facets of Pt732Curs: particle.
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Chemical ordering in Pt—Au, Pt—Ag and Pt—-Cu
nanoparticles from density functional calculations
using a topological approachf
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Bimetallic alloys are actively investigated as promising new materials for catalytic and other energy-
related applications. However, the stable arrangements of the two metals in prevailing nanostructured
systems, which define their structure and surface reactivity, are seldom addressed. The equilibrium
chemical orderings of bimetallic nanoparticles are usually different from those in the corresponding bulk
phases and hard to control experimentally, which hampers assessment of the relations between
composition, structure, and reactivity. Herewith, we study mixtures of platinum—an essential metal in
catalysis—alloyed with coinage metals gold, silver, and copper. These systems are interesting, for
instance, for reducing the costly Pt content and designing improved multifunctional catalysts, but the
chemical orderings in such mixtures at the nanoscale are still debated. We therefore explore chemical
orderings and properties of Pt-containing nanoalloys by means of a topological method based on
density functional calculations. We determine the lowest-energy chemical orderings in 1.4 to 4.4 nm
large Pt—-Au, Pt—-Ag and Pt—-Cu particles with different contents of metals. Chemical ordering, bonding,
and charge distribution in the nanoparticles are analyzed, identifying how peculiar structural motifs rele-
vant for catalysis and sensing applications, such as monometallic skins and surface single-atom sites,
emerge. We compare these results with previous data for the corresponding Pd-based particles,
identifying trends in chemical ordering, deepening understanding of the behaviour of catalytically
relevant bimetallic compositions, and establishing appropriate models for studying the bimetallic
nanoalloys.

1. Introduction

Studies of materials containing bimetallic nanoparticles (NPs),
often referred to as nanoalloys, is a dynamically developing
research area. The latter is interrelated to diverse applications
of nanoalloy particles ranging from optics and magnetism to
medicine and catalysis."> Properties of a bimetallic NP are
defined, besides its geometric structure and size, by the relative
amount (composition) of the two constituting metals. Tuning
the composition extends the design variables of materials
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containing bimetallic NPs tailor-made for the desired applica-
tions to function better, often at reduced cost.

The size, shape, and composition of bimetallic NPs can be
quite well controlled by the preparation conditions. At variance,
such elusive degree of complexity as chemical (or atomic)
ordering, i.e. a distribution pattern of metal atoms of two types
among lattice positions of an alloy NP, is hard to precisely
control experimentally. The reactivity of metal NPs is directly
related to their surface arrangement. The chemical ordering
defines what types and how many surface sites are exposed by a
bimetallic NP of a given size, shape, and composition. This is
key information for catalysis, sensing, and many other applica-
tions. Yet, it remains barely accessible experimentally at the
atom-by-atom level even for the most modern structure char-
acterization techniques.

Computational modeling using Density Functional Theory
(DFT) can provide detailed information about the structure and
properties of bimetallic NPs, complementing experimental
data. DFT calculations of bimetallic NPs with over a hundred
atoms and sizes of ~1.5 nm, which are required to realistically

Mater. Adv, 2021, 2, 6589-6602 | 6589
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represent larger particles dealt with in catalysis,” > are feasible
since two decades.® However, the presence of more than one type
of atoms in nanoalloys severely hinders their comprehensive DFT
simulation, often restricting it to quite small particles and con-
sidering only several chemical orderings (homotops).” ** In fact, a
direct search for the equilibrium chemical ordering in a ~2 nm
large bimetallic crystallite comprising ~200 atoms requires cal-
culating energies of a colossal number of 10°° homotops (includ-
ing symmetry-equivalent ones),"* which is excessive for any
computational method.

This challenge can be dealt with by a Topological (TOP)
approach,'*" which enables determining equilibrium chemical
orderings in bimetallic nanocrystallites containing 10°-10" atoms
of different metals across the Periodic Table from a small number of
DFT calculations. Briefly, the TOP method divides all homotops of a
bimetallic nanocrystallite with a given stoichiometry and shape into
groups with the same topologies. Definition of the latter depends on
how atomically detailed the resulting ordering needs to be. For
instance, for studying the catalytic activity of a bimetallic M ,’,,M,, NP
comprising m + n atoms it is essential to know how many active
surface sites of each type the NP exposes. These data are related to
the propensity of M’ and M atoms to segregate on the surface and
define which atoms occupy surface positions of the NP with
different coordination numbers, e.g. in corner, edge, and terrace
sites. Since all homotops of the NP under scrutiny share the same
crystal lattice and composition, it suffices to specify atomic positions
for just one of the two metals. The types of the exposed surface sites
and their abundance are also affected by the propensity of the
metals M’ and M to mix, which is reflected by the number of
heterometallic bonds (nearest-neighbor atom pairs) M'-M formed.
For surface reactivity studies it is often sufficient to specify ordering
patterns in bimetallic nanoalloys by the topology defined solely by
the number of M'-M bonds (N}h<M) and surface M atoms in the
cornerfvertex (Ntorner), €dge (N¥bar), and facet/terrace (Nyacer)

positions. Hereafter, topologies of M,,,M,, NPs are designated as
M, M, NMM . MM ener - N¥GE - MM cers to specify a particular
homotop of the considered topology, its E°™" value in eV is
added to the above designation, resulting in the designation
M, M, NS - Neoraer - Vb - Viacer 2. Energies of all
homotops with a given topology are represented in the TOP method
by the energy of just one of the homotops, chosen arbitrarily."*

Energy difference, AES°Y, between any two homotops 7 and j
of a bimetallic NP reads.14 16

~TOP __ -TOP M'-M
AEI/ - E (N/ BOND* ‘V/ CORNER* ‘Nj EDGE? A'/ FACET)

TOP M’ -M
E (Nr BOND* ‘V: CORNER? jvl EDGE* ‘Vl FAC ET)

M M
ZhonD * A ’V., BOND T ECORNER * AN} CORNER

M M M M
+ 2epGE - AN EpGE T EFACET * ANj FACET

(1)

with ANj; = N; — N;.
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Here, the energies ¢ are contributions of either a M'-M bond
or an M atom located in a certain outer position of the NP to its
topological energy E'°”. The terms & quantify either the surface
segregation energy of metal atoms M’ and M or the energy
gained or lost upon metals mixing to form a pair M'-M of the
nearest-neighbor atoms. These terms are calculated by fitting
eqn (1) to DFT energies E°'" of a series of homotops of a
bimetallic NP with diverse topologies. Using thus obtained TOP
expressions a comprehensive ordering screening is performed
by means of Monte Carlo (MC) simulations to find the topolo-
gy—a set of the N values—of the most energetically stable
homotops of the NP along with topologies of less stable homo-
tops. Then, atomic positions in the selected low-energy homo-
tops are optimized by DFT. This allows examining accuracy of
the energies ¢ and eqn (1) overall. The resulting latter expres-
sions can be used to simulate the chemical orderings in
bimetallic NPs containing thousands atoms, not accessible
for DFT calculations.

Successfully determined chemical orderings in NPs of various
metal combinations, such as Pd-Au,”"” pd-Ag,"* Pd-Cu,"
Pd-Zn,"* Pd-Rh,'® Pt-Ag,'"® Pt-Co,"”*" Pt-Ni,”! Pt-Sn,”* and
Ni-Cu,** revealed efficiency and broad applicability of the TOP
method. This study deals with bimetallic nanoalloys of essential
for catalysis metal Pt with quite inert coinage metals Au, Ag, and
Cu. These combinations of metals are actively studied in the
rapidly developing field of single-atom catalysis**® as single-
atom alloy catalysts,*® where individual Pt atoms surrounded by
coinage atoms can act as very selective catalytic centers.

Among the aims of the present study are:(i) quantifying by DFT
calculations the chemical orderings and surface segregation in up
to ~2 nm large Pt-Au, Pt-Ag and Pt-Cu crystallites at different
concentrations of the metals; (ii) analyzing the structure, bonding,
and atomic charges in these nanoparticles compared to the
analogous Pd-containing nanoalloys studied earlier; (iii) deepen-
ing the knowledge of the accuracy and applicability of the
Topological approach; (iv) identifying equilibrium chemical order-
ings in Pt-Au, Pt-Ag and Pt-Cu particles at sizes over 4 nm
commonly found in catalysts, also at elevated temperatures.

2. Computational methods

All DFT calculations were performed using the plane-wave code
VASP.?”?® A gradient-corrected Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional® was employed as one of the
most reliable functionals for transition metals bulks and
surfaces’*? in combination with the projector augmented
wave (PAW) representation of core electrons.*** Insignificant
spin-polarization effects for the non-magnetic platinum and
coinage metals were neglected. To moderate the computational
cost, cutoff energies for the plane-wave functions were defined
by the values of the PBE core-electrons PAW potentials:Cu -
273.2 eV, Ag - 249.85 eV, Au - 229.95 eV and Pt - 230.28 eV.
According to our benchmarks, the total energy differences
between distinct chemical orderings of a given NP computed
using these cutoff energies are essentially as accurate as when
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using the cutoff energy 415 eV (typically used for describing
adsorbate-metal interactions). The Brillouin zone was sampled
only at the [-point. One-electron Kohn-Sham levels were
smeared by 0.1 eV and the converged energies were finally
extrapolated to zero smearing. All atoms were locally relaxed
without any restrictions until forces acting on each atom
decreased to 0.2 eV nm .

In line with our DFT calculations of other nanoalloy
particles,">'*'%?! here the Pt-X (X = Au, Ag, Cu) NPs were also
represented by truncated octahedrons with the fee lattice. Ca.
1.4 nm large 140-atomic Pt;yAus,, Pt;,Ag-,, and Pt;,Cu,, NPs,
see Fig. 1, were considered for comparison with the results
for Pd-based Pd;oAusg, Pd;oAgs, and Pd,,Cus, analogs.'
1.7-1.8 nm large 201-atomic NPs Pt-Au, Pt-Ag and Pt-Cu with
Pt:X1:3,1:1,and 3:1 compositions, see Fig. 2, were modelled
to study the size, shape, and composition effects. Placing these
140- and 201-atom NPs in periodically repeated cubic cells of
2.3 x 2.3 x 2.3 and 2.5 x 2.5 x 2.5 nm® allowed separation
>0.7 nm between them. At such distances interaction of metal
particles with their periodic images is negligible for the pur-
pose of this work.?>3°

3. Results and discussion

In the following we present and discuss results for model Pt-X
(X = Au, Ag, Cu) NPs Pt51X150 (1:3), Pt1()1xloo (1:1), Pt151X50
(3:1), and Pt;¢X7o (1:1). These fee crystallites expose surface

tzoAC

Pt70C U7O

¢

Fig.1 Chemical orderings of ca. 1.4 nm large 140-atomic truncated-
octahedral fcc nanoparticles Pt;gAuzo, PtzoAgzo. and Pt;pCu;q with the
lowest DFT energies. Particles images are split in two parts for better
visualization. Pt — blue, Au - yellow, Ag - gray, Cu - red-brown.
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Paper

atoms with the coordination numbers (CN) 6 (corner/vertex),
7 (edge), and 9 ({111} facets). Besides, the 201-atomic particles
contain one atom with CN = 8 in each of their six {100} facets.
Table 1 shows the calculated energy terms ¢ in the topological
expressions (eqn (1)). Details of the lowest-energy chemical
orderings resulting from DFT calculations (E”*) and from
MC calculations using eqn (1) (E™") are specified in Table 2.
These two kinds of chemical orderings are quite similar for
each studied model NP. Thus, unless stated otherwise, herein
we consider the chemical orderings corresponding to the E™°"
values.

The following literature data are relevant for the present
study of the Pt-X nanoalloys:(i) the surface energies calculated
for close-packed surfaces of the pure metals are 1.03 (Pt),
0.72 (Au), 0.58 (Ag), and 0.77 eV per atom (Cu);*’ (ii) calculated
solutes/hosts surface segregation energies of monoatomic
impurities (solutes) in fee(111) metal hosts are —0.36 (Au/Pt),
0.34 (Pt/Au), —0.27 (Ag/Pt), 0.34 (Pt/Ag), 0.32 (Cu/Pt), and
—0.04 eV (Pt/Cu), where the negative sign indicates stabilizing
surface segregation of the solute;*” (iii) Pt atoms in the bulk
alloys are immiscible with Au**™*! and Ag"*® atoms, but miscible
with Cu*®***** atoms; and (iv) relative sizes of metal atoms,*’
139 (Pt), 144 (Au), 144 (Ag), and 128 pm (Cu), affect the
propensity of smaller atoms to surface segregate in compres-
sively strained bimetallic particles*®**™* so that the surface
segregation of Cu is suppressed in Pt-Cu nanoalloys despite Cu
has a lower surface energy than Pt (see above).

3.1. DFT data for chemical orderings of Pt-Au nanoparticles

Pt5;Au;s0, Ptyg1Auyg, and Ptys5,Aus, nanoparticles. Calcu-
lated data for 201-atomic Pt-Au NPs with the Pt: Au composi-
tions 1:3, 1:1, and 3:1, see Tables 1, 2 and Fig. 2, reveal that
their chemical orderings are controlled, in agreement with the
data for Pt-Au bulk, surface, and nanoalloys,*”*° by the follow-
ing effects:first, the positive energies ehonp = 15-21 meV
(Table 1) indicate that the formation of Pt-Au bonds in the
alloys is disfavored with respect to Pt-Pt and Au-Au bonds,
suppressing mixing of Pt and Au atoms. Second, quite large
in magnitude negative terms &corner = —507 to —558 meV,
emlGE = —492 to —547 meV and épicpr = —259 to —431 meV
show that Au atoms are notably more stable on the surface of
the NPs than inside them and thus segregate on the surface.
More open corner and edge Au atoms are more stable than
higher-coordinated facet Au atoms. Increase of &éfycer in mag-
nitude with increasing Pt:Au content from 1:3 to 1:1, and to
3:1 suggests that the location of Pt atoms in facets of Pt-Au
NPs is less energetically penalized at lower Pt concentrations
than at higher ones. The surface segregation of Au atoms in the
201-atomic Pt-Au NPs with the lowest-energy orderings is
illustrated in Fig. 2 and additionally detailed in Table 2 by
numbers of atoms in various sites. Au atoms of Pts;Au;sg
occupy all 24 corner, 36 edge, and 62 facet sites forming a
complete monolayer Au skin. The remaining 28 Au atoms are
located inside, tending to minimize the number of unfavorable
Pt-Au nearest-neighbor contacts. Pt;¢;Au;oo NP has insufficient
Au atoms to complete the Au skin. There, 100 Au atoms occupy
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Pt51 x1 50

Pt101x100

Pt151Xs0

Fig. 2 Chemical orderings of 17-18 nm large 201-atomic truncated-octahedral fcc nanoparticles of the compositions Pt:X (X =
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Au, Ag, Cu)l:

3 — PtsiXis0, 1:1 = PtygiXioo, 3:1 — PtysiXsp with the lowest DFT energies. Particles images are split in two parts for better visualization. Colors of atoms as in Fig. 1.

all 24 corner and 36 edge surface sites plus 40 of 62 facet sites.
Even fewer Au atoms in Pt;5;Aus, NP results in their competi-
tion to partly occupy only corner and edge sites.

The usefulness of the TOP approach and the meaning of
terms in eqn (1) can be illustrated by comparing the TOP and
DFT segregation energies. A homotop of Pts;Au, 50 with almost
lowest TOP energy, Pts;Au;so_212.24.36.62-729.864 (see ESIT),
is characterized by NhonD = 212, Nedrner = 24, Nibee = 36 and
Npacer = 62 and EPF" = —729.864 eV (homotops are labeled in
this way throughout the present article). Exchange of an atom
Au from center of a {111} facet with a near-neighbor subsurface
atom Pt (each of the exchanged atoms Au number 39 and Pt
number 198 formed 3 Pt-Au bonds) results in the homotop
Pts;,Au,50_223.24.36.61-729.507 (see ESI{), where, the surface
Pt atom forms 7 Pt-Au bonds and the Au atom moved to the
subsurface forms 10 Pt-Au bonds. Its energy increase with
respect to the pristine homotop is AETOP
+eph cerANRY cer = 11 X 15 meV + 259 meV = 424 meV, using
eqn (1) and energies ¢ in Table 1. The DFT energy increase
357 meV is close to the AE™ value in terms of the precision
J(EPTT — E™P) = 279 meV (Table 1). §(E°"™" — E™O) is twice the
residual standard deviation between E”*" and E™" energies for
homotops of >10 test low-energy topologies, according to
which the respective AE™" and AE"'" values differ by less
than & with the probability >95%."* Exchange of an edge atom
Au with a nearby subsurface atom Pt in the pristine homotop
models even less favorable surface segregation of inner atoms Pt

— oPt—Au Pt—Au
= egondANBOND
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to edge sites. Nponp after this exchange of atom Au number 132
with atom Pt number 176 (see ESI{) increases in the resulting
homotop Pts;Au;5,_219.24.35.62-729.345 for the atom Au from 1
to 6 and for the atom Pt from 5 to 7. The energy increase vs. the
pristine homotop, AETOP = fAVANECAY 4 A8 - ANAS G =
7 x 15 meV + 547 meV = 652 meV, is indeed larger than for the
displacement of the inner atom Pt to a {111} facet and reasonably
well agrees with AE™ = 519 meV.

These two examples demonstrate that the TOP method,
beyond providing adequate relative energies of different
chemical orderings of a bimetallic NP, also allows rationalizing
the energy differences in such important terms as propensities
of their two types of metal atoms to form heterometallic bonds
and to occupy differently coordinated surface sites.

Pt;oAu;, nanoparticle. The size-sensitivity of the interactions
governing equilibrium orderings in Pt-Au NPs at a given Pt:Au
composition can be explored by comparing the ordering
of the Pt;p;Auyge particle with that of the smaller Pt;pAusy,
particle sketched in Fig. 1. One can see from Table 1 that
ehoAl =19 meV for Pt;oAuy, remains within the error bar of the
same quantity for Pt;,;Au, ¢, indicating that quite low immis-
cibility of Pt and Au atoms is almost independent of the particle
size in this size range. Surface segregation of Au atoms is
strongly energetically preferred also in the Pt;,Au,, particle.
There, the energy gain by displacement of an inner atom Au to a
corner without changing the number of Pt-Au bonds (i.e. &tbrner)
is 619 meV, exceeding that for Pt;5;Auyq, particle, 530 meV. At
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Table 1 Energy terms,” ¢, in the topological expressions***® (eqn (1)) for
energy differences AE[°" of homotops i and j of Pt,X,, (X = Au, Ag, Cu; m
+ n = 140, 201) partiCleS AEIOP = ﬁg‘é)lleANgtB-éND + CéORNER'ANﬁiCORNER +
efacer AN} eacer. Here, AN; = N; — N, Ng&Ko, NEorner NEpe, Niacer, are
numbers of heterometallic bonds Pt—X (nearest-neighbor pairs of Pt-X
atoms) and atoms X in the corner (vertex), edge and facet positions of the
particle, respectively. The 6(EP7T — ET9F)® and AFE (calculated using £7°F)
are precision and accuracy values, respectively.!* All energies are in meV.
Ng1 is the number of homotops calculated by DFT for each NP used to fit
the TOP expressions. Data for analogous Pd;gAuzg, Pd;gAg7o, and
Pd;oCuyq particles from ref. 14 are also shown

Nanoparticle £hoNp  ECORNER  ERDGE ERAGET o AE  Nprp
Pt; oAU, 19, -619'%% 377" -256"%% 470 o0 35
Pd-oAus, —-13%  —404'7% -301‘_f7‘7 -200‘_-}{4 115 26 32
Pt;0Ag-0 11'_‘,"; —625'_:,2,}5 —336'_:,2,,5 -195'7%, 358 0 45
Pd;0Ag70 -1%  -361% —2897%% —163"%, 150 29 53
Pt;,Clyg —35'_?, —27"7 182", 344'%, 879 415 65
Pd;,Cus, —26'%  957% 147148 183, 360 171 127
Pty5:Ausg 217y, =507, —5437%  —4318% 114 354 101
PtiAupe 217 —5307%%; —492°% -335'%; 456 0 68
Pts1AU;50 1575 —558™%,  —5477%% —259'%, 279 198 44
Pt;51Ag50 32 —396'%% —380'%, -—237'%F 461 176 90
Pt;01AZ100 16%, —499'%, —466'%; —308'%, 493 65 68
Pts1Ag150 7 —408"% 5117, —240"% 169 43 99
Pt;51Cuso —257%; 2677 3.42*.{,"4 3727 784 204 165
Pt;0:CUsq0 —43'% 15" 208'% 3253, 576 284 87
Pt5,Cuyso —54"0% 1347 184"} 259'%, 239 0 40

“ 95% confidence interval of ¢ given as, e.g. 19"} denotes a range from

17 meV to 23 meV. ” When several homotops were optimized by DFT
for one of the selected >10 low-energy topologies, see Section 3.6, all
these E”™" values were also used in the calculations of .

variance, the energy gained by the relocation of an inner Au atom
to edges and terraces (i.e. &fpee and efacer) is 377 and 256 meV,
respectively, smaller than for Pty,;Auy, particle, 492 and
335 meV. These findings indicate that Au atoms are better
distributed between low-coordinated (corner, edge) positions
and higher-coordinated terrace positions in larger 1:1 Pt-Au
particles than in smaller ones, where Au clearly prefers corners.
The lowest-energy topology of the Pt;,Auy, particle, see Table 2,
corresponds to complete occupation of all 24 corner and 24 edge
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sites by Au atoms and location of all remaining 22 Au atoms on
the facets. The percentage of 196 Pt-Au bonds in Pt;Auyg, 31% of
all metal-metal bonds, is comparable to 28% of 267 Pt-Au bonds
in Pty5;AU;0. Some Pt;oAus, results will be further discussed in
the sections dealing with the comparison of Pt-X NPs with their
Pd-X analogs as well as with predicting chemical orderings in
larger Pt-X NPs, where DFT calculations are unfeasible.

Charge distribution. Only a minor charge redistribution
occurs between Pt and Au atoms in Pt-Au NPs. According to
the Bader charge analysis, see Table 3, for most of surface Pt
and Au atoms in Pt-Au nanoalloys the average charges are
within 0.03 |e| of the charges calculated in the corresponding
surface positions of the monometallic Pt,y, and Au,; particles.
(Note that in the monometallic particles Bader charges of
surface atoms are slightly negative and grow in magnitude with
decreasing coordination numbers.) These data suggest a close
similarity of the adsorption and reactivity properties of pure Pt
and Au surface sites in Pt-Au NPs with the corresponding
surface sites in monometallic Pt and Au NPs.

3.2. DFT data for chemical orderings of Pt-Ag nanoparticles

Pts5;Ag150, PtioiAgi00, and Pty5;Ags, nanoparticles. Data
defining orderings in Pt-Ag NPs, see Tables 1, 2 and Fig. 2,
resemble the data for the Pt-Au NPs. In particular, slightly
positive energies exon (Table 1) reveal disfavoured mixing of Pt
and Ag atoms with the formation of the Pt-Ag bonds, similar to
the Pt-Au bonds. This propensity of Pt and Ag components to
stay separate is counteracted in NPs by 380-510 meV strong stabili-
zation of Ag atoms in low-coordinated surface corner and edge
positions. The stabilization of Ag atoms in surface terrace (facet)
positions is somewhat weaker, but still significant, 240-310 meV.

Ordering of the lowest-energy homotops of Pt,,;Ag;0o NP is
very similar to those of Pt;y;,Au, 00 NP, see Fig. 2 and Table 2. All
Ag atoms are located on the surface occupying all 24 corner and
36 edge sites and 40 of 62 terrace sites. Pt atoms occupy the
remaining terrace sites and all 79 inner sites. This ordering
exhibits incomplete Ag outer shell and monometallic Pt core.
Qualitatively the same values of energies ¢ guiding the order-
ings in 201-atom NPs with other Pt:Ag ratios, Pts;Ag;50, and

Table 2 Numbers of Pt-X bonds and atoms X = Au, Ag, Cu in various positions with the coordination numbers 6 - corner/vertex, 7 - edge,
8 + 9 — {100} + {111} facets, and 8 — {100} facets in the lowest-energy homotops of the Pt;oX70, PtisiXso, PtiaiXi00. @and PtsiXise particles optimized at
DFT/TOP levels along with DFT energies of these homotops, EBFmin and EPSbmin, respectively?

Particle Nionn N&orner Nipee Nfacer Nioo EDFTmin (eV) ERbmin (eV)
PtsoAUso 196/196 24/24 24/24 22/22 —588.108 —588.108
Pt;0Ag70 196/196 24/24 24/24 22/22 —561.294 —561.294
Pt;,Clsg 308/340 23/24 8/12 0/0 —626.920 —626.610
Ptys;Aus, 215/214 23/20 25/30 2/0 2/0 ~978.389 —978.283
Pt151Ags50 222/215 24/21 26/29 0/0 0/0 —962.454 —961.772
Pty5,Cus, 404/412 0/0 0/0 0/0 0/0 ~1015.683 ~1015.214
Pty01AU 00 267/267 24/24 36/36 10/40 5/5 ~859.505 —859.505
Pt101A&100 274/270 24/24 36/36 40/40 6/4 —822.032 —821.660
Pty0;CUy00 525/560 24/24 10/8 3/8 0/0 ~914.377 ~913.767
Pts; Ay 50 224/210 24/24 36/36 62/62 6/6 ~730.046 —729.869
Pt51Ag150 220/214 24/24 36/36 62/62 6/6 —669.026 —668.827
Pt5,Cuys0 418/418 24/24 36/36 18/18 0/0 —799.627 —799.627

“ The overall tOpOlOglCa] numbers Nyonpy Ncorners NVepGes NFACET and Ninsipg are 636, 24, 24, 48, 44 (Pt7(,)(-,0), and 948, 24, 36, 62, 79 [th,_,,X,,), reSPeCﬁVely-
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Table 3 Average Bader charges, in |e|, on atoms with coordination numbers 6, 7, 8, 9, 12 in Pt;oX70, Ptis1Xs0, Ptig1X100, and PtsiXisg (X = Au, Ag, Cu) NPs
with the lowest £7°F energy. The charges in the monometallic Pt,o; and X0; NPs are also shown for comparison

Pt X

Particle 6 7 8 9 12 6 7 8 9 12
PtyoAuzo = = = —0.02 0.05 —0.05 —0.02 0.02 =
Pty 5, Aus, ~0.09 —~0.07 ~0.08 ~0.02 0.02 ~0.05 —0.03 — — —
Pt 01 AU;00 = = —0.09 —0.04 0.03 —0.05 —0.03 0.01 0.02 —
Pts;Ausso = = = = 0.01 —0.06 —0.03 —0.01 0.01 0.06
Pt;pAgs0 ~0.17 —0.04 0.05 0.10 0.10 —
Pty5:1A%50 —0.13 —0.13 —0.24 —0.11 0.02 0.12 0.15 — — —
Pt101Ag100 = . —0.30 —0.16 —0.05 0.05 0.08 0.13 0.09 —
Pts,Ag50 — — — — —0.11 ~0.02 0.01 0.04 0.04 0.12
Pt;,Cuyg — ~0.25 ~0.23 —0.33 0.18 0.27 — 0.30
Pt;5:,Cuso —0.14 —0.11 —0.08 —0.07 —0.23 = — = — 0.37
Pt5:Clg0i — ~0.29 —0.12 ~0.27 ~0.39 0.27 0.22 — 0.32 0.31
Pts;Cu; 50 — - —0.57 ~0.46 ~0.60 0.11 0.15 = 0.19 0.19
Ptyo, —0.09 ~0.06 —0.03 —0.01 0.07

Al ~0.07 ~0.04 ~0.02 ~0.01 0.04
Aga01 —0.04 ~0.03 0.01 ~0.01 0.03
Cu, —0.05 —0.02 0.02 —0.01 0.03

Pt;51Ag50, as in the Pt;o;Ag;0 NP, result in completing the Ag
skin in the former case and depleting the skin (mainly by the
facet atoms) in the latter case. Comparing equilibrium chemical
orderings of the 201-atomic Pt-Ag NPs with their Pt-Au analogs,
see Table 2, one notices very close similarities, especially at low
Pt concentrations. Indeed, topologies of most corresponding
Pt-Ag and Pt-Au pairs of NPs differ at most by just small amount
of heterometallic bonds contributing up to a fraction of an eV to
the NP energy. It is worth mentioning that a peculiar layered
chemical ordering L1, was experimentally identified inside
monolayer Ag skins of some relatively small Pt-Ag NPs.** Small
energetic preference calculated by DFT of such layering in Pt-Ag
NPs'® becomes even smaller in the analogous Pd-Ag NPs and
disappears in Pt-Au and Pd-Au NPs that feature monolayer Au
skins.”® Thus, the elusive phenomenon of Pt and Pd layering
inside the coinage metal skins appears to be uncommon.

Pt;0Ag,, nanoparticle. Data in Tables 1 and 2 show that the
size decrease of Pt-Ag NPs from 201 to 140 atoms does not
change the chemical ordering pattern. In particular, the term
enonb = 11744 meV for Pt;,Ag;o NP remains within the error bar
the same as for Pt,;Agi00 NP, 16°%, meV. Furthermore, simi-
larly to 201-atom Pt-Ag particles, Ag atoms in Pt;,Ag;, NP
feature a strong stabilization in surface sites that decreases
with increasing their coordination numbers, from 625 meV in
the 6-coordinated corner site, to 336 meV in the 7-coordinated
edge site and to 195 meV in the 9-coordinated facet (terrace)
site, see Table 1. The equilibrium ordering in Pt;,Ag;, NP, see
Fig. 1 and Table 2, reflects these individual topological energy
contributions, which lead all Ag atoms on the surface of the NP
where they form a part of its monolayer skin. Ag atoms occupy
all 24 edge and 24 corner positions and 22 of 48 surface terrace
sites, preferring compact locations to completely occupy some
of the terraces to minimize the number of Pt-Ag bonds. All 44
positions in the particle core are occupied by Pt atoms. Inter-
estingly, the equilibrium topology of the Pt;,Ag,, NP is exactly
the same as that of the Pt;,Au;, NP, reflecting a very similar
alloying of Ag and Au atoms with Pt atoms.
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Charge distribution. At variance with Pt-Au NPs, where Pt
and Au atoms are basically neutral according to their Bader
charges (see Section 3.1), notable electron density transfer
occurs from Ag atoms to more electronegative Pt atoms in
Pt-Ag NPs, see Table 3. There, surface Pt atoms acquire a
negative charge reaching ca. —0.2 |e| for atoms with CN = 9
and —0.3 |e| for more open CN = 8 atoms. Concomitantly,
surface Ag atoms bear positive charges up to 0.15 |e|. These
data suggest noticeably different reactivity of surface Pt sites on
Pt-Ag NPs compared to the corresponding sites on pure Pt NPs.
Reactivity of the positively charged Ag surface sites on Pt-Ag
NPs should also differ from reactivity of these sites on Ag NPs.

3.3. DFT data for chemical orderings of Pt-Cu nanoparticles

Pt5;Cuys50, PtyoCuyg9, and Pty5,Cus, nanoparticles. Struc-
tural and electronic properties of Pt-Cu NPs are substantially
different from those of the addressed above Pt-Au and Pt-Ag
NPs. The energy terms ¢ in Table 1 reveal that Cu atoms being
smaller than Pt ones (and Au and Ag atoms) are destabilized in
the surface positions of Pt-Cu NPs. This occurs despite the
smaller surface energy of Cu metal (0.77 eV per atom) than that
of Pt metal (1.03 eV per atom).”’ Thus, relative size of the
constituting atoms can reverse direction of their surface segre-
gation in structurally stressed bimetallic nanoalloys with
respect to the direction defined by the surface energies.’
Consequently, Pt-Cu NPs at equilibrium tend to expose mono-
layer skins formed of Pt atoms, unlike Pt-Au and Pt-Ag NPs,
which feature coinage-atom skins and Pt atoms inside the
particles, see Sections 3.1 and 3.2. More specifically, based on
the energies ¢, 201-atom Pt-Cu NPs at different Pt:Cu composi-
tions are more destabilized by Cu atoms in terrace positions,
followed by edge and corner Cu atoms. The equilibrium order-
ings of Pt;;Cuyg and Pts;Cuy50 NPs containing surface Cu
atoms first feature them in corner sites and then, at growing Cu
content, in edge sites, see Table 2. An important difference of
Pt-Cu NPs from Pt-Au and Pt-Ag ones is that Pt and Cu atoms
favourably mix forming Pt-Cu bonds, as shown by the negative
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terms cponp, see Table 1. The mixing notably decreases the
propensity to separate of two metal components in the Pt-Cu
systems compared to the Pt-Au and Pt-Ag analogues, see
Table 2 and Fig. 1, 2.

At the lowest studied Cu content (3:1 Pt:Cu), all 50 Cu
atoms of Pt;5,Cus, NP are energetically driven to be located
inside the monolayer Pt skin and to form 412 bonds with inner
and surface Pt atoms, see Table 2 and Fig. 2. At the 1:1 Cu: Pt
content, 60 out of the 100 Cu atoms of Pt;y;Cu,go NP stay in the
core, 24 Cu atoms occupy all corner positions and the remain-
ing 16 Cu atoms are distributed over edge (8 atoms) and facet
(8 atoms) positions. The number of Pt-Cu bonds increases to
560. At the lower 1:3 Pt:Cu content, all corner and edge
positions of Pt5;Cu,5, NP are occupied by Cu atoms. Cu atoms
are also located in 18 of 62 facet positions and form most of the
79-atom core. Interestingly, see Fig. 2, most of surface Pt atoms
are directly neighboring other Pt atoms instead of being
completely surrounded by Cu atoms, which would enable
maximizing the number of Pt-Cu bonds. This implies that
low Pt contents are required to form stable single Pt atoms
on the surface of Pt-Cu NPs.

Pt;oCu;, nanoparticle. Similar to that atomic immiscibility
of two metals in 1:1 201-atom Pt-Au and Pt-Ag NPs only
slightly changed vs that in 140-atom NPs, one notices essen-
tially the same mixing propensity of Pt and Cu atoms in
Pt;01Cu;00 and Pt;oCus, NPs, with chonp equals to —31 and
—39 meV, respectively. However, the unfavorable by 15 meV
corner position for Cu atom in Pt;,,Cu,o9 NP becomes favor-
able by 27 meV in the smaller Pt;,Cu;, NP, see Table 1. The
destabilizing contributions of the edge and facet positions
occupied by Cu atoms remain almost the same in the 201-
and 140-atomic Pt-Cu NPs. The terms ¢ rationalize that 100% of
the corner positions and 50% of the edge positions in the
lowest-energy homotop of Pt;,Cu;, NP are occupied by Cu,
whereas no Cu atoms are located in terrace positions and 77%
of the core sites are occupied by Cu. Importantly, more than a
half of all metal-metal bonds in Pt;,Cu,, NP are stabilizing
heterometallic Pt-Cu bonds, in comparison with only less than
one-third of Pt-Au and Pt-Ag bonds in the corresponding
equilibrium structures of Pt;,Au;, and Pt;,Ag7o NPs.

Charge distribution. Of all studied Pt nanoalloys with coin-
age metal, the combination Pt-Cu exhibits the highest electron
density accumulated on Pt atoms, see Bader charges in Table 3,
reaching up to ca. —0.6 |e| per Pt atom depending on the NP
size and Pt content. The reactivity of such strongly negatively
charged surface Pt atoms is expected to significantly differ from
that of Pt atoms bound to more electronegative Au, Ag, and Pt
atoms. For instance, according to our calculations on-top
adsorption of CO molecule on terrace Pt atoms of 201-atomic
Pt—Cu NPs is ca. 0.2 eV weaker than of the Pt,,, NP, in line with
the propensity of more negatively charged Pt atoms in particles
to bind CO adsorbate weaker.’>** Weakening the adsorption by
merely 0.2 eV was shown to be enough for reducing CO
poisoning of metal catalysts so much that their CO oxidation
activity increased dramatically.”® The reactivity of surface Cu
atoms positively charged by 0.2-0.3 |e| should also be singular
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compared with the reactivity of metallic Cu atoms, with a
decreased propensity to form bonds with electrophilic species
such as O. Notably, large negative charges on Pt atoms and
positive charges on Cu atoms acquired upon alloying increase
the size mismatch between larger Pt atoms and smaller Cu
atoms. As a consequence, atoms become more displaced from
their regular lattice positions in Pt-Cu NPs further affecting the
reactivity of their surface sites.

3.4. Miscibility of Pt atoms with Au, Ag, and Cu atoms at the
nanoscale

As already mentioned, Pt atoms in bulk alloys are immiscible at
common conditions with Au and Ag atoms, but they mix with
Cu atoms. These miscibility relations in the bulk are properly
reflected in the terms chonp of the studied Pt-X NPs, see
Table 1, manifesting relative energies of heterometallic bonds
Pt-X. The energies ehonp are positive for Pt-Au and Pt-Ag NPs
(unfavorable formation of the heterometallic bonds) and nega-
tive for Pt-Cu NPs (favorable formation of the Pt-Cu bonds). At
the nanoscale, the bulk immiscibility of bimetallic alloys can be
counterbalanced by significant propensity of one metal com-
ponent to segregate on the surface. That is why the equilibrium
chemical orderings of Pt-Au and Pt-Ag NPs do not feature
separate, as compact as possible domains of the two metals, e.g.
Janus-type ones,"'® but feature core-shell arrangements with
full or partially incomplete Au and Ag skins, see Fig. 1 and 2.
The miscibility of metals M and M’ in a bimetallic M,,,M,', NP
can be also evaluated by its excess energy vs the energies of the

corresponding monometallic M,,.,,, and M,’H,,, particles of the
same size and structure.””® The excess energy (also known as
mixing energy) per atom for a Pt,X, particle is calculated as:

Eexe(PtyXy) = {E(Pt,X,) — [m/(m + n)|E(Ptynsn)

= [n/(m ¥ n)]E(X,,,*,,)}/(m + n)v (2)

where a negative sign of E.,. indicates favorable mixing of Pt
and X atoms in the particle.

The DFT excess energies of 201-atom Pt-X NPs are plotted in
Fig. 3. The energies for Pt-Au and Pt-Ag NPs with Pt and X
atoms that are immiscible in the bulk are spread depending on
the concentrations of atoms X from —38 to —65 meV and from
—58 to —90 meV, respectively. The corresponding energies for
Pt-Cu NPs ranging from —127 to —163 meV are notably more
negative, as expected for the miscible Pt and Cu atoms. For all
these 201-atomic Pt-X NPs the miscibility in terms of the excess
energies reaches maximum close to the 1:1 compositions. This
mixing indicator remains nearly the same for the 1:1 140-
atomic NPs, see Fig. 3: —54, —80, and —165 meV for Pt;,Aus,
Pt;,Ag70, and Pt;,Cus,, respectively.

3.5. Comparison of Pt-X and Pd-X nanoparticles (X = Au, Ag,
Cu)

To better understand differences and similarities in the cataly-
tic behavior of Pt- and Pd-based nanomaterials we compare the
chemical ordering and related properties of the Pt;,X;, NPs
with the previously calculated data for the Pd;(X;, NPs."
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The main qualitative difference of changing Pt to Pd in the
nanoalloys with Au and Ag, see Table 1, is that, at variance with
Pt, Pd becomes slightly miscible with these coinage metals, by
—13 and —1 meV per Pd-X bond, respectively. On the other
hand, the notable preference of Au and Ag atoms to occupy
surface positions remains present in the Pd-based NPs,
although the corresponding energies ¢ for them are signifi-
cantly smaller than for the analogous Pt-based NPs. The
stabilizing effect of the location of Au and Ag atoms in surface
positions decreases in both Pt- and Pd-based NPs with increas-
ing coordination number of the surface position. The most
favorable are 6-coordinated corner sites, then 7-coordinated
edge sites, and finally 9-coordinated sites in the {111} facets.
Similarities of the energies ¢ for the corresponding Pt;,X;, and
Pd;oX70 (X = Ag, Au) NPs result in similar orderings of their
lowest-energy homotops. In all four NPs X atoms occupy all 48
corner plus edge sites, while the remaining 22 X atoms are
located in the {111} facet sites. Pt and Pd atoms occupy the
remaining 26 surface sites of the facets and all 44 positions in
the interior of the NPs. The main difference in the orderings
comes from the number of heterometallic bonds. The equili-
brium Pt,(X;, structures feature 196 Pt-X bonds, 31% of overall
636 bonds in the 140-atomic NP, to be compared with signifi-
cantly larger number of heterometallic bonds in the Pd;¢X;
structures, 234-262 (37-41%). A consequence of the different
numbers of the heterometallic bonds is that most of the {111}
facets in the Pt;yX;, structures are formed by either only X or
only Pt atoms, whereas the individual facets in the Pd;¢X;,
structures contain a mixture of X and Pd atoms, increasing the
number of Pd-X bonds.

Miscibility of the coinage and platinum-group metal atoms
is favorable in both Pt,,Cu,, and Pd,,Cu,, NPs, see Table 1.
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Each heterometallic bond stabilizes the former particle by
9 meV more than the latter. The occupation of surface positions
by Cu destabilizes these two NPs, with one exception. Namely,
the occupation of corner position of Pt;,Cu;, NP by atom Cu
instead of atom Pt has a slight stabilizing effect, by —27 meV.
The destabilization due to the presence of surface Cu atoms
increases with increasing their coordination numbers, though
the destabilization values (energy differences between the most
stable and the least stable surface positions) are quite different,
371 meV for Pt;,Cu;, and 88 meV for Pd;,Cus,. It is least
favorable for Cu atoms to occupy terrace sites of Pt,,Cu5, and
Pd;,Cuy, NPs. Cu atoms are differently distributed on the
surface of Pt;,Cuy, and Pd;,Cu;, homotops with the lowest
E"” energy. In the Pt;,Cu;, NP, 36 surface Cu atoms occupy all
24 corner positions and a half of 24 edge positions, leaving all
48 terrace positions to be occupied by Pt atoms, see Table 2. 32
surface Cu atoms of the Pd;,Cu;, NP are quite evenly spread
over three types of sites: corner - 12, edge - 14, and terrace - 8"*
as a result of relatively small energy difference of Cu in these
sites. To maximize the number of stabilizing heterometallic
bonds the equilibrium Pt;,Cu;, and Pd;,Cu,, structures are of
quite common onion-like type,"****” with Pt/Pd-rich core,
Cu-rich subsurface shell and monatomic skin shared by Pt/Pd
and Cu atoms. These chemical orderings allow formation of
340 Pt-Cu and 382 Pd-Cu bonds.

The present topological approach has been recently
employed to analyze in detail the formation of single-atom Pd
sites in Pd-Au NPs appealing for catalysis as a function of Pd
concentration inside the particles.'” It was shown that no
surface Pd atoms emerge at low Pd concentrations in the Au
skin at equilibrium chemical orderings. Single-atom surface Pd
sites become stable in 201-atom Pd-Au particles when Pd
content inside the skin reaches ca. 60% (corresponding to
153 Au and 48 Pd atoms) and further increase of Pd content
results in more surface Pd, first mostly as single atoms. Such
emergence of surface Pd atoms is triggered by stabilizing Pd-Au
bonds reflected in negative paaan energies for Pd-Au
NPs."3™'517 According to ehoxp (Table 1), heterometallic bonds
of Pt are stabilizing neither in Pt-Au, nor in Pt-Ag NPs. Thus,
the location of Pt atoms is not favored on the surface of Pt-Au
and Pt-Ag NPs at the equilibrium orderings, unless the number
of Au and Ag atoms in these particles is smaller than the 122
required to form complete coinage-metal skins. However,
single-atom Pt sites can be easily created on the surface of
Pt-Au and Pt-Ag NPs in the course of catalytic reactions already
at low Pt concentration due to energetically preferable interac-
tions of Pt centers with reactants and intermediates
compared to Au and Ag centers. This adsorbate-induced surface
segregation phenomenon is well known for nanoalloy
catalysts, 162123252651 1y the cases of Pd-Cu and Pt-Cu NPs
Pd and Pt atoms show a strong preference to be located in the
surface skin and to form stabilizing heterometallic bonds, see
Tables 1 and 2. Thus, the presence of Pd and Pt on the surface
of these nanoalloys as unique single-atom catalytic sites is
conceivable only at very low concentration of the platinum-
group metals.
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3.6. Performance of the topological method to describe
chemical orderings

The present TOP method'*"® focuses on patterns of the equili-
brium chemical orderings of bimetallic NPs, which determine
the surface reactivity. The method employs a very simple
topological equation (i.e. in the form of eqn (1)) to pre-screen
a huge number of the chemical orderings (homotops) of a NP to
find several best candidates in terms of their lowest E™"
energies for subsequent electronic-structure (DFT) calculations
with locally relaxed positions of atoms. Among the method
simplifications are: (i) accounting only for interactions between
nearest-neighbor pairs of atoms and assuming all bond of the
same type (e.g. all Pt-Pt bonds) to be equal; (ii) describing
positions of atoms in the NP lattice solely by the coordination
numbers, distinguishing between surface atoms with different
coordination numbers but treating all atoms of each metal type
inside the NP as equivalent; (iii) grouping homotops in so-
called topologies of the same NESX - N¥orner - VopGE *
Niscer numbers in eqn (1), and assuming that an arbitrarily
chosen homotop of a given topology represents reasonably well
the DFT energy and the chemical ordering of all other numer-
ous homotops of the same topology.

To evaluate the correctness of some of these assumptions we
randomly generated >10 different homotops for several selected
topologies of Pt-Au and Pt-Cu NPs and locally optimized those by
DFT; see results in Table S1 (ESIt). The DFT energy splits for the
homotops belonging to each of the considered low-energy topol-
ogies of 201-atomic Pt-Au NPs are very small, up to ca. 1 meV per
atom. The splits slightly increase with growing content of Au
atoms (preferably located on the surface), ranging from only
25 meV for the topology Pt;5;Aus,_214.20.30.0 to 286 meV for
the topology Pts;Au,so_210.24.36.62. DFT energy splits for low-
lying topologies of Pt-Cu NPs noticeably increased compared to
the corresponding Pt-Au NPs. Noteworthy, the Pt—Cu energy splits
also increase with growing content of Pt on the surface, from
153 meV for the topology Pts;Cu,50_418.24.36.18 to 930 meV for
the topology Pt;5;Cuso_412.0.0.0, the latter with solely Pt atoms on
the surface. We note that the prediction error of E™" vs. EP'"
energies for such low-energy orderings range from 1.1 to 6.8 meV
per atom (see Table S1, ESI{), although the errors for high-energy
structures are significantly larger. For many practical applications,
the up to ca. 7 meV per atom uncertainty in total energy of the
Pt,5,Cus,_412.0.0.0 homotops provided by the present computa-
tional setup may be sufficient. If not, DFT calculations can be
performed, as just discussed, for additional homotops of the
putative lowest-energy topologies, to more precisely approach
equilibrium DFT chemical orderings.

A similar procedure could be applied to go beyond the topology
approach, when a more precise energetic representation of chemical
orderings is required for assessing notably higher-lying homotops.
One can see from Table S1 (ESI{) a substantial energy split in one of
the higher-lying topologies of 201-atomic NPs, namely by 1501 meV in
Pty01AU;00_594.24.0.54, but this seems to be not very often the case.

Interestingly, the energy splitting for 10 random homotops
with putative lowest-energy topologies Pt;pAuy,_196.24.24.22
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and Pt;,Cu;o_340.24.12.0, 1027 and 1568 meV, respectively,
see structures of the homotops with minimum and maximum
DFT energies of these topologies in Fig. S1 (ESI{), are notably
larger than those for the 201-atom Pt-Au and Pt-Cu NPs. Again,
the Pt-Cu homotops split more than the Pt-Au homotops. Our
detailed analysis of this splitting reveals that not all atoms of
one type (Pt-Pt, Pt-X, or X-X bonds) are equivalent, i.e. that the
energy of bonds formed by Pt or X atoms to each of their first
neighbours is partially dependent on the identity (and quantity)
of the rest of first neighbours. This challenges the convenient
assumption that all bonds between a given pair of atoms are
equally strong. In addition, certain structural motifs (such as
{111} facets solely composed of Au) seem to become stable for
some compositions due to elusive long-range interactions
neglected by the employed topological description.

Although the ¢ values in Table 1 may seem large, they
correspond to average prediction errors 1 to 6 meV per atom.
The large size of the studied particles obviously increases the
errors in total energies, but changes in energy caused by
permuting atoms are, on average, rather well approximated.
This means that irrespective of possible inaccuracies of the
present TOP approach based on the DFT structure optimiza-
tion, the equilibrium chemical orderings in bimetallic nanoal-
loys provided by this approach approximate reasonably well
those obtained with the employed DFT exchange-correlation
functional. The calculated atomic-level data, which are notably
more detailed than those currently accessible experimentally,
are very useful for rationalizing surface reactivity of bimetallic
catalysts and related applications.

3.7. Larger Pt-based nanoparticles and temperature effects on
the chemical ordering

Chemical orderings with the lowest-energy topology were also
determined for ca. 4.4 nm large fec truncated octahedral
Pt;3,X73; NPs using the energies ¢ obtained for 140-atomic
Pt;X50 and for 201-atomic Pt;,X;00 NPs, see Table 1. Orderings
of these homotops at 0 K, denoted as Pt,;,X,3,"*” and
Ptnzxm(z"”, respectively, are shown in Fig. 4 and occupations
of various atomic positions in them are quantified in Table 4.
As the 1463-atomic particles are too large for DFT calculations,
results for them were obtained only using the Monte Carlo
simulation part of the Topological description approach,'*'?
vide supra.

Usage of both the (140) and (201) sets of energies ¢ results in
the same topologies of the lowest-energy orderings of
Pt;3,Auy3, and Pt;3,Agy;; NPs. These are core-shell orderings
with Au and Ag atoms occupying all surface and a part of
subsurface positions, while Pt atoms form compact cores inside
the monolayer skins of coinage metals. Since Au and Ag atoms
tend to surface segregate and Pt-Au and Pt-Ag bonds are
destabilizing with respect to forming homometallic bonds, by
11-21 meV each, these 1238 bonds comprise only 16% of all
7776 bonds in the 1463-atom NPs, see Table 4.

The equilibrium ordering in Pt;;,Cuy;; NP is more complex,
reflecting that Pt-Cu bonds are stabilizing with respect to the
corresponding homometallic bonds, and that smaller Cu atoms
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alloyed with Pt are less disfavored when located inside the
particles compared to Au and Ag atoms. In Pt;;,Cu,z,"*” all
24 corner positions are occupied by Cu atoms, each of them
stabilizing the system by —27 meV with respect to having Pt in
the same positions. Occupation of almost a half of edge
positions by Cu atoms alternating with Pt atoms to increase
the number of favorable Pt-Cu bonds partially counterbalanced
the preference, by 181 meV, of each edge Pt atom compared to
having an edge Cu atom. A layered arrangement of inner Pt and
Cu atoms seems to be also result from an increased number of
favorable Pt-Cu bonds. No Cu atoms occupy terrace sites in line
with the largest destabilization by 344 meV per terrace Cu atom
with respect to having a Pt atom in those positions. Interest-
ingly, the number of surface Cu atoms in the Pt;3,Cuy3,%°"Y NP,
167, is more than twice larger than in the Pt;3,Cus,"*” NP, 72.
This finding seems counterintuitive based on the energies ¢,

Pty5, 0 (140)
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which indicate stronger destabilization of surface Cu atoms in
Pt;0:Cuyg0 NP than in Pt;oCu;, NP. It can be explained by the
fact that Cu atoms in the Pt;3,Cuss,*°") NP are scattered and
mostly surrounded by Pt atoms forming more favorable Pt-Cu
contacts. Indeed, there are more Pt-Cu bonds in the structure
Pt,3,Cu53, %", 4543 (58%), than in Pt;3,Cu,3,?, 3868 (50%),
since the chonb values for the 201- and 140-atomic NPs are —43
and —35 meV, respectively. The energy gain due to an increased
number of Pt-Cu contacts in Pt;3,Cuyz;, %Y NP, —29.025 eV
according to the energies ¢, see Table 1, overcompensates the
energy penalty caused by the presence of more surface Cu
atoms, 26.429 eV. Thus, the equilibrium ordering Pt;;,
Cuy3;?" is estimated to be ca. 2.6 eV more stable than
Pt;3,Cu53,"*” one, which for such large particles translates in
a difference of 1.8 meV per atom. Note that many adsorbates
from the reacting media interact with Pt surface sites at least

Ptz32

(201)
o

Fig. 4 Equilibrium chemical orderings of ca. 4.4 nm large truncated-octahedral fcc Pt;z,Auz31, Pt;32Ag731, and Pty3,Cuzsy nanoparticles at 0 K with the
lowest TOP energies calculated using eqn (1) for PtyoXzo particles (Ptyz:X731 4%, left column) and PtigiXi00 (particles PtysoX7312%, right column). Colors of

atoms are as in Fig. 1.
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Table 4 Chemical
(140)

ordering in the representative lowest-energy
Pty3X731%% and Pty3:X731%°Y homotops at different temperature calcu-
lated using the TOP equations (see Table 1) for the Pt;oX;0 and Ptig:Xiao
NPs, respectively. In parentheses are the fractions (in %) of the total
numbers of the metal-metal bonds or atoms X in various lattice positions
of Pt732X731 NPs

N&orner NEpce

108 (100) 440 (100)
108 (100) 440 (100)
108 (100) 439 (100)
107 (99) 439 (100)
108 (100) 433 (98)
108 (100) 440 (100)
108 (100) 440 (100)
108 (100) 440 (100)
107 (99) 440 (100)
108 (100) 429 (98)
48 (44) 0 (0)

86 (80) 57 (13)
63 (58) 58(13)
61 (56) 73 (17)
55(51) 98 (22)

X
Ninsipe

159 (18)
159 (18)
160 (18)
161 (18)
167 (19)
159 (18)
159 (18)
159 (18)
160 (18)
170 (19)
659 (74)
564 (63)
587 (66)
576 (65)
559 (63)

Nanoparticle 7, K Nhoap Niacer

PtyarAuy;, 4%

Pt;3,Au,5, 2" 0
300
600
1000

1238 (16)
1238 (16)
1309 (17)
1502 (19)
1885 (24)
1238 (16)
1238 (16)
1354 (17)
1671 (21)
2129 (27)
3868 (50)
4543 (58)
4343 (56)
4244 (55)
4183 (54)

24 (100)
24 (100)
24 (100)
24 (100)
23 (96)

24 (100)
24 (100)
24 (100)
24 (100)
24 (100)
24 (100)
24 (100)
23 (96)

21 (88)

19 (79)

(140)

(=]

Pt732A8751 X

ptnzAgnx("m) 0
300
600

1000
(140)

(201) 0
300
600
1000

(=}

Pt;3,Cuy3
Pt73,Cuy3;

The total topological numbers for the Pt;;,X;;, particles are:
Ngonp = 7776, Ncorner = 24, Nepge = 108, Npacer = 440, Ninsipe = 891.

1 eV stronger than with the corresponding Cu sites. Therefore,
similar changes of the ordering patterns as those simulated for
the structures Pt73ch731(201) and Pt732CU731(140), see Fig. 4, can
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be easily caused at experimental conditions in Pt-Cu NPs by
adsorbing even a few reacting species from the environment.

The calculated results presented so far have corresponded to
equilibrium structurers at temperature 0 K. Since the TOP
method allows to approximately account for entropy effects
associated with the chemical orderings (neglecting vibrational
contributions), we employed a computational setup introduced
elsewhere'® for estimating properties associated with Boltz-
mann population of different homotops. Specifically, we calcu-
lated the average topology in the Pt;3,X;3, (X = Au, Ag, Cu) NPs
in the temperature range 0-1000 K by means of the Metropolis
Monte Carlo algorithm. In particular, the averaging was done
over accepted configurations obtained during an MC run at a
given temperature, which results in the probability of occupy-
ing of each site by either Pt or X atoms. The homotop with the
most similar topology to the calculated average is then chosen
as the representative model for each run. As expected, tempera-
ture increase noticeably increased the disorder in all modeled
particles, see Table 4 and Fig. 5 for the results corresponding to
300, 600, and 1000 K.

For instance, several Pt atoms appeared at 600 and 1000 K
on the surface of Pt;;,Auy3; and Pt;3,Ag,3; NPs that exhibited
complete surface shells of Au and Ag atoms at 0 and 300 K.
Concomitantly, single Au and Ag atoms migrated in the com-
pact Pt cores. Also, the number of both Pt-Au and Pt-Ag bonds

S ons
setas
) s 2.

D
LALY

e
o
-

» »

Fig. 5 Equilibrium chemical orderings of Pt;3,Auz31, Ptz32Ag731, and Pty3,Cuzz; nanoparticles at temperatures 300 K, 600 K and 1000 K calculated using
eqn (1) for the corresponding PtigiAusoo. PtioiAgioe. and PtipiCuyge particles. Colors of atoms are as in Fig. 1.
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increased with the temperature increase. The fraction of
Pt-Au bonds in Pt;;;Auy;; NP increased from 16% (0 K) to
17% (300 K), 19% (600 K), and 24% (1000 K). The corres-
ponding number of bonds in Pt;;,Ag-3;; NP increases somewhat
more steep at elevated temperature, in line with less destabiliz-
ing character of Pt-Ag bonds compared with Pt-Au bonds.

In Pt;3,Cuy3; NP the number of stabilizing Pt-Cu bonds
slightly decreased at higher temperatures, from 58% at 0 K to
54% at 1000 K. Cu atoms migrate upon the temperature
increase from corner and edge positions most populated at
0 K primarily to surface terrace positions.

4. Summary and conclusions

We determined equilibrium chemical orderings in truncated-
octahedral Pt-Au, Pt-Ag, and Pt-Cu nanoparticles containing
140 and 201 atoms at metals concentrations 3:1,1:1,and 1:3
by means of DFT calculations combined with the Topological
approach.'**?

The equilibrium chemical orderings in the Pt-Au and Pt-Ag
particles with <201 atoms closely resemble each other: Au and
Ag atoms are strongly energetically driven to be on the surface,
whereas Pt atoms preferentially occupy inner positions. The
immiscibility of Au and Ag atoms with Pt atoms prevents the
appearance of Pt atoms on the surface of these nanoalloys as
single-atom catalytic sites until the coinage metal content
becomes low. Atoms in Pt-Au nanoparticles are essentially
neutral, whereas in Pt-Ag nanoparticles Pt and Ag atoms are
moderately charged negatively and positively, respectively. This
suggests noticeably different reactivity of surface Pt sites on
Pt-Ag than on single-metal Pt particles.

In Pt-Cu nanoparticles, Pt atoms are driven to the surface
and most stabilized in the 9- and 8-coordinated positions of the
{111} and {100} nanofacets. Pt-Cu bonds formed upon the
favorable mixing of Pt and Cu atoms induce a strong Cu to Pt
charge transfer. The up to half of an electron transferred to
surface Pt atoms from nearby Cu atoms is expected to substan-
tially affect the surface reactivity of both Pt and Cu sites.

Ordering trends in Pt-X nanoalloys are quite similar to the
trends in previously characterized Pd-X nanoalloys, i.e. with the
coinage metal atoms at the surface for X = Au or Ag, and rather
well mixed orderings for X = Cu. The main difference is that
heterometallic bonds slightly destabilize (with respect to homo-
metallic bonds) Pt-Ag and Pt-Au particles, but stabilize Pd-Ag
and Pd-Au ones, leading to more mixed terraces in the
later two.

The most stable orderings in ca. 4.4 nm Pt;3;Au,;; and
Pt;3,Ag73; particles are of the Pt-core/Au(Ag)-shell type. The
lowest-energy chemical ordering pattern of Pt;;,Cu,3, particle
is characterized by surface Cu atoms scattered over Pt atoms in
the facets and quite randomly distributed inner atoms of both
metals. Modelling the evolution of the orderings upon tem-
perature increase revealed that heating leads to the appearance
of single-atom or diatomic surface Pt sites on facets of
Pt;3,Auy;, and Pty;,Agsy;; particles and increases the disorder
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and number of surface Cu atoms on facets of Pt;3,Cuss,
particle. New surface sites with correspondingly different
chemical properties are formed upon heating.

The results presented in this work are relevant for studies in
which structure and surface properties of a large number of
bimetallic compositions are simulated using machine-learning
and/or high-throughput approaches. Such studies often relied
on models produced by directly cutting bulk structures,®®*>°
without considering that due to the stability of particular
chemical orderings inherently different sites can be exposed
on the surface.
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Chapter 7. Nanostructuring Determines
Poisoning: Tailoring CO Adsorption on PtCu
Bimetallic Nanoparticles

7.1 SUMMARY

Introduction In the last project of Bimetallic Results, the focus is not
the chemical ordering of the bimetallic NPs itself, but the chemical activity of
different NP sites, in particular for the CO molecule on the PtCu system. Fuel
cells are an efficient way to transform chemical energy to electricity with low
pollutant emissions.?” During the last decades, polymer electrolyte
membrane (PEM) fuel cells have been one of the most promising fuel cells
technologies because of their sustainable zero carbon emission, their high
energy conversion, and acceptable durability. Nevertheless, they are
expensive and some improvements to reduce their cost are needed. Pt is the
most suitable catalyst for PEM fuel cells due to its role in rapid oxidation and
reduction reactions, stability, and its high activity towards H2 dissociation.
However, the main problem is that Pt is quite expensive given its scarcity.
Moreover, the trace CO found in Hs gas binds strongly onto Pt surfaces,
diminishing H: dissociation activity. This phenomenon is known as CO
poisoning.

Thus, a possible solution for such limitations is the use of core@shell
M@Pt nanoparticles, in which Pt is located at the surface and M at the core.
M is a sacrificial cheaper metal which maximizes the surface area to mass
ratio when creating small nanoparticles. This solution implies that the
electronic properties will be modified by the presence of the M metal.88 Since
the electronic properties change depending on which M is used, the Hs
dissociation activity and CO poisoning of the catalyst can be modified, looking
for a perfect case with weaker CO binding and similar or higher Hs
dissociation activity. There are some previous studies using different
sacrificial and cheaper transition metal cores.89-100 For example, Kristian et

al.92 synthetized Co@Pt core@shell NPs from Co NPs. The surface atoms of
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Co were oxidized and replaced by Pt atoms by the reduction of PtCls2. They
found that pH had a key role in the activity and morphology of the NPs.

From all, still, one of the most promising metals is Cu, being the most
common metal for many industrial applications. Its electrodeposition is quite
well known, usually using carbon supports. Cu@Pt core@shell NPs can be
obtained from Cu NPs by galvanic exchange with Pt, using the same
synthesis method described before for Co@Pt. Adzic and co-workers made this
method popular for the synthesis of a Pt-monolayer catalyst for the oxygen
reduction reaction.101-103 Apart from that, the electronic effect caused by the
presence of a Cu core induces a reduction of CO poisoning. Recently, single
atom alloys (SAA) have been introduced as very good selective catalysts and
a more economical way to reduce typical active metals like Pt, Pd, and Rh,
since only a few single atoms of the active metal are alloyed in the surface of
a more inert host metal. In the case of SAA PtCu catalyst, it has been shown
that it is more tolerant to CO poisoning.104

For all the previous reasons, Cu@Pt core@shell NPs supported on
carbon (Cu@Pt/C) were synthetized by the electrochemical deposition of Cu
and galvanic exchange of Pt, to be compared with commercial Cu@Pt/C and
Pt nanoparticles also supported on carbon (Pt/C). Note that three different
Cu deposition methodologies were used to obtain three different samples of
Cu@Pt core@shell NPs. Surprisingly, for one of the Cu@Pt NPs, CO binding
1s stronger than in the pure Pt NPs. A deep examination of CO adsorption is
carried out through the performance of DFT optimizations on proper models.
We found out that different defects present in Cu@Pt core@shell NPs feature
stronger CO binding than the equivalent situations in Pt NPs. Concretely,
those defects are i) a Pt adatom at the surface, ii) a single atom of Pt
surrounded by surface Cu and subsurface Pt, and iii) a three-Pt-atom vacancy
at the (111) facet. The average diameter of the synthetized NPs is of around
1.5 nm, being a smaller NP size than the ones featured in previous studies.
Consequently, we think that the synthesis procedure of the Cu@Pt core@shell

NPs could have a critical role on CO poisoning.
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The author carried out all the computational part of the project, the
adsorptions at different sites, the chemical ordering analysis, and the charge
analysis. Furthermore, the author participated actively in the redaction of
the manuscript and presentation of the results. The manuscript is included

end of this summary. Further supporting data is found Appendix F.

Results Experimentally, the most important result is that one of three
synthetized samples of NPs of 1.5 nm and a ratio of Pt:Cu of 60:40 with a
core@shell structure of Cu@Pt, featured a peak of potential shifted by ~50 mV
to more positive potentials for the CO oxidation peak compared to Pt/C. Thus,
implying a stronger CO adsorption with respect to Pt. This result shows a
different CO resistance behaviour than the one found for the other
synthetized Cu@Pt samples and the one reported by previous studies.105-109

To gain a deeper understanding of this unexpected result, we carried
out a systematic DFT study of CO adsorptions on realistic NP models. 201-
atomic NPs, ~1.5 nm size comparable with the experimental samples, are
modelled with a truncated octahedron shape following the Wulff construction.
Pt2o1 (model 1) is employed as a reference to compare the results. Different
models were created to understand the experiments. The ones where we focus
the following discussion are: i) Cu@Pt core@shell NP, Cu79@Pti22 (model 3),
1) NPs with single surface Pt atoms surrounded by surface Cu neighbours
(model 6), iii) NPs with single surface Pt atoms surrounded by surface and
subsurface Cu neighbours (model 7), iv) models derived from the latter by
removal of the surface Cu atoms and subsequent local optimization of the
structure (model 8). For completeness, other models with surface defects,
adatoms and vacancies, created on the immaculate Cu;9@Pti122 model are
studied and compared with the equivalent defects on Pt2o1. These other NP
models are included at the Supporting Information, see Appendix F.

CO adsorption was studied on different possible sites of the NP models
(see Appendix F). To evaluate the CO binding strength the adsorption energy

was calculated using,
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Eqas = ECO/NP —Exp —Eco (7.1)
where E-, is the energy of the optimized CO, Eyp the energy of the
optimized bare NP and the E¢o/yp the energy of the optimized NP with the
CO adsorbed.

The relevant models to compare with model 1, are model 3, as the 1deal
modelling of the experimental samples, and model 6, 7 and 8, because some
sites show stronger CO binding, see Figure 7.1. One can observe that model
3 features weaker CO adsorption than model 1 on all the studied sites by 0.35-
0.91 eV. This is in agreement with two prepared experimental samples and
the literature, where the Cu—Pt charge transfer and lowering of the d-band
centre may cause weaker CO adsorption.l10.111 Furthermore, isolated Pt
atoms (surrounded by Cu) can lead to stronger CO binding than pure Pt NP.
Indeed, model 6 still features weaker CO adsorption energies than model 1
but they are 0.21 eV stronger with respect to model 3. However, in the (001)
terrace, CO adsorption is stronger than at the equivalent site of model 1. This
effect is aggravated by the presence of subsurface Pt. Model 7 shows stronger
CO adsorption energies than those of model 1 for all the different studied
sites, in the site C case up to 0.44 eV. Besides this, when surface Cu atoms
are removed because of Cu oxidation and dissolution after several cycles of
CO stripping, model 8 is obtained. The resulting relaxed structure of model 8
becomes distorted featuring highly undercoordinated Pt atoms. The
undercoordinated Pt atoms feature similar adsorption energies to model 1.
However, at some of the studied sites, it features a strengthened CO
adsorption, for example at site C and D, and in other sites a weakened CO
adsorption as in site F.

Since defects, such as the vacancies of surface Cu, can lead to a stronger
CO poisoning effect, we explored CO adsorption on a Pt adatom and Pt
vacancies on (001) and (111) facets, see on Table 7.1. The same sites are
modelled on a pure Pt NP for comparison. The cases of a Pt adatom on (111)
facets and vacancies of one and three missing Pt atoms in (111) facets,
strengthen CO adsorption by 0.28, 1.01 and 1.23 eV, respectively. The last

case leads to a surface reconstruction that generates more active (111) facets

146



Nanostructuring Determines Poisoning: Tailoring CO Adsorption on PtCu

Bimetallic Nanoparticles

E,g! eV E,.leV
-1.0 -0.5 0 0 0.5 1.0
| | | | | |
Weaker CO adsorption Stronger CO adsorption

MMOOW2> | [ MTMOO®W> || TMOO®>| TMOO 0>

Figure 7.1 Differences in CO adsorption energies, AFaas, on PtCu NPs with respect to
reference Pt201 NP, calculated for all topologically different top sites, see Section S2 of the
Appendix F. From top to bottom, perfect Cu@Pt core@shell NP —model 3, see Section S1
Appendix F— with a surface Pt atom fully coordinated to Cu atoms —model 6—, with a
surface Pt atom coordinated to surface Cu atoms —model 7— and model 8 resulting from
removal of five surface Cu atoms from model 7 and subsequent optimization. For a
comprehension of the model notation, we refer to SI of the Manuscript, appended at the end

of the Thesis.

and sites. Indeed, CO adsorption on two sites of the Cu@Pt NP —the Pt
adatom and the three-Pt atom (Pts) vacancy on the (111) facet— is stronger
than on the most stable regular site of the Ptso; NP.

To have a better understanding of those cases than feature stronger
CO adsorption, Bader charge analysis and charge density difference (CDD)
plots were analysed. Briefly, the stronger CO bonding is mainly due to the

more negative charge of the surface Pt atoms when it is superficially Cu-
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surrounded compared to a pure Pt NP case. Such accentuated negatively

charged site favours the attraction to it from the C% CO atom. Apart from the
Bader analysis, CDD plots reveal a donation/back-donation mechanism. The
aforementioned excess charge is back-donated from Pt 5d states to the 2m*
CO orbital, contributing to a stronger binding. This electronic rearrangement
1s a common feature observed on Pts vacancies and Pt adatoms attaching CO

stronger to PtCu NPs than to the pure Pt one.

Table 7.1 CO adsorption energies, Eads, calculated on a Pt adatom or Pt, vacancies defects in

core@shell Cu7s@Pt12, as well as on reference Pt2o1 model NPs. Values are given in eV.

Facet Site Cur9@Pt122 Ptoo1
(001) Pt adatom -1.96 -1.95
Pt vacancy -1.88 -2.02
(111) Pt adatom -2.53 -2.25
Pt: vacancy -1.70 -0.69
Pts vacancy -2.43 -1.21
Pt7 vacancy -0.73 -1.69
Conclusions To conclude this section, the main ideas are:

e That the synthesis method of PtCu NPs defines the NP size and structure,
while modifying the CO adsorption strength. Well-shaped particles larger
than 2 nm with low Cu content are more resilient towards CO poisoning.

e Single Pt atoms surrounded by surface Cu ones or under-coordinated Pt
atoms, Pt adatoms, and few-atom Pt vacancies in Cu@Pt NPs, may even
strengthen the CO binding, implying more CO poisoning. This particular
cases could be more frequent for core@shell Cu@Pt NPs of ca. 1.5 nm with
a relatively low Pt:Cu content of ~60:40, where the presence of such
defects may become more visible, i.e. less hidden by the presence of other

more regular sites.
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Abstract

Here we show, through CO stripping voltammograms on different PtCu nanoparticle
(NP) low-temperature fuel cells electrocatalysts and density functional calculations, that
surface chemical ordering and presence of certain defects explain the CO tolerance vs.
poisoning of such systems. The CO withdrawal for these duelling CO-slingers depends
on whether they are well-shaped core@shell Cu@Pt NPs, more CO-tolerant, or having
Cu-surrounded surface Pt atoms or adatoms/vacancies surface defects, less CO-tolerant.
The latter sites are critical on nm-sized PtCu NPs, displaying stronger CO adsorption
compared to pure Pt NPs. Avoiding such sites is key when designing less expensive and

CO-poisoned Cu@Pt NP-based electrocatalysts.
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1. Introduction

Fuel cells are regarded as a forefront, efficient way to transform chemical energy into
electricity involving low pollutant emissions [1], highly appealing, e.g., to provide
power for small residential areas, even when remote. Aside, fuel cells are attractive to
the automotive sector and portable electronic devices, to mention a few applications of
technological interest [2,3]. In this context, proton exchange membrane fuel cells
(PEMFCs) have arisen as one of the most promising technologies contributing to meet
the growing global energy demands while keeping sustainable zero carbon emissions,
particularly thanks to their high energy density and efficiency, with demonstrated
durability [4].

Platinum is the main electrocatalyst for PEMFCs, long regarded as the best
material to carry out the hydrogen oxidation reaction (HOR) and the oxygen reduction
reaction (ORR). However, Pt scarcity translates into prohibitive costs, plus it gets
readily poisoned when the industrial grade hydrogen (H2) source contains carbon
monoxide (CO) impurities [5], given the strong bond of CO to Pt surfaces [6]. The CO
tolerance can be improved, e.g., using PtRu alloy electrocatalysts, but at the expense of
decreasing the fuel cell efficiency and yet introducing another expensive metal [7].

An appealing way of decreasing the costs is to employ core@shell M@Pt
nanoparticles (NPs), in which a more abundant and cheaper metal constitutes the NP
core not directly participating in the catalytic process. In addition, the NP shaping aids
at increasing the surface-to-mass ratio. Note that such solutions may imply a modulation
of the Pt shell electronic structure by the core M metal [8], affecting the catalytic power,
the CO affinity, and even the core@shell NP stability [9]. Thus, the core@shell NPs
composition, size, and shape are envisaged as controllable features to maximize the H»
activation while reducing the CO poisoning.

Along this line, diverse experiments have been performed with a plethora of
cheaper sacrificial metal cores, M = Co, Ni, Fe, Sn, Mn, Zn, or Pb [10-16]. Among
them, the Cu@Pt formulation has attracted great attention [10,17,18] given the
availability of Cu, a common catalyst, e.g. for the reverse water gas shift reaction [19],
and as an electrocatalyst for the carbon dioxide reduction reaction [20]. There exists a
number of methodologies to prepare Cu@Pt NPs, including direct current [21],
electroless Cu deposition using sodium borohydride (NaBHa) [22], or NaBH4 and



ascorbic acid mixtures with formaldehyde, or water-ethylene glycol mixtures [23,24],
all followed by Cu galvanic exchange with Pt often supported on porous carbon [25].

It is known that Cu@Pt NPs are excellent catalysts for NOx reduction [26]. Their
thermodynamic stability, rationalized by density functional theory (DFT) simulations on
NP models [27], revealed a significant cohesion of Cu and Pt phases. The improved
catalytic activity was assigned to a Cu—Pt electron transfer and a lowering of the Pt d-
band centre. This mechanism was invoked as well to explain the weaker CO binding on
Cu@Pt systems using slab-model DFT simulations of Pt monolayers on Cu support
[28]. Note that on extended systems the effect is maintained, although less expressed,
even in case of a surface Pt single atom alloy (SAA) as follows from the observations of
improved CO poisoning tolerance of PtCu SAA [29].

However, not all that glitters is gold, and the manufacturing of Cu@Pt NPs is
not exempt of adverse effects in terms of CO poisoning, which may be enhanced by
particular NP size, shape, or synthesis procedures. We show this here by decreasing the
size limits to circa 1.5 nm for Cu@Pt particles obtained by galvanic exchange and Cu
selective oxidation, thus prompting the possibility of having a diversity of abundant
defects at the NP surface. The CO stripping voltammograms on a series of synthesized
and commercially available Cu@Pt NPs with different particle sizes and Pt:Cu ratios
reveal that the CO adsorption is, in general terms, weakened compared to pure Pt NPs,
but, in the smallest size limit, it may be remarkably strengthened. An atomistic insight
gained by DFT simulations on Cu@Pt NP models reveals that certain surface defects,
including Cu-surrounded Pt atoms, Pt adatoms, and Pt vacancies, may decrease the

tolerance towards CO poisoning.
2. Experimental details
2.1. PtCu bimetallic nanoparticles synthesis

The PtCu catalysts studied in this work were synthesized by different procedures. They
all consisted in a two-step synthesis where carbon-supported Cu NPs (Cu/C) were
firstly obtained by different deposition methods. Later, once the Cu/C was formed, a
partial galvanic replacement took place when the powder was suspended in a 5 mM
H>PtCls + 0.1 M HClO4 solution with vigorous stirring for 45 min, proceeded according
to the following reaction:

2 Cu+ PtCl¢> — 2 Cu** + Pt + 6 Cl (1



The resulting carbon-supported Cu@Pt core@shell NPs were separated, cleaned,
and dried. Carbon XC72 from Cabot Corp. was used as the support in all cases. All the
solutions were prepared from Milli-Q water (Merck) and the analytical-grade reagents
from Merck GmbH (NaBH4, H2PtCls, Na;-EDTA, n-heptane, Brij-30, acetone, ethanol)
and Panreac  Applichem GmbH  (CuSO45H20, formaldehyde, NaOH,
polyvinylpyrrolidone).

The electroless deposition to obtain Cu NPs was performed in basic aqueous
media, using formaldehyde or NaBHs as reducing agents, and in water in oil
microemulsion, using NaBH4. Synthesis 1, S1, consists in the preparation of the Cu/C
catalyst precursor following the work of Georgieva et al. [23]. The carbon powder was
dispersed in 100 mL of a solution containing 10 mM CuSO4-5H>0 as the Cu precursor,
30 mL/L CHO as the reducing agent, 50 mM Na>-EDTA as the complexing agent, and
0.0005 mM polyvinylpyrrolidone (PVP) as the surfactant. The pH was raised up to
12.5-13.0 with NaOH and then the suspension was kept at 45 °C in a water bath under
stirring for 30 min. The suspended solid was centrifuged at 9500 rpm for 15 min and
then re-suspended in ultrapure ethanol and centrifuged again several times to remove
the surfactant. The Cu/C NPs were left to dry under vacuum overnight. Synthesis 2, S2,
was performed from a sonicated suspension containing given amounts of CuSQO4-5H>0
and the carbon support in 1.0 M NaOH. Then, NaBH4 was slowly added during 15 min
for the copper deposition, the sonication continued for 30 min more and then, the
suspension was filtered [25]. In Synthesis 3, S3, the catalysts were prepared by a water-
in-oil method, which consists in a microemulsion containing n-heptane, Brij-30 as the
surfactant, and an aqueous solution of CuSOs, with a water-to-surfactant molar ratio of
7 [30]. An excess of NaBHs4 was added to form Cu NPs, further sonicating the
microemulsion for 2 h. Finally, 21 mg of the carbon support were added to the
microemulsion, which was further kept stirred for 1 h and then, the phase separation
was produced by acetone addition. Once the organic phase was separated from aqueous

phase and cleaned, the resulting powder was filtered.
2.2. CO stripping experiments

The electrochemical experiments were done in a three-electrode electrochemical cell
using an Ag|AgCI|KClsax reference electrode, a Pt stick auxiliary electrode, and a 5 mm-
diameter glassy carbon electrode (GCE) as the working one (all from Metrohm). The

GCE was polished to mirror finish as described elsewhere [25]. The electrolyte was 0.5
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M H.SO4 (Merck, analytical grade) and the experiments were performed using an
Ecochemie Autolab PGSTAT100 commanded by the Autolab Nova 2.1.4 software. The
GCE was coated with 20 pL of the catalyst ink, prepared by sonicating 1 mg of the
catalyst powder dispersed in 0.5 cm® of a water:isopropanol (analytical grade, Panreac)
mixture (1:1 in volume), and left to dry at room temperature. Prior to the CO stripping
experiments, the ink-modified electrode was cleaned by repetitive cycling between -0.2
and 0.8 V at 100, 50 and 20 mV s™! up to a steady profile. To obtain the CO stripping
curves, CO gas (99.9% Linde) was bubbled through the 0.5 M H>SO4 solution for 15
min keeping the electrode potential at -0.1 V. Dissolved CO was removed by N>
bubbling (99.9995% Linde) through the solution for 30 min and then, the monolayer of
CO adsorbed on the surface was oxidized by cyclic voltammetry (CV) between -0.2 and
1.0 V at 20 mV s°! without stirring. The experimental results were compared with those
obtained using commercial 20 wt.% Pt/C and 20 wt.% PtCu/C (1:1 at. ratio), both from
Premetek, after preparing the corresponding working electrodes in the same way as

indicated above.
2.3. X-ray diffraction samples characterization

The X-ray diffraction (XRD) patterns of the synthesized catalysts are shown in Figure
1, where they are compared to commercial Pt/C and PtCu/C samples. The focus on the
35 to 55° region allows one comparing the peaks to the expected signals for Pt and Cu
(111) and (200) surfaces, and thus confirming the Pt phase of Pt/C reference, as well as
Pt-like and Cu-like phases of different composition on commercial PtCu/C and samples
S1 to S3. Table 1 summarizes the XRD results, i.e. the average NP size (from Scherrer’s
equation) and the Pt:Cu ratios (Vegard’s law). Note that commercial PtCu/C and Pt/C
samples have mean NP sizes of 3.4 and 2.6 nm, the former with a Pt:Cu at.% ratio of
57:43. Samples S1 to S3 featured increasing size, from 1.5 to 3.5 nm, and decreasing of
the Cu content, from Pt:Cu 64:36 in S1 to 91:9 for S3, in line with a Cu@Pt core@shell
structure, since the surface Cu atoms were removed and replaced by Pt atoms during the
galvanic exchange [25]. Aside, the lattice parameters, a, determined from the XRD
diffractograms go along with the Cu content, i.e. the larger the Cu content, the smaller is

a, thus resulting in a concomitant lattice strain increase while reducing the NP size [27].



3. Methods and models
3.1. Computational details

The present DFT calculations were carried out using the plane-wave based Vienna ab
initio simulation package (VASP) code [31,32]. The Perdew-Burke-Ernzerhof (PBE)
[33] exchange-correlation functional was used in the description of the valence
electrons, combined with the projector augmented wave (PAW) representation of core
electrons [34,35]. Given the strong adsorption of CO on Pt, the inclusion of dispersive
forces just slightly increases the adsorption strength, as shown on Pt(111), by ~0.3 eV
[36]. Thus, the poisoning by CO due to its strong chemical bonding to Pt, is reasonably
well accounted at the PBE level. Metal NPs were modelled within a 2.5x2.5%2.5 nm
large periodically repeated cells with at least 0.75 nm separation between adjacent
particles, with negligibly weak interactions of metal NPs at such distances [37]. Only
the I" Brillouin zone k-point was sampled for the single NPs. The kinetic energy cut-off
for the plane-waves basis set was set to 415 eV, a value large enough to acquire
adsorption energies converged within chemical accuracy, i.e. below ~0.04 eV. For the
electron density calculation, a cut-off value of 450 eV provided properly converged
Bader charges. One-electron levels were smeared by 0.2 eV through a Gaussian
function, yet finally the converged energies were extrapolated to zero smearing. All
atoms were locally fully relaxed accomplishing a maximum forces criterion of 0.02
eV-A"l. Charges were evaluated through a Bader atoms-in-molecules analysis, and
charge density difference (CDD) plots acquired as the difference of the electron density
of the system containing the NP with the adsorbed CO, and the electron densities of the
isolated NP and CO at fixed geometry of the adsorption system [38].

3.2. Employed nanoparticle models

NP models of the PtCu nanoalloys were constructed following the experimental 60% at.
Pt and 40% at. Cu composition, using as a template 201-atomic truncated octahedrons,
following the Wulff construction shape minimizing the NP overall surface tension [39],
which resulted in an average NPs diameter of ~1.5 nm, thus matching sizes of NPs in
the experimental samples. NPs of such a size are well within the so-called scalable
regime and can be used as models of larger NPs. The model NPs already feature a
metallic band structure, at variance with the discrete energy levels featured by smaller

metal clusters [27]. The models created to simulate the experiments were as follows: i)



an immaculate (regular) Cu@Pt core@shell NP, Cu9@Pt122 —model 3— which obeys
to the topological stability preference [40]; ii) a CussPt@Pti21Cu model derived from
the latter by exchanging one surface Pt atom with one core Cu atom —model 5—; iii)
NPs with single surface Pt atoms surrounded by surface and subsurface Cu neighbours
—model 7—; iv) NPs with single surface Pt atoms surrounded by surface Cu
neighbours —model 6—, v) models derived from the latter by removal of the surface
Cu atoms and subsequent local optimization of the structure —model 8—; and vi)
models with surface defects created on the immaculate Cu79@Pti22 model —adatom and
vacancy models—. Except for the Cum@Pti22 NP, different models had to be built to
duly represent the variety of surface defects. Apart from the just mentioned PtCu model
NPs, the following reference systems were also calculated: Pristine Ptzo; —model 1—
and Cuzo1 NPs —model 2—, inverse Pt7o@Cui22—model 4—, and pure Ptaor NPs with

generated surface defects, see Figure 2.
3.3. CO adsorption assessment

CO molecule adsorption was systematically studied on these NP models. Numerous
positions were considered, see Figure S1 of the Supplementary Material (SM),
including top, bridge, and face-centred cubic (fcc) hollows, regarded to be more stable
than hexagonal close packed (/cp) hollows [27]. In addition, CO adsorption was
investigated on the surface vacancy defected models with one, three or seven atoms
missing on the (001) and (111) facets. CO adsorption energy, Eads, was calculated from
the energies of the optimized, CO molecule, Eco, clean NP, Exp, CO adsorbed on the

NP model, Econp, as follows:
Eqas = Ecoyne — Enp — Eco (2).

Within this definition, the more negative the Eags is, the stronger is the CO
adsorption. Aside from testing hcp from fcc sites, our calculations revealed a clear trend
towards the perpendicular CO adsorption via its C atom, starting from a parallel CO
adsorption mode one with both C and O atoms interact with the NP. Aside, a very weak
O-connected CO perpendicular adsorption is characterised at most by Eags of -0.05 eV,
see Table S1 of the SM. Thus, the latter adsorption mode has been discarded from the
discussion, considering only much stronger C-connected CO perpendicular adsorption,

see Table 2.



4. Results and discussion
4.1. CO stripping voltammograms on reference Pt and PtCu bimetallic nanoparticles

The CO stripping studies have been carried out for three PtCu bimetallic NP systems
synthesized on a carbonaceous support, named S1, S2, and S3, and compared with Pt/C
and PtCu/C commercial catalysts, see Figure 3. The general shape of these curves is
typical for Pt [41]. The main peak appears in these curves during the anodic sweep, in
the potential range 0.5-0.8 V, which corresponds to the oxidation of adsorbed CO. This
peak is preceded by a mere capacitive current due to CO blocking of the active sites.
After the CO stripping, Pt is oxidized to surface PtO, which is reduced again to Pt in the
cathodic sweep, leading to the peak located at about 0.6 V. Afterwards, the hydrogen
adsorption profile, also typical for Pt, appears in the potential range from 0.1 to -0.2 V.
Note that the currents have been referred to the CO stripping charge of each specimen,
since the stripping charges are proportional to the number of active centres, thus
allowing for a better comparison of the catalyst activities. Importantly, no Cu oxidation
is perceived in the CV curves of Figure 3. In the case that some free Cu remained on the
surface, it should be oxidized at 0.0-0.2 V potentials [42] and no peaks can be observed
in this potential region. In the case of the S1, S2, and S3 samples, this can happen
because /) during the galvanic replacement, Pt atoms remove the surface Cu atoms of
the previously deposited Cu NPs and ii) after the repetitive cycling to reach the steady
profile, the possible remaining surface Cu atoms are removed. NPs of the commercial
PtCu/C catalyst should also undergo a surface Pt enrichment according to the point ii).
This agrees with X-ray photoelectron spectroscopy analyses of PtCu NPs deposited on
different carbon supports by galvanic exchange showing such a Pt surface enrichment
[25]. Thus, the NPs can be described as having core@shell structures with a PtCu alloy
core and a shell mainly composed of Pt atoms.

The profiles of the cyclic voltammograms in Figure 3 are then the same as that
of Pt/C, although with different potential shifts of the CO stripping peaks. The onset
potential of these peaks indicates the strength of CO adsorption, being smaller as the
onset potential is shifted in the negative direction. According to literature, many PtCu
samples feature more negative onset potential for CO oxidation than pure Pt, seen e.g.
in Cu@Pt core@shell NPs produced by electrochemical reduction of Cu followed by a
partial galvanic replacement with Pt [21], NPs with a Cu-core to Pt-shell gradient
structure [43], Pt NPs with a small content of dissolved Cu [44], even PtCu alloy NPs



prepared using a reducing agent in basic media followed by a partial galvanic
replacement with Pt [25]. This is indeed observed in the CO stripping plots in Figure 3
for commercial PtCu, PtCu S2, and PtCu S3 samples, revealing a weaker CO
adsorption when compared to commercial Pt/C. The adsorbed OH necessary to generate
CO: (and water) during the oxidation process appears to play a minor role, a point
quantified by DFT calculations. The calculated hydroxyl adsorption energy below -0.5
eV on pure Pt NPs [44] suggests its easy displacement by CO molecules adsorbed at
least 1 eV stronger; vide infra. Regarding the deviations with respect to pure Pt,
commercial PtCu/C is the closest to Pt/C, with a peak potential shift of merely -10 mV,
even when a Pt:Cu ratio is close to 60:40, see Table 1. The PtCu_S3 shows a peak shift
of ca. -50 mV; its similar size to commercial PtCu/C implies that the extra shift comes
from the Pt:Cu composition of ca. 90:10, indicating that some effect is achieved at
small contents of Cu, as observed for PtCu NPs with decreasing Cu content [45], even
in solid solution limits containing just ca. 1% at. Cu [44]. The PtCu_S2 sample has a
particle size close to that of Pt/C, but with a ~70:30 Pt:Cu ratio, also revealing a weaker
CO adsorption. Note that in this latter sample, a broad band appears in which one can
discern two features at 0.54 and 0.58 V, which could be well related to well-faceted
(111) and (100) Pt domains reported in the literature [46].

The most striking feature is that PtCu_S1 sample with Pt:Cu ratio 60:40 and 1.5
nm large particles features a CO oxidation peak shifted by ~50 mV to more positive
potentials compared to Pt/C sample, indicating a stronger CO poisoning of the fomer
PtCu_S1. To the best of our knowledge, this is the first observation of CO poisoning
enhancement for nanostructured PtCu samples. This is in strong contrast with the results
obtained for commercial PtCu/C sample featuring not very different Pt:Cu composition,
but significantly different NP size (3.4 nm). Note, however, that the negative onset
potential shift for CO oxidation for commercial PtCu/C is smaller than those for
PtCu S2 and PtCu_S3 samples, suggesting that decreasing the amount of Cu in the
PtCu alloy can facilitate the CO removal. However, probably there is not only a mere
size effect. The synthesized NPs are the result of a galvanic exchange of Cu by Pt. If the
initially deposited Cu NPs have significantly different sizes and surface structures in the
applied preparation protocols the galvanic exchange may lead to PtCu NPs varying both

sizes and surface defectiveness.



4.2. Computational CO adsorptive landscapes on Pt and PtCu nanoparticles

In order to explain the aforementioned experimental findings, a systematic DFT study
of the CO adsorption on realistic NP models has been carried out. Truncated octahedron
shapes have been considered, in line to the equilibrium Wulff shape minimizing the NP
surface tension [39]. The basic NPs contain 201 atoms, corresponding to ~1.5 nm size,
comparable to the particles size in the PtCu S1 sample. Pure Ptyo; was used as a
reference, and an immaculate Cuz@Pt122 core@shell NP with ~40% at. Cu and ~60%
at. Pt has been studied, modeling the experimentally synthesized PtCu_S1 NPs. Other
references, such as pure Cuzg; and an inverse Pt7o@Cui2> NP, have been studied as well,
vide supra. Pt adatoms on Ptaor and Cuz9@Pti22 template NPs were inspected, as an
ultimate expression of Pt low-coordination. Also, surface Pt vacancies were generated,
mimicking situations in which surface Cu atoms have been selectively oxidized
(removed). Furthermore, partially surface oxidized models, still containing Cu surface
atoms, were investigated, e.g. exchanging core Cu and surface Pt exchange positions —
Cu7sPt@Pt121Cu—, in line with previous studies suggesting that such surface Cu atoms
could be beneficial for the CO oxidation, serving as vicinal OH adsorbing centres [44].
Finally, we explored models with a surface Pt atom surrounded by Cu neighbours, see
Figure 2, since such structures have been appointed to bind CO stronger than Pt(111)
surfaces, where the CO adsorption may favour the surface segregation of the subsurface
Cu and increase the stability of surface alloys [47].

A thorough DFT study on all the plethora of adsorption sites and CO connection
ways was carried out employing the above-mentioned NP models. Notice that the goal
here is to find particular surface sites or structures that, because of their nature, favour
or disfavour the CO bond strength, which is regarded as the key factor determining the
CO bias in the experimental CO stripping curves. However, one should refrain from
direct comparing the adsorption energies changes with the observed peak shifts, as the
latter are also affected by factors other than the specific NP surface structure, e.g.
coverage, solvation, and presence of electrolytes, to name a few [48].

With that in mind, let us focus on the calculated adsorption energies. Not
unexpectedly, the DFT results show stable M-CO adsorption through C atom. The top
positions are found to be the most preferred, and even though bridge and hollow
positions feature CO adsorption minima, CO molecule tends to displace from many of

them upon relaxation, decreasing its coordination, i.e. hollow—bridge and bridge—top,
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see Tables S2 and S3 of the SM. Thus, for a systematic comparison, only the top
adsorption sites are discussed in the following, see Table 2, as they are present on all of
the employed PtCu NP models and the Cuzo1 and Pty references.

Overall results on pure Cu and Pt@Cu NPs, as well as on isolated surface Cu
atoms —Cu7sPt@Pt121Cu NP model— reveal weaker CO adsorption compared to Ptaoi,
with the adsorption energy Eags ranging from -0.35 eV —on Cu7sPt@Pt;2:Cu— to -1.25
eV —on Pt@Cu NP—, in line with data for Pti4sCu NP models [44], and clearly
smaller in magnitude than on the corresponding sites of Ptzo; NP, from -1.52 to -2.09
eV. As far as Cu@Pt NPs are concerned, the presence of surface Cu atoms would not
prevent CO occupying exposed more strongly adsorbing surface Pt sites. So, surface Cu
atoms would only lower the number of available Pt surface active sites per NP. Thus,
only weaker CO bonding would be observed on pure Cu or Pt@Cu NPs. However, the
Cu phase is not a viable substitute to the Pt phase in PEMFCs, plus the Pt@Cu NPs
feature instability issues [26,27]. If any, as aforementioned, such surface Cu atoms
could be beneficial for a somewhat stronger OH adsorption, which could tune the CO
oxidation performance towards CO; [44].

Focusing on the CO adsorption on surface Pt atoms, a comparison is made
between reference Ptagr NP, pristine Cu79@Pti22, and other Cu@Pt models where a Pt
surface atom is fully surrounded by Cu atoms —having both surface and subsurface Cu
neighbours— or superficially surrounded —having only surface Cu neighbours—. In
the latter case, models were relaxed and analysed, in which the surface Cu atoms were
removed, mimicking the aforementioned Cu selective oxidation used to prepare the
PtCu S1-S3 samples [25]. Figure 4 shows the difference of CO adsorption energy,
AEags, for these four models with respect to the Ptao1 NP reference, and reveals that the
perfect Cu@Pt NP consistently features CO adsorption by 0.35 to 0.91 eV weaker, in
line with the potential reductions shown in Figure 2, and as a result of Cu—Pt charge

transfer and lowering of the d-band centre [27].
4.3. Effect of surface Cu

However, the exposure of surface Cu may disrupt this better performance, e.g. as a
result of a partial selective Cu oxidation, a preference of Cu atoms to be located around
surface corner sites at 50:50 Cu:Pt compositions [40], or due to the formation of a
surface alloy [47]. Indeed, the NP model exposing surface Pt atoms fully surrounded by

Cu atoms features still negative, yet more moderate AEaqs values, with Eags reduced by
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0.21 eV. The presence of Cu atoms around single Pt atoms may even lead to sites with a
slightly stronger CO Eags when compared to Ptoo; NP, as calculated on terrace (001)
sites; see Figure 4 and Table 2. Such a CO bond strengthening is aggravated when the
surface Pt atom is just superficially surrounded by Cu atoms; thus, the presence of
subsurface Pt atoms makes the exposed surface Pt atom a highly active site,
strengthening the CO adsorption by up to 0.44 eV, in line with findings for PtCu surface
alloy surfaces [47]. This clearly shows that the Pt surface isolation by Cu atoms is
detrimental for resistance of PtCu nanoalloys to CO poisoning, and is a plausible
explanation for the larger potential observed on PtCu_S1 sample.

However, the above results have to be taken with caution, as such surface Cu
may well be oxidized and dissolved in the course of several cycles of the CO stripping
as that shown in Fig. 3. Still, the CO affinity can as well be counteracted or accentuated
by this selective oxidation of the surface Cu, see Figure 4. Whenever surface Cu atoms
surrounding the surface Pt active centre are removed, the resulting relaxed structure
becomes distorted, featuring highly undercoordinated Pt atoms. The adsorption on such
sites is quite similar to that on the Ptyo1 reference NP, although with some cases with a
strengthened CO adsorption —Pt atom at C, see Section S2 of the SI— or a weakened
CO adsorption —Pt atom at F.

4.4. Effect of surface undercoordinated Pt atoms and vacancies

Indeed, undercoordinated Pt atoms after the surface Cu removal display Eags values
larger in magnitude than the most stable A site on Ptaor model with Eaugs = -2.07 eV;
particularly, Eags for the (001) and (111) facets on model 8 are -2.61 and -2.29 eV
respectively, see Table 2. Other types of sites featuring stronger CO adsorption are Pt
atoms of the model 7 surrounded by surface Cu atoms, yet having subsurface Pt
neighbours, displaying Eags of -2.22, -2.24, and -2.27 eV for C, A, and B sites,
respectively. Clearly, Pt isolation, either Cu-surrounded, or as adatoms after Cu
oxidation, seems to be a key factor in the CO bond strengthening explaining the
peculiarity of the observed CO stripping curve of PtCu_S1 sample with its peak at
larger bias than for pure Pt. Note, that such sites with a stronger CO binding may well
be present in other PtCu samples, however, their effect might be hidden for larger NPs
exposing a majority of sites binding CO in a weaker fashion. Thus, the effect of the
stronger binding sites may be relevant and observable for their statistically sound

amount, as appears to be the case for smaller PtCu NPs.

12



To further substantiate this finding, we examined CO adsorption propensity of a
Pt adatom on (001) and (111) facets of Pto1 vs. the Cu@Pt NP, and of Pt vacancies on
the same facet for the same models, see Table 3. In particular, Pt adatom on (111) facets
of the Cu@Pt model stabilizes the CO attachment by 0.28 eV. The vacancies of one and
three missing Pt atoms strengthen the CO adsorption by 1.01 and 1.23 eV, respectively,
due to a surface reconstruction leading to a distorted, and so, a priori, more active (111)
facet. Indeed, CO adsorption on two sites of the Cu@Pt NP —the Pt adatom and the
three-Pt atom (Pt3) vacancy on the (111) facet— is stronger than on the most stable

regular site of the Ptao1 NP.
4.5. Electronic structure assessment of CO adsorption

The seemingly counterintuitive CO adsorption strengthening can be understood though
a Bader charge analysis and charge density difference (CDD) plots, see Figure 5.
Briefly, the stronger CO bonding is mainly due to the more negative charge of the

surface Pt atom when it is Cu-surrounded compared to a pure Pt NP case. Such

accentuated negatively charge site favours attraction to it of the C% CO atom, see Bader
charges in Tables S3 and S4 of the SM, and their corresponding discussion. Aside,
CDD plots in Figure 5 reveal a donation/back-donation mechanism, where the
aforementioned excess charge is back-donated from Pt 5d states to the 2m* CO orbital,
contributing to a stronger binding. This electron transfer is a common feature observed

on Pt3 vacancies and Pt adatoms attaching CO stronger to PtCu NPs than to pure Pt one.
4. Conclusions

To conclude, the CO stripping studies of differently synthesized and commercial PtCu
NPs compared to pure Pt NPs reveal notably different CO adsorption behaviour. The
latter depends on the synthesis method, which defines the size and structure of PtCu
NPs indicating that well-shaped particles larger than 2 nm with low Cu content are more
resilient towards CO poisoning. However, this CO resistance is compromised for
core@shell PtCu NPs of ca. 1.5 nm with a relatively low Pt:Cu content of ~60:40.
Rationalising these observations, the present DFT simulations on diverse PtCu models
show, as expected, weakening of the CO adsorption on regular sites exposed by the
Cu@Pt NPs. Interestingly, this effect is calculated to disappear on such sites as single Pt
atoms surrounded by surface Cu ones or under-coordinated Pt atoms resulted e.g. from

selective oxidation of surface Cu atoms. Indeed, Pt adatoms and few-atom Pt vacancies
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in Cu@Pt NPs may even strengthen the CO binding, implying easier poisoning. The
effect of these surface defects may get hidden in the presence of a majority of the
regular sites, explaining the peak shifts and broadenings detected in the CO stripping
voltammograms for differently prepared Cu@Pt NPs. Nevertheless, the effect can
become critical for relatively small NPs, highlighting the importance of synthesis
procedures in which the appearance of such defects is minimized and setting a size
threshold for the employment of PtCu samples as electrocatalysts in PEMFCs. Aside, in
order to avoid such CO poisoning enhancement by the surface presence of Cu, or the
formation of Pt defects, the PtCu NP synthesis should be driven towards forming a
complete and uniform Pt shell, probably favoured by a slow cationic exchange and

working temperatures enabling the atomic rearrangement within the NPs.
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Appendix A. Supplementary Material

The following supplementary information related to this article can be found, in the

online version, at DOI:

Sampled adsorption sites; adsorptive results on different NP models for bridge and

hollow sites; electronic analysis of Bader charges, and computed Bader charges.

Fig. 1. XRD patterns of the studied Pt and PtCu catalysts. a) Extended XRD
diffractograms and b) magnification of the peaks with higher intensity. The diffraction

angles of pure Pt and Cu crystallites have been marked for comparison.
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Fig. 2. Eagle-eye views of the different employed NP models: 1: pure Ptyo1; 2: pure
Cuzo1; 3: Curo@Pti22 — perfect Cu-core@Pt-shell; 4: Ptro@Cui22 — perfect Pt-core@Cu-
shell; 5: Cu7sPt@Pt121Cu — an example of exchanging a core Cu atom with a surface Pt
atom (a corner site in the example); 6: Cu79@Pt;17Cus — with a surface Pt atom (a
corner site in the example) surrounded by surface Cu atoms; 7: CuzsPts@Pt117Cus — as
in 6, but with the Pt atom surrounded by 5 surface Cu atoms and 3 subsurface Pt atoms;
8: CurPts@Pti17 — resulted from 7 by removing 5 surface Cu atoms and subsequent

geometry optimization. Pt and Cu atoms are shown as blue and brown spheres.

1: Ptyoy

3: Cu;s@Pty5, 4: Pt;,,@Cu,»,

5: Cu,sPt@Pt,,,Cu  6: Cu,;@Pt,,,Cu;

7: Cu,;Pt,@Pt,{;,Cu; 8: Cu,;Pt;@Pt,;
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Fig. 3. (a) CO stripping curves of PtCu and reference Pt samples in deaerated 0.5
mol-dm H,SOj at a scan rate of 20 mV-s’'. (b) Magnification of the curves to better

visualise the onset potential for CO oxidation.
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Fig. 4. Differences in CO adsorption energies, AE.gs, on PtCu NPs with respect to
reference Ptaor NP, calculated for all topologically different top sites, see Figure S1 of
the SI. From top to bottom, perfect Cu@Pt core@shell NP —model 3, see Figure 3—
with a surface Pt atom fully coordinated to Cu atoms —model 6—, with a surface Pt
atom coordinated to surface Cu atoms —model 7—, and model 8 resulting from
removal of five surface Cu atoms from model 7 and subsequent optimization. Sites A-D

are shown in model 1, but are the same for the rest of models 6-8.

AE 4/ eV AE 4| eV
-1.0 -0.5 0 O 0.5 1.0
| | | | | |
Weaker CO adsorption Stronger CO adsorption

MMOO®>» | MTMOO®W>»> || TMOO >

'nmUOUJ>‘ |




Fig. 5. CDD plots of PtCu NPs (right images) with stronger CO adsorption than on the
corresponding sites of purely Pt NPs (left images): a) A site on Ptzo1 vs. it superficially
Cu-surrounded, and having subsurface Pt neighbours; b) CO Adsorption on the centre
of 3 Pt atom terrace (111) vacancy of Pto1 and on 3 Pt atom terrace (111) vacancy
restructured surface of core@shell Curo@Pti22; ¢) CO Adsorption on terrace (111) Pt
adatom of Pt2o; and core@shell Cuz9@Pti22. Cyan and yellow contours denote electron

density depletion and accumulation regions, displayed for values of £0.001 e-Bohr?.

Table 1. Structural data of the catalysts obtained from the XRD analyses. The mean
crystallite sizes have been determined by Scherrer’s equation and the Pt:Cu at.% ratios

have been obtained from Vegard’s law.

Catalyst Crystallite Pt:Cu Lattice
size / nm ratio / at.% Earameter (@) / nm

PtCu/C_S1 1.5 64:36 0.3814

PtCu/C_S2 2.0 7327 0.3838

PtCu/C_S3 3.5 91:9 0.3885

PtCu/C 3.4 57:43 0.3805

Pt/C 2.6 100:0 0.3911
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Table 2. Adsorption energies, Eads, in €V, for CO adsorbed in different top positions, see
Fig. 2 for different models, and sites in Figure S1 of the SM.

Model / Site A B C D E F
1 208 201 -1.77 -1.52 -1.68 -2.05
2 098 090 -0.79 -0.60 -0.62 -0.86
3 174 -154  -140 -0.61 -1.03  -1.65
4 125 -1.15 -1.09  -097 097 -1.13
5 095 -0.82 -060 -035 -045 -0.88
6 188 <183 <181 121 <L44 <176
7 D34 227 222 <167 <194 207
8 207 221 261 239 <158 -1l

Table 3. CO adsorption energies, Eags, calculated on a Pt adatom or Pt, vacancies
defects in core@shell Cur9@Pti2, as well as on reference Ptao1 model NPs. Values are

givenineV.

Facet Site Cur@Ptiz2 Ptan

(001) Ptadatom -1.96 -1.95
Pt vacancy -1.88 -2.02
(111) Ptadatom -2.53 -2.25
Pt; vacancy -1.70 -0.69
Pt; vacancy -2.43 -1.21
Pt;7 vacancy -0.73 -1.69
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PART IV. CONCLUSIONS

PART IV. CONCLUSIONS

Partial conclusions resulting from each study have been already provided in

the end of the corresponding Chapters. These are the general conclusions

related to the objectives formulated in the Chapter 1 Overview of the Thesis:

Performance assessment of LDA, GGA and meta-GGA xc¢ functionals
VWN, PBE, PBEsol, RPBE and TPSS, to describe surface properties of
transition metals such as the surface energy, work function and interlayer
distance revealed that PBEsol is the most accurate functional.
Considering also the previously examined bulk properties?$39 such as
cohesive energy, bulk modulus, and minimum interatomic distance, PBE
functional resulted to be the best overall xc functional under scrutiny in
describing general properties of transition metals.

Evaluation for VWN, PBE and TPSS functionals showed that the d-band
centre is a more robust surface electronic descriptor than other descriptors
such as the width-corrected d-band centre and the maximum peak of the
imaginary part of Hilbert transformation of the d-projected DOS.
Although this is consistent with the previous finding for bulk electronic
descriptors,?? the transferability between different functionals of bulk
descriptors is better than surface ones.

Analysis of the performance of PBE and PBEsol functionals opened a
possibility of improving functionals by modifying their exchange (n) and
correlation (B) parameters. Scanning the 2-dimensional W/ error surface
between PBE and PBEsol resulted in the functional called VV with u =
0.2099 and B = 0.0667. Restoring the LLSD approximation not fulfilled in
the PBEsol functional resulted in the functional called VVsol. The new
functionals allowed improving the description of bulk and surface
properties of transition metals by 5-8% and 6-10%, respectively, over PBE
and PBEsol functionals, which exceeds the improvement for surface

properties exhibited by PBEsol functional compared to PBE one.
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PART IV. CONCLUSIONS

For monometallic bare Pd nanoparticles icosahedral shape is found to be
more stable than other shapes of Pd nanoparticles up to ca. 4 nm size and
ca. 1500 atoms. Truncated octahedron shape becomes the most stable at
larger sizes of Pd nanoparticles, but with exposure of {001} facets which
are larger than expected from the Wulff construction approach. The
cohesive energy of Pd nanoparticles of different sizes and shapes is found
to be quantitatively described employing the proportion of atoms with
different coordination numbers. However, considering such geometric
features as number of corners, length of edges, area of facets and volume
of the nanoparticles allows only for a qualitative estimate of the cohesive
energy.

Chemical orderings of bimetallic nanoparticles containing combinations of
different metals PdRh, PtNi, PtAg, PtAu and PtCu were determined using
a combination of DFT calculations with the Topological method. Pd atoms
in PdRh nanoparticles are found to prefer locations in the outer surface
shell and to avoid mixing with Rh atoms. This results in a trend of forming
core@shell Rh@Pd ordering. Similar orderings are obtained for PtAg and
PtAu particles, with Ag and Au atoms occupying surface positions. In PtNi
particles, Pt atoms are those preferring surface location and stabilizing
Pt-Ni bonds favoring mixing, enabling the appearance of surface Ni atoms
even when enough Pt atoms to complete the skin layer are present.
Similarly, Pt atoms are more stable on the surface of PtCu nanoparticles,
preferring terrace {111} positions. For all studied combinations of metals,
the Topological equations fitted on DFT data for nanoparticles with up to
ca. 200 atoms are used to predict the chemical ordering of particles too
large be treated at DFT level. For the latter particles temperature effects
on their ordering patterns were simulated, revealing, as expected,
disordering of core@shell patterns stable at 0 K and appearance of inner
atoms on the surface. Based on adsorption energies of molecules and
atoms commonly present in the reactive environment calculated on the

(111)-surface of each metal forming the binary nanoalloy modifications in

174



PART IV. CONCLUSIONS

the chemical ordering were predicted due to resurfacing of the metal,
which more strongly binds the species from the environment.

The Topological method enables predicting the most energetically stable
trends of chemical ordering of bimetallic nanoparticles in a simple way
and rationalizing, which interactions trigger the predicted ordering. One
of the simplifications is considering solely the first-neighbour interactions
of atoms and not differentiating between atoms from different surface
terminations. Therefore, many homotops belonging to the same topology
are assigned the same energy in the Topological equations, neglecting the
actual energy splitting for this group of the homotops. Also, focusing of the
present formulation of the Topological method on the description of the
surface as most important part of systems for catalytic applications results
in that subsurface atoms are not distinguished from the more inner atoms.
These limitations of the method were analysed in view of not capturing by
it some exotic ordering arrangements of bimetallic nanoparticles (see
Appendix H) and in order to evaluate energy inaccuracies in the
description of individual homotops.

Depending on the method used for synthesizing Cu@Pt nanoparticles,
some sites featuring stronger CO binding than the homologous pure Pt
sites could be exposed, resulting in enhanced CO poisoning compared to
purely Pt nanoparticles. Based on DFT calculations of a series of dedicated
models these sites stronger binding CO molecules are found to be: i) single
Pt atoms surrounded by surface Cu ones, i) under-coordinated Pt adatoms

and iii) few-atom Pt vacancies in Cu@Pt nanoparticles.
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Supporting Information

Table S1. Calculated surface energies y % as obtained using Vosko-Wilk-Nussair (VWN),
Perdew-Burke-Ernzerhof (PBE), PBE for solids (PBEsol), revised PBE (RPBE), and Tao-
Perdew-Staroverov-Scuseria (TPSS) exchange-correlation (xc) functionals for each studied
transition metal (TM), and each surface, alongside with the zero temperature extrapolated

experimental surface energy, y°*?. All values are given in J/m?.

y @/m?) Surface VWN PBEsol PBE RPBE TPSS  Exp.

Zr (0001) 1.81 1.75 1.59 1.48 1.89 2.00
(1010) 1:85 1.79 1.63 1.52 1.93
(1120) 1.91 1:82 1.64 1.52 1.91

Zn (0001) 0.59 0.53 0.35 0.22 0.41 0.91
(1010) 0.90 0.80 0.57 0.44 0.87
(1120) 1.35 1.21 0.91 0.73 142

Y (0001) 1.14 1.10 1.00 0.93 1.16 1.13
(1010) 1.13 1.08 0.98 0.90 1.11
(1120) 1.17 1.11 1.02 0.94 1.15

Ti (0001) 2.07 2.16 1.97 1.84 2.14 2.10
(1010) 2.27 2.19 2.00 1.87 213
(1120) 2.18 2.07 1.88 1.73 2.00

Te (0001) 2.73 2.58 2.22 2.02 2.52 3.15

(1010) 3.10 2.98 343 2.40 3.03
(1120) 3.23 3.09 2.69 247 323

Sc (0001) 1.47 1.41 1.28 1.19 1.41 1.28
(1010) 1.40 1.32 1.21 1.11 1.31
(1120) 1.45 1.37 1.26 1.16 1.35

Ru (0001) 3.13 2.95 2.55 233 3.10 3.05
(1010) 3.51 3.32 2.87 2.64 3.43
(1120) 4.03 3.81 3.32 3.05 3.97

Re (0001) 3.11 2.96 2.60 2.36 2.84 3.60
(1010) 3.40 3.31 2.93 2.49 3.44
(1120) 3.62 3.53 3.12 2.69 3.14

Os (0001) 3.44 3.29 291 2.70 3.30 3.45
(1010) 3.90 3.29 3.32 3.11 3.72
(1120) 4.67 4.35 4.02 3.77 4.48

Hf (0001) 1.95 1.89 1.71 1.61 1.80 2.15
(1010) 2.07 2.01 1.84 1.73 2.08
(1120) 2.11 2.02 1.83 1.70 2.08

Co (0001) 2.79 3.21 2.10 275 3.14 2.55

(1010) 2.95 2.68 2.26 2.00 3.63
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(1120) 4.16 3.72 2.44 2.16 25

Cd (0001) 0.44 0.36 0.20 0.06 0.37 0.69
(1010) 0.62 0.52 0.61 0.19 0.53
(1120) 0.90 0.77 0.50 0.31 0.59

Rh (001) 3.44 2 2.27 2.01 2.80 2.70
(011) 3.33 2.74 2.29 2.01 2.81
(111) 2.88 2.10 1.72 1.49 2.16

Pt (001) 2.48 2.30 1.90 1.66 2.16 2.48
011) 257 2.38 1.95 1.70 227
(111) 2.09 1.92 1.56 1.34 1.81

Pd (001) 2.10 1.89 1.50 1.25 1.38 2.05
(011) 2.17 1.95 1.54 1.27 1.53
(111) 1.68 1.48 1.14 0.91 1.38

Ni (001) 2.87 2.62 2.19 1.92 4.72 245
(011) 2.96 2.70 227 1.99 4.14
(111) 2.62 2.34 1.93 1.66 4.97

Ir (001) 3.40 3.23 2.79 2.56 3.02 3.00
(011) 3.44 3.25 2.79 2.54 3.04
(111) 2.55 2.40 2.05 1.83 232

Cu (001) 2.03 1.83 1.46 1.2 2078 1.83
011) 2.08 1.90 1.51 1.27 2.30
(111) 1.79 1.62 1.28 1.06 2.62

Au (001) 1.37 1.19 0.86 0.64 1.19 1.50
011) 1.38 1.19 0.86 0.63 1.7
(111) 1.12 0.96 0.68 0.48 0.93

Ag (001) 1.30 1.10 0.80 0.59 1.16 1.25
(011) 1.34 1.14 0.83 0.62 1.42
(111) 1.14 0.97 0.69 0.49 1.03

\\Y (001) 425 4.24 3.89 3.71 430 3.68
(011) 3.46 3.45 3.14 2.98 3.44
(111) 3.88 3.84 3.47 3.30 3.83

\Y (001) 2.92 2.67 2.40 2.19 2.87 2.55
011) 2.88 2.70 2.41 2.26 2.79
(111) 3.24 3.00 2.70 2.50 3.86

Ta (001) 2.92 2.79 2.51 2.34 1.22 3.15
011) 2.70 2.79 2.56 2.23 0.28
(111 3.15 3.00 2.72 2.57 211

Nb (001) 297 2.63 2.35 2.17 1.26 2.70
(011) 2.46 2.38 2.14 1.99 0.42
(111) 2.79 2.64 2.36 2.20 1.91

Mo (001) 3.43 3.34 3.01 2.81 3.45 3.00
(011) 3.04 2.95 2.64 2.46 3.01
(11 3.48 3.33 2.98 2.79 3.44
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Fe (001)  4.15 3.05 2.58 2.84 717 248
(011) 3.08 3.03 2.93 213 10.48
(111) 3.58 3.18 2.67 2.33 5.04

Cr 001y  7.15 3.83 3.42 3.20 530 230
011) 363 3.42 3.29 2.85 5.42
11y  4.06 3.81 3.40 3.17 471
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Table S2. Proportion (in %) of each surface expressed according to Wulff construction as

obtained at each density functional theory (DFT) xc level.

Wulff % Surface VWN PBEsol PBE RPBE TPSS

Zr (0001)  34.15 34.00 33.96 3390  33.76
(1010)  39.27 36.31 34.71 32.15 3045
(1120)  26.59 29.69 3133 33.96  35.80
Zn (0001)  43.00 43.26 4523  49.58  51.37
(1010)  57.00 56.74 5477 5042  48.63
(1120) 0.00 0.00 0.00 0.00 0.00
Y (0001)  33.34 33.15 33.05 32091 32.55
(1010)  40.61 41.09 43.54 4423 4330
(1120)  26.05 25.76 23.41 22.87  24.15
Ti (0001)  34.76 32.74 32.67 3243 3219
1010)  23.02 20.00 18.56 15.49 18.24
(1120)  42.22 47.26 48.78  52.08  49.57
Te (0001)  36.60 36.91 37.71 37.58  37.98
1010)  41.12 39.29 0.00 37.10  44.40
(1120)  22.29 23.80 6229  25.33 17.62
Sc 0001)  32.47 32.31 3234 32,16 3201
1010)  41.55 4241 4395 4455 4093
(1120)  25.99 25.28 23.71 23.29  27.06

Ru (0001) 35.96 36.05 36.01 36.19 35.64
(1010) 62.86 62.71 63.99 63.81 64.36
(1120) 1:1¥ 1.23 0.00 0.00 0.00
Re (0001) 35.76 36.27 36.45 34.95 36.05

(1010)  45.83 46.22 4523  49.76 12.21
(1120)  18.41 17:51 18.32 1528  51.74
Os (0001)  36.13 33.35 36.33  36.50  36.09
(1010)  63.87 66.65 63.67  63.50  63.91
(1120) 0.00 0.00 0.00 0.00 0.00
Hf 0001)  34.82 34.79 3485 3479  36.62
(1010)  36.72 33.51 31.58  29.03  31.58
(1120)  28.46 31.70 33.57  36.17  31.80
Co (0001)  34.54 29.39 35.41 27.03  25.52
(1010)  65.46 70.61 4939  55.82 0.00
(1120) 0.00 0.00 15.19 17.15 74.48
Cd (0001)  41.22 42.09 56.46  61.39 4226
(1010)  58.78 57.91 0.00 38.61 52.10
(1120) 0.00 0.00 43.54 0.00 5.64
Rh (001) 18.45 12.38 10.57 8.84 11.93
011) 13.67 0.00 0.00 0.00 0.00
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(111) 6788  87.62 8943  91.16  88.07
Pt (001) 1958 2013 1740 1571  19.02
(011)  0.00 0.00 0.00 0.00 0.00
(111) 8042 7987  82.60 8429  80.98
Pd 001) 1503 1312 1038 770  37.48
(011) 0.0 0.00 0.00 000  14.80
(111) 8497 8688  89.62 9230  47.72
Ni (001)  27.03 2514 2441 2236  11.03
011) 1652  11.58 8.72 503  88.69
(111) 5644 6328 6687 7262 028
Ir 001)  9.70 9.08 8.24 678  11.54
(011) 0.0 0.00 0.00 0.00 0.00
(111) 9030 9092  91.76 9322  88.46
Cu (001)  23.92 2439 2307 2225 6.8
(011)  10.78 8.84 7.19 297 90.24
(111) 6530 6676  69.74 7478 3.8
Au (001) 1636 1564 1372 10.03  12.82
011)  0.00 0.00 0.00 0.00 0.00
(111)  83.64 8436 8628  89.97  87.18
Ag 001) 2340 2354 1739 1959  24.79
(011) 7.95 7.15 23.94 0.0 0.00
(111)  68.65 6931 5867 8041 7521
W (001) 5.05 4.99 3.99 4.17 3.99
(011)  89.48  87.72 8957  87.71  89.57
(111) 5.47 7.29 6.45 8.12 6.45
% (001)  25.60 2888 2836 3272  23.36
(011) 6891 6326 6537  58.03  76.64
(111) 5.49 7.86 6.26 9.25 0.00
Ta 001) 1695 2747 3120 2022  0.00
(011) 8129  60.17 5359 7725  100.00
(111) 1.77 1236 1521  2.53 0.00
Nb 001) 1276 1460 1539  16.08  0.00
(011) 8298 7821 7701 7644  100.00
(111) 426 7.19 7.60 7.48 0.00
Mo 001) 1226 1199 1120 11.06  10.57
(011) 8429 8333  84.16 8454  86.03
(111) 344 4.67 4.64 4.40 3.40
Fe (001)  0.59 2668 4193  0.87 5.75
(011) 9747 5733 1552 91.07  0.00
(111) 1.98 1599 4255 807  94.25
Cr (001) 0.0 13.05 2225 13.12 2452
(011) 9449  80.00  57.69  79.77  12.93
(111) 5.51 6.95 2005 7.1  62.55
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calc

L]

or

Wulff averaged values, yghif s, with respect experimental values, y®P, listed in Table S1.

Slopes, a, intercepts, b (in J/m?), and regression coefficients, R, are listed.

ycalc ygtl'lul‘lf
u
a b R a b R

TPSS 0.81 0.27 0.52 0.84 0.30 0.52
RPBE 0.85 -0.34 0.88 0.95 0.18 0.56
PBE 0.89 -0.23 0.88 0.93 -0.22 0.89
PBEsol 0.97 -0.12 0.90 0.99 -0.09 0.91
VWN 0.98 -0.01 0.90 1.02 0.00 0.91
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Table S4. Mean error (ME), mean absolute error (MAE), and mean absolute percentage error
(MAPE) for y°%¢ and y5&L s with respect y**?, grouped per TMs within hexagonal close-
packed (hcp), face-centered cubic (fcc), or body-centered cubic (bce) crystallographic

structures. Values of ME and MAE are given in J/m”, whereas MAPE is given in percentage

%.

ycalc
VWN PBEsol PBE RPBE TPSS
hep ME -0.12 -0.22 -0.48 -0.63 -0.27

MAE 0.19 0.25 0.48 0.63 0.29
MAPE 11.60 14.45 25.91 33.93 16.33
fee ME -0.17 -0.44 -0.78 -1.00 -0.15
MAE 0.26 0.44 0.78 1.00 0.69
MAPE 1243 20.95 37.54 48.54 31.58
bcc ME 0.20 0.12 -0.17 -0.43 -0.02
MAE 0.46 0.39 0.48 0.59 1.52
MAPE 17.91 15.27 17.26 20.75 312

calc
Ywuus

hep ME 0.02 -0.10 -0.35 1.03 -0.11
MAE 0.18 0.19 0.35 119 0.18
MAPE 9.17 10.79 19.16 66.41 10.39
fee ME -0.09 -0.37 -0.72 -0.96 -0.10
MAE 0.26 0.37 0.72 0.96 0.66
MAPE 1190 17.75 34.87 46.72 30.42
bce ME 0.24 0.17 -0.11 -0.38 0.05
MAE 0.45 0.39 0.46 0.56 157
MAPE 17.89 15.32 16.96 19.78 59.45
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Table S5. Calculated work functions ¢°%¢ as obtained using VWN, PBE, PBEsol, RPBE,
and TPSS xc functionals for each studied TM and each surface, alongside with the
polycrystalline experimental work function, ¢p.", as well as single-crystal values, ¢gp’ All

values are given eV.

¢ (eV)  Surface VWN PBEsol PBE RPBE TPSS :’2”“ ;‘zp

Zr (0001)  5.32 509 495 483 537 405  4.33
(1010)  3.38 324 315 3.07 3.24
(1120)  3.60 349 338 319  3.63

Zn (0001) 4.61 4.33 4.12 3.99 4.46 4.33 4.90°
(1010) 2.76 2.6 2.52 2.41 2.71
(1120) 3.25 3.06 2.62 277 3.43

Y (0001) 4.04 3.83 3.74 3.62 4.02 3.10

(1010)  2.82 2.72 267 259 2.72
(1120)  3.06 3.08 294 276 321

Ti (0001) 6.23 6.04 5.89 5.75 6.23 433 445
(1010) 3.93 3.83 3.74 3.59 2.13
(1120) 4.27 4.06 3.96 3.85 4.36

Te (0001) 7.67 6.16 5.98 5.84 6.22 4.81¢
(1010) 5.22 4.02 3.8 3.86 3.96 4.70°
(1120) 5.99 4.79 4.67 4.55 4.87

Sc (0001) 4.47 432 4.11 4.12 4.51 3.50

(1010)  3.06 2.2 288 281 3.02
(11200  3.34 3.21 3.14  3.00 3.55

Ru (0001) 8.10 7.76 7.54 737 8.14 4.71 5.42¢
(1010) 5.23 5.06 4.88 4.80 3.43
(1120) 6.14 5.87 5.1 5.51 6.11

Re (0001) 7.28 7.2 7.08 6.76 7.28 4.96 575"
(1010) 4.82 4.65 4.58 4.62 4.67 5.05¢
(1120) 5.87 5.65 5.53 5.29 5.75

Os (0001) 9.38 7.81 7.80 7.71 8.03 4.83 4.83¢
(1010) 6.11 5.30 5.12 5.04 5.19 6.05¢
(1120) 7.23 5.97 5.93 5.83 6.20

Hf (0001) 5.74 5.50 5.38 527 5.74 3.90
(1010) 3.69 3.51 3.44 3.35 3.42
(1120) 3.91 3.71 3.63 3.51 3.75

Co (0001) 6.30 587 5.73 5.55 5.73 500 526

(1010) 3.82 3.68 3.58 3.44 3.58
(1120) 4.54 4.25 4.12 4.01 2.15

Cd (0001) 4.41 4.20 3.89 3.73 3.89 4.22
(1010) 2.78 2.63 237 2.21 2.37
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(1120)  3.22 2.84 277 257 577
Rh (001) 7.04 6.72 643 626 6.95 498  5.00°
(011) 5.53 524 497 487 5.47
(111) 7.49 7.15 689  6.72 7.55 5.60"
Pt (001) 7.35 7.15 689  6.72 692 565 582
(011) 6.02 5.75 554 539 5.70 5.35'
(111) 7.87 7.61 734 720 7.38 6.08'
Pd (001) 5.63 5.33 512 493 492 512 5.65
(011) 4.52 4.23 402 383 4.19 5.20'
(111) 6.10 5.74 549 534 5.71 5.90'
Ni (001) 5.42 5.35 500 467 543 515 5.22¢
011) 4.22 3.96 388  3.65 4.29 5.04
(111) 5.86 5.61 543 537 6.10 5.35
Ir (001) 8.65 8.34 813 797 77 527 567
011) 6.87 6.60 638 625 6.32 5.42°
(111) 8.94 9.06 8.04 851 8.20 5.76'
Cu (001) 4.51 427 408 394 487 465 459
011) 3.71 3.51 335 325 3.99 4.48’
(111) 5.04 474 453 401 5.8 4.94'
Au (001) 6.02 5.67 541 528 525 510  5.47°
(011) 4.99 4.61 443 428 4.56 5.40°
(111) 6.45 6.18 580  5.69 5.87 5.31°
Ag (001) 4.45 4.11 387  3.62 482 426 464
(011) 3.70 3.40 322 3.05 3.59 4.52'
(111) 4.87 450 426 398 5.24 4.74
w (001) 5.57 5.53 541 535 570 455  4.63°
(011) 7.17 7.21 711 6.94 7.11 3.90°
(111) 4.06 3.84 397 330 4.23 4.47°
% (001) 4.76 469 457 439 526 430 412
(011) 6.25 6.24 579 590 6.58
(111) 3.35 3.00 317 250 3.21
Ta (001) 4.78 457 443 432 457 425 415
(011) 6.17 4.56 625 571 5.80 4.95
(111) 3.42 3.00 3.15 257 3.22 4.55
Nb (001) 4.38 426 406  3.90 453 430  4.02°
(011) 5.68 5.49 537 523 5.72 4.87°
(111) 3.13 264 288 220 3.24 4.36°
Mo (001) 5.96 5.78 565  5.53 591 460  4.53°
(011) 7.66 7.45 728  7.16 8.37 4.95°
(111) 4.40 3.33 417 279 4.45 4.55
Fe (001) 5.21 4.58 436 432 622 450  4.67°
011) 6.31 4.58 651  5.75 7.05 5.10¢
(111) 3.57 3.18 300 233 5.84 4.81
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Cr (001) 5.20 5.24 5.08 4.94 5.94 4.50
(011) 6.82 6.97 757 6.68 7.52
(111) 3.80 3.81 3.68 3.17 4.12

“Ref. 2, ” Ref. 3, € Ref. 4, ? Ref. 5, ¢ Ref. 6, Ref. 7, ¢ Ref. 8, " Ref. 9, ' Ref. 10,” Ref. 11,*
Ref. 12.
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Table S6. Linear regression parameters correlating ¢ﬁ%§f s values with respect experimental

polycrystalline work functions ¢pc’ as well as single-crystal values, ¢éfic,, with respect

single crystal experimental values, ¢gp' . Slopes, a, intercepts, b (in eV), and regression

coefficients, R, are listed.

exp

sc iiss
a b R a b R
TPSS 1.05 0.46 0.43 1.52 -1.46 0.61
RPBE 1.42 -2.02 0.51 1.75 -2.86 0.70
PBE 1.31 -1.22 0.50 1.75 -2.81 0.72
PBEsol 1.45 -1.88 0.53 1.90 -3.33 0.72
VWN 1.45 -1.46 0.53 1.89 -2.95 0.74
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Table S7. ME, MAE, and MAPE for ¢

calc

Supporting Information

calc

wutsr values, as well as single-crystal values, ¢gingie,

with respect experiments, grouped per TMs within hep, fece, or bee crystallographic

structures. Values of ME and MAE are given in eV, whereas MAPE is given in percentage.

Psinste

VWN PBEsol PBE RPBE TPSS

hep  ME 1.41 0.79 0.64 0.52 0.89
MAE 1.50 1.92 1.20 1.10 139
MAPE 3045 2449 2397 2205 2652
fcce  ME 0.63 0.37 0.10 -0.05 0.44
MAE 0.96 0.95 0.90 0.99 0.89
MAPE  17.90 17.82 1705  18.68  16.93
bce  ME 0.60 0.13 0.35 -0.05 0.91
MAE 1.12 1.10 1.08 1.20 1.26
MAPE  24.90 24.58 2389  26.64  27.82

Piiuiss

hep  ME 0.41 0.13 0.07 -0.07 0.45
MAE 0.75 0.63 0.59 0.62 0.71
MAPE  16.57 13.95 13.00 13.80  15.79
fece  ME 1.37 1.18 0.84 0.76 0.92
MAE 1.37 1.21 0.99 1.02 1.24
MAPE  26.40 23.21 1924  19.85  24.39

bcc  ME 1.88 1.29 1.21 1.36 1.79
MAE 1.88 1.31 1.32 1.36 1.79
MAPE  42.19 29.21 29.61 3046  40.15
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Table S8. Experimental interlayer distance relaxations, A;;, given in % with respect the bulk

interlayer distance. Employed reference data is highlighted in bold.

Metal Surface Az A Asy Ref.
Zr  (0001) 1.6 % 13
(1010)
(1120)
Zn  (0001) A+1% 14
(1010)
(1120)
Y (0001) 0% 15
(1010)
(1120)
= (0001) 2.1 % 16
49+1% 1.4+1% 17
(1010) -6 % 18
(1120)
Tec  (0001)
(1010)
(1120)
&, (0001) -1.7 % 19
61x1.1% -11x1.1% 20
(1010)
(1120)
0001) -3.5+0.9% 21
s 2.1 % 13
(1010)
(1120)
Re  (0001) 5% 13
(1010) -17 % 22
-11 % 1.5 % 23
(1120)
Os  (0001)
(1010)
(1120)
Hf  (0001)
(1010)
(1120)
co  (0001) 0£2% 24
2.1% 1.3 % 25
(1010) -6.5+2% 1.0+2 % 0.1+£2% 26
-12.8% 0.8 % 0.3% 27
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(1120)

Cd  (0001) 0% 28

(1010)

(1120)

001) -1.16£1.6% 0+1.6% 29
-1£0.9% 30
05+£1.0% 00+15% 31

- -1.14+3.6% 32
1.0£0.6% -0.7+£05% 33

1.0£0.9% 34

-13% 35

-14+14%  -0.6+14% 17

(011) 3% 36
69+12% 1.9+1.0% 37

33% 38
(L) 0% 39
-137+£09 % 34
-1.28 0.9 % '1'2?,: 18 40
3.0+14% 41
-12% - 0.4 % 42
(001) 0% 43
Pt 0.2+1.6% 44
0.2+2.6% 45
O 1g5+22% '24'3, /i 4.3 46
0

a1 05+09% 47

1.4+ 0.9 % 44

0.7% 0.4 % 48
1.1+44% 46
1.5+09 % 49
0.1% 50
1.1% 51
0.9 % 52
0.4 % 53
0.9 % 54

1 % 55
0.2% -1% 0.2 % 56

001) 3.1+15% -1£1.5% 57

03+2.6% -0.05 % 58
Pd 25+25% 59
46+15% 03+05% 60
02+14% -07+x13% 61
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-1.15 % 35
(011) -58+22% 1.0£22% 62
S1:15%  29+1.5% 63

1) -09+13% +
13£13% -13£13% 22+13% 64

0+4.4% 65

24+09% 07+£09% 0.7+1.8% 66

(001)  -3.2+0.5 % 67

Ni 121 % 0+1% 68
2% 69

OID " 87:05% 3.0+0.6% ;2'5 =07 70
84+08% 3.1+1.0% 71

-5 % 72

1.5 % 73

-8 % 74

0% 75

-4 %, 76

i) -12+12% 71

-1 % 78

Ir  (001) -3.6+0.5% 44
(011) -7 % 79

(111) 2% 78

2.6 % 44

(001) -11£04% 1.7£0.6% 80
-1.0£04%  2.0+08% 22

1.2 % 0.9 % 81

Cu 0% 82
2% 83

2.4% 0.5 % 84

2% 1 % 85

(011) -9 % 86
-10£25%  0£25% 87

-10 % 1.9 % 22

7.9 % 24 % 22

9.5 % 2.6 % 22

-8.5% 2.3 % 88

-5.3 % 3.3% 89

(111 -03+1.0% 89

0.7 +0.5 % 90

2+1.0% 91

Ay OO 0£15% 92
-20 +3% 2+3% 93
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O011) -20.1£35% -62+3.5% 94
(111) 1.5% 95
33£04% -0.8+04 % 96
0.6 % -0.64 % 1.1% 97
001)  0+15% 92
Ag 0% 98
(011) -8 % 99
7% 100
-10 % 101
-7.8+2.5 % 102
(111) 0% 103
0% 0% 104
2.5% 0.6 % 105
05+03% -04+04% 0£04% 106
(001) 313 % 107
5.5+1.5% 108
-44+3.0% 109
7.5% 110
12 % 11
W -10 % 112
-8 % 113
-6.7+2.0 % 114
T+1.5% 15
-6.5% 116
(011) 0% 107
28+12% 02+1.0% -07+22% 117
3% 118
22+1.1% 119
3+13% 120
-3.1£0.6 % 121
3+13%  02+13% 122
1% 116
111)
vy (00D 7% 1% 123
6.7+ 1.5 % 124
(011)
(111)
e 00D -11x2% 12 % 124
10+5 % 125
(011)
(111)
Nb  (001)  -13£5% 126
(011)
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(111)
(001) 115 % 1+2% 127
95+3% 128
Mo 10 % 129
4% 130
9% 116
O011) -1.6+2.0% 131
(111) -18.8 % -18.9 % 6.4 % 132
18+2 % 4+4% 133
Fe  (001) -14+3% 134
O011)  05+2.0% 135
1£2 % 0.5+2 % 136
1% 135
(A11)  -154+4% 137
-169+3%  -98+3% 138
29+7% 6+5% 136

Cr  (001)
011) -22+14% -13+13% 117

(111)
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Table S9. Calculated interlayer distance relaxations, A;, given in %, as obtained at different

xc DFT levels.

Surface VWN PBEsol PBE RPBE TPSS

Az 542 581 -6.21 -6.49 -5.87

0001)  Ax 1.77 1.91 2.18 2.53 2.32
K 1.46 0.78 0.16 -0.17 -1.06

A 3.15  -2.85 2,78  -2.81 -5.20

Zr 1010) A 748  -7.56 -7.56  -7.65 -4.00
Axg 11.99  12.02 1222 11.74 222

A -7.98  -7.57 -7.43 721 -5.83
(1120) Ay -0.68  -1.15 -1.38 -1.65 -1.81
Koy -1.56 096 -0.69  -033 -0.09

Ar -0.90  -0.92 -0.04 1.75 2.82
0001)  Ax 335  -3.61 -2.63 -0.50 -1.29
Asi -3.89 -4.28 317 -1.02 -2.66

A -98.75  -98.86 -99.87  -98.36  -87.24
Zn (1010) Az 57.42 37.51 60.57 63.28 53.14
Ass -98.50  -98.63 -99.55  -99.60  -74.27

A -1721  -1441  -1472 993  -0.65
(1120) Ay 1949  17.66  20.00  17.91 7.71

Kse 8O3 704 875 415 691
A 261 -2.80 331 307 -1.75

(0001)  An 1.60  0.94 039 057 0.25

Ay 080  -0.72 073  -050  -0.29

A1z 707 543 2.56 .15 -0.43

Y (1010) Ay -9.18  -8.90 830 774 -6.64
Ay 1175 1171 1051  8.83 7.18

A 098  -1.28 245 278 -1.46

(1120) Ay 490  -4.90 440  -434 413

Asi 476 474 418  4.08 3.27

An 723 -7.30 747 162 -6.58

0001) Ay 245 272 303 3.19 2.83

Ay -1.06  -157 170 225 -0.68

Ti Ar 449  1.88 029 032 1.08
(1010) Ay -12.18  -9.98 890 -857  -8.12

Ay 2272 1629 1325 1200  12.48

Arz 561 -4.94 512 =506 -4.10

(11200 Ay 318 -3.49 348 375 -2.62

- 043 095 1.05 127 1.22

Te  (0001) A,  -645  -6.83 714 733 -6.65
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Az 4.63 5.03 5.40 5.70 4.20

Axi -3.68  -4.03 -439  -451 -3.56

A -1041  -10.79  -17.66  -9.31 -3.64

(1010)  Aj; -1.56  -1.65 2.53 -2.41 -4.84
Asi 1.84 2.03 2.40 2.70 8.32

A -15.52  -1699  -1745 -1746  -13.01

(1120) Ay 3.97 4.40 4.67 4.62 2.99
K 1.46 1.75 1.73 1.90 1.39

Sc A -4.18  -3.93 -3.90 =220 -3.15
0001)  Ax -0.92  -0.54 -0.59 1.17 -0.20
Asg 146 <127 -0.93 0.22 -1.03

Az 6.03 4.96 4.04 3.06 4.68

(1010)  Aj; 928  -9.17 -9.04  -9.04 -8.52
Asg 13.09  12.86 12.66  12.90 12.34

Ar 0.08 -0.24 -0.94  -1.20 0.50

(1120)  Aj 523 497 489  -485 -4.46
Asi 5.58 537 5.25 4.88 5.40

Ru A -4.05  -4.05 -4.11 -4.28 -3.44
0001)  Aj; 0.27 0.22 0.31 0.27 0.16
Aszi 1.01 0.86 0.88 0.90 0.95

A -19.40 -1883  -1939 -18.93  -18.99

(1010) Ay 1.93 1.60 2.22 1.40 2551
Ay 563 -5.09 -4.81 -4.38 -6.73

A -6.88  -6.61 -6.70  -6.62 -6.37

(1120)  Aj; -1.30 -1.48 -1.57 -1.69 -1.20
Asa 3.37 3.59 3.82 4.06 2.92

Re A -8.38  -6.24 -6.49  -4.55 -7.01
0001)  Ap 217 3.97 4.14 5.36 5.29
As 5,67 -3.51 -3.64 132 -3.79

A -1465 -1464  -1509 -11.79  -0.61

(1010) Ay -0.09  -0.05 -0.06  -7.04 -0.53
Asi 0.18 0.03 0.07 2.54 1.98

A -18.34 -18.19  -18.73 2021  -18.85
(1120) Az 5.58 5.49 5.81 9.90 5.33
Ass 0.91 0.84 0.79 1.05 1.04

Arz -394  -281 -3.92 -3.98 -3.33
0001)  Ap 0.13 1.27 -0.22 -0.25 0.01
Axi 1.67 272 1.74 1.76 1.80

A -19.02 -1642  -19.55 -19.67  -17.68

Os (1010) Ay 3.23 135 3.45 3.59 3.18
Asi -10.00  -11.93  -10.34  -10.33  -9.70
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A -840  -8.77 -8.38 :8.35 .17

(1120) Az -0.46 1.89 -0.41 -0.49 -0.71
Asg 1.26 2.06 1.33 1.34 1.54

A -6.27  -6.50 -6.67 -6.83 -6.11

0001) A, 2.91 3.26 3.54 3.79 2.85
Az -1.03  -1.60 -2.04 -2.39 -0.56

Ay 275 -4.59 -4.48 -4.83 -2.48

Hf 1010)  Aj; -7.51 -6.25 -6.07 -5.64 7.24
Koy 12.75 8.23 7.42 6.51 10.72

A -7.21 -6.90 -7.04 -7.03 .12

(1120) Az -1.50 -1.88 -1.89 2.10 -1.49
Asi -0.68  -0.24 0.28 0.57 -0.79

Ay -2.61 -3.55 -3.23 -3.92 -3.30
0001)  Aj; 0.86 0.64 1.45 0.82 8.77
Asy 0.95  -2.77 -1.51 -3.40 -2.41

Ay -16.89 -2496  -17.05 -16.07  -10.98

Co (1010)  Aj 3.13 2.55 3.05 2.65 -5.25
Axg 333 -12.95 -2.49 =1.73 1.00

A 9.41 -9.74 -1142  -11.28  -0.02

(1120) Az 3.69 6.32 4.24 4.16 0.01
Asg 340 -5.14 0.36 0.68 0.00

A -0.84 0.00 0.03 1.24 0.65
0001) Ay -1.91 -0.02 -0.02 0.37 A17
An -2.02 0.00 0.01 0.56 -2.45

A -99.87  -9924 9930 -99.16  98.98

Cd (1010) Aas 57.81  58.19 60.70  64.06  -49.02
Asi -99.82  -9929 9826 -99.97  98.98

A -11.06  -7.51 1.84 6.69 -53.00

(1120) Az 16.50  15.13 12.15 10.82 60.88
Asi -6.24  -4.62 251 5.02 -46.44

Ay -4.13  -4.01 -4.00 -3.94 -3.80

(001) Axs 0.26 0.20 0.17 0.12 0.08
Ass 0.70 0.79 0.89 0.96 0.19

A -10.14  -9.89 -10.15  -9.56 -7.68

Rh (011) Az 0.54 0.21 0.43 -0.47 -0.49
Ans 0.59 0.96 1.56 2.17 3.24

A 187 293 -1.88 -1.89 4181

11 Aas 029  -1.32 -0.22 -0.26 -0.24
Asi 0.91 -0.20 0.99 1.05 0.86

(001) A 2.89  -2.80 -2.79 2.72 -2.18
A -0.67  -0.65 -0.70 -0.77 -0.50
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Asq 026  -0.19 -0.26 -0.32 -0.21

Ay -14.0  -13.91 -1425 -13.88  -11.85

Pt (011) As; 8.88 8.54 9.07 8.90 7.08
Asg 443 -4.09 -4.08 -3.40 -2.36

A 0.85 0.91 1.09 1.16 1.12

a1n Ass -1.32 -1.36 -1.44 -1.48 -1.33
Asi 4238 135 -1.44 -1.48 4133

A 1i81 -1i51 1,16 -0.67 0:12

(001) Ass -0.40  -0.20 0.16 0.22 0.07
Axy -0.77  -0.49 -0.04 0.17 0.02

Ay -1041  -9.68 -9.55 -9.28 -7.67

Pd (011) Ass 3.96 3.86 3.69 3.71 3.28
Asj -1.56  -1.11 -0.94 -0.48 -0.89

A 0.02 0.06 0.07 0.13 0.77

a1 Az 044  -0.44 -0.46 -0.35 0.18
Asg -0.70  -0.63 -0.63 -0.53 0.19

A 3.36 -3.14 -3.37 -3.03 177

(001) Az 1.04 1.05 1.11 1.38 2.22
Ang 0.49 0.27 0.49 0.52 -3.01

A 9.64  -9.21 -9.70 -8.85 2.64

Ni (011) As; 2.03 2.55 1.50 2.29 -1.97
Asy -0.34  -0.18 0.16 0.46 4.62

A <101 -1.20 -1.19 -1.12 3.88

a1 Aas -0.07  -0.07 -0.03 0.09 -0.24
Asi -0.05 0.05 0.19 0.38 -0.79

Ay 543 -5.41 -5.51 -5.51 -4.51

(001) Axs 0.82 0.78 0.82 0.81 0.51
B 0.08 0.09 0.00 -0.01 0.11

A -1144  -1122  -1147 -1146  -10.57

Ir (011) Az 2.38 2.14 222 2.14 112
A 2:21 -1.96 -1.91 =171 -0.34

A 247 231 2.33 -2.26 -1.89

a1 Az 0.70 -0.06 -0.04 -0.04 -0.07
Asg 0.67 0.50 0.51 0.52 0.61

Ay 2.83  -2.37 -2.36 -2.32 -0.21

(001) Ass 0.24 0.97 0.45 1.03 0.08
Aoxg -0.64 0.50 -0.33 0.55 0.25

Ay -10.99  -10.19  -1021  -980  -10.87

Cu (011) Ass 4.70 4.72 4.48 4.64 11.63
B 258 237 2.2 -1.98 11.15

111 A -1.08  -0.93 -0.82 -1.09 7.02
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Axs 0.04 0.08 0.27 -0.21 0.47

- -0.08 0.13 0.14 -0.30 -0.06

A -1:37  -1.32 -1.07 -0.97 -5.42

(001) Ass 0.23 0.29 0.35 0.33 -3.93
Asg 0.05 0.03 0.15 0.13 -3.71

Ap -13.81  -13.55 -13.92  -13.78  -11.06

Au 011) Ay 8.48 8.49 9.07 9.10 6.95
K 567 <538 -6.17 =5.73 -4.22

A 0.07- 032 0.46 0.81 -0.05

ain Ass 0.50 -0.22 -0.44 -0.24 -0.54
Ay -0.61 -0.34 -0.81 =0.72 -0.94

A -1.87  -2.00 -1.74 -1.84 -1.69

(001) As; 0.00 -0.14 -0.01 0.19 -0.44
- -0.51 -0.61 -0.46 0.11 0.41

A 9.67  -9.37 -9.25 -8.91 -6.75

Ag (011) Ass 433 4.03 4.18 431 0.98
Asi 293 261 -2.59 -2.48 2.62

Ap -0.90  -0.70 -0.94 -0.89 -0.57

111) Aas -0.37  -0.08 -0.60 -0.68 -0.35
Ko 032 -0.10 -0.56 -0.77 -0.93

A -13.50  -13.78 -14.08  -14.01  -11.77

(001) Aas 311 3.78 4.48 4.79 5.86
Az 278 -3.49 -4.48 -4.65 -4.28

A 384 -3.95 -3.83 -3.82 -3.67

W (011) Ass 0.04 0.19 0.37 0.49 0.26
Asa -0.13  -0.15 -0.02 -0.17 -0.23

A 2682  -2656  -26.70 2629  -27.77

ain Aas -26.67  -26.62 2649 2639 -24.10
Asi 3224  30.02 29.46  29.07 23.51

Ap 1139 <1233 -12.68 -12.98  -2.82

(001) Aas -0.69  -0.61 -1.08 -0.78 -4.27
Aai 3.85 2.77 3.46 2.56 2.56

A 485  -5.72 -11.78  -6.52 17.25

\4 (011) Ass 0.66 0.33 -3.25 0.49 18.56
Ass -0.81 -1.04 -9.64 1,22 13.45

A -1537 -1420  -13.87 -13.09 0.96
ain Ass -15.46 -1554  -1542 -15.67  -2.40
An 3.79 -0.44 -2.58 -3.95 -0.98

A -1153 -1141 -11.93  -12.03  -10.93
(001) Az -0.99  -0.83 -0.96 -0.89 .42
Asi 3.92 4.18 438 4.64 112
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A 450  -11.80 3.30 -4.80 -4.14

Ta 011) Az 0.06 -0.85 5.77 0.14 -0.12
Asg -0.91 4.59 6.68 -0.34 -0.93

A 2101  -2047  -2040 -20.09  -20.37

@ain Axs -19.43  -18.91 -19.23  -19.02  -18.98
A 1924  18.69 18.43 17.61 19.37

Ay -10.56  -10.64  -1120 -11.49  20.54

(001) Az -1.02  -1.09 -1.20 -1.14 =1.02
Bosy 5.01 4.81 435 4.42 4.50

A 393 435 -4.23 -5.06 -3.18

Nb (011) Az 0.53 0.37 0.94 0.52 0.32
A A.19 147 -0.86 175 -0.87

A 2258 2151 2132 -21.08  -18.71

(111 Aas -15.73  -16.08  -16.17 -16.34  -16.54
Asi 13.18  12.29 10.74 9.93 16.08

Ay -13.75  -13.66  -13.77 -13.81  -11.93

(001) Ass 431 438 5.21 5.49 4.02
Az -4.04  -4.21 -4.98 -5.20 -3.65

A -5.04  -5.08 -5.28 5.17 -4.88

Mo (011) Az 0.18 0.29 0.35 0.54 -0.28
Rt 0.17 0.07 -0.11 0.10 -0.40

A -20.50  -19.93  -20.66 -20.16  -17.92

a1n Az 23.83 2390 .=22.71 -22.10 -20.89
- 24.13  23.63 21.17  19.46 20.54

A -18.73  -2.10 -1.94 -7.14 222

(001) Aas 2.30 2.28 2.07 4.67 -0.01
Asi 087  -1.87 -1.33 0.43 0.67

A -1.33 -0.12 6.67 -0.23 199.91

Fe (011) Ass 0.20 1.75 7.54 0.52 59.78
Asi -0.32 3.15 6.73 -0.64 397

A -17.49  -9.89 -1033  -11.06  33.09

111 Az -51.90 -1550  -1522 -15.89  -6.76
Ay 68.02  21.50 19.69  18.69 22.46

A -13.56  -14.04  -1498  -14.90 0.09

(001) Az 6.48 7.04 7.91 8.49 0.01
Asq -6.26  -7.02 9.76 -8.04 -0.16

Cr A 425  -4.63 2:73 -4.80 1.72
011) Ay 0.27 0.18 6.24 0.55 0.31
Asi 0.13 -0.09 5.68 -0.13 1.40

(1) A -1842 -17.85  -1820 -17.59 2.58
A 2428  -25.21 2476 -25.18  -19.66
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Az 21.29 19.27 1743 17.04 39.06
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Table S10. Calculated interlayer distances, d;;, given in A.

Surface VWN PBEsol PBE RPBE TPSS

d12 2.39 2.40 242 243 2.42

(0001) 923 257 2.60 2.64 2.67 2.63

- 2.56 257 2.59 2.60 2:55

d12 0.89 0.90 0.91 0.92 0.88

Zr  (1010) &, 1.69 1.71 1.73 1.74 1.79

8 1.02 1.04 1.05 1.05 0.95

d12 1.46 1.48 1.50 1.52 1.52

(1120) &2 1.57 1.58 1.60 1.61 1.59

14 1.56 1.59 1.61 1.63 1.61

d12 2.36 2.40 247 255 245

(0001) &3 2.30 2.33 240 2.49 235

14 2.29 232 239 248 2.32

d12 0.01 0.01 0.00 0.01 0.09

Zn (1010) 8y 2.33 2.37 247 2.54 2.27

854 0.01 0.01 0.00 0.00 0.19

d12 1.06 1.12 113 122 .27

(1120) &2 1.53 1.53 1.60 1.59 1.38

834 117 1.21 121 1.29 1.37

d12 2.70 2.74 297 281 2.81

0001) &1 2.82 2.84 2.88 291 2.86

14 2.75 2.80 2.84 2.88 2.85

d12 1.09 1.09 1.08 1.08 1.05

Y (1010) 8y 1.85 1.88 1.93 1.96 1.96

14 1.14 1.16 1.16 1.16 1.13

d12 1.75 1.77 1.78 1.79 1.79

(1120) 81 1.68 1.70 1.74 1.76 1.74

854 1.85 1.88 1.90 1.92 1.88

d12 2.11 2.13 2,16 217 2.15

(0001) &3 2.33 2.36 240 243 237

814 225 2.26 229 230 2:29

d12 0.86 0.85 0.85 0.86 0.85

. 823 1.45 1.51 1.54 1.56 1.54
Ti _

(1010) 834 1.01 0.97 096 096 094

d12 135 1.38 1.39 1.41 1.39

(1120) &1 1.39 1.40 142 143 1.41

14 1.44 1.46 1.48 1.50 1.47

d12 2.04 2.04 2.06 2.06 2.07

A 823 2.29 2.30 233 235 2.31
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834 2.10 2.10 212 212 2.14

d12 0.70 0.70 0.63 0.72 0.76

Te (1010) &3 1.54 1.54 1.56 1.55 1.51
14 0.80 0.80 0.78 0.82 0.86

312 1.15 1.13 1.14 1.14 1.20

(1120) 8y 1.42 1.43 144 145 1.42

- 1.38 1.39 1.40 1.41 1.40

d12 2.44 2.49 2.52 2/58 2.52

(0001) &y 2.53 2.58 261 2.67 2.60

14 251 2.56 2.60 2.64 2.58

d12 0.98 0.98 0.99 0.99 0.99

Sc 1010) 813 1.68 1.70 1.73  1.75 1.72
i 1.04 1.06 1.07 1.09 1.06

d12 1.60 1.62 1.63  1.65 1.64

(1120) 81 1.52 1.54 1.57 1.59 1.56

14 1.69 1.71 1.73 1.75 1.72

d12 2.03 2.04 2.06 2.07 2.07

(0001) 9§y 2:12 2.13 2.15 2.16 2.14

814 213 2.14 217 218 2.16

d12 0.63 0.64 0.63 0.64 0.64

Ru  (1010) &, 1.59 1.59 1.61 1.61 1.61
14 0.74 0.74 0.75 0.76 0.73

d12 1.24 1.25 127 1.27 1.27

(1120) 81 1.32 1.32 1.34 1.34 1.34

834 1.38 1.39 141 1.42 1.39

d12 2.06 2.09 2.10 2.09 2.09

(0001) &, 2.29 2:32 234 231 2.36

S 212 2.15 2.17 216 2.16

312 0.67 0.67 0.68 0.75 0.79

Re (1010) &1 1.57 1.58 1.59 1.58 1.58
814 0.79 0.79 0.80 0.87 0.81

d12 112 1.13 1.13  1.08 1.13

(1120) &y 1.45 1.46 1.47 1.49 1.47

834 1.39 1.39 1.40 1.37 1.41

d12 2.06 2.05 2.09 2.09 2.10

0001) 8y 2.14 2.14 2.17 2.18 2.17

814 2.18 2.17 221 222 2.21

d12 0.64 0.70 0.64 0.64 0.66

Os (1010) 813 1.63 1.65 1.66 1.66 1.65
By 0.71 0.74 0.72 0.72 0.72

(1120) &, 1.24 1.22 1.26 1.27 1.27
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82 1.35 1.36 1.37 1.37 1.36
Bl 1.37 1.36 1.39 1.40 1.39

d12 2.31 2.33 236 238 2.28

0001) 8y 2.54 2.58 2.62 2.65 2.50

8 2.44 2.46 248 2.49 2.42

312 0.88 0.87 0.88 0.89 0.87

Hf (1010) 8y 1.67 1.71 1.74 1.76 1.65
14 1.02 0.99 0.99 0.99 0.98

d12 1.45 1.47 149 1.50 1.43

(1120) 81 1.54 1.55 1.57 1.58 1.52

814 1.55 1.58 1.61 1.62 1.53

d12 1.91 1.92 1.96 1.96 1.89

0001) 8y 1.98 2.00 2.05 2.06 2.13

B854 1.94 1.93 1.99 1.97 1.91

312 0.58 0.53 0.60 0.61 0.67

Co (1010) 8y 1.45 1.46 1.48 1.49 1.43
8y 0.68 0.62 0.70 0.71 0.76

312 1.09 1.10 1.10 1.11 1.21

(1120) &1 1.25 1.30 1.30 1.31 1.21

S 1.17 1.16 1.25 1.27 1.21

d12 2.2 2.78 2.85 294 2.69

0001) 8y 2.69 2.78 2.85 2091 2.64

14 2.69 2.78 285 292 2.61

312 0.00 0.01 0.01 0.01 1.77

Cd (1010) 813 2.65 2.70 2.89 291 0.91
834 0.00 0.01 0.02 0.00 177

312 1.29 1.37 1.54 1.64 2.69

(1120) 81 1.70 1.70 1.70 1.70 2.64

S 1.36 1.41 1.55 1.61 2.61

d12 1.80 1.82 1.84 1.86 1.83

001) 3§53 1.89 1.90 1.92 1.93 1.90

83 1.90 1.91 1.94 1.95 1.91

d12 1.20 1.21 1.22 1.23 1.24

Rh O011) 3§33 1.34 1.34 1.36 1.36 1.34
814 1.34 1.35 1.38 1.40 1.39

d12 2.13 2.15 2.18 2.19 2.16

a11) 3§y 2.17 2.18 221 2393 2.19

14 2.19 221 224 225 2.22

d12 1.90 1.91 1.93 1.95 1.95

001) &3 1.94 1.95 1.97 1.98 1.98

84 1.95 1.96 1.98 1.99 1.99
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d12 1.18 1.19 1.21 122 1.24

Pt 011) 83 1.50 1.51 1.53 1.54 1.51
834 1.32 1.33 135 1.37 1.38

d12 2.28 2.29 232 234 233

(111) 353 2.23 2.24 226 2.28 2.27

8 2.23 2.24 226 2.28 227

d12 1.89 1.91 1.95 1.98 2.00

001) 3§53 1.92 1.94 1.98 2.00 1.97

S 1.91 1.93 1.97 2.00 2.00

d12 1.22 1.24 126 1.28 1.29

Pd 011) 853 1.42 1.43 145 1.46 1.44
- 1.34 1.36 1.38 1.40 1.38

d12 223 225 228 231 2.30

(111) 353 222 2.23 227 230 2.28

8 221 2.23 227 229 2.28

d12 1.65 1.68 1.70 1.73 1.69

001) 83 1.73 1.75 1.78 1.80 1.70

834 1.72 1.74 1.77 179 1.61

d12 1.09 1.11 1.12 1.15 1.21

Ni ©011) ¥y 1.24 1.26 1.26 1.29 1.15
814 1.21 1.22 1.25 1.26 1.23

d12 1.96 1.98 2.01 2.03 1.97

(111) 353 1.97 2.00 2.03 2.05 1.89

854 1.97 2.00 2.04 2.06 1.88

d12 1.81 1.81 1.83 1.84 1.84

001) 33 1.92 1.93 1.95 1.96 1.94

14 1.91 1.92 1.94 1.95 1.93

d12 1.20 1.20 121 1.22 1:22

Ir (011) 833 1.38 1.39 1.40 1.41 1.38
14 1.32 1.33 1.34 135 1.36

d12 2.16 2.16 2.19 2.20 2.18

(111) 353 209 2.21 294 925 2.22

14 222 2.23 225 226 2.24

d12 1.71 1.74 1.77 1.80 1.68

001) 83 1.77 1.80 1.82 1.86 1.69

814 1.75 1.79 1.81 1.85 1.69

d12 1.11 1.13 1.15 1.17 1.06

Cu O011) 83 1.30 1.32 1.34 1.36 1.33
814 1.21 1.23 1.26 1.27 133

(1) d12 2.01 2.04 2.08 2.10 2.04

84 2.03 2.06 2.10 2.12 1.91
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834 2.03 2.06 2.10 2.12 1.90

d12 2.00 2.02 2.06 2.09 1.97
001) &y 2.04 2.05 2.09 2.11 2.00
14 2.03 2.05 2.09 2.11 2.01

d12 1.24 1.25 127 1.28 1.29

Au 011) 3 1.56 1:57 1.61 1.62 1.55
- 1.35 1.37 1.38 1.40 1.39

d12 2.35 2.37 242 245 2.37
(111) ¥y 2.33 2.36 240 243 2.36
8 233 2.36 239 241 2.35

d12 1.97 2.00 2.04 2.07 1.98
001) &3 2.01 2.03 2.08 2.12 2.00
s 2.00 2.02 207 2.11 2.02

d12 1.28 1.30 1.34 1.36 1.36

Ag 011) 33 1.48 1.50 1.53 1.56 1.47
14 1.38 1.40 143 1.46 1.50

d12 2.29 2.33 238 242 2.31
(111) 8y 2.31 235 239 242 231
854 2:31 2.34 239 242 2.30

d12 1.36 1.36 1.36 1.37 1.40
001) &y 1.62 1.63 1.66 1.67 1.68
8 1.53 1.52 1.52 1.52 1.52

d12 2.14 2.14 2.16 2.17 2.16

W 011) 83 2.23 2.23 225 226 225
14 2.22 2.22 224 225 2.24

d12 0.66 0.67 0.67 0.68 0.66
(111) 8y 0.67 0.67 0.67 0.68 0.70
14 1.20 1.18 1.19 1.19 1.13

d12 1.30 1.29 1.30 1.31 1.44
001) &3 1.45 1.46 147 1.49 1.42
& 152 151 1.54 1.54 1.52

d12 1.97 1.96 1.89 1.99 2.06

A4 011) &y 2.08 2.09 2.08 2.14 2.09
34 2.05 2.06 1.94 2.10 2.00

d12 0.71 0.73 0.74 0.75 0.88

823 0.71 0.72 0.73 0.73 0.86
(111)  d34 0.88 0.85 0.84 0.83 0.87
d12 1.44 1.46 1.46 1.47 1.43
001) &y 1.61 1.64 1.64 1.66 1.59
B 1.69 1.71 .73 L.75 1.68
o11) 2.20 1.45 2.35 225 2.18
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Ta 82 2.30 1.63 241 236 297
Bl 2.28 1.72 243 235 2.26

d12 0.74 0.75 0.76  0.77 0.74

a11) ¥y 0.76 0.77 0.77 0.78 0.75

14 1:12 1:12 1.13 1.13 1.11

312 1.46 1.47 147 1.48 1.50

001) & 1.61 1.62 1.64 1.65 1.64

14 1.71 1.72 1.73 1.74 1:73

d12 2.22 222 225 224 227

Nb 011) 3§ 2.32 2.33 237 237 2:35
14 298 2.29 232 232 2.32

d12 0.73 0.74 0.75 0.76 0.78

a11) ¥ 0.79 0.80 0.80 0.81 0.80

By 1.07 1.07 1.06 1.06 1.11

312 1.35 1.36 1.37 1.37 1.39

001) & 1.63 1.64 1.67 1.68 1.65

S 1.50 1.51 1.51 1.51 1.52

312 2.10 2.11 213 2114 2.14

Mo 011) 33 2.22 2.23 225 226 2.24
S 222 922 224 226 2.24

d12 0.72 0.73 0.73 0.73 0.75

a11) d 0.69 0.69 0.71 0.72 0.72

14 1.12 1.12 1.11  1.10 1.10

d12 1.12 1.36 1.39 1.33 1.33

©001) & 1.41 1.42 1.44 1.49 1.36

834 1.36 1:37 1.39 1.43 1.37

312 1.92 1.39 2.05 2.02 5.77

Fe 011) 33 1.95 1.42 2.07 2.03 3.08
S 1.94 1.44 2.05 2.01 2.00

d12 0.66 0.73 0.73 0.74 1.04

(111) ¥ 0.38 0.68 0.69 0.70 0.73

14 1.33 0.98 0.98 0.98 0.96

d12 1.21 1.21 1.21 1.22 1.38

001) & 1.49 1.50 1.53 1.55 1.38

814 1.31 1.31 1.31 1.31 1.37

d12 1.89 1.89 2.00 1.92 1.98

Cr 011) 3§ 1.98 1.99 2.07 2.03 1.95
14 1.98 1.98 2.06 2.02 1.97

d12 0.66 0.67 0.67 0.68 0.81

11) ¥y 0.61 0.61 0.62 0.62 0.64

S 0.98 0.97 0.96 0.96 1.10
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Table S11. Linear regression parameters correlating é‘fj‘”c

Supporting Information

values with respect experimental

values 6fjxp. Slopes, a, intercepts, b (in A), and regression coefficients, R, are listed.

8;’;"’
a b R
TPSS 0.79 0.39 0.63
RPBE 0.79 0.36 0.80
PBE 0.78 0.36 0.80
PBEsol 0.76 0.36 0.79
VWN 0.77 0.33 0.80
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Table S12. ME, MAE, and MAPE for 63““ values with respect experiments, grouped per
TMs within Acp, fee, or bee crystallographic structures. Values of ME and MAE are given in

A, whereas MAPE is given in percentage.

seale
ij
VWN PBEsol PBE RPBE  TPSS
hep ME -0.11 -0.09 -0.06 -0.03 -0.06
MAE 0.21 0.21 0.20 0.20 0.18
MAPE 15.67 16.16 15.47 15:25 13.59
fee ME -0.06 -0.04 -0.01 0.01 -0.03

MAE 0.19 0.18 0.18 0.19 0.19
MAPE 10.70 10.14 10.05 10.67 10.96
bce ME -0.10 -0.09 -0.03 0.01 0.27
MAE 0.11 0.10 0.06 0.05 0.35
MAPE 9.02 6.96 4.56 4.46 20.55
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Figure S1. Exchange-correlation functionals that yield the closest results to bulk and surface
experimental data, extrapolated to 0 K and corrected for zero-point vibrations whenever
possible, for each transition metal. Data beyond VWN, PBE, PBEsol, RPBE, and TPSS is
taken from Ref. 139.

Interatomic distance

Work function

Sc | Ti V | Cr [Mn Co

Y [ge Tc |Ru|Rh Cd
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Figure S1. Exemplary d-PDOS representation of bulk and (0001) surface of Ti obtained by PBE and the
absolute difference between them. The red area belongs to the integral of this difference.
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Table S1. Calculated values of g4 (eV) for all TMs surfaces and density functionals.
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€4 surfaces VWN PBE.q PBE RPBE TPSS
(0001) 3.52 3.23 3.00 3.01 2.73
Zr (1010) 3.43 3.40 3.04 2.83 2.52
(1120) 3.19 2.93 2.41 2.55 2.19
(0001) -7.40 -7.26 7.21 -7.12 -7.54
Zn (1010) -7.14 -7.00 -6.97 -6.92 -7.45
(1120) -7.34 -7:18 -7.12 -7.01 -7.47
(0001) 4.83 4.26 3.80 3.42 3.17
Y (1010) 4.56 3.94 3.63 3.12 3.09
(1120) 3.82 3.34 3.08 2.76 2.65
(0001) 3.74 3.38 3.07 2.91 3.42
Ti (1010) 3.73 3.33 2.96 2.72 3.30
(1120) 3.15 2.70 2.42 2.36 2.94
(0001) -0.62 -0.52 -0.50 -0.50 -0.51
Tc (1010) -0.64 -0.55 -0.68 -0.53 -0.56
(1120) -0.94 -0.87 -0.84 -0.86 -0.83
(0001) 5.07 4.32 3.61 3.28 3.92
Sc (1010) 4.33 4.08 3.71 3.15 3.72
(1120) 3.83 3.35 3.16 2.74 2.97
(0001) -1.53 AA7 -1.42 -1.37 -1.45
Ru (1010) -1.40 -1.38 -1.29 2127 -1.77
(1120) -1.37 -1.34 427 -1.24 -1.32
(0001) 1.34 1.27 1.22 1.04 1.46
Re (1010) 1.22 1.09 0.99 1.11 0.64
(1120) 1.03 0.93 0.84 0.68 1.13
(0001) -0.42 -0.42 -0.43 -0.41 -0.41
Os (1010) -0.33 -0.36 -0.35 -0.32 -0.38
(1120) -0.24 -0.45 -0.41 -0.35 -0.30
(0001) 3.50 3.15 2.91 2.81 3.80
Hf (1010) 3.34 2.98 2:71 2.56 3.50
(1120) 2.82 2.56 2.26 2.16 3.06
(0001) -0.58 -0.58 -0.51 -0.51 -1.05
Co (1010) -0.74 -0.71 -0.60 -0.61 221
(1120) -0.95 -0.74 -0.74 -0.74 -0.44
(0001) -8.76 B.71 -8.70 -8.71 -7.60
cd (1010) -8.51 -8.49 -8.63 -8.54 -7.36
(1120) -8.64 -8.58 -8.48 -8.48 -7.64
(001) -1.70 -1.63 -1.52 -1.46 -1.64
Rh (011) -1.73 -1.68 -1.56 -1.53 -1.90
(111) -1.85 A4 77 -1.64 -1.60 -1.76
(001) -2.28 -2.19 -2.03 -1.97 -2.01
Pt (011) -2.26 -2.19 -2.04 -1.97 -1.99
(111) -2.39 -2.31 -2.16 -2.08 -2.15
(001) -2.00 -1.90 1.72 -1.64 -1.70
Pd (011) -1.96 -1.87 .73 -1.66 -1.73
(111) -2.10 -2.01 -1.83 -1.74 -1.90
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(001) -1.54 -1.49 -1.39 -1.34 1.72
Ni (011) -1.36 -1.33 -1.26 -1.21 -1.47
(111) -1.82 .77 -1.65 -1.59 -2.03
(001) -0.78 -0.73 -0.63 -0.60 -0.47
Ir (011) -0.77 -0.75 -0.69 -0.61 -0.45
(111) -0.94 -1.08 -0.99 -0.80 -0.75
(001) -2.54 -2.41 -2.29 -2.25 -2.83
Cu (011) -2.51 -2.35 -2.29 -2.20 -2.76
(111) -2.81 -2.69 -2.56 -2.48 -3.13
(001) -3.43 -3.36 -3.21 -3.14 -3.28
Au (011) -3.39 -3.34 -3.21 -3.15 -3.34
(111) -3.63 -3.55 -3.39 -3.32 -3.57
(001) -4.03 -3.96 -3.87 -3.83 -3.51
Ag (011) -4.04 -3.96 -3.91 -3.89 -3.32
(111) -4.21 -4.13 -4.05 -4.01 -3.73
(001) 1.88 2.74 2.54 2.40 2.61
W (011) 1.25 2.07 1.93 1.84 1.93
(111) 1.88 2.95 2.63 2.44 2.92
(001) 2.83 3.32 3.26 3.05 3.08
v (011) 3.45 4.00 3.73 3.63 4.04
(111) 3.51 4.05 3.97 3.97 2.81
(001) 2.20 2.12 1.99 1.78 2.41
Ta (011) 3.03 2.10 2.95 2.53 2.24
(111) 3.08 2.97 2.77 2.64 3.44
(001) 0.56 0.54 0.50 0.51 0.49
Nb (011) 1.00 0.97 0.92 0.90 0.92
(111) 1.05 1.01 0.98 0.96 0.90
(001) 0.16 0.21 0.14 0.12 0.13
Mo (011) -0.27 -0.27 -0.27 0.27 -0.26
(111) -0.09 -0.10 -0.12 -0.12 -0.14
(001) -0.24 0.38 0.47 0.49 -0.84
Fe (011) 0.47 0.79 0.67 1.12 -0.25
(111) 0.23 0.46 0.19 0.44 1.1
(001) -0.03 -0.01 0.01 0.01 -0.17
Cr (011) -0.29 -0.26 -0.28 -0.28 -0.26
(111) -0.20 -0.12 -0.16 -0.16 -0.14
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Supplementary Information

w

el surfaces VWN PBE. PBE RPBE TPSS
(0001) 13.89 12.87 12.26 12.26 11.16
Zr (1010) 13.83 13.73 12.58 11.84 10.61
(1120) 13.35 12.42 10.86 11.26 9.82
(0001) -1.76 -1.79 -2.04 291 -2.07
Zn (1010) -2.20 9721 -2.43 -2.56 -1.79
(1120) -2.15 -2.16 235 -2.44 -2.41
(0001) 15.92 13.87 12.27 11.09 10.04
Y (1010) 17.07 12.79 11.93 10.33 9.89
(1120) 12.78 11.25 10.47 9.41 8.60
(0001) 16.77 15.71 14.71 14.16 16.02
Ti (1010) 16.90 15.71 14.51 13.68 15.83
(1120) 15.22 13.88 12.99 12.83 14.93
(0001) 5.19 6.41 6.15 5.98 5.99
Te (1010) 4.69 5.92 5.35 5.60 5.32
(1120) 478 5.85 5.73 5.37 5.28
(0001) 18.08 16.30 14.22 13.01 15.11
Sc (1010) 18.27 15.77 14.67 12.77 15.35
(1120) 15.20 13.73 13.07 11.61 12.36
(0001) 4.73 5.00 4.48 4.79 4.48
Ru (1010) 5.09 4.99 4.83 4.88 35.86
(1120) 5.33 5.26 5.07 5.15 5.04
(0001) 14.94 14.73 14.31 13.60 14.78
Re (1010) 14.60 14.04 13.50 13.95 1177
(1120) 14.97 14.52 14.01 13.54 14.31
(0001) 12.46 12.19 12.06 11.95 12.06
Os (1010) 12.42 12.75 11.95 11.99 11.84
(1120) 12.99 12.14 11.94 12.07 12.35
(0001) 14.11 12.53 11.88 11.49 15.57
Hf (1010) 13.74 12.27 11.33 10.69 14.81
(1120) 12.28 11.15 10.00 9.60 13.74
(0001) 8.03 7.99 7.97 7.81 7.98
Co (1010) 7.35 7.94 7.34 7.22 7.66
(1120) 6.31 7.05 6.87 6.84 7.34
(0001) -3.64 -3.72 -3.82 -3.90 -2.76
cd (1010) -3.67 -3.74 -3.87 -3.91 -2.83
(1120) 372 -3.75 -3.81 -3.88 -3.06
(001) 4.57 4.87 4.80 4.87 4.39
Rh (011) 4.63 457 4.57 4.36 4.54
(111) 3.81 3.87 3.84 3.68 3.86
(001) 3.87 411 4.08 4.05 4.04
Pt (011) 3.84 3.85 3.74 3.77 3.77
(111) 3.58 3.69 3.80 3.79 3.56
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(001) 1.60 1.60 1.53 1.49 1.61
Pd (011) 1.50 1.50 1.42 1.94 1.44
(111) 1.54 1.53 1.47 1.43 2.01
(001) 5.09 5.87 4.97 5.77 5.00
Ni (011) 5.06 5.84 4.88 5.71 4.94
(111) 4.65 4.60 4.51 4.50 5.29
(001) 12.18 12.16 12.04 11.98 11.92
Ir (011) 12.19 12.08 11.84 11.96 12.10
(111) 12.50 11.30 11.22 12.11 11.34
(001) 2.24 3.11 2.14 2.92 2.26
Cu (011) 247 3.05 2.06 2.87 1.96
(111) 2.10 2.09 2.00 1.94 2.92
(001) 1.42 1.34 1.20 1.11 1.22
Au (011) 1.32 1.24 1.09 0.99 1.10
(111) 1.34 1.25 1.12 1.03 1.10
(001) -0.08 -0.18 -0.34 -0.48 0.71
Ag (011) 0.16 -0.24 -0.44 -0.57 0.45
(112) -0.14 -0.24 -0.41 -0.54 0.62
(001) 14.16 17.57 16.84 16.21 16.48
W (011) 12.65 15.93 15.27 14.92 15.27
(111) 8.44 11.92 10.77 10.52 11.79
(001) 15.79 16.67 15.83 15.95 15.29
Vv (011) 16.99 17.89 16.66 16.98 17.80
(111) 12.21 12.40 12.29 12.77 10.05
(001) 12.38 11.98 11.39 10.13 13.55
Ta (011) 14.33 11.86 13.88 12.30 14.02
(111) 10.22 9.80 9.10 9.59 12.22
(001) 5.90 5.78 5.50 5.41 5.42
Nb (011) 6.81 6.62 6.32 6.18 6.24
(111) 3.75 6.85 3.23 3.16 2.92
(001) 6.22 6.61 5.89 5.72 5.78
Mo (011) 5.45 5.38 5.12 4.96 5.00
(111) 2.24 2.15 1.96 1.97 0.16
(001) 7.63 9.46 10.01 9.46 7.32
Fe (011) 9.94 10.79 10.22 10.63 7.22
(111) 7.34 6.04 8.58 8.99 4.40
(001) 5.33 5.41 5.55 5.38 4.86
cr (011) 5.64 5.46 5.33 4.97 6.31
(111) 0.98 0.55 -0.09 -0.16 0.55
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Table S3. Calculated values of g, (eV) for all TMs surfaces and density functionals.
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€ surfaces VWN PBE., PBE RPBE TPSS
(0001) 4.97 12.23 4.60 4.72 5.21
Zr (1010) 3.15 -0.91 -0.38 5.57 1.23
(1120) 3.29 291 0.08 2.69 2.93
(0001) -7.04 -6.92 -6.92 -6.84 -7.24
Zn (1010) -6.72 -6.61 -6.80 -6.83 -6.94
(1120) -6.89 -6.77 -6.76 -6.68 -7.12
(0001) 2.29 2.44 5.51 5.16 0.42
Y (1010) 3.94 2.40 438 3.33 5.68
(1120) 3.36 3.14 2.98 2.89 3.19
(0001) 3.77 3.66 2.95 1.51 3.34
Ti (1010) 0.66 3.45 3.20 3.16 3.32
(1120) 3.71 3.55 3.36 3.24 2.31
(0001) 3.25 -0.59 -0.59 -0.56 -0.57
Tc (1010) 2.13 2.12 2.13 2.57 1.94
(1120) 3.27 -1.39 1.21 1.18 2.93
(0001) 3.59 4.07 3.27 3.19 3.36
Sc (1010) 3.18 2.12 2.77 2.78 3.83
(1120) 2.63 2.48 2.36 2.32 2.50
(0001) 0.92 1.75 0.84 -1.47 0.88
Ru (1010) -1.62 -1.59 0.88 0.86 -1.46
(1120) -0.37 1.26 1.58 -2.68 1.50
(0001) 4.44 3.77 16.41 0.58 4.75
Re (1010) -2.10 2.69 3.37 -3.54 4.06
(1120) -4.32 -1.58 2.28 2.01 0.23
(0001) 2.30 -1.68 2.18 2.15 -1.71
Os (1010) 1.43 -3.01 134 2.66 -2.26
(1120) 0.66 1.57 -0.10 0.60 -0.10
(0001) 11.87 11.38 5.70 -1.22 7.37
Hf (1010) 3.71 6.66 2.61 2.56 7.65
(1120) 3.55 3.25 3.30 3.22 3.28
(0001) -1.10 -2.35 -3.81 -2.38 -1.75
Co (1010) -1.50 -0.41 -1.66 -1.72 -1.54
(1120) -2.93 -3.61 -0.73 -1.54 -0.38
(0001) -8.32 -8.29 -8.38 -8.40 -6.99
cd (1010) -8.25 -8.35 -8.30 -8.40 -6.96
(1120) -8.76 -8.11 -8.09 -8.13 -7.28
(001) 0.49 0.47 0.79 0.76 0.89
Rh (011) 0.47 0.64 0.25 0.23 0.71
(111) -4.44 0.37 -3.64 0.34 -0.37
(001) -3.31 -3.23 -0.85 0.19 0.14
Pt (011) -0.26 0.09 0.09 -0.27 0.10
(111) 0.31 0.30 -0.19 -0.19 0.30
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(001) -1.50 -0.21 -1.39 -0.08 -10.38
Pd (011) 0.00 0.00 0.00 0.00 0.00
(111) -0.22 -0.21 0.00 0.00 0.00
(001) 213 -0.17 -2.03 -0.27 -4.35
Ni (011) -2.56 -0.30 -0.45 -0.39 -0.49
(111) -1.78 -2.00 227 -1.51 -12.91
(001) -0.39 -0.37 -0.35 -0.35 0.80
Ir (011) 1.01 -0.10 1.69 1.66 0.86
(111) 1.67 -2.65 -2.86 1.52 1.21
(001) -2.52 -1.34 -1.46 -1.31 -1.69
Cu (011) 151 -1.30 -1.44 -1.27 -1.68
(111) -1.85 -1.70 -1.72 -1.69 -1.85
(001) -1.43 -4.15 -3.09 -1.90 -3.13
Au (011) -1.68 -1.70 -1.75 -1.81 -1.88
(111) -2.10 -2.03 -2.08 -2.91 -4.09
(001) -2.86 -2.86 -3.19 -2.93 -2.03
Ag (011) -2.83 -3.49 2.92 -2.96 2.19
(112) -3.02 -3.02 -5.13 -4.98 -2.41
(001) 0.04 0.05 0.07 2.77 4.25
W (011) 3.99 4.03 3.89 2.79 3.89
(111) 3.13 -5.39 -1.34 2.54 -2.30
(001) 0.54 3.41 0.46 3.14 0.93
Vv (011) 2.66 3.62 3.01 3.35 2.87
(111) 1.98 1.53 1.85 0.00 0.00
(001) 4.70 4.78 4.61 4.36 2.37
Ta (011) 13.16 0.54 5.04 4.86 5.08
(111) 5.99 0.47 2.53 1.54 2.77
(001) 0.59 0.59 0.58 4.04 0.57
Nb (011) 4.44 471 4.29 4.42 4.56
(111) 5.03 4.94 3.17 0.71 2.33
(001) -0.24 -2.91 -0.21 -0.21 2.61
Mo (011) 2.31 -1.53 2.74 2.70 3.48
(111) 3.66 3.59 2.49 -1.39 1.35
(001) -1.34 2.29 -2.15 -1.32 -13.58
Fe (011) 211 -4.16 0.07 -0.01 -12.08
(111) -0.93 -0.94 277 -3.05 1.80
(001) 1.54 1.43 1.44 1.43 2.07
cr (011) 2.88 -0.61 2.24 1.41 1.76
(111) 1.51 -2.88 0.84 -1.58 -0.40
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Table S4. Calculated values of g4 (eV) for all TMs surfaces by a set of density functionals optimized using

PBE structure.

€4 surfaces VWN PBE;q RPBE TPSS
(0001) 3.19 2.99 3.02 2.65
Zr (1010) 2.95 2.93 2.91 2.55
(1120) 2.60 2.40 2.58 2.19
(0001) -7.26 -7.17 7.21 -7.40
Zn (1010) -7.02 -6.93 -6.97 -7.24
(1120) -7.15 -7.08 -7.12 -7.36
(0001) 3.93 3.81 3.76 3.20
Y (1010) 3.65 3.67 3.42 3.04
(1120) 3.10 3.14 3.00 2.60
(0001) 3.30 3.11 3.16 3.22
Ti (1010) 3.14 3.03 2.97 2.98
(1120) 2.86 2.59 2.63 2.94
(0001) -0.59 -0.51 -0.51 -0.50
Tc (1010) -0.76 -0.69 -0.69 -0.73
(1120) -0.95 -0.87 -0.88 -0.86
(0001) 4.20 3.89 3.87 3.54
Sc (1010) 3.95 3.45 3.46 3.45
(1120) 3.49 3.10 3.13 2.78
(0001) -1.41 -1.41 -1.40 -1.43
Ru (1010) -1.32 -1.28 -1.28 -1.32
(1120) -1.29 -1.28 -1.26 -1.30
(0001) 1.25 1.23 1.20 1.41
Re (1010) 1.08 1.01 0.99 0.65
(1120) 0.94 0.85 0.90 1.19
(0001) -0.40 -0.52 -0.42 -0.40
Os (1010) -0.38 -0.35 -0.35 -0.32
(1120) -0.25 -0.40 -0.28 -0.49
(0001) 2.99 2.88 2.85 2.82
Hf (1010) 2.77 2.74 2.67 2.71
(1120) 2.30 2.23 2.29 2.40
(0001) -0.50 -0.52 -0.59 -1.00
Co (1010) -0.62 -0.66 -0.62 A.47
(1120) -0.70 -0.75 -0.75 -0.46
(0001) -8.59 -8.62 -8.76 -7.45
Cd (1010) -8.52 -8.54 -8.68 -7.25
(1120) -8.35 -8.41 -8.55 -7.03
(001) -1.53 -1.55 -1.52 -1.56
Rh (011) -1.58 -1.58 -1.57 -1.59
(111) -1.66 -1.68 -1.64 -1.69
(001) -2.05 -2.05 -2.02 -2.05
Pt (011) -2.06 -2.05 -2.04 -2.07
(111) -2.15 -2.14 -2.18 -2.23
(001) -1.74 -1.74 -1.73 -1.76
Pd (011) -1.73 -1.72 -1.75 a
(111) -1.84 -1.85 -1.83 -1.90
(001) -1.37 -1.40 -1.40 -1.45
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Ni (011) 475 -1.26 1,27 A5
(111) -1.65 -1.66 -1.67 -1.74
(001) -0.66 -0.65 -0.63 -0.41
Ir (011) -0.66 -0.66 -0.64 -0.42
(111) -0.84 -0.99 -0.82 -0.70
(001) -2.33 -2.30 -2.32 -2.37
Cu (011) 232 -2.25 -2.27 -2.29
(111) -2.59 -2.54 -2.57 -2.59
(001) -3.15 -3.16 -3.23 807
Au (011) -3.15 -3.18 -3.23 -3.24
(111) -3.35 -3.37 -3.42 -3.41
(001) A7} -3.81 -3.92 -3.30
Ag (011) -3.82 -3.86 -3.98 -3.30
(111) -3.98 -3.99 -4.10 -3.46
(001) 1.81 2.52 2.52 2.88
w (011) 1.17 1.92 1.86 1.98
(111) 1.75 2.59 2.59 3.12
(001) 2.47 3.19 3.17 3.20
v (011) 3.09 3.74 3.72 3.76
(111) 3.31 4.02 3.87 3.99
(001) 1.98 2.03 1.98 2.01
Ta (011) 2.94 2.97 2.88 2.22
(111) 2.74 2.75 2.76 2.92
(001) 0.51 0.51 0.51 0.50
Nb (011) 0.93 0.92 0.93 0.94
(111) 0.97 0.96 0.92 0.96
(001) 0.12 0.14 0.16 0.17
Mo (011) -0.25 -0.26 -0.26 -0.25
(111) -0.12 -0.12 -0.11 -0.19
(001) 0.34 0.42 0.45 -8.06
Fe (011) 0.53 0.64 0.76 -0.11
(111) 0.47 0.44 0.45 -1.55
(001) -0.01 -0.03 0.02 -0.05
cr (011) -0.29 -0.28 -0.27 -0.25
(111) -0.18 -0.12 -0.14 -0.15

% in this particular case there were strong problems of electronic convergence, while trying to force a meta-GGA solution on a GGA optimized

structure.
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Table S2. Calculated values of €} (eV) for all TMs surfaces by a set of density functionals optimized using

PBE structure.

3 surfaces VWN PBE. RPBE TPSS
(0001) 12.93 12.24 12.29 10.87

Zr (1010) 12.30 12.19 11.99 10.73
(1120) 11.40 10.62 11.33 9.74

(0001) -2.09 -2.00 -2.04 -2.33

Zn (1010) -2.48 -2.39 -2.43 -1.94
(1120) -2.39 -2.31 -2.35 -2.66

(0001) 12.96 12.36 12.09 10.10

Y (1010) 12.10 12.06 11.20 10.26
(1120) 10.70 10.67 10.17 8.48

(0001) 15.50 14.84 14.99 15.40

Ti (1010) 15.08 14.72 14.53 14.76
(1120) 14.43 13.59 13.75 15.01

(0001) 5.01 6.12 6.10 6.69

Tc (1010) 4.27 5.40 5.32 5.27
(1120) 4.47 5.57 5.34 5.72

(0001) 16.05 15.11 15.06 13.90

Sc (1010) 17.28 13.79 13.80 14.50
(1120) 14.39 12.94 12.94 11.59

(0001) 4.79 491 4.82 4.62

Ru (1010) 4,58 5.02 4.83 4.61
(1120) 5.02 5.09 5.07 5.01

(0001) 14.52 14.39 14.22 14.63

Re (1010) 13.90 13.61 13.50 11.48
(1120) 14.44 14.08 14.25 14.41

(0001) 12.07 11.59 12.02 12.10

Os (1010) 11.75 11.99 12.01 11.37
(1120) 12.43 12.00 12.49 11.52

(0001) 12.34 11.80 11.58 12.30

Hf (1010) 11.65 11.47 11.10 12.10
(1120) 10.33 9.89 10.03 11.37

(0001) 7.81 7.88 7.74 8.19

Co (1010) 7.26 7.81 7.31 7.53
(1120) 6.74 6.86 6.92 9.34

(0001) -3.76 -3.78 -3.86 -3.02

Cd (1010) -3.81 -3.83 -3.90 -2.25
(1120) -3.73 -3.77 -3.84 -2.98

(001) 4,95 4.56 4.89 4.36

Rh (011) 4.54 4.55 4.49 4.41
(111) 3.79 3.64 3.85 3.68

(001) 4.07 4.03 4.13 3.99

Pt (011) 3.75 3.80 3.81 3.63
(111) 3.76 3.87 2.89 3.50

(001) 1.56 1.56 1.50 1.67

Pd (011) 1.46 1.47 1.95 a
(111) 1.51 1.50 1.44 2.03

(001) 4.97 5.80 5.83 4.69

Ni (011) 4.89 5.75 5.77 5.13
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(111) 4.46 4.54 4.50 4.70
(001) 12.03 12.01 12.05 12.02
Ir (011) 12.00 12.01 12.02 12.01
(111) 12.21 11.10 12.20 11.36
(001) 2.10 3.04 3.00 4.27
Cu (011) 2.03 2.96 2.92 4.27
(111) 1.96 2.03 1.98 2.39
(001) 1.28 1.26 1.16 1.10
Au (011) 1.18 1.14 1.05 0.99
(111) 1.20 1.16 1.08 1.02
(001) -0.22 -0.27 -0.41 1.12
Ag (011) -0.31 -0.37 -0.51 0.45
(111) -0.31 -0.33 -0.46 0.46
(001) 13.89 16.79 16.72 17.48
w (011) 12.15 15.28 15.05 15.06
(111) 7.99 11.21 11.20 12.49
(001) 14.55 16.33 16.27 15.47
Vv (011) 16.02 17.28 17.23 17.14
(111) 11.65 12.33 7.95 12.27
(001) 11.40 11.58 11.29 12.45
Ta (011) 13.89 13.95 13.54 13.73
(111) 9.07 9.05 9.96 10.30
(001) 5.58 5.58 5.56 5.45
Nb (011) 6.44 6.35 6.35 6.33
(111) 3.27 3.22 3.02 3.10
(001) 5.82 5.88 6.07 6.02
Mo (011) 5.26 5.15 5.14 5.08
(111) 2.05 1.97 2.03 0.20
(001) 9.10 9.45 9.51 33.69
Fe (011) 9.92 10.20 10.40 12.97
(111) 5.85 9.02 9.07 4.70
(001) 5.27 5.11 5.56 5.04
cr (011) 5.60 5.31 5.33 6.24
(111) 1.03 0.43 0.20 1.26

0 - . ; ; ; : i
in this particular case there were strong problems of electronic convergence, while trying to force a meta-GGA solution on a GGA optimized

structure.
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Table S3. Calculated values of g, (eV)density for all TMs surfaces by a set of density functionals

optimized using PBE structure.

€, surfaces VWN PBESOL RPBE TPSS
(0001) 3.53 4.62 4.85 5.08
Zr (1010) 2.93 0.63 9.59 5.52
(1120) 4.96 2.61 2.84 2.31
(0001) -6.96 -6.86 -6.90 -7.12
Zn (1010) -6.62 -6.59 -6.81 -6.88
(1120) -6.79 -6.71 -6.75 -7.00
(0001) 5.69 2.34 2.36 2.54
Y (1010) 4.35 4.39 3.44 5.58
(1120) 2.93 2.98 3.00 3.28
(0001) 3.46 2.96 3.34 3.31
Ti (1010) 3.28 3.30 3.28 2.63
(1120) 2.06 2.08 -0.33 2.05
(0001) 3.09 -0.57 -0.58 3.14
Tc (1010) 2.92 2.14 2.13 1.63
(1120) 1.43 2.42 0.95 -2.00
(0001) 3.24 3.87 3.70 3.84
Sc (1010) 2.87 2.79 2.80 3.74
(1120) 2.32 2.50 2.38 2.39
(0001) 1.66 -4.04 1.53 1.73
Ru (1010) 0.88 -1.50 0.52 1.45
(1120) 1.87 -3.20 1.58 0.45
(0001) 6.32 -1.01 3.64 4.73
Re (1010) -0.23 2.10 -3.95 2.55
(1120) -2.76 2.28 -1.53 2.29
(0001) -3.71 2.15 2.52 2.41
Os (1010) -4.18 1.34 1.35 13.32
(1120) 0.31 2.10 -0.10 0.15
(0001) 6.25 6.31 0.88 10.79
Hf (1010) 3.33 2.60 5.55 10.18
(1120) 0.28 3.29 3.14 2.87
(0001) -2.35 -0.58 2.17 -1.67
Co (1010) -0.97 -0.50 -3.42 -1.71
(1120) -0.32 -0.70 -1.52 -0.34
(0001) -8.24 -8.28 -8.43 -6.99
cd (1010) -8.18 -8.21 -8.42 -6.75
(1120) -7.95 -8.00 -8.16 -6.63
(001) 0.80 0.99 -1.51 -0.35
Rh (011) 0.59 0.59 0.24 0.64
(111) -0.91 -3.67 -3.64 0.36
(001) -0.85 -0.85 -0.85 0.15
Pt (011) -1.41 0.09 0.09 0.09
(111) -0.19 -0.71 0.28 -3.71
(001) -1.48 0.00 -0.08 -0.01
Pd (011) 0.00 -0.27 0.00 a
(111) -0.19 0.00 0.00 0.00
(001) -1.99 -0.22 -0.24 -3.74
Ni (011) -2.06 -0.32 -0.37 -0.57
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(111) -2.23 -2.28 -1.92 3.38
(001) -0.42 -0.35 -0.35 -0.33
Ir (011) -0.08 -0.09 -0.09 -3.18
(111) 1.55 0.55 1.55 1.17
(001) -1.43 -1.30 -1.33 -1.35
Cu (011) -2.43 21,27 -1.30 -1.24
(111) -1.76 -1.70 -1.74 -1.62
(001) -1.84 -1.89 -3.11 -1.94
Au (011) -1.64 A7 -1.78 -2.80
(111) -2.02 -3.87 -3.91 -3.88
(001) -2.86 -3.59 -4.18 -2.07
Ag (011) -2.80 -2.84 -4.67 -2.16
(111) -4.69 -2.99 -3.11 -2.35
(001) -2.51 3.26 -2.16 -2.57
W (011) 3.87 7.95 2.83 -1.52
(111) -1.35 533 -4.54 -3.95
(001) 2.63 3.27 3.25 0.52
Vv (011) 3.04 3.50 3.47 3.48
(111) 1.90 11.63 0.00 0.00
(001) 4.38 4.60 4.63 4.35
Ta (011) 7.65 5.05 5.40 4.72
(111) 4.44 0.46 0.47 5.12
(001) 0.57 0.58 0.59 0.57
Nb (011) 4.27 4.54 3.37 3.43
(111) 2.19 -0.62 0.71 4.34
(001) -0.21 -0.21 -2.79 -0.24
Mo (011) 2.70 2.31 2.70 2.79
(111) 0.39 1.84 3.42 -2.76
(001) -2.18 -2.35 -2.40 -71.90
Fe (011) -2.67 0.22 0.23 -15.52
(111) -2.98 -1.02 -1.78 2.33
(001) 1.45 1.24 1.47 1.42
cr (011) 2.83 1.42 1.99 1.78
(111) -0.82 -0.83 -1.46 -0.79

0 - . ; . + : —
in this particular case there were strong problems of electronic convergence, while trying to force a meta-GGA solution on a GGA optimized

structure.
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Table S4. Bulk-truncated surface and bulk calculations of €4 at PBE level. All values are given in eV.

hep
€4 Bulk (0001) (1010) (1120)
Cd -9.16 -8.70 -8.57 -8.57
Co -0.33 -0.45 -0.63 -0.66
Hf 3.07 2.60 2.47 2.36
Os -0.80 -0.39 -0.37 -0.21
Re 1.02 0.85 0.96 0.75
Ru -1.73 -1.29 -1.20 -1.19
Sc 4.18 3.24 3.58 3.19
Tc -0.65 -0.57 -0.65 -0.65
Ti 2.96 2.82 2.65 2.64
Y 4.78 3.48 3.51 2.88
Zn -7.69 -7.18 -7.10 -7.11
Zr 3.18 2.78 2.76 2.47
fecc
€4 Bulk (001) (011) (111)
Ag -4.39 -3.84 -3.83 -4.03
Au -3.83 -3.19 -3.04 -3.40
Cu -2.86 -2.26 -2.20 -2.55
Ir -1.52 -0.58 -0.47 -0.91
Ni -0.64 -1.35 -1.14 -1.66
Pd -2.42 -1.70 -1.56 -1.83
Pt -2.73 -1.95 -1.77 -2.20
Rh -2.19 -1.43 -1.38 -1.59
bcc
€4 Bulk (001) (011) (111)
Cr -0.48 -0.09 -0.29 0.00
Fe 0.53 0.47 0.55 0.30
Mo -0.41 0.06 -0.26 0.04
Nb 1.23 0.41 0.88 0.74
Ta 2.97 1.65 3.03 2.10
v 3.88 2.65 3.28 2.90
W 1.94 1.91 1.78 1.78
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Table S1. Calculated values of cohesive energies (Econ), as well as experimental values corrected by

ZPE and finite temperatures.

Econ (€V/atom) W VVsol Exp. Corr.?
Cr 4.05 4.45 4.15
Fe 5.26 5.54 4.32
Mo 6.93 6.81 6.84
Nb 6.97 8.12 7.47
Ta 8.40 8.54 8.11
Y 5.40 5.75 5.34
W 8.53 8.89 8.83
Ag 2.53 2.67 2.96
Au 3.04 3.25 3.83
Cu 3.53 3.76 3.51
Ir 7.63 8.05 6.96
Ni 5.09 5.39 4.48
Pd 3.77 4.00 3.93
Pt 5.57 5.87 5.87
Rh 5.98 6.34 5.76
Cd 0.78 0.82 1.18
Co 5.52 6.14 4.47
Hf 6.71 6.62 6.44
Os 8.48 8.84 8.22
Re 7.91 8.28 8.06
Ru 7.68 8.52 6.8
Sc 4.25 4.32 3.93
Tc 7.05 7.47 7.17
Ti 5.59 7.03 4.88
Y 4.24 4.31 4.42
Zn 1.15 1.27 1.38
Zr 6.34 6.58 6.32

3 Ref. [1].
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Table S3. Calculated values of bulk moduli (Bo), as well as experimental values corrected by ZPE

and finite temperatures.

Bo(Gpa) A% VVsol Exp. Corr.?
Cr 256.7 275.1 1745
Fe 192.5 225.1 169.8
Mo 258.2 273.0 264.7
Nb 171.7 181.4 172
Ta 191.3 200.7 193.7
Vv 184.6 197.5 158.9
W 310.0 3234 3123
Ag 86.7 109.4 103.8
Au 135.5 160.9 174.8
Cu 138.2 158.3 140.3
Ir 339.3 365.6 365.2
Ni 194.1 217.4 185.5
Pd 166.5 192.1 195.4
Pt 2441 272.1 284.2
Rh 250.3 278.1 288.7
Cd 52.5 59.7 53.8
Co 208.0 232.0 193
Hf 1109 111.5 109.7
Os 412.7 417.0 424.6
Re 381.9 384.9 368.8
Ru 3213 331.7 317.7
Sc 55.8 56.1 55.6
Tc 314.6 320.8 303.1
Ti 114.8 116.3 108.3
Y 41.6 40.7 41.7
Zn 79.4 88.4 69.7
Zr 97.4 97.5 95.9

? Ref. [1].
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Table S4. Calculated surface energies (y) obtained either using VV or VVsol exchange-correlation

functionals, along with experimental values.

¥ (J/m?) Surface Y VVsol Exp.?
(001) 3.49 3.73

Cr (011) 3.11 3.33 2.30
(111) 3.46 3.70
(001) 2.53 2.95

Fe (011) 2.48 2.76 2.48
(111) 2.72 3.08
(001) 3.04 3.24

Mo (011) 2.68 2.86 3.00
(111) 3.03 3.23
(001) 2.38 2.56

Nb (011) 2.16 2.32 2.70
(112) 2.40 2.56
(001) 2.54 2.72

Ta (011) 2.40 2.55 3.15
(112) 2.76 2.91
(001) 2.43 2.62

Vv (011) 2.46 2.62 2.55
(111) 2.74 2.92
(001) 3.94 4.13

W (011) 3.18 3.35 3.68
(111) 3.53 3.72
(001) 0.82 1.04

Ag (011) 0.86 1.08 1.25
(1112) 0.71 0.91
(001) 0.90 1.13

Au (011) 0.89 1.13 1.50
(111) 0.71 0.91
(001) 1.51 1.76

Cu (011) 1.55 1.80 1.83
(112) 1.32 1.55
(001) 2.85 3.13

Ir (011) 2.85 3.14 3.00
(111) 243 2.48
(001) 2.22 2.52

Ni (011) 2.31 2.61 2.45
(1112) 1.97 2.25
(001) 1.54 1.82

Pd 2.05
(0112) 1.58 1.87
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(111) 117 1.41
(001) 1.94 2.21

Pt (011) 2.00 2.29 2.48
(111) 1.60 1.85
(001) 2.32 2.63

Rh (011) 2.34 2.65 2.70
(111) 1.77 2.03
(0001) 0.21 0.32

cd (1010) 0.35 0.48 0.69
(1120) 0.54 0.71
(0001) 2.15 2.44

Co (1010) 2.31 2.59 2.55
(1120) 2.50 3.62
(0001) 1.74 1.83

Hf (1010) 1.86 1.95 2.15
(1120) 1.85 1.96
(0001) 2.82 3.21

Os (1070) 3.31 3.64 3.45
(1120) 4.00 4.38
(0001) 2.63 2.87

Re (1010) 2.97 3.21 3.60
(1120) 3.15 3.42
(0001) 2.60 2.86

Ru (1010) 2.93 3.22 3.05
(1120) 3.38 3.70
(0001) 1.30 1.37

Sc (1010) 1.22 1.29 1.28
(1120) 1.27 1.34
(0001) 2.25 2.50

Tc (1010) 2.64 2.89 3.15
(1120) 2:72 2.99
(0001) 2.00 2.11

Ti (1010) 2.03 2.14 2.10
(1120) 1.90 2.02
(0001) 1.02 1.07

Y (1010) 0.99 1.05 1.13
(1120) 1.03 1.09
(0001) 0.37 0.48

Zn (1010) 0.60 0.74 0.91
(1120) 0.94 1.14
(0001) 1.61 1.70

Zr - 2.00
(1010) 1.65 1.74



(1120)

1.67

1.77
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2 Ref. [2].

Table S5. Obtained proportions, in percentage, of each expressed surface, as obtained following a

Wulff construction.

Wulff % Surface A% VVsol
(001) 12.97 12.96

Cr (011) 80.34 80.50
(111) 6.68 6.54

(001) 36.35 18.57

Fe (011) 58.56 75.11
(111) 5.09 6.32

(001) 11.79 12.09

Mo (011) 83.57 83.06
(1112) 4.64 4.85

(001) 15.09 14.38

Nb (011) 77.79 77.99
(111) 7.12 7.62

(001) 19.27 18.25

Ta (011) 77.71 78.06
(1112) 3.02 3.69

(001) 29.02 27.34

v (011) 64.17 65.96
(1112) 6.81 6.70

(001) 4.57 4.90

W (011) 88.50 88.31
(111) 6.93 6.79

(001) 21.96 23.11

Ag (011) 1.62 5.91
(111) 76.42 70.98

(001) 14.04 15.52

Au (011) 0.00 0.00
(111) 85.96 84.48

(001) 23.40 23.73

Cu (011) 8.03 9.89
(111) 68.57 66.39

(001) 9.52 14.23

Ir (011) 0.00 0.00
(111) 90.48 85.77

" (001) 24.44 31.58
(011) 8.19 29.58
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(111) 67.37 38.84
(001) 10.70 12.57
Pd (011) 0.00 0.00
(111) 89.30 87.43
(001) 17.55 18.66
Pt (011) 0.00 0.00
(111) 82.45 81.34
(001) 10.81 10.28
Rh (011) 0.00 25.87
(111) 89.19 63.85
(0001) 45.24 42.58
cd (1010) 54.66 57.42
(1120) 0.00 0.00
(0001) 35.37 41.15
Co (1010) 49.71 45.34
(1120) 14.92 13.51
(0001) 34.83 34.83
Hf (1070) 31.61 33.97
(1120) 33.56 31.19
(0001) 37.00 36.15
Os (1010) 63.00 63.85
(1120) 0.00 0.00
(0001) 36.47 36.28
Re (1010) 45.21 45.79
(1120) 18.32 17.93
(0001) 36.02 35.97
Ru (1010) 63.58 63.08
(1120) 0.00 0.95
(0001) 32.34 32.34
Sc (1010) 43.65 42.59
(1120) 24.01 25.08
(0001) 37.26 36.98
Tc (1010) 37.65 38.75
(1120) 25.09 24.27
(0001) 32.66 32.78
Ti (1010) 18.50 20.42
(1120) 48.84 46.80
(0001) 33.08 33.18
Y (1010) 42.46 41.47
(1120) 24.47 25.35
- (ooc_n) 44.84 43.43
(1010) 55.12 56.57
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(1120) 0.00 0.00
(0001) 33.96 34.03
Zr (1010) 34.68 36.90
(1120) 31.36 29.07

TABLE S6. Calculated work functions (¢), in eV, for each studied surface, alongside with the
determined experimental values.

¢ (eV) Surface W VVsol Exp.?
(001) 5.10 5.22

Cr (011) 6.79 6.94 4.50
(111) 3.71 3.79
(001) 4.41 4.98

Fe (011) 5.77 6.05 4.50
(111) 2.99 3.14
(001) 5.66 5.76

Mo (011) 7.30 7.44 4.60
(111) 4.18 4.25
(001) 4.07 4.20

Nb (011) 5.36 5.48 4.30
(111) 2.90 2.97
(001) 4.44 4.57

Ta (011) 5.82 5.91 4.25
(111) 3.16 3.24
(001) 4.57 4.71

Vv (011) 6.09 6.24 4.30
(111) 3.20 3.27
(001) 5.46 5.56

W (011) 7.09 7.18 4.55
(111) 3.99 4.04
(001) 3.83 4.10

Ag (011) 3.24 3.39 4.26
(111) 4.27 4.50
(001) 5.44 5.66

Au (011) 4.36 4.61 5.10
(1112) 5.89 6.14
(001) 4.13 4.25

Cu (011) 3.37 3.50 4.65
(111) 4.55 4.73
(001) 8.11 8.32

Ir (011) 6.38 6.58 5.27
(111) 8.84 8.29
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(001) 4.85 5.36

Ni (011) 3.80 3.97 5.15
(111) 5.34 5.59
(001) 5.13 5.34

Pd (011) 4.06 4.21 5.12
(111) 5.52 5.72
(001) 6.88 712

Pt (011) 5.55 5.73 5.65
(111) 7.32 7.57
(001) 6.45 6.71

Rh (011) 5.08 5.24 4.98
(111) 6.90 7.13
(0001) 3.89 4.17

cd (1010) 2.70 2.83 4.22
(1120) 2.80 2.85
(0001) 7.48 5.86

Co (1010) 3.91 4.03 5.00
(1120) 4.15 4.24
(0001) 5.39 5.49

Hf (1010) 3.76 3.81 3.90
(1120) 3.65 3.70
(0001) 7.82 8.00

Os (1010) 5.70 5.86 4.83
(1120) 5.95 6.04
(0001) 7.07 7.18

Re (1010) 5.11 5.19 4.96
(1120) 5.52 5.63
(0001) 7.54 777

Ru (1010) 4.67 5.60 4.71
(1120) 5.69 5.86
(0001) 4.20 4.31

Sc (1010) 3.14 3.20 3.50
(1120) 3.13 3.07
(0001) 5.98 6.10

Tc (1010) 4.33 4.42
(1120) 4.67 4.79
(0001) 5.89 6.02

Ti (1010) 4.01 4.08 4.33
(1120) 3.98 4.06
(0001) 3.75 3.85

Y (1010) 2.45 2.97 3.10
(1120) 2.91 3.03
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(0001) 4.11 4.30

Zn (1010) 2.82 2.90 4.33
(1120) 2.88 3.04
(0001) 4.97 5.07

Zr (10710) 3.44 3.53 4.05
(1120) 3.39 3.48

2 Ref. [3]

TABLE S7. Calculated interlayer distance relaxations (4;), given in %. The experimental values and
their references are found in the Supporting Information of Ref. [4].

vV VVsol
B surface o Dy TAEY) Ag; IAVE! A
(001)
Cr (011) -2.51 1.64 -2.55 1.58
(111)
(001) 0.25 -0.74
Fe (011) -1.26 0.09 -1.38 0.10
(111) 9.05  -5.80 809  -6.28
(001) -4.92 -4.76
Mo (011) -3.59 -3.60
(111) -3.02 -25.77 -2.94 -26.43
(001) 2.12 2.50
Nb (011)
(111)
(001) -0.95 -0.83
Ta (011)
(111)
(001) -6.24 -5.95
Vv (011)
(111)
(001) -9.00 -9.10
W (011) -0.89 -0.92
(111)
(001) -1.70 -1.57
Ag (011) -1.15 1567
(111) -0.43 -0.17 -0.53 -0.45 -0.12 -0.48
(001) -1.09 -1.19
Au (011) 771 16.30 778  16.08
(111) -2.81 0.33 -2.99 0.29
- (001) -1.07 -0.89 -1.62 -1.22
(011) -0.12 4.41 -0.32 4.25
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(111) -0.38 -0.33
(001) -1.91 -2.03
Ir (011) -4.75 -4.77
(111) -4.82 -4.78
(001) -0.03 -0.19
Ni (011) -0.82 -1.46  0.66 -1.01 -1.28 0.37
(111) -0.02 -0.03
(001) -1.38 0.85 -1.78 0.48
Pd (011) -4.86 0.77 -5.10 1.08
(111) -2.25 -1.09 -1.27 -2.29 -1.15 -1.31
(001) -2.97 -3.00
Pt (011) 5.35 43.79 5.29 43.51
(1112) -0.29 -0.40
(001) -4.91 0.95 -5.02 0.90
Rh (011) -3.40 -1.73 -3.25 -1.68
(111) -0.60 1.07 -0.64 1.04
(0001) 0.02 0.00
cd (1010)
(1120)
(0001) -3.21 -3.00
Co (1010) -55.52 198 -51.22 | -7.37 107.23  -8.26
(1120)
(0001)
Hf (1010)
(1120)
(0001)
Os (1010)
(1120)
(0001) -1.32 -1.39
Re (1010) -52.01  -2.32 -4.10 96.74
(1120)
(0001) -0.66 -0.63
Ru (1010)
(1120)
(0001) 2.50 0.78 2.43 0.64
Sc (1010) -44.59 11.41
(1120)
(0001)
Tc (1010)
(1120)
T (ooc_n) -2.68 1.56 -2.58 1.31
(1010) -46.62 8.23
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(1120)
(0001) -2.93 -2.92
Y (1010)
(1120)
(0001) 0.81 -0.06
Zn (1010)
(1120)
(0001) -7.59 -7.41
Zr (1010)
(1120)

TABLE S8. Calculated interlayer distances (d;), given in A.

A% VVsol
& Surface
17 83 834 81, 823 834
(001)
Cr (011) 1.91 2.01 1.90 1.99
(111)
(001) 1.39 1.36
Fe (011) 1.99 2.01 1.96 1.98
(111) 0.74 0.69 0.72 0.68
(001) 1.36 1.36
Mo (011) 2.13 2.11
(111) 0.73 0.71 0.72 0.69
(001) 1.47 1.47
Nb (011)
(111)
(001) 1.46 1.45
Ta (011)
(111)
(001) 1.30 1.29
Vv (011)
(111)
(001) 1.36 1.35
W (011) 2.15 2.14
(111)
(001) 2.04 2.01
Ag (011) 1.34 1.31
(111) 2:37 2.38 2.38 2.33 2.34 2.34
(001) 2.06 2.03
Au (011) 1.27 1.61 1.25 1.58
(111) 241 2.39 2.38 2.36
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(001) 1.77 1.83 1.74 1.80
Cu (011) 1.15 1.34 1.13 1.32
(111) 2.07 2.04
“““““““““““““ (001)  1.83 | 12 -
Ir (011) 1.21 1.20
(1112) 2.18 2.17
“““““““““““““ 001)  1.70 | 168 B
Ni (011) 1.12 1.26 1.24 114 1.25 1.23
(111) 2.00 1.98
(001) 1.95 1.97 1.92 1.94
Pd (011) 1.26 1.45 1.24 1.43
(1112) 2.28 2.27 2.26 2.25 2.24 2.24
(001) 1.93 1.91
Pt (011) 1.21 1.53 1.19 1.51
(111) 2.32 2.30
(001) 1.84 1.92 1.82 1.90
Rh (011) 1.22 1.36 1.21 1.35
(1112) 2417 2:21 2.15 2.19
“““““““““““ (0001)  2.84 | 279 -
cd (1010)
(1120)
“““““““““““ (0001)  1.95 | 194 -
Co (1010) 0.60 1.48 0.70 0.61 1.49 0.65
(1120)
“““““““““““ (0001)
Hf (1010)
(1120)
(0001)
Os (1010)
(1120)
(0001) 2.10 2.09
Re (1010) 0.68 1.59 0.67 1.58
(1120)
“““““““““““ (0001)  2.06 | 206
Ru (1010)
(1120)
“““““““““““ (0oo1) 252 261 | 249 258
Sc (1010) 0.99 0.98
(1120)
“““““““““““ (0001)
Tc (1010)

(1120)
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(0001) 2.15 2.40 2.13 2.36
Ti (1010) 0.85 0.85
(1120)
(0001) 2.77 2.74
Y (1010)
(1120)
(0001) 2.46 2.40
Zn (1010)
(1120)
(0001) 2.42 2.40
Zr (1010)
(1120)

Figure S1. Exchange and correlation functionals that yield the closest results with the experimental
data of bulk and surface properties for each transition metal. Data beyond currently calculated
PBE, PBEsol, VV, and VVsol is taken from Refs. [1], [4], and [5].
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Table S1. Summary of Pd clusters and nanoparticles according to the number of constituent Pd
atoms, n, and the adopted shape, in between Spheres (S), Truncated Octahedron (To), Octahedron
(Oh), Icosahedron (Ih), Cube (C), Truncated Cube (Tc), Cuboctahedron (Ch), Tetrahedron (Th), and

Decahedron (Dh).

S To Oh Th C Te Ch Th Dh
n | 188 38 19 55 14 32 13 10 23

290 79 44 147 63 108 55 20 54
370 116 & 309 172 171 147 35 105
490 140 146 561 365 340 309 56 181
586 201 231 923 666 357 561 84 287
682 260 344 1099 364 923 120
730 314 489 500 1415
856 338 670 610
976 405 891 658
1264 459 1156 665
1408 483 1469 864

490 994

586 1074

640 1098

664

711

807

826

861

885

976

1072

1126

1139

1150

1288

1289

1385

1439

1504

S2
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Table S2. Average neighboring Pd-Pd distances, 3(Pd-Pd), given in A, for each Pd, nanoparticle, and

sorted by shape. The notation in each table item is n(3(Pd-Pd))

S To Oh Th C Te Ch Th Dh
188(2.75) 38(2.73)  192.71)  55(2.76)  14(2.67)  32(2.72)  13(2.70)  102.66) 23(2.71)
2902.76)  79(2.74)  44(2.73) 147(2.77)  63(2.73)  108(2.74)  55(2.73)  20(2.69)  54(2.73)
3702.77)  116(2.75)  85(2.74) 309(2.77) 172(2.74)  171(2.75)  147(2.75)  35(2.71)  105(2.76)
490(2.77)  140(2.75)  146(2.75) 561(2.78) 365(2.76) 340(2.76)  309(2.76)  56(2.72) 181(2.77)
586(2.77)  201(2.76)  231(2.76) 923(2.78) 666(2.76) 357(2.76)  561(2.77) 83(2.73) 287(2.77)
682(2.77)  260(2.76)  344(2.76) 1099(2.77)  364(2.76)  923(2.77) 120(2.74)
730(2.77)  314(2.76)  489(2.77) 500(2.76)  1415(2.78)

856(2.77)  338(2.76)  670(2.77) 610(2.76)
976(2.77)  405(2.76)  891(2.77) 658(2.76)
1264(2.78)  459(2.77)  1156(2.77) 665(2.76)
1408(2.78) 483(2.77)  1469(2.78) 864(2.76)

490(2.77) 994(2.77)

586(2.77) 1074(2.77)

640(2.77) 1098(2.77)

664(2.77)

711(2.77)

807(2.77)

826(2.77)

861(2.77)

885(2.77)

976(2.77)

1072(2.77)

1126(2.77)

1139(2.77)

1150(2.77)

1288(2.78)

1289(2.77)

1385(2.78)

1439(2.78)

1504(2.78)
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Table S3. Linear regression coefficients, R’, as well as slopes, a, and intercepts, b, for the linear
regressions of 8(Pd-Pd) vs. n''3, according to 8(Pd-Pd) = a-n"®> + b. Slope and intercept values are

given in A.

a b R?
S 024 280 0988
To -0.23 2.80 0.992
Oh -0.23 280 0.997
Th -0.14 2,79 0.997
C -0.30  2.80 0.988
Te -0.23 2,79 0.994
Ch -0.25 2.80 0.996
Th -0.30  2.80 0.995
Dh -0.31 2.82  0.988
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Table S4. Atomic cohesive energy, Econ, given in eV-atom!, for each Pd, nanoparticle, and sorted by

shape. The notation in each table item is n(Econ).

S To Oh Th C Te Ch Th Dh
188(-3.15)  38(-2.78) 19(-2.51)  55(-2.91)  14(2.33)  32(-2.65)  13(-2.22)  10(-2.12)  23(-2.60)
290(-3.26)  79(-3.00) 44(-2.83)  147(-3.16)  63(-2.88)  108(-3.03)  55(-2.88)  20(-2.46)  54(-2.88)
370(-329)  116(-3.09) 85(-3.01)  309(-3.29) 172(:3.13)  171(:3.13)  147(-3.12)  35(-2.67)  105(-3.06)
490(-3.34)  140(-3.13)  146(-3.13)  561(-3.37) 365(-3.26) 340(-3.28)  309(-3.26)  56(-2.83)  181(-3.18)
586(-3.35)  201(-321)  231(-3.22)  923(-3.43) 666(-335) 357(-327)  561(-3.34)  83(-2.94) 287(-3.26)
682(-3.38)  260(-3.24)  344(-3.29) 1099(-3.41)  364(-3.26)  923(-3.41)  120(-3.03)
730(-339)  314(-3.29)  489(-3.34) 500(-3.31)  1415(-3.46)

856(-3.41)  338(-329)  670(-3.38) 610(-3.36)
976(-3.42)  405(-332)  891(-3.41) 658(-3.35)
1264(-3.45)  459(-3.34)  1156(-3.44) 665(-3.35)
1408(-3.46)  483(-3.34)  1469(-3.46) 864(-3.38)

490(-3.34) 994(-3.42)

586(-3.37) 1074(-3.42)

640(-3.38) 1098(-3.41)

664(-3.38)

711(-3.39)

807(-3.41)

826(-3.41)

861(-3.42)

885(-3.41)

976(-3.43)

1072(-3.44)

1126(-3.44)

1139(-3.44)

1150(-3.44)

1288(-3.45)

1289(-3.46)

1385(-3.47)

1439(-3.47)

1504(-3.48)
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Table S5. Linear regression coefficients, R?, as well as slopes, a, and intercepts, b, for the linear

-1/3

regressions of Econ vs. n”'3, according to Econ = a'n'* + b. Slope and intercept values are given in

eV-atom.

S 3.53  -3.78 0.994
To 326 -3.76 0.999
Oh 330  -3.76 1.000

Th 321 -3.76 0.999
C 340  -3.74 1.000
Te 3.51  -3.76 0.997

Ch 333 -3.75 1.000
Th 3.47  -3.74 1.000
Dh 331  -3.76 1.000

Table S6. Linear regression coefficients, R, as well as slopes, @, and intercepts, b, for the linear
regressions of Econ vs. n”'3, according to Econ = a'n’'® + b, for the Truncated Octahedron (To)

subfamilies. Slope and intercept values are given in eV-atom™.

“Tollevel 325 -375 1.000
To 2 level 324 -3.76 0.999
To3level 332 -3.77 0.999
To4level 339 -3.77 0.999
ToSlevel 3.70 -3.80 1.000
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Figure S1. Visualization of each cross-validation (CV) iteration, corresponding to each of the m =
100 lines, applied using a shuffle split. Blue and orange represent training (75% of total data) and

test (25% of total data) sets. Notice the random distribution of cases in between both sets.

Shuffle Split
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CV iteration

25
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Figure S2. Comparison of most stable Cuboctahedron and Octahedron shapes and the Truncated

Octahedron (To), with five levels of {001} cuts.
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Table S7. Number of atoms for each type of CN for each studied Pd nanoparticle.

n 3 4 5 6 7 8 9 10 11 12

S 188 — — 24 24 24 — 24 24 — 68
290 — — 24 24 — 54 48 — 24 116
370 —  —  — 72 48 6 8 48 24 164
490 — — — 72 48 — 80 24 24 242
586 — — 24 72— 72 48 48 24 298
682 — — — 72 96 24 24 72 24 370
730 — — — 72 72 72 48 — T2 39
86 — — — 72 96 6 120 48 24 490
976 — — 24 48 120 54 48 72 48 562
1264 — — — 120 96 24 144 24 96 760
1408 — — — 120 24 120 192 — 72 880

To 38 — — — 24 — — 8 — — 6
79 — — — 24 12 — 24 — — 19
116 — — — 24 24 6 24 — — 38
140 — — — 24 24 — 48 — — 44
200 — — — 24 3 6 5 — — 719
260 — — — 24 48 24 48 — — 116
314 —  —  — 24 48 6 96 — — 140
338 —  —  — 24 48 — 120 — — 146
405 — — — 24 60 24 96 — — 20l
459 — — — 24 60 6 144 — — 225
483 — — — 24 60 — 168 — — 231
490 — — — 24 72 54 80 — — 260
586 — — — 24 72 24 152 — — 314
640 — — — 24 72 6 200 — — 338
664 — — — 24 72 — 224 — — 344
711 —  —  — 24 84 54 144 — — 405
807 — — — 24 8 24 216 — — 459
826 — — — 24 9 96 120 — — 490
81 — — — 24 84 6 264 — — 483

S8
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885 — — — 24 84 — 288 489
976 — — — 24 96 54 216 586
1072 — — — 24 96 24 288 640
1126 — — — 24 9 6 336 664
1139 — — — 24 108 96 200 711
1150 — — — 24 96 — 360 670
1288 — — — 24 120 150 168 826
1280 — — — 24 108 54 296 807
1385 — — — 24 108 24 368 861
1439 — — — 24 108 6 416 885
1504 — — — 24 120 96 288 976
oh 19 — 6 — — 12 — — 1
4 — 6 — — 24 — 8 6
8% — 6 — — 36 — 24 19
146 — 6 — — 48 — 48 44
21 — 6 — — 60 — 80 85
344 — 6 — — T2 — 120 146
489 — 6 — — 84 — 168 231
60 — 6 — — 96 — 224 344
81 — 6 — — 108 — 288 489
1156 — 6 — — 120 — 360 670
1469 — 6 — — 132 — 440 891
Ih 55 — — — 12 — 30 — 13
147 — — — 12— 60 20 55
39 — — — 12— 90 60 147
561 — — — 12 — 120 120 309
923 — — — 12 — 150 200 561
c 14 8 — — — — 6 — —
63 8 — 12 — — 30 — 13
172 8 — 24 — — 78 — 62
365 8 — 36 — — 150 — 171
666 8 — 48 — — 246 — 364
1099 8 — 60 — — 366 — 665

S9
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Te 32 4+ —- 12 - — 12 — 4
108 4 — 24 — — 48 — 32
71T - - 36 — — 72 — 63
340 — — 24 — 48 96 8 164
3% — — 36 — 24 126 — 171
34 — — 48 — — 144 — 172
500 4 — 48 — — 192 — 256
610 — — 24 — 72 150 24 340
658 — — 48 — 24 222 — 364
65 — — 60 — — 24 — 365
864 4 — 60 — — 300 — 500
94 — — 24 — 96 216 48 610
1074 — — 48 — 48 312 8 658
109 - — 72 — — 360 — 666
Ch 13 _ - 12 - - - — 1
55 — — 12 — 24 6 — 13
147 — — 12 — 48 24 8 55
309 — — 12— 72 54 24 147
561 — — 12— 96 96 48 309
923 —  — 12— 120 150 80 561
1415 — — 12— 216 120 120 923
Th 10 4 - — 6 — — — —
20 4 _ — 12 — — 4 —
35 4 _ — 18 — — 12 1
56 4 — — 24 — — 24 4
84 4 — 30 — — 40 10
120 4 — — 36 — — 60 20
Dh 23 — 5 — 7 — 10 — 1
54 — 5 — 12 — 20 10 7
105 — 5 — 17 — 30 30 23
181 — 5 — 22 — 40 60 54
287 — 5 — 27 — 50 100 105
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Table S8. Topological factors for each studied Pd nanoparticle, including number of corners, C, total

length of edges, L, total exposed surface area, 4, and NP volume, V. L, A, and V are given in A, A2,

and A3, respectively.

n C L A V
Oh 19 6 6282 9495 67.65
44 6 9442 21446  229.63
85 6 127.46 390.83  564.93
146 6 15993 61527 1115.85
231 6 19226 889.18 1938.63
344 6 22473 121498 3096.42
480 6  257.44 159433 4654.53
670 6 290.11 2024.71 6661.19
891 6 323.81 252240 9262.51
1156 6  356.53 3057.87 12363.35
1469 6 390.75 3673.02 16275.80
Th 55 12 166.32 26620  371.80
147 12 249.01 596.65 1247.62
309 12 332.14 1061.54 2960.75
561 12 416.15 1666.45 5823.53
923 12 500.35 2409.00 10121.69
C 14 8 43.64 7936 48.10
63 8 89.44 33332  414.05
172 8 13534 763.18 1434.54
365 8 181.38 1370.80 3453.29
666 8 227.92 2164.57 6852.20
1099 8 274.69 3144.05 11995.18
Ch 13 12 6484  69.08 46.48
55 1212943 27523  369.65
147 12 195.11 62546 1266.31
309 12 206.81 1117.69 3025.02
561 12 327.15 1758.49 5969.74
923 12 39398 2522.40 9262.51
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1415 12 461.17 3494.44 1672291

Th 10 4 30.58  45.00 15.61
20 4  47.11 106.79 57.05
35 4 63.17 192.01 137.55
56 4 79.37 303.07  272.77
84 4 95.56 439.33  476.07
120 4 11195 60295 765.45

Dh 23 7 79.55  121.79 90.49
54 7 120.16 277.86  309.78
105 7 160.76 49735 < 736.91
181 7 201.80 783.71 1453.53
287 7 24292 1135.62 2529.00

Equation S1. Resulting model correlating atomic Econ as a function of the fraction of atoms, y;, with

i being their CN, considering all sorts of shapes, including Icosahedrons.

Econ=-3.73+1.89x3+1.83x4+1.50xs+1.33x¢+1.03x7 +0.75xg +0.56)9 + 0.18x1o +
0.03y11

Figure S3. Linear adjustment coefficients of &; vs. CN, when considering Icosahedrons in the Econ

CN breakdown. Regression coefficient, R, slope, a, and intercept, b, are shown.
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Figure S4. Comparison of calculated Econ versus the predicted Econ, EXry . Notice how the model

overestimates the cohesion of Icosahedron shapes, with seem to follow a different linear trend.
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Figure S5. MAE learning curve for the training and CV scores in the Econ breakdown as a matter of

CN, and including Icosahedron shapes in the model. The colored areas represent the standard

variation limits as a result of the 100 different fittings.
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1. Characterization of as-deposited PtNi films
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Fig. S1. EDX elemental mapping (a) and corresponding EDX spectrum (b) of as-received PtNi alloy
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Fig. S2. SRPES spectra of the Pt 4f + Ni 3p, Ni 2p and O 1s core level regions of the PtNi catalyst before (top)
and after (bottom) cleaning procedure.
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2. Supplementary figures
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BE (eV)
Fig. S3. The Ni 3p spectrum of pure Ni oxidized in O: at RT aquired at 180 eV photon energy.
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Fig. S4. SRPES spectra of the O 1s core level regions of the PtNi catalyst acquired at 650 eV photon energy
after its oxidation in 5 mbar of O: (left) and subsequent reduction in 5 mbar of H: (right) at different substrate
temperatures.
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3. Atomic ordering in Pt101Niioo and Pt;s;Niis; nanoparticles from DFT calculations

Pti01Ni1go nanoparticle. In the most stable homotop of the Pti01Niigo NP (Fig. S2) Pt atoms
are notably favored in the surface shell with the stabilization values correlating with coordination
numbers of the surface sites. The stabilization ranges from 581 meV in corner sites with the lowest
coordination to 399 meV in most coordinated {111} terrace sites. Notably, these descriptors
characterizing the strength of Pt-Ni bonds and the surface segregation energy of Pt atoms in the
Pt101N1100 NP agree within the statistical accuracy with the corresponding descriptors -52, -638, -
504, and 432 meV calculated for a smaller truncated octahedral PtsgNisg NP. The lowest-energy
Pt101N1100 homotop reveals 469 Pt—Ni nearest contacts (bonds) of all 948 M—M contacts in the NP.
Pt atoms occupy N&Srner = 24 (out of a maximum of 24), NEf - = 30 (out of 36), Nrtrpace = 37

(out of 62), Niivgr = 10 (out of 79) positions in the NP.

Pt;57Niis; nanoparticle. The interatomic interactions in the larger Ptis7Nijs; NP change
insignificantly compared with the PtjoiNijoo NP. Indeed, the lowest-energy homotop of the
Ptis7Ni1s7 NP (Fig. S2) also reveals notable stabilization of Pt atoms in the surface shell, from 490
meV at edge sites to 324 meV at facets terrace sites. The atomic ordering pattern of the Pt;s57Nis7
NP only slightly alters with the particle size increase from Ptj01Nii0. As in the latter, Pt atoms
tend to form a monatomic shell in the Ptis7Nijs7 NP, which is not complete because of the
insufficient number of 157 Pt atoms to occupy all 174 exposed surface sites. More specifically,
the lowest-energy Ptis7Nijs7 homotop reveals 676 Pt—Ni nearest contacts of 1536 M—M contacts
overall in the NP and Pt atoms occupy 24 out of 24 overall available corner, 48 of 48 edge, 70 of
102 terrace, and 15 of 140 inner positions. These findings indicate that the general structure—
energy relations of Ptjo1Nijoo and Ptis7N1157 NPs should reliably represent those of notably larger
1:1 Pt-Ni NPs.
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Pt1s7Nis7

Fig. S5. Atomic ordering in the lowest-energy homotops of truncated octahedral NPs PtioiNiioo (left column)
and Ptis7Niis7 (right column) according to DFT calculations. Color coding: Pt — blue, Ni — grey.

Eq.2 Eq. 3
Temperature, K rev 0 298 523 rev 0 298 523
NEL N 4080 3911 4018 4011 4066 3575 3735 3790
N onen 24 24 24 24 24 24 24 23
Ni&:s 108 108 102 98 108 108 107 107
N G 0 367 352 341 0 403 372 349
L S 399 232 253 268 599 196 228 252

Table S1. Temperature dependence of the atomic ordering in the representative homotop of truncated
octahedral Pt731Ni732 nanoparticle (Fig. 7) obtained using TOP Egs. 2 and 3. NSﬁ,‘,\?’D" — number of Pt—Ni bonds
(nearest neighbours), N2& o v ooy NE& ooy NEE g pace and Ny er — numbers of corner, edge, {111} surface terrace,

and inner Pt atoms, respectively.

S4






F. Supplementary Information of
Elucidation of the Structure of PtX
X=Cu, Au, Ag) Nanoparticles of
Different Sizes by Density Functional

Calculations

273



Table S1. DFT energies of homotops with selected low- and high-energy topologies T of Pt-

X (X = Au, Cu) particles, T = NESxo. N&orner- Noce: Niacer- ET min is the minimum energy

and ER‘:,rax is the maximum energy of 10 arbitrarily constructed homotops for a given

topology, AERFT = E—,]?_F,;rax — EPFT  ETOP are the corresponding topological energies.

Particle Ngono  Nlorner  Nibee  Niacer Ef9F E—?_ in E'P_ Pl « AEPET
eV eV eV meV
Pt;Auzg 196 24 24 22 -586.913  -588.108  -587.081 1027
472 13 12 25 -571.135  -574.345  -574.096 249
Ptis1Ausg 214 20 30 0 -978.519  -978.283 -978.258 25
478 0 0 20 -955.212  -958.353  -958.233 120
Ptig1Auigo 267 24 36 40 -859.281  -859.505  -859.321 184
594 24 0 54 -839.236  -833.665 -832.164 1501

Pts;Augsp 210 24 36 62 -730.064  -729.869  -729.583 286

312 0 36 35 -708.124  -705.958  -705.635 323
Pt;0Cusp 340 24 12 0 -625.537  -626.610  -625.042 1568
340 0 12 48 -608.392  -610.331  -609.691 640
Pti5:Cusp 412 0 0 0 -1013.842 -1015.214 -1014.284 930
Pti0iCujoo 560 24 8 8 -912.794  -913.767 -913.137 630
295 13 27 60 -880.816  -891.388  -891.214 174

Pts;Cujso 418 24 36 18 -799.020 -799.627 -799.474 153

»

4 = »

-588.108 eV -587.081 eV

Pt;,Cu;,

-626.610 eV -625.042 eV

Figure S1. ETmin and ETmax homotops of the low-energy topologies 196.24.24.22 of the
Pt70Auyo nanoparticle and 340.24.12.0 of the Pt;0Cu7o nanoparticle. In each panel left image —

front view and right image — back view. Pt — blue, Au — yellow, Cu — red-brown.
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Supplementary Material

Figure S1. Different studied CO adsorption sites exemplified on the Pty nanoparticle.

O Top
O Bridge
O Hollow

Table S1. Calculated adsorption energies, Euqs, given in eV, of CO molecule adsorbed through its O atom
in various top positions of the nanoparticulate models 1, 2, 3 and 5. The adsorption sites and models are

specified in Figures S1 and Figure 2 of the main text. In model 5, the O-end CO adsorption is explored on

the exposed Cu atom.

Model / Site A B C D F
1 ~0 ~0 ~0 ~0 ~0
2 -0.01  -0.01  -0.01 ~0 -0.01
3 -0.05 -005 -0.05 -0.04 -0.05
5 -0.03  -0.02 -0.01 -0.01 -0.02
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Supplementary Material
Pt201. The conjunction of under-coordination and accumulation of electron charge is thus again
the main origin of a stronger back-donation, resulting as well in a larger magnitude of the
adsorption energy. Finally, the most undercoordinated Pt adatom on a (111) facet bears larger
positive charge on the Ptzor NP, 0.26 e, than on the Cu@Pt NP, 0.18 e, thus weakening the CO

adsorption in the former case.

Table S4. Bader charges, Q, in e, on metal atoms of A sites, see Figure S1, of different models, see
Figure 2 of the main text, prior or after to CO adsorption, as well as on the adsorbed CO molecule.
Surface (Sur) and subsurface (Sub) types of atoms are indicated. A distinction is made for surface, Qsur,

and subsurface, Qsuw, charges. CO adsorption energies Eyqs (in eV) are also listed for convenience.

Prior After
Model Eags Msur  Msup QSur QSub QSur QSub QCO

-2.08 Pt Pt -0.10 0.11  0.16 0.04 -0.16
-098 Cu Cu -0.06 0.06 0.20 0.02 -0.17
-1.67 Pt Cu -0.14 0.30 0.14 0.28 -0.16
-095 Cu Cu 0.29 029 047 0.28 -0.13
-1.87 Pt Cu -0.54 0.21 -0.22 0.15 -0.18
-224 Pt Pt -044 -043 -0.13 -0.49 -0.19
-207 Pt Cu -0.09 029 0.18 -031 -0.17

LRI RN -

Table S5. Bader charges, Q, in e, on Pt adatoms or Pt3 vacancy sites of Ptag; (model 1) and Cuzo@Pti19
(model 3) NPs prior and after CO adsorption, as well as on the CO molecule. Surface (Sur) and
subsurface (Sub) types of atoms are indicated. A distinction is made for surface, Qsu, and subsurface,

Qsub, charges. CO adsorption energies Eags (in €V) are also listed for convenience.

Model Eads Misur Msub QSur QSub QSur QSub QCO

1: Pt3 vacancy -1.20 Pt Pt 0.07 -0.06 0.20 -0.05 -0.34

1: Pt adatom -2.25 Pt Pt -0.01 -0.02 0.26 ~0 -0.19

3: Pt3 vacancy -2.43 Pt Cu -0.15  0.22 0.06 0.12  -0.26

3: Pt adatom -2.53 Pt Pt -0.02 -0.10 0.18 -0.14 -0.21
References

(1) Bader, R. F. W. Atoms in Molecules: a Quantum Theory, Oxford University Press New
York, 1990.
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H. Inner ordered phase L1: of PtAg

Nanoparticles

Using Eror method the structure of the AgissPtss nanoparticle (NP) with the
mner L1; ordered phase, which is the most stable homotop,!!2 is not found,
see Figure G.1.113 The inner L1; layered structure is more stable than the

core@shell one by 1.6 eV.
AGy58P143

@Co
@cé

Figure G.1 Structures of core shell (obtained by Etop) and layered core AgissPtss. Pt

and Ag atoms are shown in cyan and pink spheres respectively.

To solve this, the layer descriptor, &, 4ygr, Was included in order to catch
the inner ordered phase. It multiplies the term N, 4ygr, Wwhich is calculated as
Niaver = Yravers|nft —nf|, where nand n are the numbers of atoms A and
atoms B, respectively, in layer j of a NP and the sum is taken over all layers.
| n]‘-‘1 - nf | 1s maximal for layers composed entirely of atoms A or B and is close
to zero for layers composed of both atoms in equal proportions.36 But, it does
not work because the layer descriptor considers all the layers of the
nanoparticle and not only the inner ones. Thus, we modified the MC program
to count only the inner atoms for the layers descriptor. However, the inner
L1; layered structure was not obtained because the negative heteroatomic
bonds descriptor, efored, that leads to the layered inner core, is causing the

presence of Pt atoms at shell. Then, the last modification to the program in
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order to fix the problem was to freeze the shell of Ag atoms and let only core
atoms move. A kind of inner Li1; layered structure was obtained (N QZ‘NAL;‘] = 354,

N, iver= 35) but not a complete one (Noonl= 336, N, ayrr=79), see Figure G.2.

Pt-Ag g
§rp s 0.032
ELAYER -0.112

Figure G.2 Minimum structure obtained by Erop using the descriptors in top Table.

Pt and Ag atoms are shown in cyan and pink spheres respectively.
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