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Chapter 1  

 

Introduction 

This thesis has been primarily dedicated to the exploration and 

implementation of new computational analysis tools and techniques for the 

characterisation of nanomaterials and devices via transmission electron 

microscopy (TEM). In particular, the focus is set on the fields of electron 

energy loss spectroscopy (EELS) and electron tomography (ET). Despite their 

long history, both ET and EELS still lie at the cutting edge of the 

characterization techniques in the field of materials science. 

1.1. Electron energy loss spectroscopy. 

EELS provides access to the study of a wide range of different properties and 

physical phenomena of materials at the nanoscale, standing out among the rest 

of techniques due to its high spatial resolution capabilities[1–3]. 

This range of physical phenomena at the nanoscale that can be investigated 

through EEL spectroscopy include such diverse fields of analysis as the 

measurements of the band-gap energy for a variety of different materials [4–

8], or the resolution of the surface plasmonic response and resonant modes of 

nanoscopic devices for optical applications[9–11]. Furthermore, the recent 

advances in the instrumentation regarding the brightness of the electron 

sources[12] and the newly developed monochromators[13] have finally 

enabled the study of the phonon vibrational modes at the nanoscale through 

the spectroscopic measurements in the regions nearby to the zero-loss 

peak[14–17]. These are examples that utilize the so-called low-loss region of 

the spectra (i.e., the spectral region accounting for the elastic scattering events 

and the plasmonic response of the materials)[18]. 
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Most commonly, and especially in the context of this PhD, EELS is used for the 

quantitative and qualitative analysis of elemental distributions at the 

nanoscale[18,19]. Here, EELS stands out by its sensitivity to the low atomic 

number elements (e.g., oxygen, nitrogen and carbon) and its capability to 

retrieve reliable quantification measurements, using the scattering cross-

sections extracted from first-principles computations[18,20,21]. It also allows 

the investigation of the elemental oxidation states and atomic coordination 

number in a material down to the atomic resolution. This is done through the 

analysis of the so-called energy-loss near-edge structures (ELNES) of core-loss 

edges, observed in the core-loss region of the spectra (i.e., the energy loss 

region of the spectra produced by the excitation of inner-shell electrons of the 

illuminated material through its interaction with the TEM electron beam) 

[18,22–25]. 

The rapid advances in the TEM instrumentation[26–28], including the 

development of better sensing capabilities for the EELS spectrometers (e.g., 

direct detection cameras) and better software solutions for faster acquisition 

modes[29,30], are the driving force behind the ever-growing size and 

complexity of the acquired spectral datasets. Alongside these newer 

capabilities influenced by the instrumental advances, the field of ELNES 

analysis has also experienced a paradigmatic change regarding the acquisition 

requirements for some specific applications. In a nutshell, the classic demand 

of high-quality spectra with a large energy resolution and a good signal-to-

noise ratio (SNR) has been substituted by the acquisition of larger but noisier 

spectral datasets (i.e., larger EELS spectrum images, SI). The foundations for 

this new paradigm are based on the hypothesis that a large statistical sample, 

even if limited in its quality, provides access to the same level of 

characterization detail (if not better) than a smaller but crispier spectral 

sample, with the added advantage of an often-shorter acquisition time. As 

such, this has become a common practice in the characterization of sensitive 

materials (i.e., prone to be damaged during the spectral acquisition) or in 
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experiments focused on the investigation of the oxidation states for samples 

that are easily reduced by interaction with the electron beam[31–34].  

Driven by this growth in the dataset sizes and the challenges of dealing with 

the noisier datasets acquired with a limited SNR, several analysis techniques 

from the field of machine learning have been steadily brought into the 

standard EELS characterization pipelines, a trend that is expected to continue 

in the future[35].  

The algorithms of principal component analysis (PCA)[36–40] and non-

negative matrix factorization (NMF)[41–43], which are the most relevant 

representatives of the family of linear dimensionality reduction methods 

(DRM) based on the resolution of a matrix factorization minimization problem, 

are now common procedures for EELS data analysis. These algorithms are 

often used for the obtention of a qualitative compositional mapping from the 

EELS SI, or as a fast and simple denoising pre-processing step[44–46]. 

However, in recent times the focus has been shifted towards the inclusion of 

newer machine learning methodologies. An example would be the 

introduction of clustering analysis to resolve problems of EELS SI 

segmentation in an unsupervised manner[47]. One of the main advantages of 

these clustering methods is that the spectral representatives for each cluster 

(i.e., the centroids) are always physically meaningful, as they are computed 

averaging the spectral signal per cluster (i.e., the non-physical features often 

observed for the components resolved by PCA or NMF are no longer a standing 

issue[48]). 

Several new methodologies have been recently reported in the literature, 

promoting the inclusion of clustering as a way to improve the analysis of larger 

EELS SI. For example, it has been shown that K-means clustering can be 

employed to extract the spectral endmembers of a dataset (i.e., spectral 

representatives), which are later used by a multiple-linear least-squares 

(MLLS) fitting process and improving the accuracy of the obtained results[49]. 

Also, new approaches combining advanced non-linear dimensionality 
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reduction algorithms (such as t-SNE[50,51], from the family of graph-based 

methodologies) and density-based clustering algorithms (OPTICS[52,53]) 

have made their way into the EELS analysis arena, promoting a methodology 

with fully data-driven philosophy for the segmentation process[54]. 

A large portion of the work done during this PhD thesis involves a systematic 

revision of these new methods (clustering), the already stablished ones (PCA 

and NMF), and some of the possible combinations of the DRM and clustering 

techniques. A qualitative and quantitative analysis of their performance, their 

advantages and their shortcomings, is conducted. Also, a new methodology is 

introduced, involving the state-of-the-art algorithms for graph-based 

dimensionality reduction (UMAP[55]) and for the density-based hierarchical 

clustering analysis (HDBSCAN[56]). This combination was demonstrated to 

outperform any other possible segmentation technique, providing at the same 

time a new route towards a fully data-driven methodology for ELNES 

analysis[57]. 

Furthermore, the combination of clustering and non-linear least-squares 

(NLLS) fitting has also been proven as a promising solution to improve the 

stability of the latter[58]. Thus, it represents a major asset for an in-depth 

analysis of the ELNES results in experiments involving changes in the 

oxidation state of the materials, that are often resolved by a NLLS fitting (e.g., 

localized cation reduction in transition metal oxides and rare earth oxides). 

Another focal point for the work done during this PhD is to provide a ready-

to-go software solution for all these methodologies. This way, any future user 

may be able to reproduce and apply these methods to new experiments, 

without requiring a special knowledge of any programming language. This led 

to the development of a complete and independent software solution called 

WhatEELS[58]. It was initially devised as an alternative to the already 

available HyperSpy[59] analysis library (free-access and Python-based) and 

the proprietary Digital Micrograph software solution from Gatan, as they often 

failed to provide the required plasticity and computational capabilities to 

tackle some of the complex problems faced during the development of the 
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thesis. For example, these available solutions often came short for the 

quantitative analysis of spectra containing consecutive elemental edges within 

an extremely small range of energies (CeM4 and PrM5) or with directly 

overlapping features (CeM32 and GdM54)[60]. It was also done with a future 

proofing philosophy in mind, coded as a modular platform capable of 

assimilating new machine learning capabilities in the future. 

1.2. Electron tomography. 

The field of ET provides the materials scientist with one of the most versatile 

toolsets for the characterization of materials at the nanoscale, as it allows the 

reconstruction of 3D volumes from a limited set of 2D projections acquired. ET 

is fundamentally different from the rest of TEM-related techniques, as they all 

are confined to a 2D sensing space in which the nature of the acquisition 

process may sometimes lead to artefactual results, by overlapping features in 

the projected datasets. The focus on these reconstructions can be directed 

towards the retrieval of the volumetric morphological structure 

(morphological ET or, simply, ET) or towards the obtention of the 3D chemical 

composition (analytical-ET) of the materials under analysis.  

Morphological ET uses for the reconstruction process the data acquired by 

some of the imaging modes in a TEM (i.e., high-angle annular dark field 

imaging, HAADF, angular dark field imaging, ADF, or bright field imaging, BF). 

Usually, ET is focused on the reconstruction of volumes at a ‘mesoscale’[61] in 

which one might quantitatively investigate the size distribution and dispersion 

of agglomerates of NPs[62], resolve the specific facets exposed in the surface 

of a NP[63] or obtain the structure of potential cavities inside nanostructured 

materials[64]. Nevertheless, the feasibility of reconstructing the 3D atomic 

crystalline structure of nanomaterials in an ET experiment has also been 

proven in the literature, whether  by using as set of oriented atomic resolution 

ADF (or HAADF) projection images (i.e., in a zone axes of the 

nanomaterial)[65–67], or by a mixed combination of high resolution HAADF 

image acquisition and ‘atom counting’ (i.e., atomic modelling from the HAADF 
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images, using the Z2 relation of the contrast with the atomic column 

depth)[68–70].  

Regarding the analytical-ET, the reconstructions are computed from the 

chemical mapping projections extracted from spectral datasets that are 

acquired by any of the analytical techniques in a TEM (i.e., X-EDS elemental 

mappings or EELS SI)[71]. In some cases, both signals (X-EDS and EELS) can 

be co-acquired and reconstructed at the same time[72]. In general, these 

reconstructions are focused on the obtention of the 3D distribution of 

elements[73–76]. However, the analytical-ET has also been demonstrated 

capable of tackling problems with a higher degree of complexity, such as the 

3D reconstruction of the distribution of the oxidation states in a material. 

These experiments rely mostly on the ELNES analysis of the series of 

experimentally acquired EELS-SI, as it provides an easy access to the 

identification of cationic oxidation states in several different types of materials 

(e.g., transition metal and rare earth oxides). The extraction of the projection 

mappings for the distribution of oxidation states used in the ET reconstruction 

may be approached in a variety of different ways. One of them would be the 

computation of the independent component analysis (ICA) decomposition 

results for the EELS SI, and the subsequent selection of the score mappings 

corresponding to the signals with the ELNES for the oxidations states of 

interest, using them as the projections in the ET reconstruction [77]. Another 

option would be the computation of the MLLS score mappings for the ELNES 

reference signals of the different oxidation states in the material under 

analysis (extracted from the SI itself or from theoretical approximations), 

using them later as the projections in the reconstruction[78,79].  

In general, the advances in ET (also applicable to analytical-ET) can be divided 

into two different subcategories. The first one would be related to the 

acquisition process itself. This would include both the implementation of new 

acquisition software solutions and modes, and the advances in the specific 

TEM instrumentation used for the experimental acquisition of the 

tomographic series. For example, a large part of the research the field of ET 
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has been devoted in recent times to the implementation of faster and more 

efficient acquisition routines that avoid an overexposure of the samples to the 

electron beam, effectively reducing the induced beam damage without 

compromising the level of detail recovered (fast-ET)[80,81]. Regarding the 

pure instrumental advances, the development of the cryo-TEM appears to be 

in the forefront of the ET at the moment, as it allows the implementation of 

this characterization technique in samples otherwise too sensitive to the 

electron beam[82–84]. The maturity reached by this technique and its current 

relevance within the scientific community is perfectly exemplified by the 

awarding of 2017 Nobel Prize in Chemistry to Jacques Dubochet, Joachim 

Frank, and Richard Henderson for their work in the development of the cryo-

TEM[85].  

Another relevant instrumental advance for the field of ET (both morphological 

and analytical ET) would be the development of the direct detection cameras 

and sensors[27,28]. Given their improved detection sensitivity and faster 

response, these instruments have facilitated the obtention of a larger number 

of projections in an ET experiment without the previously associated cost 

increments for the total acquisition time. At the same time, they also allowed 

a drastic reduction of the electron beam accelerating voltages (down to 60 kV) 

and currents while still maintaining acceptable levels of SNR.  

The combination of advances in both the pure instrumental part (direct 

detection cameras) and the acquisition modes (continuous image registration 

during the sample rotation) has been demonstrated to provide an edge in the 

obtention of high-quality results for some problems where the extreme 

sensitivity of the sample to the electron beam posed an otherwise 

insurmountable degree of experimental complexity[86]. 

Finally, regarding the specific field of X-EDS analytical-ET, the development of 

windowless detectors[87] and the increment in their surface area sizes, as well 

as the emergence of the multiple detector configurations in the TEM column 

(such as the 4-section Super-X detector) coupled with the implementation of 

software corrections for the inevitable shadowing effects of the sample 
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holders during the acquisition process[73,88], have also played a fundamental 

role in the widespread growing usage of the analytical capabilities of the X-EDS 

ET[71].  

Moving on now, the second subcategory of advances in the field of ET would 

be focused on providing better algorithms for the actual reconstruction 

process[89–92], while still refining the already available ones[93]. It is not 

rare to encounter in a variety of applications that some of the older 

reconstruction algorithms are still used for the experimental analysis. An 

example would be the recent reconstruction of the 3D structure of the 

molecular machinery for the SARS-CoV-2 virus from a series of cryo-TEM 

images[94] using the simultaneous iterative reconstruction technique 

algorithm (SIRT)[95](i.e., one of the oldest algorithms from the family of 

algebraic methods for the ET reconstruction). Although potentially successful, 

these older algorithms require a large number of projections to achieve an 

accurate reconstruction, and even then the results may still show some of the 

most persistent reconstruction artefacts (e.g., streaking artefacts[96]). The 

inclusion of a priori knowledge about the samples in the reconstruction 

process, as in the case of using the discrete algebraic reconstruction technique 

(DART)[89], or by using algorithms formulated from the basis of the 

compressed sensing mathematical theory[91,97,98], have been proven time 

and again as the superior choice to achieve a high level of quality in the 

reconstructions from a limited set of projections. 

In the context of this PhD thesis, the work is mainly focused on the 

implementation of advanced algorithms for the ET reconstruction of 

nanomaterials in Python programming language. The attention is centred on 

the TVAL3 algorithm[99], a solver for the total variation minimization (TVM) 

problem with its theoretical foundations in the mathematical field of 

compressed sensing[100]. The use of this specific algorithm in the field of ET 

had already been proven advantageous for the reconstruction process many 

times in the literature[91,92,101,102], as it requires far fewer projections for 

an accurate reconstruction and shows a higher tolerance to noisy conditions 
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than the classic approaches (e.g., SIRT). However, although cited in several 

publications, an actual free access implementation was not available. 

Therefore, it was decided to carry out a translation of the original scripts (in 

MATLAB) and its implementation within the Python version of the ASTRA 

toolbox (a software library used as a control hub for several ET reconstruction 

algorithms)[103,104]. As a side effect, this work is setting up a solid base for 

the implementation in the future of an independent software solution 

dedicated to ET, similarly to the one provided for the ELNES analysis through 

WhatEELS. 

Finally, this methodology based on the TVAL3 algorithm is used for the 

experimental characterisation of the 3D morphology and chemical 

composition of a wide variety of different nanomaterials[60,105]. 
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Chapter 2  

 

Objectives. 

The objectives of this PhD thesis were, first and foremost, centred around the 

development of new analysis strategies for the characterization of 

nanomaterials via electron energy loss spectroscopy (EELS) and analytical 

electron tomography (ET). 

Much like the structure of the manuscript, and of the overall work done during 

the PhD thesis, the specific formulation of the objectives can be divided in 

three main blocks: (1) the implementation and use of compressed sensing 

algorithms for ET reconstructions, (2) the exploration of advanced clustering 

and non-linear dimensionality reduction techniques for the analysis of EELS 

datasets, (3) and the implementation of new software solutions for energy loss 

near edge structures (ELNES) analysis. (4) A fourth objective is the application 

of these developments to resolving the localized changes in the Ce oxidation 

state and Pr-Gd dopant segregation towards grain boundaries (GB) and 

surfaces (GS) in mesoporous CeO2. 

Every single one of these objectives is formulated individually from a purely 

theoretical point of view in the following lines. However, they all responded to 

real experimental necessities that evolved along with the progression of the 

PhD thesis (i.e., the difficulties encountered along the way gave shape to some 

of the objectives set for the completion of the PhD thesis).  

(1) Electron tomography. Implementation and use of a 

compressed sensing algorithm (TVM) (Chapter 3. Chapter 6, 

section 6.3). 

The first objective of this PhD thesis was the implementation of the 

TVAL3 algorithm in Python. This solver of the total variation 
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minimization (TVM) problem has been repeatedly depicted in the 

literature as the central piece of a reconstruction method capable of 

achieving unparalleled high-quality volumetric and analytical 

reconstructions at the nanoscale, dealing in many cases with a very 

limited number of projections and low signal-to-noise-ratio (SNR) 

datasets. 

The initial focus was set in the translation of this specific algorithm into 

a free distributed programming language (Python), given that all its 

previous implementations as an ET reconstruction method in the 

literature implied the use of the proprietary MATLAB programming 

language. 

Another major objective was to test its reported capabilities, comparing 

them with the understood iterative reconstruction methods (i.e., SIRT). 

The end goal was to carry out a series of 3D reconstructions (both 

morphological and analytical) in real experimental samples with a 

severe constraint in the number of allowed projections acquired. 

(2) Electron energy loss spectroscopy. New and advanced 

clustering and non-linear dimensionality reduction techniques 

(Chapter 4. Chapter 6, sections 6.2, 6.3 and 6.4). 

The major second objective of this PhD thesis was the exploration of 

new routes for EELS data analysis via the use of advanced clustering 

and dimensionality reduction algorithms. Two of the most promising 

candidates for these fields of analysis are, respectively, the hierarchical 

density-based spatial clustering of applications with noise (HDBSCAN) 

and the Uniform Manifold Approximation and Projection for Dimension 

Reduction (UMAP).  

A successful incorporation of these algorithms for EELS analysis 

became a major focus of the work done towards the end of the PhD 

thesis, when an efficient Python implementation that showed an 
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outstanding performance dealing with high dimensional datasets 

became available for these state-of-the-art algorithms.  

In general, this objective follows the clear trend in data analysis of 

incorporating machine learning algorithms to the mainstream 

characterization processes. This tendency is heavily influenced by the 

increment in size and complexity of the acquired datasets, that continue 

their upwards progression pushed by the new developments of the 

instrumental capabilities. Also, part of the interest in these types of 

techniques for EELS analysis rests on their general ability to produce 

classification results in an unsupervised manner. In many instances, 

this capability might help with the reduction of possible interpretation 

biases, which is a valuable addition in the path towards a fully data 

driven analysis. 

Furthermore, the field of EELS is not alien to the inclusion of machine 

learning algorithms that deal with the detailed analysis of large 

spectrum images (SI). Some examples would be the use of PCA and NMF 

as dimensionality reduction techniques for the discovery of the 

elemental distributions in EELS SI, or the use of the hierarchical 

agglomerative clustering or K-means algorithms for an SI 

segmentation. With the introduction of UMAP and HDBSCAN, a 

systematic revision of the performance of the older methodologies and 

a comparison of the results attained by some of the possible 

combinations of algorithms for the task of spectral classification also 

became a major objective. 

(3) Electron energy loss spectroscopy. Development of new 

software solutions for ELNES analysis (Chapter 5. Chapter 6.3 and 

6.4). 

The third major objective for this PhD thesis was the development of a 

Python based software solution for the ELNES analysis in transition 

metal and rare earth oxides EELS SI. In general, and up to this point, the 

majority of analysis procedures in the literature relied on the already 
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available software solutions, namely HyperSpy (free access and 

programmed in Python) and Digital Micrograph (proprietary software 

from Gatan). However, in recent times they fell behind in the inclusion 

of advanced clustering analysis techniques for EELS characterization. 

Furthermore, they showed early on in the path of this PhD the inability 

in many cases to produce satisfactory results when dealing with an in-

depth analysis of ELNES thought a non-linear least squares (NLLS) 

fitting.  

At the same time, and as part of the objective of exploring new routes 

for the ELNES analysis, the combination of clustering and non-linear 

least squares (NLLS) fitting was proposed. This combination was 

thought of as a possible solution to the common pitfalls that the latter 

(NLLS) presents when dealing with large datasets with an intricate 

combination of different components to describe the whole richness of 

the ELNES for datasets with several different elements under analysis.  

The objective was then set on the programming of an integral software 

tool that included all these major advances in clustering analysis and 

allowed an easy transition of the segmentation results to the NLLS 

fitting process (which would ultimately become the WhatEELS 

software solution). 

(4) The analysis of the set of Gd-Pr doped CeO2 mesoporous 

materials (Chapter 6). 

This experimental analysis constitutes an individual objective by its 

own. The complexity of the characterization required (the elemental 

quantification of nearby and overlapping edges for the Ce, Pr and Gd 

elements and the oxidation state analysis of the Ce in these samples 

prone to be reduced under the electron beam) pushed the development 

of the analysis techniques introduced in the other objectives. The 

analysis of these samples effectively constitutes the main driving force 
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behind a large portion of the development of techniques in this PhD 

thesis. 
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Chapter 3  

 

Total variation minimization. 

Optimizing morphological and 

analytical electron tomography 

reconstructions. 

3.1. Introduction. 

Electron Tomography (ET) in the Transmission Electron Microscope (TEM) 

refers to the problem of reconstructing a 3D volume from a set of 2D projection 

images experimentally acquired for a finite angular range. Historically, the 

TEM tomography was first applied to the field of biology[1], but the 

operational and instrumental advances in the last couple of decades, as well as 

the formulation of new reconstruction algorithms, have introduced ET into the 

realm of materials and physical sciences. Nowadays, it plays a central role in 

many applications centred around the study and fabrication of nanostructured 

materials, such as the field of nanomagnetism in metal oxide nanoparticles[2].  

Initially, the ET analysis was restricted to the morphological study of 

structures. It was quickly understood that the nature of the reconstruction 

problem and the general formulation of the algorithms imposed a series of 

restrictions over the valid types of signals experimentally acquired. These 

signals had to fulfil the so-called Projection Requirement, which states that the 

contrast in the set of projection images must change monotonically with a 

given (and unspecified) property of the sample (e.g. thickness or Z number)[3]. 

In a nutshell, the absorption function of the electron beam for a given sample 

and imaging mode (𝜇(𝑥, 𝑦, 𝑧), in cartesian coordinates) must be proportional 
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to the point-density function of such sample (𝜌(𝑥, 𝑦, 𝑧))[4] for the imaging 

mode to constitute a valid candidate for ET. Hence, the high resolution TEM 

(HRTEM) images, formed by a phase contrast process[5], were automatically 

discarded. This fact left the bright field (BF) and dark field (DF) diffraction 

contrast imaging modes as the only initial candidates for ET reconstructions. 

Furthermore, in the case of crystalline samples, the scanning-TEM high-angle 

annular dark field (STEM-HAADF) images were preferred, as the inherent 

incoherent nature of the HAADF signal always depends monotonically on the 

thickness and the Z number[5]. 

As the fields of Electron Energy Loss Spectroscopy (EELS)[6] and Energy-

Dispersive X-Ray Spectroscopy (X-EDS)[5] flourish, alongside the 

improvements on the scanning speeds and the reduction of the exposure times 

required by the more advanced an sensitive detectors, the generalized use of 

the combination of these analytical techniques and ET is being spread to an 

ever-growing number of applications. The spectrum images acquired in both 

spectroscopic analysis techniques cited above fulfil the projection 

requirement and, thus, are valid candidates for the ET reconstruction. The 

birth to this analytical-ET field of study allowed the access to the 

characterization of the complete spectrum volume for any given sample[7]. 

This fourth dimension of analysis included by the analytical-ET opens new 

perspectives for the characterization of nanomaterials, as it facilitates some 

very powerful characterization routes, such as the 3D identification of the 

cationic oxidation states in nanoparticles[2,8]. It is also a good complementary 

analysis technique for the morphological ET in cases were the Z-contrast 

differences between areas of varying elemental composition is not enough to 

sperate them (e.g., in mixtures of different transition metal oxides, where the 

cations are close in the periodic table of elements). 

This chapter summarizes the work done in the context of this PhD thesis to 

adopt part of the computational advances in the reconstruction process for the 

field of electron tomography. The focus was set on the algorithms based on the 

minimization of the total variation (TVM) quantity, which is formulated on top 
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of the compress sensing (CS) theoretical framework. The actual solver 

(algorithm) for the minimization problem is called TVAL3[9], and it 

constitutes one of the most popular approaches for the minimization problems 

tackled in an ET reconstruction experiment[10–12]. The bulk of the actual 

work was devoted to the development of a new code in Python language, 

starting from the original version in MATLAB, to allow its free distribution in 

a non-proprietary language platform in the future. 

These new algorithms based on the compressed sensing (CS) theory present 

several advantages over their historical predecessors. For once, they allow a 

dramatic decrease in the number of acquired image projections without losing 

quality in reconstruction. This would relax the acquisition constraints in long 

exposure experiments (analytical mappings), resolving the excess of electron 

dose problem, one of the major drawbacks in analytical electron tomography 

experiments. To allow a deeper understanding of the actual advantages 

brought by these CS reconstruction algorithms, a minor review of the 

historical developments in the field is included, alongside some comparative 

examples of use over a known synthetic dataset and a real case scenario 

combining morphological and analytical ET reconstructions.  

The chapter is structured as follows: 

▪ Mathematical principles and reconstruction methods. 

A general historical overview is given for the most relevant algorithms 

employed in tomography reconstructions. This section is ended with the 

introduction of the theoretical background for the TVM methodology, 

emphasizing its potential advantages over the most commonly spread 

algorithms.  

▪ A qualitative comparison of SIRT and TVM . 

A synthetic dataset is devised to test the translated TVAL3 algorithm to 

Python, as part of the TVM methodology for electron tomography 

reconstructions. This phantom and the set of experiments included are 



36 Chapter 3 TVM in Electron tomography. 

created with the intention to test the most commonly observed artefacts in 

ET reconstructions, and compare the capabilities of the default ‘go-to’ 

iterative algebraic algorithms with the TVM in a controlled manner. 

▪ A case of study.  

A set of hollow iron oxide and nickel-iron oxide NPs are characterized 

making use of the TVM methodology for ET and analytical ET. 

3.2. Mathematical principles and reconstruction 

methods. 

3.2.1. Classic approaches and iterative algebraic algorithms. 

The first methodologies proposed to retrieve a 3D reconstruction of an object 

from a set of 2D projections in a TEM (i.e., an electron tomography experiment, 

ET) were based on Fourier transform theory[4,13]. As such, they were known 

as Fourier space methods or algorithms. These methods took advantage of 

the well-known Fourier transform mathematical foundations and the 

properties of the Fourier (reciprocal) space described by them. Specifically, 

these methodologies were based on the so-called central section theorem, 

which says: the projection of an object (i.e., a projected density function) at any 

given angle is a central section through the Fourier transform of that object. 

Hence, the Fourier space of an object could be sampled experimentally by 

calculating the Fourier transform of a large number of projection images at 

different angles in the TEM.  

Given the discrete nature of an experimental procedure (i.e., only a finite and 

limited number of projections can be recorded during an experiment), the 

reconstruction algorithms always had to deal with some degree of missing 

information. In the case of the Fourier methods, this missing information 

would be recovered via interpolation in the reciprocal space, where the final 

solution is achieved by solving a least squares minimization problem. After 

reconstructing the object of interest in the Fourier space, the actual density 
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function in the direct (real) space would be recovered by an inverse Fourier 

transform.  

Although theoretically and historically relevant, the algorithms based in these 

types of methodologies were quickly displaced in practical applications by the 

ones that reconstructed the object directly in the image space, as they showed 

better performance in under-sampled experiments. In fact, nowadays it is 

difficult to find any software solution that uses algorithms based on the 

Fourier space properties for electron tomography.  

The methodologies using the real image space projections for the tomographic 

reconstruction are commonly denominated as direct space methods. As in 

the case of the Fourier space methods, an underlying mathematical 

foundation was already in place to be used: the Radon transform formulation 

[4,14,15].  

For instance, let us consider that the object to be reconstructed can be 

described by a density function 𝜌(𝑥, 𝑦, 𝑧). In a tomography experiment a set of 

projections 𝜎𝜑  would be acquired by rotating the sample an angle (𝜑) about a 

common given axis (z), recording the images as in a conventional TEM 

experiment. However, mathematically (and conceptually) it is easier to 

formulate the equivalent problem of rotating the detection plane an angle 𝜙 

and, thus, enforcing a solidary rotation of the illumination direction (i.e., the 

electron beam). Now, a new set of rotating axes x’, y’ and z’=z is used to 

describe the projection space (see Figure 3.1). The direction of illumination 

would always be fixed in the y’ axis, and the detection planes would always be 

perpendicular to y’. Furthermore, each one of the projections of the original 
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𝜌(𝑥, 𝑦, 𝑧) density function is described by a 𝜎𝜙(𝑥
′, 𝑧) projection density 

function. Each of these projections at an angle 𝜙 would actually be a sample of 

the Radon transform space.  

To prove this relation, one can consider a slice through the volume 𝜌(𝑥, 𝑦, 𝑧) at 

z = c (i.e., perpendicular to the rotation axis, 𝜌(𝑥, 𝑦, 𝑧 = 𝑐)). The projection of 

this slice 𝜎𝜙1(𝑥
′, 𝑐) at an angle 𝜙1 would result in a line over the total projected 

image σϕ1(x’,z), which formally would be expressed as 

𝜎𝜙1(𝑥
′, 𝑐) =  ∫ 𝜌(𝑥, 𝑦, 𝑐) 𝑑𝑦′

+∞

−∞

(1) 

Thus, each one of the recorded intensities at every point in this projection line 

𝜎𝜙1(𝑥
′, 𝑐) would be the result of a path integral following an ‘electron ray’ in 

the y’ direction (illumination) traversing the slice of the sample at z = c.  

The relation of this formulation with the line-integral described in the Radon 

transform theory[14] is straight forward. Indeed, the Radon transform for a 

2D function 𝑓(𝑥, 𝑦) is formulated as 

Figure 3.1. Scheme of an electron tomography experiment and the Radon 
transform formulation. (a) 3D schematic. (b) Slice at z = c through the volume 
ρ(x,y,z)  showcased in (a). The different line paths of integration in (b) are 
marked with different colours.  
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𝑓(𝑟, 𝜃) =  ℛ𝑓 = ∫𝑓(𝑥, 𝑦)𝑑𝑠
𝐿

 (2) 

where 𝑓 is a common notation for the transform of 𝑓(𝑥, 𝑦) in the literature[4]. 

Introducing now polar (cylindrical) coordinates into the problem (𝑟, 𝜙, 𝑧) and 

taking into account the extra dimension in our 3D problem, all the integration 

path lines L (parallel to the y’ axis direction)  for a projection at an angle 𝜙 of 

the slice z = c can be described by a separation radius of r (perpendicular to 

the y’ axis) and the actual rotation angle 𝜙  (see Figure 3.1(b)). Then, the total 

set of projection images for the original 𝜌(𝑥, 𝑦, 𝑧) volume and for a 

continuously varying angle 𝜙 would describe the Radon transform of the 

slice(c) 

𝜌̌(𝑟, 𝜙, 𝑐) = ∬ 𝜌(𝑥, 𝑦, 𝑧) 𝛿(𝑟 − 𝑥 cos 𝜙 − 𝑦 sin𝜙) 𝑑𝑥𝑑𝑦
∞

−∞

 (3) 

As 𝜌̌ can be calculated from the projection images in a TEM tomography 

experiment, the original 𝜌(𝑥, 𝑦, 𝑧) can be recovered for each one of the slices 

perpendicular to the rotation axis by calculating the inverse Radon transform 

of 𝜌̌(𝑟, 𝜙, 𝑐). Finally, the total volume 𝜌(𝑥, 𝑦, 𝑧) is reconstructed by stacking all 

the z = c slices together.  

However, in a real experiment the number of projections, the resolution along 

the z axis (for the slices) and the detector array, are finite and described in a 

discrete way. Hence, different algorithms will take different approaches to 

mitigate the effects of this missing information. 

Among all these different algorithms available, the so-called iterative algebraic 

methods were the ones mostly employed for tomography experiments in a 

wide range of different applications. Part of their success arises from the 

superior quality of the reconstructions obtained with respect to the Fourier 

methods[16], which was in part provided by the ease to integrate a priori 

known information into the reconstruction process. For example, these 

algorithms include the positivity constraint for the density of the object.  
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One of such algorithms is the so-called algebraic reconstruction technique 

(ART) algorithm[17]. It is formulated on the same basis of the Radon 

transform already described, but for a discrete space. Each one of the slices of 

the volume perpendicular to the rotation axis is now regarded as a grid of n x 

n points (i , j). In the reconstruction process, each (i , j) position of the slice will 

have an optical density 𝜌𝑖,𝑗. The integration paths are now described by a k-set 

of illumination rays, fully characterized by the pair of coefficients (𝑘, 𝜙). The 

total sum of the optical densities within a given k-ray at an angle is 𝑅𝑘,𝜙 =

 ∑𝜌𝑖,𝑗. However, the experimental values for intensities of each projection ray 

are 𝑃𝑘,𝜙 (which are measured from the projection images themselves). 

Therefore, obtaining the set of 𝜌𝑖,𝑗 (n x n) from 𝑃𝑘,𝜙, minimizing the 

discrepancy with 𝑅𝑘,𝜙 is the actual problem resolved by ART.  

To do so, an iterative scheme is proposed for the algorithm that can be updated 

by one of two different paths: multiplicative ART (mult.) and additive ART 

(add.):  

𝐴𝑅𝑇 𝑀𝑢𝑙𝑡. :       𝜌𝑖,𝑗
𝑞+1 =

(𝑃𝑘,𝜙)

(𝑅𝑘,𝜙
𝑞)
 𝜌𝑖,𝑗

𝑞             (4.1) 

  𝐴𝑅𝑇 𝐴𝑑𝑑.:  𝜌𝑖,𝑗
𝑞+1 = 𝑚𝑎𝑥 [𝜌𝑖,𝑗

𝑞  +  
(𝑃𝑘,𝜙 − 𝑅𝑘,𝜙

𝑞)

𝑁𝑘,𝜙
 , 0 ] (4.2) 

where the initial guess for the optical density 𝜌𝑖,𝑗
0 = 𝑇/𝑛2 considers a 

homogeneous distribution of the total intensity (T) for each (slice). In the 

additive method, 𝑁𝑘,𝜙 is the number of grid points (i, j) traversed by any given 

ray (𝑘, 𝜙) (a normalization parameter of sorts).  Notice how both updating 

schemes intrinsically positively define 𝜌𝑖,𝑗  ≥ 0. Thus, ART introduces the fact 

that the signal is positively constrained ( 𝜌(𝑥, 𝑦, 𝑧) ≥ 0 ) into the calculation 

itself.  
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A schematic representation of the general formulation for the ART algorithm 

is shown in Figure 3.2. The relation of ART with the theory described for the 

Radon transform is straightforward (compare both Figure 3.1 and Figure 

3.2). 

The Simultaneous Iterative Reconstruction Technique (SIRT)[16] arises from 

the same mathematical framework as ART (see Figure 3.2). The main 

difference lies in the use of the information in the algorithm. ART gets an 

estimation of the 𝜌𝑖,𝑗 at each iteration for each one of the projections involved 

(i.e., for each angle 𝜙), using exclusively the information from that same 

projection. However, SIRT uses all the information from all the available 

projections at the same time at each iteration. Again, two update schemes 

(multiplicative and additive) were proposed for the SIRT algorithm 

𝑆𝐼𝑅𝑇 𝑀𝑢𝑙𝑡.       𝜌𝑖,𝑗
𝑞+1 =

∑(𝑃𝑘,𝜙)

∑(𝐿𝑘,𝜙)

∑(𝑁𝑘,𝜙)

∑ (𝑅𝑘,𝜙
𝑞
)
𝜌𝑖,𝑗

𝑞 (5.1) 

𝑆𝐼𝑅𝑇 𝐴𝑑𝑑.      𝜌𝑖,𝑗
𝑞+1 = 𝑚𝑎𝑥 [𝜌𝑖,𝑗

𝑞  +  
∑(𝑃𝑘,𝜙)

∑(𝐿𝑘,𝜙)
−
∑(𝑅𝑘,𝜙

𝑞)

∑(𝑁𝑘,𝜙)
 , 0 ] (5.2) 

Figure 3.2. General scheme for the iterative algebraic methods ART and SIRT 
(a) 3D representation of the rotating object under analysis, the rotation axis 
and the illumination direction. (b) 2D slice through the object and 1D 
representation of the projected intensity curve of such slice. 
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where the regularization term 𝐿𝑘,𝜙 is the length of the ray (𝑘, 𝜙). 

One of the major advantages of the SIRT algorithm was its improved stability 

in noisy conditions, especially compared to the ART counterpart. The initial 

assessments of the performance of SIRT[13] indicated a slower convergence 

than the ART algorithm, but the quality of the results was overall better.  

This elementwise updating scheme formulation introduced for the SIRT 

algorithm (as well as for the ART method) is both historically relevant and 

useful as a ‘first contact’ description of the inner workings of these types of 

methods. It gives as a solid base from which one can acquire an intuition of 

how the specific different algorithms incorporate the theoretical basis of the 

Radon transform for the electron tomography field of study.  

However, colloquially speaking it has fallen out of date, as the modern electron 

tomography reconstruction techniques are almost ubiquitously presented via 

a matrix formulation. Following the same approach as before to present a 

simple basic example, let us consider that a 3D 𝜌(𝑢, 𝑣, 𝑧) volume can be 

deconstructed again as a set of parallel slices at z = s, which are perpendicular 

to a singular rotation axis (i.e., axis z, at different slicing position s). Now, each 

one of the slices through this volume 𝜌(𝑢, 𝑣, 𝑧 =  𝑠) would be represented by a 

flattened vector 𝒙⃗⃗  ∈  ℝ𝒏×𝟏, where 𝑛 = 𝑤 × ℎ would be the width and height 

dimensions of the slice through the volume (see Figure 3.3). The grid of 

coordinates is reshaped by a concatenation of the succession of rows in the 

slice. 

The 2D image projections acquired experimentally for P-different angles 

𝜙𝑝={1,…,𝑃} can therefore be deconstructed as a set of projected lines of density. 

All these lines for each one of the slices 𝒙⃗⃗   considered would be encoded in a 

‘projection’ vector 𝒃⃗⃗ ∈ ℝ𝒎×𝟏, where the actual flattened dimensionality is 𝑚 =

𝑝 × 𝑘. The finite nature of the detector (a discrete and finite array of pixels) is 

considered via the index k, and the finite number of acquired projections is 

taken into account by index p. As depicted by the schematic representation in 
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Figure 3.3(b), the actual notion of illumination ray is intertwined with the 

discrete nature of the detectors themselves (index k). 

In this scheme, 𝑨 ∈ ℝ𝒏×𝒎 is called the projection matrix. Each one of the 

elements of this projection matrix, {𝒂𝒊,𝒋  |   𝑖=(1,…,𝑛) ,𝑗=(1,..,𝑚)}, accounts for the 

weight of any given pixel 𝑥𝑖  to the projected ray at 𝑏𝑗  (i.e., to a specific position 

in the projected line (k) for a specific given angle (p)). Therefore, the complete 

system can be described as     

𝑨𝒙⃗⃗ = 𝒃⃗⃗ (6) 

The tomography reconstruction problem becomes, thus, the extraction of 𝒙⃗⃗  

from the measured 𝒃⃗⃗ , without knowing a priori the values of A. To further 

complicate the matter at hands, typically n >> m (i.e., the linear system 

described is, thus, undetermined and present an infinite number of possible 

solutions) and noise pollution of the signal 𝒃⃗⃗  is experimentally unavoidable. At 

the end, the tomography reconstruction usually evolves to a minimization 

problem in the implementation of most algorithms.  

Figure 3.3. Schematic view for an electron tomography experiment expressed 
in a matrix for: (a) 3D representation of the volume space and deconstruction 
into a set of slices at z = s. (b) 2D representation of the tomography experiment 
reduced to the 2D slice at consideration. 
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For instance, in this matrix formulation the SIRT algorithm updating scheme 

would be expressed as follows (additive path) 

𝒙⃗⃗ 𝑞+1 = 𝒙⃗⃗ 𝑞 + 𝑪𝑨𝑇𝑹(𝒃⃗⃗ − 𝑨𝒙⃗⃗ 𝑞) (7) 

where 𝑪 ∈ ℝ𝒏×𝒏 and 𝑹 ∈ ℝ𝒎×𝒎 are the inverted column and row sum diagonal 

matrices, that are calculated from 

𝑐𝑖𝑖 =
1

∑ 𝑎𝑖,𝑗𝑗

𝑟𝑗𝑗  =
1

∑ 𝑎𝑖,𝑗𝑖

(8) 

This is the actual formulation used in the implementation of the SIRT 

algorithm for the free and Python-based ASTRA toolbox[18], that has been 

extensively used in every tomography experiment involved with this PhD 

work. 

In the case of noiseless data (which is never the case for real experiments), the 

algorithm converges to a weighted least squared solution 𝒙⃗⃗ ∗ 

𝒙⃗⃗ ∗ = argmin
𝒙⃗⃗ 
‖𝐴𝒙⃗⃗ − 𝒃⃗⃗ ‖

𝐑

2
(9) 

where the operator ‖𝒚⃗⃗ ‖𝐑
2 = 𝒚⃗⃗ 𝑇𝑹 𝒚⃗⃗ . Hence, the actual problem solved by the 

iterative scheme of SIRT is a minimization one. 

Finally, although still relevant and commonly used in many applications in the 

tomography field (mainly due to its easy implementation and relatively fast 

convergence times compared to more advanced algorithms), the SIRT 

algorithm presents several shortcomings when it comes to tackle challenging 

experiments with a low signal-to-noise ratio or a small number of projections. 

For instance, in many cases a balance has to be set between the angle step 

selected for the set of projections recorded (i.e., the total number of 

projections recorded) and the maximum total time of recording allowed (i.e., 

electron dose) for the experiment. This is an important trade of resolution for 

sample stability in materials with a high sensitivity to the electron beam and, 
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thus, prone to suffer structural changes with higher electron doses. At the end, 

the resolution of the reconstructed volume is compromised, as the algorithm 

struggles to converge to the optimum solution of eq.(9) due to the lack of 

information. These effects have to be considered especially in the case of 

analytical electron tomography experiments, where acquiring a full set of 

signal projection images usually require of large amount of time and electron 

dose absorbed by the sample. 

Furthermore, the pole piece inside the TEM column poses a real experimental 

physical constraint, making practically impossible to cover the whole range of 

projection angles ±90𝑜 with conventional sample holders (i.e., it is impossible 

to sample the entirety of the Radon transform space). The under-sampling in 

the illumination direction caused by this experimental constraint is 

responsible for the most predominant artefact in a TEM-tomography 

reconstruction: the missing wedge[3]. For short, the missing wedge degrades 

the resolution of the reconstructions in an anisotropic way, causing an 

elongation of the volume in the illumination direction. There are several 

approaches to deal with the effect of the missing wedge. Experimentally, the 

preparation of samples in a needle-shape[19,20] is one possible solution (to 

cover the ±90𝑜tilting range), but in principle excludes the study of 

nanoparticles. Double tilt experiments[21] are another viable option, reducing 

the non-sampled projection space delimited by the missing wedge to a non-

sampled space delimited by a missing cone, at the cost of an increased  difficulty 

of image acquisition (i.e., the experiment itself).  

More on these experimental limitations of the electron tomography 

reconstructions provided by SIRT will be covered later, in a comparison with 

the more modern total variation minimization techniques. 

3.2.2. Compressed sensing (CS) and total variation 

minimization (TVmin). 

In recent times, the mathematical field of Compressed Sensing (CS) [22] has 

emerged as a powerful tool for image processing, acquisition and compression, 
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as it states that a sparse signal can be recovered from a limited number of 

measurements below the classic Nyquist-Shannon limit criterium[23]. The 

image compression algorithms (JPEG and JPEG-2000)[24] are among the most  

prominent examples of the techniques arising from this field of study. Also, this 

initial description already hints some potential advantages of using this 

mathematical foundations in the field of electron tomography reconstructions 

[25,26]. Specifically, it could provide a viable solution when a lower number of 

projections (measurements) are considered, as long as the object itself can be 

expressed in a sparse manner in some basis other than the direct imaging 

space.  

A complete derivation of the principles behind the CS theoretical framework 

requires a fair knowledge of the concepts of sparse representation, 

compressible signal and sensing processes (measurement). However, this 

work will be solely focused on highlighting the main core concepts and how 

those apply to the problem at issue: enhanced electron tomography 

reconstructions.  

In a standard signal acquisition process (e.g., a conventional image acquisition 

in TEM, or a series of projection images in an electron tomography 

experiment), an initial signal 𝒚⃗⃗  with n components will be measured against 

the so-called sensing waveform (i.e., a functional basis Φ) giving a recorded 

signal 𝒑⃗⃗  with m components. This is:  

𝒑⃗⃗ =  Φ 𝒚⃗⃗ (10) 

In general, it is fair to assume that the process may suffer from undersampling 

(i.e., 𝑚 ≪ 𝑛) and, thus, the equation system is undetermined. For example, the 

exact denoised TEM image may present ‘burnt’ areas due to defects in the 

detectors, or the discrete number of projections acquired in a tomography 

experiment fails to sample the entirety of the projection Radon transform 

space. CS theory shows that even in those cases, a unique optimum solution 

can be calculated for this problem. Two major restrictions are put in place:  

i. 𝒚⃗⃗  is required to be sparse in a certain basis Ψ.  
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ii. The basis for the sparse representation Ψ and for the sensing waveform 

(direct space) Φ must be incoherent. 

Signal 𝒚⃗⃗   is considered sparse in a certain domain  whenever all the information 

can be entirely expressed through a small subset of s coefficients 𝒄⃗ =

{𝑐1, … , 𝑐𝑠 | 𝑐𝑘 ≠ 0}. For example, consider an image with stark contrast 

differences in localised areas. Such image could be easily represented solely by 

the boundaries between such differentiated areas (i.e., the values for the 

contrast gradients). Mathematically, the sparse transform is expressed as: 

𝒄⃗ =  Ψ 𝒚⃗⃗ (11) 

and the signal is said to be sparse only if 𝑠 ≪ 𝑛, being then 𝒄⃗  the actual sparse 

representation of 𝒚⃗⃗ . This is a fairly rigid mathematical constraint, so in 

practical applications CS allows the relaxation of sparsity to compressibility. In 

this relaxed scenario, the transform Ψ is still forced to retrieve a certain small 

number of significant coefficients k > s. However, the surplus amount of 𝑘 − 𝑠 

coefficients different than 0 poses a lower significance for the information 

recovery than the s-number of {𝑐𝑠} coefficients, and 𝒚⃗⃗  is still sufficiently 

represented by them  (i.e., s < k << n). Therefore, these extra 𝑘 − 𝑠 small 

coefficients can be filtered away (or set to 0) with minimal information loss. In 

that case, 𝒚⃗⃗  is said to be a compressible signal. 

The incoherence requirement for basis Ψ and Φ means that none of them 

(their base vectors) is allowed to be sparsely represented. This ensures 

mathematically that each 𝑝𝑖 (sparse space) contains information about many 

of the coefficients 𝑦𝑗  (direct space) and, thus, it guarantees that undersampling 

artefacts in the direct (Φ) domain are distributed as noise throughout the 

signal in the sparse domain (Ψ).  

Going back to the specific problem at hand, conventionally, an electron 

tomography reconstruction struggles with the problem of fully recovering a 

3D (𝒙⃗⃗ ) object from a limited amount of information in the form of a set of 2D 

image projections (𝒃⃗⃗ )  in the direct domain (sensing basis) measured (Φ), in 

which the projection process is encoded in the matrix form A (i.e., the problem 
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resolved by the conventional electron tomography algorithms described by 

eq.(6)). From this concept, it follows naturally that the lower the number of 

projections, the lower the measured information. Consequently, as the number 

of projections is reduced in the minimization problems proposed by different 

algorithms (e.g., SIRT in eq.(9)), the likelihood of achieving a suboptimum 

‘solution’ far from an actual mathematically optimal one (𝒙⃗⃗ ∗) is increased. It 

may be even the case that no optimum solution is available (i.e., divergent 

behaviour of the algorithm), and the retrieved solution is directly extracted 

after reaching a maximum number of iterations (a ‘safety-mode’ stopping 

criteria included in most iterative algorithms, as SIRT, to avoid getting trapped 

in infinite calculation loops). Hence, the artefactual problems (as those 

explained at the end of the SIRT algorithm description) would emerge from 

the insufficient sensing of the projection space in the language introduced for 

the CS theory framework.  

Fortunately, this same CS theory seems to provide a way out, whenever one 

can find a sparse representation for the object under study. The most 

successful electron tomography reconstruction algorithms based on CS theory 

propose the use of the so-called total variation (TV ) quantity in the 

minimization problems (the sparse domain Ψ becomes the space of the total 

variation, or gradient space). This quantity can be generally formulated as 

follows 

𝑇𝑉(𝒚) =  ∑‖𝐷𝑖𝒚‖𝑝
𝑖

 (12) 

where 𝒚 ∈ ℝ𝑛 (could be a 2D image such that 𝑛 = ℎ · 𝑤, or a 3D volume such 

that 𝑛 = ℎ · 𝑤 · 𝑑). The total variation quantity is deemed anisotropic-TV 

whenever one considers 𝑝 = 1 (l1-norm), and isotropic-TV if 𝑝 = 2 (l2-norm). 

From now on, ‖𝒂⃗⃗ ‖ will refer exclusively to ‖𝒂⃗⃗ ‖ 2, as the solver implemented 

for electron tomography reconstruction is done for the isotropic-TV.  

The problem for a minimization method based on the TV is that its inherent 

non-linearity and non-differentiability properties complicate the computation. 
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One of the iterative solvers proposed to approach this CS TV-minimization 

problem is the so-called TV minimization by augmented Lagrangian and 

alternating direction algorithms, TVAL3 for short[9,27].  

To understand how this solver operates, let us consider again the same basic 

problem described by eq.(6), in which the electron tomography reconstruction 

tries to retrieve 𝒙⃗⃗  from 𝒃⃗⃗  with an a priori unknown A. Now, the quantity to be 

minimized would be the isotropic-TV (i.e., on the sparse representation space) 

min
𝐱
𝑇𝑉(𝒙) ≜∑‖𝐷𝑖𝒙‖

𝑖

, 𝑠. 𝑡.  𝐴𝒙 = 𝒃 (13) 

TVAL3 pulls a couple of smart decisions to tackle the inherent issues 

encountered when resolving these types of minimization problems through 

iterative updating schemes. For example, it performs a variable splitting to 

ensure an easy differentiation of one part of the problem  

min
𝐱
𝑇𝑉(𝒙) ≜∑‖𝒚𝑖‖

𝑖

, 𝑠. 𝑡.  𝐴𝒙 = 𝒃 𝑎𝑛𝑑 𝒚𝑖 = 𝐷𝑖𝒙 (14) 

where a new variable 𝒚𝑖 = 𝐷𝑖𝒙  is introduced. Or, it uses the theory of the 

augmented Lagrangian method[28] to mathematically ensure the existence of 

an optimal solution (i.e., local convergence to a solution 𝒙∗). Then, instead of 

directly minimizing the total variation quantity, the algorithm is based upon 

the minimization of the augmented Lagrangian function of the problem 

𝓛𝑨(𝒚𝑖, 𝒙, 𝜐𝑖, 𝜆; 𝛽𝑖, 𝜇) =

∑(‖𝒚𝑖‖ − 𝜐𝑖
𝑇(𝐷𝑖𝒙 − 𝒚𝑖) +

𝛽𝑖
2
‖𝐷𝑖𝒙 − 𝒚𝑖‖

2)

𝑖

−  𝜆(𝐴𝒙 − 𝒃) +
𝜇2

2
‖𝐴𝒙 − 𝒃‖2, (15) 

where 𝜐𝑖, 𝜆 are the Lagrangian coefficients for the variables 𝒚𝑖, 𝒙 and 𝛽𝑖, 𝜇 are 

the penalty parameters for the augmented Lagrangian minimization. The 

problem becomes then the following for each iterative step in the algorithm 
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min
𝒚𝒊,𝒙

 𝓛𝑨(𝒚𝑖, 𝒙) =

min
𝒚𝒊,𝒙

(

 
 
∑(‖𝒚𝑖‖ − 𝜐𝑖

𝑇(𝐷𝑖𝒙 − 𝒚𝑖) +
𝛽𝑖
2
‖𝐷𝑖𝒙 − 𝒚𝑖‖

2)

𝑖

− 

𝜆(𝐴𝒙 − 𝒃) +
𝜇2

2
‖𝐴𝒙 − 𝒃‖2

)

 
 
, (16)

 

The actual iterative update scheme is well described in both the original 

publication accompanying TVAL3[9] and the PhD text where the mathematical 

principles are detailed and the convergence of the algorithm is 

demonstrated[27]. 

In the current implementation of the algorithm, both penalty parameters are 

kept constant, and given by the user as hyperparameters when initiating the 

reconstruction. These hyperparameters have an important weight on the 

aspect of final reconstruction achieved, and only in recent times a 

methodology to estimate the optimal values has been explored specifically for 

the field of electron tomography[11]. Regarding the scope of the work done in 

this PhD thesis, only the penalty parameter for the reconstruction error (𝜇) 

has ever been modified, leaving a fixed value for 𝛽 = 27 (as instructed by 

default).  

The effects of 𝜇 and the potential advantages of modifying it for specific 

reconstruction cases will be further explored bellow, by studying a heavily 

under-sampled phantom volume. Nevertheless, for the sake of completion, 

notice that 𝜇 weights the effects of the reconstruction error 𝐴𝒙 − 𝒃. The higher 

the value of 𝜇, the higher the penalty over deviations from the optimal solution 

and, thus, the higher the level of detail that can be recovered from the 

reconstruction. However, increasing the value of 𝜇 may impede the 

convergence to such optimal solution in many cases, as the problem becomes 

an analogue to the actual solution for the SIRT algorithm and, thus, the 

information limit is raised as the sparsity is demoted. On the other hand, low 

values of  𝜇 tend to provide a smoothed reconstruction, much more resilient in 

heavy undersampling cases.  
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The original code for the TVAL3 solution is freely distributed to be used in 

MATLAB. However, one of the highlights marked in the roadmap for the work 

done in this PhD was the translation of the algorithm to the Python 

programming language, which ensures the possibility of a free distribution of 

this methodology and its incorporation into the standard set of analysis tools 

for TEM in our research group (LENS) which, for the most part, are 

programmed in Python (MATLAB requires a proprietary licence to be used). 

Moreover, the original algorithm was restricted to a 2D total variation 

computation, defining the base vectors of the illumination plane as the 

principal directions for the derivatives (i.e., perpendicular to the direction of 

illumination). As a consequence, the first results that can be found in the 

literature incorporating TVAL3 for electron tomography experiments showed 

a sort of stacking artifact (similar to a mismatch expected between slices of a 

3D volume reconstructed stacked together slightly out of alignment, in the 

directions perpendicular to the illumination axis)[10]. To address this issue, 

the Python translated version includes an extra step in the algorithm to 

consider the TV minimization in all 3 spatial dimensions. This is not the first 

time that something like this has been effectively implemented [12], but to our 

knowledge it is the first time that it has been implemented in Python. The 

algorithm is later operated by the framework provided by the ASTRA-

toolbox[18], through the spot-operators functionalities[29]. 

3.3. A qualitative comparison of SIRT and TVM. 

Before the introduction of some of the experimental electron tomography 

results produced in the context of the present thesis, it is important to 

understand the potential improvements in the quality of the reconstructions 

that the inclusion of this algorithm (TVAL3, based on the minimization of the 

total variation) brought to our group capabilities (from now on, the CS 

tomography reconstruction methodology based upon TVAL3 is referred as 

TVM).  
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To do so, a series of controlled experiments of electron tomography were 

carried out using a phantom volume created from scratch, to be able to 

compare the results of TVM and SIRT under several synthetic different 

experimental conditions. The phantom volume, as well as a subset of 

projections mimicking the potential acquired projection images in a TEM 

experiment are shown in Figure 3.4. This phantom object is devised to 

Figure 3.4. (a) Render of the phantom volume created for the electron 
tomography experiments to compare SIRT and TVM. The colours are given at 
random, and the central object is actually a void in the structure. (b) Top-view 
(along the rotation axis for the particle) of the volume rendering in (a). A set 
of viewing planes (planes of the projections) are indicated for a group of 8 
angles. (c-j) Partial subset of projections used in some of the reconstruction 
experiments for the planes marked in (b). 
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represent as core-shell nanoparticle, with a basic ellipsoid shape (see the 

isometric perspective of the volume rendering in Figure 3.4(a)). Two 

elongated smaller nanoparticles are embedded within the core in the z (yellow 

NP) and y (red NP) directions. A smaller and spherical NP (orange) is also 

embedded within the core. Finally, a central void elongated in the x direction 

is carved from the core volume (see Figure 3.4(a)). This last feature, the 

central void, will play a key role in the comparisons between algorithms and 

qualitative evaluation of performance, as it turns out that precisely those type 

of ‘negative density features’ are among the most challenging structures to be 

reconstructed by the iterative algorithms. It is also a commonly observed 

feature in studies of materials for catalysis. In fact, the necessity of a 

quantitative analysis solution for the study of the 3D pore size distribution in 

materials with catalysis applications, in conjunction with the insufficient 

quality of the conventional tomography reconstructions methods, have been a 

major drive towards the inclusion and development of advanced algorithms in 

this field of TEM electron tomography analysis[11,30,31]. 

The colours given to the volume rendering in Figure 3.4 (a) are arbitrary, and 

are only valid as a visual guide for the sub-volumes included in the phantom 

object, although they will be maintained throughout the rest of the figures in 

this section for consistency reasons. The rotation axis for this synthetic 

nanoparticle is also indicated in the image, along the denominated y axis. A 

small subset of hypothetical projection planes is marked in Figure 3.4 (b) 

overlaid with the top view of the volume rendering from Figure 3.4 (a) (i.e., 

visualizing the particle in the -y direction). Once again, we are making use of 

the equivalence relation between a rotation of the particle and the rotation of 

the viewing and projection perspectives. In Figure 3.4(b), the projection 

planes are marked as in the case of a perspective rotation for the projection 

images acquired in a hypothetical experimental tomography data acquisition. 

As in many other electron tomography experiments, the angular range 

contains both positive and negative entries. The absolute reference plane at 
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𝜙 = 0𝑜 (arbitrarily selected in this case) would correspond to the XY 

orthoslice plane marked in Figure 3.4 (a). 

Figure 3.4 (c-j) present some of the actual projections of the volume for the 

planes indicated in Figure 3.4 (b). These projections were calculated using the 

functions included in the ASTRA toolbox to project the volume in a set of 

specified angles each time.  

The phantom volume itself is a cubic array with a size of (128x128x128) 

voxels. Each voxel from the volume is initially configured with a fixed intensity 

value ranging from 0 (background and central void) to 4 (the red ellipsoidal 

NP oriented in the y direction). A value of 3 is given to the elongated NP 

oriented in the z direction (yellow ellipsoidal NP) and 3.5 to the smaller sphere 

embedded in the core region (orange coloured spherical NP). The shell of the 

principal NP is set with an intensity value of 1 (the blue shell in Figure 3.4 (a)), 

and the main core intensity value is set as 2. After this initial setting, the whole 

phantom is rescaled to a range of values between 0 and 255, and those are the 

actual intensities projected by ASTRA to generate the artificial set of projection 

images for the reconstructions (examples given in Figure 3.4 (b)). 

Having described the phantom volume, in the following sections a synthetic 

comparative of experiments is carried out to examine the effects of 

undersampling in both the angular range and projection space and to evaluate 

the resilience of the TVM method to noise. 

3.3.1. SIRT vs TVM. Undersampling the angular range. 

The quality of the reconstructions obtained from conventional iterative 

algebraic reconstruction methodologies (i.e., from the SIRT algorithm) is 

tightly bounded to the number of projections used in the reconstruction 

process. As discussed in the theoretical introduction of this chapter, below a 

certain information limit the algorithm proposed by SIRT would not be able to 

converge. Furthermore, the effects of the so-called missing wedge (an 

undersampling of the direct space of projections in a very specific angular 

range) are usually unavoidable in the reconstructions made by SIRT. As a 
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result, the reconstructed volumes tend to present a deformation aligned with 

the bisectrix axis defined by the missing wedge. An example of these types of 

results from SIRT reconstructions of the phantom volume is shown in Figure 

3.5.  

The rotation axis for the phantom particle is the y axis as indicated in the 

perspective view of the volume rendering in Figure 3.5 (a). The hypothetical 

projection 0º of the rotation coincides with the XY plane highlighted in green, 

whereas the missing wedge would be bisected by the YZ plane highlighted in 

red. The coloured arrows in the perspective view are also shown over the 

slicing planes, as a visual aid for the recognition of directions. The 

Figure 3.5. (a) Perspective of a volume rendering for the phantom from 
Figure 3.4. (b-d) Orthoslices for the XY plane through the original phantom, 
11 projections and 79 projections SIRT reconstruction volumes respectively. 
(e-g) Orthoslices for the XZ plane through the original phantom, 11 projections 
and 79 projections SIRT reconstruction volumes respectively. (h-j) Orthoslices 
for the XZ plane through the original phantom, 11 projections and 79 
projections SIRT reconstruction volumes respectively. (k-l) Volume rendering 
for the 11projections and 79 projections reconstructions respectively. These 
representations are an ensemble of two different objects: A volume rendering 
for the core-shell and central void of the phantom NP, and isosurfaces renders 
for the 3 embedded NPs.  

 



56 Chapter 3 TVM in Electron tomography. 

reconstruction results presented in this figure correspond to two different 

experiments with a different set of angles. The first one corresponds to an 

experiment set with a number of 11 equidistant projections in the angular 

range ±75º (i.e., an angular separation of approximately 13.64º). The second 

one was set with a number of 79 projections for the exact same angular range 

(i.e., 1.9º of separation between projections). The resulting render for the 11 

projections case is showcased in Figure 3.5 (k), and the 3 orthoslices (cuts of 

the volume in the x, y and z directions) corresponding to the planes XY, XZ and 

YZ are showcased in Figure 3.5 (c), (f) and (i) respectively. For the 79 

projections case, the render is shown in Figure 3.5 (l), and the orthoslices for 

the planes XY, XZ and YZ are shown in Figure 3.5 (d), (g) and (j) respectively. 

All these orthoslices correspond to the central slices through the 

128x128x128 reconstructed volume. 

In both experiments an elongation of the phantom structure can be observed 

in the perpendicular direction to the XY plane (i.e., the principal direction of 

the missing wedge). The deformation of the volume reconstructed is directly 

observable in the XZ and YZ orthoslices, specially for the void structure in the 

middle. Also, the so-called streaking artefacts are present in both cases, 

although much more severely in the 11 projections case (up to the point of 

even appearing as structural elongated volumes in the margins of the 

rendering at Figure 3.5 (k)).  

Before moving into the TVM results, a word of caution must be issued for the 

volume render visualizations. Presenting the reconstruction information 

though these types of visualization methods (volume renderings and 

isosurfaces) can be often misleading. The end user has always the possibility 

of playing both with the perspective and the voxel intensity levels to present 

the information in the most convenient way (i.e., confirmation bias might be 

an issue regarding the analysis of the reconstructions through the renders). 

For that reason, in this work the renders are always accompanied by 

orthoslices. Moreover, in the particular case of the renders in Figure 3.5 (k) 

and (l), the intensity ranges used for the visualization were identical, to allow 
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for a direct qualitative comparison of the reconstruction results and overall 

quality. This criteria of using the same information limits in all the renders 

shown in the same figure will be maintained throughout the whole text of this 

PhD if the contrary is not explicitly indicated. 

Almost the same ‘experimental’ conditions were used to reconstruct the 

volumes with the TVM methodology. Although the angular range for the 

projections is kept as ±75º, in this case the limiting number of projections used 

for the reconstruction was set as 39 (instead of the 79 number of projections 

for the SIRT case). As the projections were completely noise-free, the penalty 

Figure 3.6. (a) Perspective of a volume rendering for the phantom from 
Figure 3.4. (b-d) Orthoslices for the XY plane through the original phantom, 
11 projections and 79 projections TVM reconstruction volumes respectively. 
(e-g) Orthoslices for the XZ plane through the original phantom, 11 projections 
and 79 projections TVM reconstruction volumes respectively. (h-j) Orthoslices 
for the XZ plane through the original phantom, 11 projections and 79 
projections TVM reconstruction volumes respectively. (k-l) Volume rendering 
for the 11 projections and 79 projections reconstructions respectively. These 
representations are an ensemble of two different objects: A volume rendering 
for the core-shell and central void of the phantom NP, and isosurfaces renders 
for the 3 embedded NPs. 
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parameter for the reconstruction error was set with a value of 𝜇 = 27 

(considered an intermediate-large value for the TVAL3 algorithm). 

The resulting reconstructions are shown in Figure 3.6, with an identical layout 

to Figure 3.5. The TVM method retrieves an accurate reconstruction a number 

of projections as for low as 11. Also, in both cases of 11 and 39 projections the 

results are very close, and of a higher quality than the case of 79 projection for 

the SIRT algorithm. No major negative effects from the missing wedge can be 

now seen in the reconstructions, with the exception of a slight anisotropic 

thinning of the shell in the direction defined by the intersection of the planes 

XZ (blue) and YZ (red). This thinning effect is easily observable precisely in the 

orthoslices XZ (Figure 3.6 (e-g)) and YZ (Figure 3.6 (h-j)). Also, a small 

smearing effect over the intensity in the same general direction as the thinning 

one is observable. It is slightly more severe for the 11 projections case than for 

39 projections one from a qualitative comparison between the images of 

Figure 3.6 (f-g) and of Figure 3.6 (i-j). 

The streaking artefacts are not visible in any of the orthoslices analysed for the 

TVM reconstructions, and the inner void structure is reproduced by the 

reconstructions with an apparent high fidelity (i.e., closer to the shape in the 

synthetic reference phantom, and with an average intensity value very close to 

the background). 

In order to close this comparative experiment, a series of profile lines taken 

from orthoslices through the reconstructed volumes are analysed for each one 

of the algorithms and experimental conditions described in Figure 3.5 and 

Figure 3.6. The analysis is subdivided according to the slicing plane 

considered.  

Beginning with the slicing direction that was overall less affected by the 

missing wedge, the results for the profiles in the XY plane are shown in Figure 

3.7. Both profiling directions (horizontal Figure 3.7(f) and vertical Figure 

3.7(g)) for the TVM reconstructions (Figure 3.7(b-c)) show an almost perfect 

fit with the original intensity signal of the phantom (solid line). The only 



3.3. A qualitative comparison of SIRT and TVM.  59 

 
 

difference in both cases arise in the slight overestimation of the intensity in the 

reconstructions for the central void region (i.e., the central part in both 

profiles), where the 39 projections case is closer to the phantom than the 11 

projections one. Both the 11 and 79 projections cases of the SIRT 

reconstructions (Figure 3.7(d-e)) show a clear separation form the phantom 

intensities, regardless of the profiling direction. As expected, the 79 

projections case is closer to the original intensity profiles than the 11 

projections case. It is also observable a higher separation for the horizontal 

profiling direction, caused by the anisotropic smearing artefact surrounding 

the central void and clearly oriented in the same direction.  

The profiles done over the XZ slices are shown in Figure 3.8. Once again, the 

profiles for the TVM reconstructions are almost identical to the phantom 

profiles. The slight overestimation of the intensity in the void region is still 

Figure 3.7. XY orthoslices for the reference phantom volume (a), for the TVM 
reconstructions using 11 projections (b) and 39 projections (c), and for the 
SIRT reconstructions using 11 (d) and 79 (e) projections. (f) Intensity profiles 
for the horizontal path highlighted in green (1) in (a). Intensity profiles for the 
vertical path highlighted in orange (2) in (a). 
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happening here (vertical profile, Figure 3.8 (g)), and still more prominent for 

the case with a lower number of initial projections. However, a quick 

comparison between the profiles in the horizontal (Figure 3.8 (f)) and vertical 

(Figure 3.8 (g)) directions for the TVM signals shows the marginal but still 

existing influence of the missing wedge on the reconstructions. Notice how, in 

the vertical profiling direction, a slight shaving of the squared corners defined 

by the intensity steps is observable. This effect is more accentuated for the 11 

projections case, equivalently to the higher smoothing effect over the 

boundaries described for the TVM slices in Figure 3.6. 

The profiles for the SIRT reconstructions tell a completely different story. The 

horizonal profiling Figure 3.8 (f) for the 79 projections case (Figure 3.8 (e)) 

shows a fairly good agreement with the phantom profile. However, the vertical 

profile Figure 3.8 (f) accuses the streaking artefacts in the reconstruction 

Figure 3.8. XZ orthoslices for the reference phantom volume (a), for the TVM 
reconstructions using 11 projections (b) and 39 projections (c), and for the 
SIRT reconstructions using 11 (d) and 79 (e) projections. (f) Intensity profiles 
for the horizontal path highlighted in green (1) in (a). Intensity profiles for the 
vertical path highlighted in orange (2) in (a). 
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caused by the lack of information in the missing wedge. The profiles for the 11 

projections case (Figure 3.8 (d)) are far from the phantom profile in both the 

horizontal (Figure 3.8 (f)) and perpendicular (Figure 3.8 (g)) directions. In 

the latter, the reconstruction is so corrupted by artefacts (streaking lines) that 

the intensity traversing the void region almost reaches the same level of the 

previous plateau.  

The same overall behaviour can be observed for the line profiles taken over 

the YZ slices showcased in Figure 3.9, with a slightly better behaviour in the 

79 projections case of the SIRT reconstruction (Figure 3.9 (e)) with respect to 

the original profiles of the phantom image (Figure 3.9 (a)). 

One thing that only becomes apparent when one compares all 3 principal 

slicing directions (Figure 3.7 XY , Figure 3.8 XZ and Figure 3.9 YZ) is that the 

TVM does a much better job maintaining the overall contrast structures than 

Figure 3.9. YZ orthoslices for the reference phantom volume (a), for the TVM 
reconstructions using 11 projections (b) and 39 projections (c), and for the 
SIRT reconstructions using 11 (d) and 79 (e) projections. (f) Intensity profiles 
for the horizontal path highlighted in green (1) in (a). Intensity profiles for the 
vertical path highlighted in orange (2) in (a). 
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the SIRT algorithm, especially for the severe undersampling case of 11 

projections. In that sense, the XY profiles for the 11 projection SIRT 

reconstruction (Figure 3.7 (d)) show a clear overestimation of the intensity 

crossing the inner particle region in both directions with regard to the 

phantom reference intensity profile. However, in the XZ profiles in both 

directions (Figure 3.8 (f)(g)) the 11 projections SIRT reconstruction signals 

(Figure 3.8 (d)) underestimate the maximum intensity traversing the NP with 

respect to the one measured for the reference phantom (Figure 3.8 (a)). 

Finally, in the YZ case the horizontal profiling line (Figure 3.9 (f)) and the 

vertical one (Figure 3.9 (g)) cross two different NPs. Notice how the 

horizontal case overestimates the intensity for the 11 projections SIRT 

reconstruction (Figure 3.9 (d)), whereas the vertical line case underestimates 

it. In both profiles, the maximum intensity values are close. In a sense, these 

results indicate that in cases of severe undersampling the SIRT algorithm will 

automatically tend to flatten the overall signal, and will saturate the maximum 

intensity values in the localized regions with higher contrast values (in this 

case, all the embedded NPs). 

To summarize the results of this subsection in a brief statement, the TVM 

outperforms the SIRT algorithm in all cases by a long margin, and even in the 

extreme case of including such a small number of projections as 11 is capable 

of retrieving a very accurate result in good agreement with the original 

phantom.  

3.3.2. Noise resilience of the TVM method. 

From this point onward in this PhD work, only the TVM methodology will be 

employed for electron tomography reconstructions (morphological and 

analytical electron tomography reconstructions). In  the previous section, the 

reconstructions were carried out utilizing exclusively pristine projections (i.e., 

without noise). However, in real experiments one has to account for the effects 

of noise pollution in every single projection acquired. To test the resilience of 

the modified TVAL3 algorithm to experimental noisy conditions, 2 different 
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levels of a mixture of Gaussian and Poissonian noise were added to the 

phantom volume before carrying out the reconstructions. These noise levels 

are characterized by an average signal-to-noise ratio (SNR) estimation 

calculated from  

𝑆𝑁𝑅 = 10 log10 (
∑ (𝑥𝑖)

2
𝑖

∑ (𝑥𝑘 − 𝑥𝑘
∗)2𝑘
) (17) 

where 𝒙⃗⃗ = {𝑥𝑖}𝑖=1,…,𝑛 would be the intensities of the pristine phantom volume 

and 𝒙⃗⃗ ∗ = {𝑥𝑖
∗}𝑖=1,…,𝑛 would be the intensities of the noise polluted phantom 

volume. The higher the SNR value, the lower the quantity of noise added to the 

projections. 

In order to be able to compare them, the same set of hypothetical experimental 

conditions (31 equidistant projections with an angular step of 5º in the ±75º 

angular range) were used in every reconstruction. For the lower noise level 

(NLvl.1, SNR 23.67dB) the TVM was set with a penalty parameter 𝜇 = 27. The 

higher noise level (NLvl.2, SNR 9.68dB) was reconstructed with 𝜇 = 27 and 

𝜇 = 24. The results of the reconstructions are shown in Figure 3.10. To 

visualize the two different levels of noise, Figure 3.10 (a) shows a comparative 

of the projections at an angle of 0º. The volume reconstructions for the 2 

different noise levels are shown in Figure 3.10 (b), alongside a render of the 

phantom volume. The volume renderings for the reconstructions are sliced by 

the XY plane, highlighted in green in the phantom volume. Cutting at half these 

renders provides a clear image of the embedded NPs, represented by 

isosurfaces (i.e., surfaces of at equal voxel intensity value).  

Also notice that in the case of the higher noise level (Lvl.2, SNR of 9.68dB) two 

stripes appear in the background in both the 𝜇 = 27 and 𝜇 = 24 

reconstructions. Although the voxel intensity of the 3D renders was capped 

with a lower boundary to avoid the representation of the background noise, 

these artefacts persist. They are the result of the effects of the finite size of the 

projections and, thus, the unavoidable mismatch between the geometries of 

the data cylinder defined by them (oriented along the rotation axis) and the  
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Figure 3.10. (a) Projections at the 0º angle for the phantom volume from 
Figure 3.4  showing different levels of noise (pristine-original phantom, SNR 
23.67dB and SNR 9.68dB). (b) Volume renderings and isosurfaces for the 
original phantom volume and the 3 reconstructions done with different levels 
of noise and penalty (𝜇) parameters. The orthoslices at the middle of the voxel 
cube reconstructed are shown for the XY plane in (c), for the XZ plane in (d) 
and the YZ plane in (e).  
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intended data cube volume computed by the algorithm. In noiseless 

conditions, the border pixels were given an intensity value of 0, and thus the 

gradient computed by the algorithm remained flat and a voxel intensity of 0 

was retrieved in the corners of the cube volume reconstructed. When the 

background signal is far from 0 (noisy conditions), a cylindrical envelope is 

created by the algorithm surrounding the volume reconstruction at the centre 

of the cube, and in the direction of the rotation axis. In the case of the lower 

noise level (Lvl.1, SNR of 23.67dB and TVM reconstruction with 𝜇 = 27), the 

lower boundary capping was sufficient to extract the artefactual intensity at 

the corners. These artefactual stripes can also be observed in the XZ slices 

through the volume for all the reconstructions (Figure 3.10 (d), planes 

perpendicular to the rotation axis), although more prominently for the cases 

of noise Lvl.2. This type of enveloping artefact can be very often observed in 

experimental reconstructions. Precisely for this reason, it is always convenient 

to place the region of interest as centred as possible in the projections during 

the acquisition process. Otherwise, the risk of retrieving a deformed 

reconstruction towards the limits of the cube volume (cause by the gradient 

computations of the algorithm) is high, especially for noisy datasets.  

The slices through the volume for the planes XY, XZ and YZ (i.e., perpendicular 

to the 3 directions of the frame of reference or cube-volume) are shown in 

Figure 3.10 (c)(d) and (e) respectively. For the lower noise level (NLvl.1), the 

reconstruction with the penalty parameter 𝜇 = 27 show an excellent 

agreement with the phantom slices, although a hint of the possible effects of 

the missing wedge is visible for the XZ and YZ planes. The ellipsoidal shape is 

slightly deformed at the top, and at the same time the shell region is thinned. 

The results for the higher noise level (NLvl.2) are not as good though. They are 

still in good agreement with the phantom volume, as all the regions (inner 

void, NPs and core-shell structure) are represented in the reconstructions. The 

higher penalty parameter case (𝜇 = 27) shows a higher granularity effect, 

whereas the lower penalty case (𝜇 = 24) provides a smoothed reconstruction 

(given the higher weight given to the gradient computations in the TVAL3 
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algorithm). However, the enforcement of a higher weight for the gradient 

computation in the TVAL3 algorithm (𝜇 = 24) flattens the overall voxel 

intensity distribution retrieved and causes a loss of definition in the image (i.e., 

losing contrast definition between differentiated structures).  

Once again, the semiquantitative analysis through the intensity profiles 

extracted from lines drawn over the volume slices is carried out to confirm the 

results of the qualitative analysis shown in Figure 3.10, and seal the concepts 

explored in this section. These profiling results are shown in Figure 3.11. The 

curves for both noise levels reconstructions with a penalty parameter of 𝜇 =

27 follow the same step pattern of the reference phantom curve for all the 

horizontal lines proposed. However, the vertical profiles affected by the 

missing wedge (XZ and YZ) show a separation from the reference curves, as 

the steps are blended in an almost continuum gradient curve. Also, as the noise 

level is incremented, the background signal intensity of the reconstructions is 

increased and, thus, the contrast resolution is lowered (see the orthoslices 

from Figure 3.10). This effect is translated into intensity profiles as an 

increment of the base level of intensity.  

Regarding the profiles for the higher level of noise and the penalty parameter 

𝜇 = 24, they present a higher degree of separation from the reference phantom 

signals. At the same time, the contrast is reduced and the intensities for the 

NPs tend to saturate to the same values (as the cases of the SIRT 

reconstructions for the severe angular undersampling datasets, Figure 3.7, 

Figure 3.8 and Figure 3.9). 

In any case, from the combined results from Figure 3.10 and Figure 3.11 it is 

safe to assume that the TVM methodology is capable of retrieving high quality 

3D volume reconstructions even in cases of severe noise pollution. The trade-

off between smoothness and lateral resolution (through the penalty 

parameter 𝜇) should always be considered when facing extreme cases of low 

SNR. 
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Figure 3.11. (a) XY slice through the phantom volume. The intensity profiles 
for the lines drawn in (a) and for all the XY slices shown in Figure 3.10(c) are 
shown in (b) for the horizontal and (c) for the vertical directions. (d) XY slice 
through the phantom volume. The intensity profiles for the lines drawn in (d) 
and for all the XZ slices shown in Figure 3.10(d) are shown in (e) for the 
horizontal and (g) for the vertical directions. (g) YZ slice through the phantom 
volume. The intensity profiles for the lines drawn in (g) and for all the YZ slices 
shown in Figure 3.10(g) are shown in (h) for the horizontal and (i) for the 
vertical directions. 
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3.3.3. Resilience of the TVM method to image erosion. Severe 

undersampling conditions in X-EDS analytical electron 

tomography. 

The last experiment on the volume phantom presented in Figure 3.4 is 

centred around the effects of image erosion on the reconstructions. The term 

‘image erosion’ refers to a complete loss of signal (i.e., a pixel intensity equal 

to 0) in arbitrary regions of the projection images used for the 3D 

reconstructions. This is a common scenario in X-EDS analytical electron 

tomography experiments. 

This erosion defect is particularly persistent  in cases of low pixel/time 

registration or low dose setups for sensitive samples (i.e., samples easily 

degraded under the electron beam). The projection images extracted from the 

X-EDS count mappings are usually incomplete, and contain several areas 

without any X-ray count. Hence, these reconstructions would be faced with a 

dual undersampling problem (i.e., discrete number of projections and eroded 

images). 

To test the capability of the TVM methodology to resolve these types of 

problems, the original phantom volume is divided in 3 subsets (or volumes): 

the shell, the embedded nanoparticles and the central core. The latter contains 

the central void and extra cavities in the positions formerly occupied by the 

NPs. These 3 volumes where projected in an angular range of ±75º with an 

angular step of 5º (31 projections). The resulting projections where polluted 

with noise (low level of noise, at a SNR of 20dB), and further modified by 

erosion at two different percentages (30% and 70%). This way, these synthetic 

experiments try to mimic the conditions of an analytical electron tomography 

reconstruction with incomplete signals in the X-EDS mappings. The results for 

the low level of erosion are shown in Figure 3.12. In this case, 30% of the 

initially non-zero valued pixels were set to 0 at random in each projection.  

The level of detail in the eroded projections (Figure 3.12 (a)) is still high 

enough to distinguish partially the structures within the phantom. The 
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reconstructions were done for two different penalty parameters (𝜇) to 

compare the effects of the smoothing factor of the TVAL3 algorithm. The 

volume representations for the reconstructions are shown in Figure 3.12 (b).  

In both the 𝜇 = 23 and 𝜇 = 25 cases, the core and shell reconstructions are 

presented as volume renderings with a slightly saturated colour-scale and 

sliced by YZ central plane, and the NPs reconstructions are presented by 

complete isosurfaces. The 𝜇 = 23 case (blue-greens and pink NPs) presents an 

overall smoother finish, but the shell reconstruction shows a clear anisotropic 

behaviour in the main direction defined by the missing wedge, as it appears 

thinner (with a higher transparency level).Meanwhile, the 𝜇 = 25 presents a 

reconstruction with a higher level of granularity, but the missing wedge effects 

are minimized.  

The orthoslices corresponding to the XY, XZ and YZ central planes are shown 

in Figure 3.12 (c), (d) and (e) respectively. A higher level of anisotropic 

deformation and distribution of intensities (associated to the missing wedge) 

is confirmed for the 𝜇 = 23 reconstructions by analysing the XZ and YZ slices. 

In both cases (𝜇 = 25 and 𝜇 = 23) the central void and cavities associated to 

the NPs are approximately resolved, although the central void in the ‘core 

subset’ presents a clear deformation with respect to the phantom slice 

(especially in the XZ and YZ slicing planes). The  𝜇 = 25 presents an overall 

lower contrast level with respect to the 𝜇 = 23 case, with lower values of the 

maximum intensity levels for the slices in all 3 directions. This effect appears 

to work in an opposite way to the contrast degradation of the previous 

sections, where a lower value of 𝜇 resulted in reconstructions with an overall 

lower dynamic range for the intensity values. The reason is the limitation 

imposed by 𝜇 on the gradient computations in combination with a large 

number of void regions in between non-zero datapoints in every projection. 

As the intensities of several non-boundary and non-background pixels were 

set to 0 (i.e., image erosion), the algorithm had to compute that missing 

information. One may think about the penalty parameter as an effective radius 

for the gradient computations. In previous sections the noise introduced was  
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Figure 3.12. Panel for the partial reconstruction of volumes at a 30% level of 
erosion (a) Projections at an angle of 0º for the pristine phantom, the shell, the 
nanoparticles and the main core. (b) 3D representations of the phantom 
volume, and the reconstructions for μ=23 and μ=25. The orthoslices for the 
phantom volume, the 3 separated components of the μ=23 reconstruction and 
the μ=25 reconstruction are shown in (c) for the XY plane, (d) for the XZ plane 
and (e) for the YZ plane. 
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Figure 3.13. Panel for the partial reconstruction of volumes at a 70% level of 
erosion (a) Projections at an angle of 0º for the pristine phantom, the shell, the 
nanoparticles and the main core. (b) 3D representations of the phantom 
volume, and the reconstructions for μ=23 and μ=25. The orthoslices for the 
phantom volume, the 3 separated components of the μ=23 reconstruction and 
the μ=25 reconstruction are shown in (c) for the XY plane, (d) for the XZ plane 
and (e) for the YZ plane. 
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additive in nature, and the effects of setting a higher radius for the gradient 

computation was an excessive blurring effect over the details of the 

reconstruction.  

To test the limits of the TVM methodology dealing with projection image 

erosion, a second set of reconstructions using the same experimental setup 

and penalty parameters were carried out, forcing a 70% average 

undersampling of the phantom dataset. The results are shown in Figure 3.13. 

Both  𝜇 = 23 and 𝜇 = 25 are capable of reproducing the major details on the 

phantom volume, such as the volumes associated to the NPs and a fairly well 

constructed shell (Figure 3.13 (b)). However, the negative density spaces (i.e., 

the voids and NPs cavities in the core part) are retrieved with a lower fidelity 

level, especially in the case of 𝜇 = 25. It is important to highlight that the 

colour-scale of the volume rendering for the core and shell reconstructions in 

the 𝜇 = 25 case (Figure 3.13 (b), on the right in red and orange) was 

artificially saturated to be able to distinguish the details retrieved 

.In fact, notice how the colour-scale for the orthoslices is also limited to a 

maximum level of 155, and even so the contrast in the images is still poor in 

comparison to the 𝜇 = 23 case. 

In any case, even for such unfavourable conditions the TVM methodology 

seems to be able to achieve results of a high enough quality to serve, at least, 

as a qualitative method to analyse the distribution of structures in the volume. 

Also, as exemplified by this erosion experiment, it is always recommendable 

to pair the analytical X-EDS reconstructions with the morphological grey-scale 

ones from the co-acquired images (i.e., HAADF electron tomography 

reconstructions). This is of especial interest for samples with void spaces 

inside larger volumes, that can be completely  
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misrepresented by the analytical signal if the quality of the mapping images is 

low. 

3.4. A case study.  

To test the capabilities of the TVM methodology on a real case scenario, a 

series of electron tomography experiments were carried out for a set of 

spherical-shaped and hollow nanoparticles (i.e., NPs purely form as an 

spherical shell surrounded a voided core) with three different composition: 

(1) A sample of hollow iron oxide NPs (γ-F2O3) with a thin shell configuration, 

(2) a sample of hollow iron oxide NPs (γ-F2O3) with a thick shell configuration 

and (3) a sample of hollow nickel-iron oxide NPs which was supposed to 

present a dual-shell structure. The samples were synthesised by Dr. Davide 

Peddis and co-workers at the Institute of Structure of Matter of the National 

Research Council (CNR-ISM). 

This section is subdivided in two blocks containing two sets of experiments 

using the TVM method for the electron tomography reconstructions as the 

backbone for the analysis. The first one is centred around a semi-quantitative 

morphological analysis of the thin-thick hollow nanoparticles. The objective of 

this experiment was to approximate the shell thickness of the samples from 

the 3D morphological tomography reconstructions, in order to verify the 

existence of an actual statistical difference in thickness. The second 

experiment is centred around the analytical separation of elements. The 

objective was to test if the mixed-composition iron-nickel oxide NPs presented 

an actual dual shell structure. To do so, a X-EDS analytical electron tomography 

was carried out, complementing a conventional analysis of EELS spectrum 

images. 

3.4.1. Morphological electron tomography. Thick-Thin shell 

Fe2O3 NP. 

The maghemite hollow-shell NPs samples where synthesized in a colloidal 

suspension, which helped with the long-term stability and prevented the 
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amalgamation of NPs in an eventual structural collapse. Unfortunately, NPs 

with these rests of colloidal shell tend to suffer from severe sample 

contamination under the electron beam. The molecular envelope is 

evaporated by the continuous energy input and later deposited on top of the 

sample, attracted by the negative charge of stream of electrons. This is 

translated into shorter acquisition times, limited number of projections and 

lower beam intensity (i.e., lower SNR) allowed for a tomography acquisition. 

Therefore, the TVM methodology was the only realistic choice to retrieve 

reconstructions with a high enough quality to perform a quantitative analysis. 

The acquisition of the angular set of HAADF images for the thin-shell hollow γ-

Fe2O3 NPs sample was done at 200keV in a TITAN Themis, with a beam current 

of 110pA. The sample was rotated from -65º to 60º, with an angular step of 5º. 

Figure 3.14. (a) Volume rendering of the TVM ET reconstruction of a large 
bundle of thin-shell γ-Fe2O3 NPs. The slices through the volume highlighted in 
the perspective view (a) are shown in (b-d) for the XY, XZ and YZ planes 
respectively. The rotation axis is indicated with an arrow in (a), (b) and (d), 
and a dot (‘exiting the plane’) in (c). 
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The registration time was 10s per angular projection, for a total set of 27 

images of 512x512 resolution. After the alignment of the stack of images, the 

reconstruction was done setting a penalty parameter 𝜇 = 27. 

The resulting volume reconstructed is shown in Figure 3.14 (a), and the set of 

orthoslices through the volume are shown in Figure 3.14 (b), (c) and (d) for 

the XY, XZ and YZ slicing planes highlighted in Figure 3.14 (a). The arrows 

indicate the rotation axis for the sample during the HAADF stack acquisition. 

Despite the large number of closely packed NPs in the field of view, the quality 

of the reconstruction was high enough to extract individual NPs in some 

localized regions of interest through an automatized volume segmentation 

Figure 3.15. (a) HAADF projection at 0º for the hollow thin-shell γ-Fe2O3 NPs 
sample. (b) Perspective view of the volume rendering for the reconstruction 
in the same direction defined by the normal of the 0º projection plane. The 
isosurfaces of colour overlayed with the render are presented separately and 
zoomed in (c),(d) and (e). 
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technique. This segmentation was carried out by the watershed algorithm 

included in the Avizo software solution. It was applied to 3 handpicked regions 

presenting a good separation between particles, identified by making use of 

orthoslices similar from those presented in Figure 3.14 (b), (c) and (d). The 

final segmentation results are shown in Figure 3.15. 

The good agreement between the HAADF projection at 0º presented in Figure 

3.15 (a) and the perspective view of the volume rendering in Figure 3.15 (b), 

highlights once again the high degree of accuracy in the reconstruction. The 

arrows in both panels indicate the rotation axis for the sample during the 

experiments. 

The regions of interest 1 (Figure 3.15 (c)), 2 (Figure 3.15 (d)) and 3 (Figure 

3.15 (e)) present a total of 15 NPs separated. The isosurfaces shown in these 

panels reproduce the hollow shell structure of the γ-Fe2O3 NPs, and at the same 

time put forward the existence of holes in the shells connecting the internal 

void in the ‘core’ with the exterior. The isosurfaces also confirmed the 

Figure 3.16. (a) Volume rendering of the TVM ET reconstruction of a large 
bundle of thick-shell γ-Fe2O3 NPs. The slices thought the volume highlighted in 
the perspective view (a) are shown in (b-d) for the XY, XZ and YZ planes 
respectively. The rotation axis is indicated with an arrow in (a), (b) and (d), 
and a dot (‘exiting the plane’) in (c). 
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existence of an actual inner structure (i.e., the cavity is not perfectly spherical) 

inside the hollow shell, as already hinted in the HAADF projections of the 

sample for most of the NPs. Overall, the NPs segmented appear to present a 

homogeneous morphology and size distribution. 

The acquisition of the of 512x512 HAADF images for the thick-shell hollow γ-

Fe2O3 NPs sample was done with the same experimental conditions of the 

previous thin-shell sample experiment. However, this time the angular range 

was ±65º, with a step of 5º between projections. The reconstruction was done 

Figure 3.17. (a) HAADF projection at 0º for the hollow thick-shell γ-Fe2O3 NPs 
sample. (b) Perspective view of the volume rendering for the reconstruction 
in the same direction defined by the normal of the 0º projection plane. The 
isosurfaces of colour overlayed with the render are presented by separate and 
zoomed in (c), (d) and (e). 
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setting a penalty parameter 𝜇 = 27 again, after the stack alignment and 

preparation. 

The resulting volume is shown in Figure 3.16 (a), alongside the orthoslices 

through the volume of the XY (Figure 3.16 (b)), XZ (Figure 3.16 (c)) and ZY 

(Figure 3.16 (d)) planes. As with the thin shell case, several areas were 

selected for an automatic segmentation of particles using the watershed 

algorithm by observing these orthoslices. The results are shown in Figure 

3.17.  

Once again, a good agreement can be observed between the original HAADF 

projection at 0º (Figure 3.17 (a)) and the perspective view of the 

reconstructed volume (Figure 3.17 (b)). The isosurfaces for the segmented 

NPs in the areas of interest are shown in Figure 3.17 (c), (d) and (e). Those 

same isosurfaces representations are overlayed with the volume rendering in 

Figure 3.17 (b) as a reference of their position in the overall dataset. As in the 

Figure 3.18. (a) Scheme of the model used for the thickness computations. (b) 
Example of the volumes separated for one of the thin-shell NPs. (c) Example of 
the volumes separated for one of the thick-shell NPs. (d) 2D chart for the 
distributions of shell thickness and NP size for the NPs separated in Figure 
3.15 and Figure 3.17. 



3.4. A case study.  79 

 
 

thin-shell cases from, the thick-shell NPs present an inner structure and open 

pores connecting the core void and the exterior in many cases. 

The analyses of Figure 3.14, Figure 3.15, Figure 3.16 and Figure 3.17 

indicated that, although the NPs presented an overall spherical symmetry, the 

actual shell structure and size showed a certain degree of variability between 

the NPs segmented for the same sample composition. As a proxy for the shell 

thickness computation, a simpler model is proposed to represent each one of 

the particles separated from their respective bundles. The model represents 

each NP by a pair of concentric spheres. The larger one contains a volume 

equal to the total volume encompassed by the NP measured from the 

reconstruction. The smaller one is given a volume equal to that encompassed 

by the core region of the hollow structure of the NPs. As the majority of the 

NPs presented an open shell structure (a series of pores connected the central 

void in the core with the exterior), an approximation for the closing surface 

was required. A scheme for the equivalent volume construction is shown in 

Figure 3.18. 

The spherical volumes (Figure 3.18 (a)) computed from the segmented 

reconstructions (examples in Figure 3.18 (b) and (c) for the thin-shell and 

thick shell NPs respectively) allow for the estimation of the shell thickness as 

the difference between the outer and inner radius of the spheres 

𝑟𝑖 = (
3𝑉𝑖
4𝜋
)

1
3

(18) 

where Vi stands for the volume of the sphere.  

The resulting average value thickness value for the thin-shell NPs was 4.26 ± 

0.31nm, whereas for the thick-shell case was 4.49 ± 0.34nm. Notice how close 

the resulting values are among them. Therefore, the actual differentiation 

between thick and thin shell samples is subtle. To complete the analysis, a 2D 

chart for the computed thickness vs the measured radius for the segmented 

NPs is included in Figure 3.18 (d). The shaded areas correspond to an 

estimated probability density function for each one of the sets of segmented 
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NPs, assuming a gaussian distribution of probability around each datapoint 

(thick-shell NPs in red and thin-shell NPs in blue). Some of the datapoints are 

deemed as outliers for both distributions, and are accordingly shaded in grey. 

The analysis of this dual-parameter graph shows a much clearer separation 

between the thin and thick shells distribution. 

To summarize the results, the use of the TVM methodology resulted in a set of 

high-quality morphological reconstructions for large bundles of NPs in both 

samples proposed, despite the limiting experimental conditions. From those 

reconstructions, several NPs could be automatically segmented by a semi-

supervised algorithm (watershed), and the measurements from those 

separated volumes provided an insight of the distributions of shell thickness 

and sizes. 

3.4.2. Analytical electron tomography. Iron - Nickel oxide NPs. 

The sample of iron-nickel oxide NPs was expected to show a dual shell 

morphology, where the nickel oxide (NiO) shell should appear as an envelope 

structure of the inner iron oxide (γ-Fe2O3)  shell, forming a dual-shell structure 

that enveloped the hollow core of the NP. However, the conventional EELS SI 

analysis showed inconclusive results in that regard (Figure 3.19, Figure 

3.20). The non-negative matrix factorization (NMF) decomposition resolved a 

separation of Ni and Fe in the components with indices 3 and 4. The 

component labelled as #4 shows an important increment of the Ni WLs 

intensity with respect to Fe WLs, whereas component #3 shows a clear 

dominion of the spectra by the Fe WLs. However, the structure of the loading 

mappings for component #4 shows an uneven segregation towards the 

surface, instead of an enveloping shell structure. This ‘clumps’ of dominant NiO 

are observed clearly in the mappings overlays in both areas (Figure 3.19 (c) 

and Figure 3.20 (c)). 

 A detailed zoomed view of the Fe WLs is included in an inset on the spectrum 

areas in both cases (Figure 3.19(e) and Figure 3.20(e)), to highlight the 

apparent change in the oxidation state for the iron oxide accompanying the 
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NiO segregation. The variation of the WL-ratio between component 4 and 3, 

and the displacement of the central position of the FeL3 WL towards higher 

energy losses in component 3 are behaviours commonly described in the 

literature for the changes in the cation ELNES regions  accompanying changes 

in the oxidation states[32]. Finally, it is important to mention that the spectra 

presented in both images (Figure 3.19 and Figure 3.20) were independently 

scaled between (0,1) to allow an easier comparison of the resolved factors. In 

reality, component 3 presented in both areas an average number of electron-

counts 2 orders of magnitude higher than component 4.  

Moving on, a series of electron tomography experiments were carried out on 

the same sample to confirm that this apparent uneven distribution of NiO is 

not an artefact arising from the projection effect in a conventional EELS SI 

acquisition. Given that the Ni and Fe are close in the periodic table (the Z 

atomic numbers are 26 for the and 28 for the Ni), the regions with different 

compositions in the HAADF projection images used for the electron 

tomography reconstruction would not present any variation in contrast 

associated to elemental composition changes. Hence, a morphological electron 

Figure 3.19. (a) HAADF co-acquired image for the first EELS-SI under analysis. 
The loading mappings for the NMF spectral factors (#3 and #4) shown in (e) 
are included in (b) and (d) (respectively). The inset of (e) shows a detailed 
view of the Fe WLs for the components resolved. (c) Overlay of loadings 
mappings for the components #3 and #4.  

 



82 Chapter 3 TVM in Electron tomography. 

tomography experiment would not suffice to resolve the problem. To tackle 

this issue, the HAADF images were co-acquired with a series of X-EDS 

spectrum images. The mappings extracted from these spectrum images were 

later aligned using the HAADF projections (with a higher level of detail) and 

used to carry out an analytical electron tomography reconstruction, which 

retrieved a series of segmented volumes for each one of the elements of 

interest (Fe and Ni).  

Once again, the problems with carbon contamination limited the maximum 

number of projections acquired to an angular range of ±65º and an angular 

step of 10º, limiting each projection to a 128x128 pixel-size area. The dwell 

time (pixel/time) was set as 20 milliseconds, resulting in an approximate 5min 

30s per projection. As the spectral projections were acquired in a single 

scanning mode (a single illumination event per pixel), the electron beam 

current was increased to a value of 250pA to improve the SNR. 

Each one of the projected SIs was identically modelled to extract the signal 

mappings for the Ni and Fe (same background model and integration windows 

for the reference lines). Both the Fe and Ni mappings were computed from the  

Figure 3.20. (a) HAADF co-acquired image for the second EELS-SI under 
analysis. The loading mappings for the NMF spectral factors (#3 and #4) 
shown in (e) are included in (b) and (d) (respectively). The inset of (e) shows 
a detailed view of the Fe WLs for the components resolved. (c) Overlay of 
loadings mappings for the components #3 and #4. 
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Figure 3.21. (a) HAADF projection for the NiO-γFe2O3 at an angle of 35º. The 
series of overlays (same projection angle) for the C-Fe-Ni (b), Fe-O (c) and NiO 
(d) elemental mappings were extracted from the spectral models shown in (e) 
for the low energy and (f) for the high energy regions. (g) Examples of 
projection images for the HAADF signal. (h) Examples of projection images for 
the Fe signal (elemental mapping). (i) Examples of projection images for the 
Ni signal (elemental mapping). 
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Figure 3.22. Results for the morphological and analytical electron 
tomography reconstructions for the NiO-γFe2O3 NPs. (a) Isosurface of the 
volume reconstructed from the HAADF projections. The rotation axis is 
indicated in the perspective representation. The slices through the HAADF 
volume are shown in (b) for the XY, (c) for the XZ and (d) for the YZ planes, as 
highlighted in the perspective volume in (a). (e) Isosurface of the volume 
reconstructed from the Fe projection mappings. The slices through the Fe 
volume are shown in (f) for the XY, (g) for the XZ and (h) for the YZ planes 
indicated in (a). (i) Isosurface of  the volume reconstructed from the Ni 
projection mappings. The slices through the Ni volume are shown in (j) for the 
XY, (k) for the XZ and (l) for the YZ planes indicated in (a). All the slices share 
the same scale bar, indicated in all cases in the YZ mappings. 
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net intensity of the Kα and Kβ lines in spectra, using the Velox software solution. 

Some examples of the X-EDS analysis previous to the electron tomography 

reconstruction are shown in Figure 3.21. Some examples of the elemental 

mappings for the oxygen and carbon signals are also included in Figure 3.21 

(b-d). However, these elements were not included as part of the analytical 

tomography reconstructions due to the low accuracy of the model proposed 

for the spectra in the low energy region (Figure 3.21 (e)). Conversely, the 

model shows an accurate fit for the lines  

in the high energy region (Figure 3.21 (f)). Figure 3.21 also includes 

examples of some of the HAADF projection images (g) used for the alignment 

and the reconstruction of the morphology of the NP bundle, alongside the 

mappings for the Fe and Ni elements at the same angular projections. 

As in the case for the synthetic dataset in the previous section of this chapter, 

the HAADF reconstruction was done using a high value for the penalty 

parameter (𝜇 = 28) to reproduce a high level of detail of the structures and 

boundaries between volumes. Meanwhile, the segmented Fe and Ni 

reconstructions were done with a 𝜇 = 24 to balance the severe undersampling 

of the elemental mappings extracted for the Fe and Ni signals. The isosurface 

representations of the reconstructed volumes are shown in Figure 3.22, 

alongside the slices through the volume in the three major planes (XY, XZ and 

YZ). The Fe volume follows closely the HAADF reconstruction, whereas the Ni 

volume presents a higher degree of granularity and some holes in the outer 

structure. 

To complete the analysis and test if the Ni oxide shell covers completely the Fe 

oxide structure, a perspective view of the overlay of reconstructed volumes for 

the Fe and Ni signals is included in Figure 3.23 (a). A quick look into the 

volume represented appears to confirm qualitatively that the NiO shell does 

not cover completely the Fe2O3 hollow inner-shell NP. The arrows in the 

isosurface renders from Figure 3.23 (a) and (b) are also represented in this 

case over the orthoslices for the XY (Figure 3.23 (c)), XZ (Figure 3.23 (d)) and 

(Figure 3.23 (e)) planes, to aid with the visual interpretation of the  
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Figure 3.23. Results for the morphological and analytical electron 
tomography reconstructions for the NiO-γFe2O3 NPs. (a) Overlay of the 
isosurface renders for the volumes reconstructed for the Fe and Ni signals. (b) 
Isosurface for the morphological HAADF reconstruction. (c) Orthoslices and 
profiles for the XY plane. (d) Orthoslices and profiles for the XZ plane. (e) 
Orthoslices and profiles for the YZ plane. 
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orientation presented in them. A semi-quantitative analysis of profile lines 

over the sliced volume was also conducted for the 3 major planes. 

At this point it would be important to remember the effects of the missing 

wedge on the different profiles through the reconstruction, already studied for 

the synthetic dataset in the previous section of this chapter (Figure 3.7, 

Figure 3.8, Figure 3.9 and Figure 3.11). Generally, the rule of thumb is that 

the profiles along the illumination direction defined by the wedge present a 

smoothing artefact and loose the definition between boundaries of different 

objects. In this experiment, the missing wedge would be defined by the angle 

bisected by the YZ plane. Knowing that the rotation axis is defined by the 

intersection between the YZ and XY planes, the directions affected by this 

undersampling condition are those defined by the intersection of the YZ and 

XZ planes (i.e., precisely those directions marked with arrows for the XZ and 

YZ planes in Figure 3.23 (a), (b) and in the orthoslices). More specifically, the 

profiles affected would be the vertical profile for the XZ plane along the line 1 

in Figure 3.23 (d), and the horizontal profile for the YZ plane along the line 2 

in Figure 3.23 (e). Furthermore, although both elemental reconstructions 

were done using the same reconstruction parameters, the differences in the 

SNR and image erosion between the sets of elemental mappings for the Fe and 

Ni (Figure 3.21 (h) and (i) respectively) could affect the extent of the 

smoothing effect (as qualitatively observed for the synthetic dataset in Figure 

3.10, Figure 3.12, Figure 3.13). 

In any case, the profiles shown for the γ-Fe2O3-NiO NPs (Figure 3.23 (c-e)), 

together with the isosurface render representations (Figure 3.23 (a-b)), seem 

to corroborate the results from the EELS SI analysis in (Figure 3.19, Figure 

3.20) that indicated a possible alloy of Fe and Ni oxides with occasional 

extrusions of the latter to the outer surface and inner cavity of the hollow NPs. 
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3.5. Conclusions 

This chapter presents a review of the most relevant algorithms in the field of 

electron tomography (ART-SIRT). It also includes a comparison of SIRT (by far, 

the most popular ‘go-to’ solution for ET) with the more advanced TVM 

methodologies. The later are mostly based on the minimization of the total 

variation problem, that in the majority of ET applications is resolved by the 

TVAL3 algorithm (now made available in Python).  

These new types of approaches were tested with a control synthetic dataset. It 

allowed the experimentation with challenging datasets for the reconstruction 

process, such as a those with a drastic reduction of the SNR of the projection 

images or the inclusion of severe erosion artefacts in the image to mimic the 

conditions of severe undersampling in some analytical mapping projections. 

TVM was also tested for several different number of initial projections used 

during the reconstruction, showing the high quality of the final results even for 

sets as limited as 11 total projection images. These tested conditions for the 

TVM would have certainly compromised the reconstruction results in the case 

of using the classic SIRT methodologies, as demonstrated by the large number 

of resulting artefacts recovered for the synthetic datasets. 

Finally, the capability of the TVM methodology to produce quantitative results 

for the morphological ET and analytical ET was showcased through a series of 

experiments on iron oxide and nickel-iron oxide NPs. 
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Chapter 4  

 

Machine learning for EELS data 

analysis. Clustering and 

dimensionality reduction methods. 

4.1. Introduction. 

The rapid advances in transmission electron microscopy (TEM) 

instrumentation experienced over the past decades have led a dramatic 

increment in the size and complexity of the acquired datasets Every TEM 

characterization has been affected: from the ever-growing CCD[1,2] and CMOS 

electron detectors[3–5] for imaging modes, to the improvements in the 

electronics and control software for the scanning modes of the electron beam 

that allowed the advent of the dual core-loss / low-loss experiments in 

electron energy loss spectroscopy[6] (EELS), and the simultaneous acquisition 

of energy dispersive x-ray spectroscopy (X-EDS) and EELS datasets (even 

combined with dual-EELS)[7]. 

This is not an isolated issue concerning the TEM and materials science 

community, but rather a global trend towards the analysis and processing of 

increasingly larger volumes of data. In fact, these circumstances have 

prompted the appearance of the data mining, big data and data science fields 

of study[8,9]. Within them, the dimensionality reduction methods (DRM), 

clustering algorithms, neural networks and many more analysis techniques, 

commonly grouped in the category of (and referred as) machine learning (ML) 

algorithms, are constantly evolving towards the objective of a better, faster 

and more comprehensive (fully)data-driven analysis. Precisely these same 

methodologies have steadily been filtered back to the research community: 
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from clustering analysis in astrophysics[10], database visualization in cellular 

studies[11], or even the use of neural networks for the classification of TEM 

images[12]. 

Switching back to TEM, although the introduction of ML techniques influenced 

many of the available imaging and spectral characterization techniques, EELS 

data analysis has to be listed as one of the biggest beneficiaries from it, if not 

the biggest. In a way, the addition of ML into the standard data processing 

pipeline leaded to a paradigmatic change in the manner that many EELS 

experiments were conducted. For example, some experimental procedures 

consciously reduced the exposure times for the EELS spectral acquisition, 

trading-off a worst signal-to-noise ratio for the possibility of acquiring larger 

(but noisier) datasets without excessive electron doses being transferred to 

the sample. This opens the possibility of carrying out longer experiments on 

sensitive samples prone to beam damage, otherwise forced to be analysed by 

the use of a cryo-TEM[13] or to the acquisition of punctual spectra in some 

limited number of handpicked regions of the sample[14] (e.g., acquiring 

spectra of biological samples[15], or carrying out oxidation state experiments 

in large areas of easily reducible rare earth oxides[16]). 

The exploration of ML techniques for EELS data analysis during the period of 

my doctoral thesis mainly revolved around dimensionality reduction and 

clustering analysis techniques. This self-contained chapter presents an 

exhaustive revision of the theory behind each one of the algorithms visited. 

Each one of them is tested with an experimental dataset of known 

composition: an iron-manganese oxide core-shell nanoparticle (NP) with two 

different oxidation states coexisting in the manganese oxide shell[17]. 

The chapter is organized as follows: 

▪ Reference sample for the analysis. 

The first section of the chapter is an introduction to the EELS spectrum 

image (SI) that will be used as the reference dataset to test the inner 

workings of the DRM and clustering algorithms. 
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▪ Dimensionality reduction methods (DRM). 

This section is subdivided into matrix factorization problems and graph-

based approaches. The introduction of the uniform manifold 

approximation and projection(UMAP) algorithm as a non-linear DRM for 

EELS data analysis is included alongside the description of some of the 

most commonly used algorithms.  

▪ Clustering analysis for EELS datasets.  

This third section includes a taxonomical revision of the main algorithms 

found in the literature concerning EELS data analysis, and the introduction 

of HDBSCAN as the superior option for a fully data-driven and 

unsupervised classification. 

▪ Combination of dimensionality reduction and clustering analysis. 

The fourth section describes the combined use of UMAP and HDBSCAN, and 

the possible inclusion of a NMF pre-analysis step for further separation of 

spectral features. 

▪ Performance analysis: quantitative scores, noise resilience and outlier 

detection. 

The fifth and final section is devoted to a series of controlled experiments 

with different synthetic datasets, devised to approximate numerically the 

performance of the different algorithms presented (and some of the 

possible combinations between them). Through these experiments, the 

qualitative analysis of the DRM and clustering segmentation results (i.e., 

the label maps resolved) are compared to quantitative numerical scores. 

Also, the noise and outliers (faint spectral characteristics) detection limits 

for an accurate segmentation using the combination UMAP-HDBSCAN are 

tested. For future reference and to put in perspective the times listed for 

each method, all the calculations in this work were done using a laptop with 

Intel® Core™ i5-8250 CPU at 1.6 GHz (boosted up to 3.4 GHz) with 16 Gb 

of RAM in a Windows 10 home (64 bits). 
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A Jupyter notebook for data treatment analysis using the techniques described 

in this work may be found here (http://hdl.handle.net/2445/179410). 

4.2. Reference sample for the analysis. 

In order to test the different algorithms described in this chapter and explore 

their innerworkings, an EELS spectrum image (SI) of an iron oxide – 

manganese oxide core-shell nanoparticle is utilized. This dataset is proposed 

as the reference sample due to its already well known composition and 

spectral features from previous characterizations [17,18]. A summary of these 

spectral and compositional properties is shown in Figure 4.1. The sample is 

composed by a monophase core region of iron oxide, surrounded by a dual 

phase shell of manganese oxide (see the difference in the signals for the pixels 

shown in Figure 4.1 (a) and (b), and the composite images of Figure 4.1 (c) 

and (d)).  

The dual phase in the shell was resolved by a multiple linear least squares 

fitting (MLLS) experiment on the denoised spectrum image. The results of the 

MLLS showed an uneven distribution of weights (Figure 4.1 (d)) for the two 

different manganese oxide reference signals extracted from the dataset itself 

(Figure 4.1 (e)). These signals used for the fitting are the average EELS spectra 

for the regions of the shell marked in Figure 4.1 (a)), which were selected 

according to their proximity to the iron oxide core. These reference signals 

already show a clear difference in the white lines (WL) L3/L2 ratio and a 

possible chemical shift towards higher energy loss values for the signal in area 

2. 

From the MLLS fitting, 3 quantitative maps were extracted (using the Oxide 

Wizard software solution[17]). Figure 4.1 (f) shows the L3/L2  WL ratio, 

Figure 4.1 (g) shows the full width half maximum (FWHM) values of the 

dominant L3 line of the manganese edge, and Figure 4.1 (h) shows the distance 

to the oxygen K edge of the Mn L32 edge onset. The latter is a more robust 

measurement of the chemical shift of the Mn L32 edge than the usual direct 

http://hdl.handle.net/2445/179410
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measurement of the L3 position, as it minimizes the eventual effects of random 

energy fluctuations during the acquisition.  

The results shown are consistent with the spectral changes reported in the 

literature[19] for variations of the Mn oxidation state. In this case, area 1 (i.e., 

the outermost regions of the shell) was resolved as an almost pure MnO phase. 

Figure 4.1. (a) High resolution HAADF image of the Fe-Mn oxide core-shell NP 
used as a reference dataset. (b) Raw spectra for the pixels (19,7), (48,35) and 
(70,50) marked in (a). (c) Colour composite image of the weights for the MnyOx 
and Fe3O4 resolved by a MLLS fitting. (d) Composite image of the MLLS weights 
resolved for the shell signals (MnyOx) shown in (e). (e) Reference average 
signals of the areas 1 and 2 marked in the HAADF image in (a), used in the 
MLLS fitting for (d). (f) Manganese L3 / L2 white line ratio, (g) full width half 
maximum of the Mn L3 and (h) O K edge to Mn L3 edge distance map resolved 
by Oxide Wizard [17]. 
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Meanwhile, the spectra from area 2 (i.e., the innermost part of the shell) 

showed signal characteristics compatible with a mixed Mn2+ and Mn2.66+ 

oxidation state1, indicating that the electron path intersected both the MnO 

and Mn3O4 phases.  

This sample is an excellent candidate for the test of DRM and clustering 

algorithms due to its well-defined spectral characteristics constrained to 

different areas of the spectrum image. 

4.3. Dimensionality reduction methods (DRM). 

Dimensionality reduction (or feature extraction) refers to the problem 

expressing as faithfully as possible the original dataset in a compressed 

representation capable of producing the same analytical results[9]. These 

types of methods have been routinely included in EELS data analysis for a long 

time, being principal component analysis (PCA)[15,18,20–23] and non-

negative matrix factorization (NMF)[24–26] the most commonly used 

algorithms. Although initially conceptualized as endmember extraction 

methods for EELS data analysis (i.e., to represent the whole spectral dataset, 

commonly an EELS-SI, by a limited set of reference signals or archetypes), they 

have been reduced to a denoising pre-processing step most of the times in our 

work. This approach has been described in many occasions in the 

literature[27–29].  

Up until recently, the vast majority of dimensionality reduction algorithms 

applied in EELS analysis could be ascribed the larger family of linear 

approaches known as matrix factorization techniques (to which PCA and NMF 

belong). However, some new non-linear approaches have recently made their 

way into the field, namely t-distributed stochastic neighbour embedding (t-

SNE) [30,31] and  uniform manifold approximation of projections 

 

1 Expressing the manganese with a fractional oxidation state Mn2.66+ is a common notation 
used to express the 2:1 ratio of Mn oxidation states in the Mn3O4 phase, as it would actually 
present 2 Mn3+ and 1 Mn2+ ions per unit cell.  
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(UMAP)[32,33]. These methods do not seek to find some hypothetical set of 

endmembers that linearly combined recover the original EELS dataset, but 

they rather try to project into a lower dimensional embedding (typically ℝ2or 

ℝ3) the hypothetical manifold that describes the dataset in the original 

hyperdimensional space. This underlying manifold is often constructed from a 

connected graph computed from the dataset itself, and then projected into the 

lower dimension by a force directed layout[32]. Hence, these kinds of 

approaches are sometimes referred as the graph-based dimensionality 

reduction methods. 

Each methodology and each specific algorithm have its advantages and 

shortcomings when it comes to dimensionality reduction of EELS datasets, all 

of which are described in the following pages. 

4.3.1. Matrix factorization. 

The majority of the dimensionality reduction methods used for EELS data 

analysis (usually of large datasets, such as SI) fall under the common definition 

of matrix factorization problems. A general description of a matrix 

factorization problem goes along the following lines (see Figure 4.2).  

(1) The complete dataset is described by a matrix 𝐗 ∈ 𝐑𝑚×𝑛 of m rows of 

datapoints (𝒙⃗⃗ 𝑖), and n columns of properties or characteristics.  

(2) The goal of a matrix factorization is to obtain a new representation matrix 

(𝐙 ∈ 𝐑𝑚×𝑛) from the original dataset (X), generally with a lower k  rank. There 

are an infinite number of Z solutions to such problem. Thus, the challenge 

becomes the search for the optimum solution in an efficient and accurate way. 

The easiest (and first) approach would be to resolve a least squares 

minimization problem for the Frobenius distance between both matrices, 

which is described by the following equation 

d𝐹𝑟𝑜(𝑿, 𝒁) =
1

2
 ‖𝑿 − 𝒁‖𝐹𝑟𝑜

2 
 (1)

and so, excluding the constant terms in the actual minimization problem  
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minimize(d𝐹𝑟𝑜(𝑿, 𝒁)) ~ minimize ‖𝑿 − 𝒁‖𝐹𝑟𝑜
2 
 (2) 

minimize ∑∑(𝑿𝑖𝑗 − 𝒁𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

(2.1) 

The squared norms in eq.((1)) and (2) will be expressed from now on as a 

summatory of the squared differences elementwise, as shown in eq (2.1). 

(3) A convenient way to encode the constraint of the lower (or equal) k into 

the equation is to think about Z as the inner product between a loading or 

representation matrix 𝐋 ∈ 𝐑𝑚×𝑘 and an archetypes matrix 𝐀 ∈ 𝐑𝑘×𝑛 , and the 

minimization problem becomes 

minimize∑∑(𝑿𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

(3) 

Figure 4.2. General schematics for a matrix factorization problem 𝐗 ≈ 𝐋𝐀, 
where each datapoint is resolved as a linear combination of archetypes, via the 
coefficients in the representation matrix.  
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(4) Finally, each of the datapoints (𝒙⃗⃗ 𝑖, row in X) is expressed as a linear 

combination of the coefficients L𝑖,𝑗 (from a row 𝒍 𝑖) in the representation matrix 

(L) and the archetype vectors 𝒂⃗⃗ 𝑗  (row from matrix A). 

 𝒙⃗⃗ 𝑖 = ∑ L𝑖,𝑗

𝑘

𝑗 = 1

 𝒂⃗⃗ 𝑗  (4) 

Under the umbrella of this general definition one can find principal component 

analysis (PCA), sparse PCA (sPCA), non-negative matrix factorization (NMF or 

NNMF), and even K-means (commonly referred to as a clustering algorithm). 

The differences between these different methods lie on the constraints applied 

on the general problem presented in eq.(3). For example, PCA only requires 

the lower rank constraint on Z, and can be described by the general equation 

in (3). 

𝐏𝐂𝐀 →   min( ∑∑(𝑋𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

) (5) 

Whereas NMF further imposes a non-negativity constraint in both the 

archetypes and representation matrices. 

𝐍𝐌𝐅 →  min( ∑∑(𝑋𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

)      

    𝑠. 𝑡.       𝐿𝑖𝑗 ≥ 0  𝑎𝑛𝑑 𝐴𝑖𝑗  ≥ 0 (6)

 

Sparse PCA imposes the ‘sparsity’ condition by limiting the maximum number 

of non-zero values on the representation matrix below the target k rank for Z 

(i.e., the number of non-zero values for each row of 𝐋 ∈ 𝐑 𝑚 × 𝑘 is lower than 

k). Thus, the number of archetypes (𝒂⃗⃗ 𝑗) that represent each of the datapoints 

𝒙⃗⃗ 𝑖 is reduced, as most 𝐿𝑖𝑗  are zeroed (see Figure 4.2), which may help with the 

interpretability of the results (i.e., lesser archetypes per datapoint facilitates 

the interpretation of the model resolved). 
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𝐬𝐏𝐂𝐀 →   min( ∑∑(𝑋𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

)      

𝑠. 𝑡.   ‖𝑳‖2 = 1 𝑎𝑛𝑑 ‖𝑳‖0 ≤ 𝑘 (7)

 

K-Means, understood as a matrix factorization problem, would be the extreme 

case by which any given row of the representation matrix is only allowed to 

have a single non-zero value (and so, each datapoint is classified by a single 

archetype, called centroid, in a single cluster)2 

𝐊−𝐌𝐞𝐚𝐧𝐬 →   min( ∑∑(𝑋𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

)   

 𝑠. 𝑡.   ‖𝑳‖2 = 1 𝑎𝑛𝑑 ‖𝑳‖0 = 1 (8)

 

where the  ‖𝑳‖2 gets the largest singular value (as in singular value 

decomposition, SVD) of L (i.e., the largest eigenvalue of L·L*), and ‖𝑳‖0 refers 

to the number of  𝐿𝑖,𝑗 different from 0 in each row (sparsity condition). 

Although all the problems have been formally introduced by assuming a 

minimization target function based on the Frobenius distance, some of the 

practical implementations for these problems may assume other distance 

measurement. For example, the NMF problem is sometimes revolved from a 

Kullback-Leibler (KL) divergence (distance) 

d𝐾𝐿(𝑿, 𝒁) = ∑𝑋𝑖,𝑗 log
𝑋𝑖,𝑗

𝑍𝑖,𝑗
− 𝑋𝑖,𝑗 + 𝑍𝑖,𝑗

𝑖,𝑗

(9) 

Once again, in a minimization problem the constant parameters can be 

simplified, and here the logarithmic expression can be expanded 

 
2 The target result of the minimization problem with these extreme constraints of sparsity 
seeks to classify all the datapoints by a single archetype each, which is equivalent to a 
clustering classification. Nonetheless, this is far from the actual K-Means computation. The 
reason to label it as ‘K-means dimensionality reduction’ will become clear once the generalized 
probabilistic approach to the matrix factorization problem is introduced, and after the 
description of K-Means in the clustering section is completed. 
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minimize(d𝐾𝐿(𝑿, 𝒁)) ~minimize (∑𝑍𝑖,𝑗 − 𝑋𝑖,𝑗 log 𝑍𝑖,𝑗
𝑖,𝑗

) (10) 

and recovering the constraints for the NMF problem and representation and 

archetypes matrices we get3 

𝐍𝐌𝐅 →  min( ∑∑((𝑳𝑨)𝑖𝑗 − 𝑋𝑖,𝑗 log(𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

) 

𝑠. 𝑡.   𝐿𝑖𝑗 ≥ 0  𝑎𝑛𝑑 𝐴𝑖𝑗  ≥ 0 (11)

 

The formulation of exponential PCA4 takes a probabilistic approach to the 

matrix factorization problem. It incorporates the information about the 

underlying probability distribution generating the dataset to the matrix 

factorization problem. Knowing how the data was generated allows for the 

selection of a suitable statistical descripting model (e.g., a dataset composed 

by a series of counts as the datapoints properties may be described by a 

Poisson distribution model). 

In this approach, one must think about the reconstruction Z matrix not as a 

representation of X itself (factorized as 𝒁 = 𝑳𝑨), but as the best model 

parameters (𝜼) for the accurate description of X (i.e., the parameters that will 

make X the most likely observation for the proposed model). Thus, X is 

described by a probability density function 

𝑿 ~ 𝑓( · | 𝜼 ) (12) 

where f is the conditional probability for X under the 𝜼 parameters, and these 

model parameters play the equivalent role to the factorized result (i.e., 

knowing the model parameters is equivalent to resolving the low rank model 

proposed, and thus it plays the role of the factorization matrices)  

 
3 This becomes relevant once the probabilistic approach in introduced, with an underlying 
Poisson distribution for the modelled data. 

4 Exponential PCA or PCA with an underlying probability distribution described by a function 
from the exponential family of distributions. 
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𝜼 = 𝑳𝑨 (13) 

To find now the values for the parameters (i.e., resolve the low rank model that 

makes X as likely as possible) the loss function becomes the so-called negative 

log likelihood5 

− log(ℒ( 𝑿 | 𝜼 )) 6 (14) 

and the probability function introduced in eq.(12) can be parameterized by 

any of the probability distributions from the exponential family of 

distributions, generally described as 

𝑓(𝑿 = 𝒙|𝜼) = ℎ(𝒙) exp(𝜼𝑻𝑻(𝒙) − 𝐺(𝜼)) (15) 

Each of the distributions from the exponential family will have a different 

expression for the functions ℎ(𝒙) (undelying measure), 𝑻(𝒙) (sufficient 

statistics), 𝐺(𝜼) (log normalizer) and the natural parameters 𝜼[34]. The 

important result here is that the negative log likelihood (i.e., the loss function 

in the new formulation for the minimization problem) becomes 

− log(ℒ( 𝑿 | 𝜼 ))  ∝  𝐺(𝜼)− 𝜼𝑇𝑻(𝑿) (16)    

Thus, the minimization problem expressed in familiar terms becomes 

 
5 Usually, in statistics the maximum likelihood estimation (MLE) is a method to approximate 
the parameters of a probability distribution from the likelihood function for a measured 
dataset. For a parameterized family of probability density functions ( 𝒙 → 𝑓( 𝒙 | 𝜼) ), the 
likelihood function is  𝜼 → 𝑓( 𝒙 | 𝜼 ). Formally written, 𝓛( 𝜼 | 𝒙 ) =  𝑓( 𝒙 | 𝜼 ) (i.e., when the 
probability density function 𝑓 is viewed as a function of the parameters 𝜼 of a parameterized 
function of the family of density functions, it is called the likelihood function). If the density 
function is dependent of multiple parameters (i.e., 𝜼 is a vector of parameters), the likelihood 
function is the product of likelihoods for each individual parameter. This prompts the use of 
the logarithmic scale, as a product conveniently becomes a summation. The log likelihood is 
expressed as 𝒍(𝜼 | 𝒙 ) = log(𝓛( 𝜼 | 𝒙 )) Furthermore, most of the common probability 
distributions (including, notably, the exponential family) are logarithmically concave, which 
is important for their use as cost functions in MLE[80]. Furthermore, as log functions grow 
monotonically, to maximize 𝓛 is equivalent to maximize 𝒍. In the matrix factorization problem, 
the objective is the minimization of a loss function.  

6 As the log-likelihood is positively defined, one can instead use the negative log-likelihood  
− log(𝓛( 𝜼 | 𝒙 )). 
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min(− log(ℒ( 𝑿 | 𝜼 ))) ~ min(∑∑𝐺((𝑳𝑨)𝑖,𝑗) − 𝑋𝑖,𝑗 · (𝑳𝑨)𝑖,𝑗

𝑛

𝑗=1

𝑚

𝒊=1

) (17) 

And the function 𝐺(𝜼) can be looked upon for any specific distribution of the 

exponential family desired.  

For instance, if one supposes that a Gaussian distribution (single parameter, 

mean 𝝁 ,with known unit variance) is likely to accurately describe the dataset, 

the log normalizer function becomes 

 

𝐺(𝜼) =  
𝟏

2
𝜼𝟐 (18) 

and, thus, we get the normal matrix factorization minimization problem 

min(∑∑
1

2
 ((𝑳𝑨)𝑖,𝑗)

2 − 𝑋𝑖,𝑗 · (𝑳𝑨)𝑖,𝑗

𝑛

𝑗=1

𝑚

𝒊=1

) (19) 

As indicated before, adding or subtracting constant values to the minimization 

problem is allowed, and thus we can add 
1

2
𝑋𝑖,𝑗

2
 and complete squares to get 

min(∑∑
1

2
(𝑋𝑖,𝑗 − (𝑳𝑨)𝑖,𝑗)

2𝑛

𝑗=1

𝑚

𝒊=1

) (20) 

without constraints. That is, we recover the PCA matrix factorization (see 

eq.(5)). Thus, PCA matrix factorization is assuming a normally distributed 

dataset around a mean 𝜇 value encoded in 𝑳 ∈ 𝑹𝑚×𝑘 and 𝑨 ∈ 𝑹𝑘×𝑛 (which is 

always a good first approach if no extra information is known about the 

analysed dataset). 

Trying now a Poissonian distribution (with an arrival rate 𝜆 as the sole 

parameter 𝜼), the log normalizer function becomes 

𝐺(𝜼) =  𝑒𝜼 (21) 

and thus,  
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min(∑∑exp(𝑳𝑨)𝑖,𝑗 − 𝑋𝑖,𝑗 · (𝑳𝑨)𝑖,𝑗

𝑛

𝑗=1

𝑚

𝒊=1

) (22) 

Recovering now the formulation for NMF minimization problem where the KL-

distance was the loss function (eq.(11)), one can clearly see the relation 

between both equations (a re-parametrization of the Poisson distribution with 

log (𝜆) recovers the original NMF formulation, and the obvious non-negativity 

constraint is translated to the non-negativity of the arrival rate). In this case 

(see eq.(22)), no constraints are applied directly on the minimization problem 

and, thus, the problem calculations are simplified. 

All this new statistical formulation is introduced here to highlight how some 

of the most common matrix factorization methods can be grouped together 

under the exponential PCA formulation, and also how the different methods 

may be inadvertently assuming a certain statistical distribution for the dataset 

(e.g., PCA assumes an underlying normal distribution and the KL approach of 

NMF assumes a Poissonian distribution). This statistical considerations on the 

underlying nature of the datasets will surface once again when discussing the 

clustering algorithms classified as parametric (e.g., K-means, hierarchical 

agglomerative) and the resulting consequences for the datapoint 

classification. 

Back to the specifics of matrix factorization for EELS data analysis, Figure 4.3 

shows a scheme of the correspondence between the formal terminology 

introduced above for a generalized matrix factorization problem and an 

example of PCA dimensionality reduction analysis for an EELS SI. The 

experimental data in (a) corresponds to the results of the decomposition 

(factorization), targeting a number of 14 components (rank k = 14), on the 

spectrum image of the iron oxide - manganese oxide core - shell nanoparticle 

showcased in Figure 4.1. 

In EELS data analysis, the m rows of X correspond to the complete set of 

datapoints (spectra) acquired, and the n values 𝑋𝑖𝑗 in each 𝒙⃗⃗ 𝑖 (row) are the 

electron counts for each one of the channels in the spectrometer. In the case of 
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a spectrum line (SL), m is the number of points along the line scanned. In a SI 

(as the one in the figure), the image itself losses the spatial 2D dimensionality 

as it is ‘flattened’ (reorganized) into a single dimension (no specific ordering 

is required, as the spatial distribution of pixels in the image does not affect the 

problem, as long as all the columns are flattened cohesively). Usually, the SI is 

organized following a left-to-right and top-to-bottom pattern. After the PCA 

decomposition, the loadings matrix 𝐋 ∈ 𝐑 𝑚 × 𝑘 is often presented as a set of k 

images, recovered from the columns 𝒍 𝑗 = 1,…,𝑘 (i.e., reorganizing the column 

vectors as the original 2D SI). The archetypes matrix (commonly called the 

factors matrix among the EELS community) 𝐀 ∈ 𝐑𝑘×𝑛 is presented as the set 

of factoring spectra  𝒂⃗⃗ 𝑗 = 1,…,𝑘.  

Figure 4.3. (a) EELS SI of the core shell iron-manganese oxide nanoparticle 
and the results of the PCA decomposition via the sklearn implementation of 
the algorithm. (b) Schematics of the general problem of matrix factorization, 
linked to the real-case experimental problem of (a). 
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As already mentioned, the same dataset from Figure 4.1 and Figure 4.3 (Fe-

Mn oxide core-shell NP) will be the test subject to exemplify the effects of the 

most commonly used matrix factorization techniques in EELS data analysis. In 

all cases, a total number of 7 dimensions was set as the objective k-rank 

(underlying dimension), as a dual oxidation state for the manganese oxide 

(MnO and Mn3O4) and a single magnetite phase (Fe3O4) for the iron oxide were 

expected (the 3 individual phases and all the possible combinations between 

them, plus the background signal, add up to 7 possible different regions). The 

algorithms chosen are listed in Table 4.1, alongside the specific 

hyperparameters selected for all of them in the scikit-learn implementation 

used. The results for each of the included algorithms are showcased in Figure 

4.4, Figure 4.5, Figure 4.6 and Figure 4.7 

Algorithm Solver Tolerance Max # 

Iterations 

Others 

PCA 

SVD solver – 

‘randomized’ 

[81] 

- - - 

sPCA 

Coordinate 

descent[82] 

‘cd’ 

10-5 500 
Alpha factor 

0.075 

NMF 

Multiplicative 

update[83] 

‘mu’ 

10-5 500 

Kullback-

Leibler (KL) 

beta-loss 

K-Means - 10-5 300 

25 

initializations 

kmeans++[62] 

 

Table 4.1. Parameters for the sklearn implementation of the algorithms. The 

selected number of components in all cases was 7. The field ‘other’ is included 

to further specify the options selected for some of the characteristic 
parameters of each algorithm  
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The interpretation of the PCA decomposition (Figure 4.4) results is 

complicated. The representation (loadings) matrices (i.e., the component 

images) share the same colour scale, and a clear correlation between the 

matrix values and the scree plot (b) for each component is clear. The higher 

the variance ratio, the higher the average values for the m pixels in the 

representation matrix (L) for a given component k. In a classic PCA 

Figure 4.4. (a) PCA results for the Iron-Manganese oxide nanoparticle EELS SI 
(L2-normalized). The colour scale is shared by all images. The archetypes or 
factor signals are not re-scaled, but they are displaced on the y-axis to fit in a 
single plotting area. (b) Scree plot for the explained variance ratio of the PCA 
decomposition. 
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decomposition analysis, one would be tempted to cut out the components 

below the knee of the scree plot (b), clearly located on component number 1. 

Nonetheless, components 2, 3 and 4 show some structure in the images, and 

the archetypes (the factor curves) also indicate the presence of spectral 

features of interest. For instance, component 3 could be interpreted as the one 

signalling a possible change in the manganese oxide oxidation state, by 

showcasing a displacement of the Mn white-lines to higher energy loss values 

and changes in the oxygen edge ELNES. Conversely, components 5 and 6 could 

probably be entirely ascribed to spectral noise. 

There are however several problems associated to a PCA decomposition like 

the one displayed in Figure 4.4, the first one being the already mentioned 

difficulty of interpretability. In a general PCA problem, having a dense L matrix 

means that for each datapoint all the archetypes resolved have a non-zero 

weight (i.e., each datapoint is a linear combination of each and every one of the 

archetypes, and not a combination of a limited number of them). In EELS data-

analysis this means that each pixel in the image is a combination of several 

reference signals (archetypes) with a non-zero weight value (loadings), some 

of which present opposing physical characteristics in the spectra. Evaluating 

how these interact with each other often becomes a cumbersome job, and is 

clearly an activity prone to suffer from confirmation bias (i.e.,  the posterior 

analysis of the resolved model is likely done with some a-priori  information 

about the dataset analysed).  

Furthermore, the archetypes are oftentimes plagued with non-physical 

spectral features, such as negative electron counts, inverted white-lines, sharp 

‘squared’ shoulders and ‘count valleys’. This would be a clear red-flag if, for 

instance, one would like to utilize them as the endmembers references for a 

MLLS fitting in a quantitative analysis. 

Also, archetypes 5 and 6 (i.e., the noise components), show wider amplitude of 

random oscillations at the lower energy loss channels. This is an indication of 

Poissonian noise (higher count values produce a larger noise response), as 

these areas on the spectra present higher electron counts due to the 
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background decay from the low loss region. This noise effect is mitigated in 

some cases by applying a variance-stabilizing transform over the data, such as 

the Anscombe transform[35,36]. It is usually done previous to the 

decomposition step, to effectively translate the Poissonian noise into normal 

Gaussian (white) noise. Nonetheless, this imposes a non-negativity constraint 

on the electron counts data, which may be an issue in datasets post-processed 

by subtracting the dark-current signal (automatically done in some equipment 

and usually referred at as dark-correction).  

Some extra concerns have been raised about the use of PCA in EELS data 

analysis in the literature. For example, PCA imposes orthogonality conditions 

on the components resolved implicitly (one of the reasons for the appearance 

of non-physical attributes in the spectral archetypes). This was tackled by 

some authors by formulating refined matrix factorization techniques, such as 

spectral unmixing (SU)[37].  

Figure 4.5 shows the results for the sPCA decomposition. In the sklearn 

implementation, a penalty component is introduced using the L1-norm of the 

archetype matrix (A)[38].  

 min( ∑∑(𝑋𝑖𝑗 − (𝑳𝑨)𝑖𝑗)
2

𝑛

𝑗=1

𝑚

𝑖=1

+  𝛼|𝐴𝑖,𝑗|)      

𝑠. 𝑡.   ‖𝑳𝒔‖2 = 1 ∀ 0 ≤  𝑠 < 𝑘 (23)

 

Alpha is the penalty parameter that controls the promotion of sparsity during 

the decomposition. The constraints are slightly different to the general 

problem described in eq.(7), but still correspond to a sparse PCA 

minimization. One of the curious effects that this implementation causes on 

the dataset, is that the zero-entries in the representation matrix (the images) 

for an EELS dataset are all resolved for the same dimension (matrix column or, 

equivalently, loadings image). It also enforces flat curves for the archetypes of 

these components (4 to 6). One improvement over the PCA counterpart is the 

easier interpretation of the factorized results. Archetype 0 is the main 

component for the oxygen edge and the background signal. Archetypes 1 to 3 
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correspond to the iron white-lines (located mainly at the NP core) and the 

manganese white-lines (located mainly on the shell parts of the NP). The 

differences between 2 and 3 are a shift on the energy loss values, a change in 

the relative ratio of white-lines and some minor peaks at the oxygen edge. All 

these variations can easily be linked to the transition from Mn3O4 to MnO 

(change in the Mn oxidation state) from the innermost to the outermost areas 

of the shell, respectively[17]. 

Still, the archetypes presenting non-physical features, the lack of noisy 

components (and noise in the components themselves) and the piling of zeros 

on specific components, raise some concerns about the potential use of the 

decomposition results of sPCA for quantitative analysis, as some information 

appears to be missed from the original dataset.  

Figure 4.5. sPCA results for the Iron-Manganese oxide nanoparticle EELS SI 
(L2-normalized). The colour scale is shared by all images. Notice that the 
images 4-6 are entirely composed by zeros. The archetypes or factor signals 
are not re-scaled, but they are displaced on the y-axis to fit in a single plotting 
area. The archetypes for the 4th ,5th , and 6th components are the same curve, a 
flat one. 
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The NMF decomposition is shown in Figure 4.6. Notice the dual scale in the 

colour-bar. In order to improve the contrast in the image representations a 

second scale (top numbers) is included exclusively for component 1, as its 

variance value is somewhat higher than the values retrieved for the rest of the 

components. 

The algorithm from sklearn includes the option of extra regularization terms 

on top of the general formulation of eq.(6), but are all set to 0 in this case. The 

KL distance was selected for the loss function, to coherently include the 

Poissonian statistical description of NMF explained in eq.(22), together with 

the statistical normal distribution for PCA. As the acquired dataset was dark-

corrected, some fictitious negative counts were present in the EELS-SI. As a 

shortcut, a rescaling of the dataset was done previous to the L2-normalization, 

Figure 4.6. NMF results for the Iron-Manganese oxide nanoparticle EELS SI 
(L2-normalized). The colour-bar shows two scales. The one on top (labels to 
the left of the ticks) is only for the component 0, and the one at the bottom 
(labels to the right of the ticks) is shared by the rest of the components 
resolved. The archetypes or factor signals are not re-scaled, but they are 
displaced on the y-axis to fit in a single plotting area. 
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to set the minimum spectral counts at 0 (a translation in the y-axis). Again, 

non-physical features are observed all along the archetypes resolved, but 

interestingly enough several areas on the images are now set to 0. The 

nonnegative double singular value decomposition[39] (NNDSVD) 

initialization (by default) promotes sparsity, transferred to the resolved 

representation matrix (loadings). The interpretability of the factorization is 

easier now than in the case of the sPCA (Figure 4.5). Some spectral regions 

are clearly separated, such as the Mn oxide shell from component 2, and the 

presence of a mixed oxidation state from the WL shift and change in ratio in 

component 4. Nevertheless, from component 1 one may interpret that iron 

oxide is present across the whole NP volume, but the non-physical drop in 

archetype-2 may be an attempt to compensate for this issue.  

Finally, the results for a sklearn K-means clustering analysis are shown in 

Figure 4.7. This preview of a K-means analysis is included in the matrix 

factorization subsection because, as it was indicated in the theoretical 

introduction above, K-means is formally equivalent (eq.(8)) to the extreme 

case of enforcing a single archetype per datapoint in a sparse PCA 

decomposition. 

The colour scale is different from the one displayed in figure 4.4,figure 4.5 and 

figure 4.6. Now, it indicates the fictional label assigned to each one of the 

clusters resolved. The actual representation matrix would be composed of 

ones (in the positions of pixels belonging to a given cluster) and zeros (for the 

pixels that do not belong to a specific cluster in a given column). The 

archetypes are the centroids of the clusters (i.e., the mean spectral values for 

the datapoints belonging to a given cluster).  

One clear advantage of k-means is that all the centroids have physical 

meaning. Consequently, they are fitting candidates to become the 

endmembers of a MLLS fitting process (this is, assuming that one wants to 

carry out a quantitative analysis after the image segmentation).  
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Conversely, the information conveyed in the representation matrix is 

minimized. Each pixel is represented by a single archetype now. This would, in 

principle, invalidate its integration in a tomographic reconstruction 

methodology, something that has been demonstrated possible from a simpler 

PCA decomposition[22]. Nevertheless, it would present an interesting case for 

an electron tomography experiment using DART[40]. 

In Figure 4.7, a clear pattern of random divisions of pixels for the background 

areas of the EELS SI (components 1 and 3) is visible. A concentric ordering of 

pixels in an ‘onion-like’ structure for components 4 and 5 is noticed as well. 

These are instabilities caused by noise and the uneven distribution of electron 

counts owed to the differences in thickness in the sample, respectively. These 

effects will be explored in depth in the clustering subsection. 

Figure 4.7. K-Means results for the Iron-Manganese oxide nanoparticle EELS 
SI (L2-normalized). The colour scale for the images marks the cluster label 
number, and not the values for each component in the loadings matrix (which 
would be all 1). The archetypes or factor signals are not re-scaled, but they are 
displaced on the y-axis to fit in a single plotting area. 
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To close the matrix factorization section, it is convenient to mention that the 

use of this dimensionality reduction family of algorithms has been relegated in 

most cases to a denoising pre-processing step for EELS data treatment[27–29]. 

Instead of selecting a reduced number of objective dimensions (the rank k of 

the new Z matrix), the procedure begins by setting a number of dimensions 

equal to the original number of electron channels. 

After the decomposition, the components with a lower variance value are cut 

out at a threshold value. This is done under the assumption that precisely 

those lower variance components are mainly composed by noise information. 

This practice has been signalled as a source of possible bias in the literature 

(most notably in the PCA case), as fainter spectral features may be randomly 

redistributed over the noisy lower-variance components resolved[41–43].  

4.3.2. Non-linear neighbour-graph approaches. 

A second group of dimensionality reduction methods would be the non-linear 

neighbour-graph approaches. Their importance arises from the realization 

that linear methods for dimensionality reduction (e.g., a matrix factorization) 

do not always provide an appropriate solution when the underlying structure 

of the data lies in a curved manifold (of whichever dimension it may be).  

These methods are all grouped together by the underlying core concept of 

reducing the dataset dimensionality by embedding a neighbours graph, 

constructed in the original higher dimensional space where the data resides, 

into a lower dimensional objective space.  

Thus, every single one of these methods can be reduced to the following 

conceptually basic steps [49]: 

i. Construction of the k-neighbours graph in the higher dimensional 

space  

The first step is to specify how the weights for the edges between the 

nodes of the graph (the datapoints) are constructed, in order to 
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preserve the structure of the dataset and to deal with the inherent 

asymmetry resulting from the construction a k-neighbours graph. 

i. Projection of the graph on the objective lower dimensional space.  

Once the k-neighbours graph is constructed in the higher dimensional 

space, a lower dimensional representation is required to minimize a 

given objective function, preserving as much of the k-nearest graph 

information as possible. 

The specifics of how these two steps are tackled are the actual basis for the 

formulation of different methods. It will also govern the computational costs 

for each algorithm.  

Among the algorithms that can be listed as part of this family of DRM, only two 

have been tested in EELS datasets: t-distributed stochastic neighbour 

embedding[45] (t-SNE) and uniform manifold approximation and projection 

[33](UMAP). 

Although formally conceptualized as a visualization method for high 

dimensional datasets in 2D or 3D representations, t-SNE [30,31] is considered 

by many the state-of-the-art neighbours-graph based dimensionality 

reduction method.  

It can be described in a single sentence as a symmetrized version of stochastic 

neighbour embedding (SNE)[46], where the mapping of the lower dimensional 

space is done by 1-degree of freedom Student t-distribution. A partially 

detailed description of the algorithm would go along the following lines. 

In SNE, the k-neighbours graph of the original dataset (a vectorial space of 

datapoints) 

𝑿 =  {𝑥 1, 𝑥 2, … , 𝑥 𝑖 , 𝑥 𝑗 , … , 𝑥 𝑁} (24) 

is constructed by similarity and not by an actual hyperdimensional Euclidean 

metric. The concept of similarity is defined as the conditional probability of a 

given datapoint 𝑥 𝑖 setting 𝑥 𝑗 as its nearest neighbour, modelled by a Gaussian 
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probability distribution centred at each 𝑥 𝑖  with a variance 𝜎𝑖  (a sort of radial-

basis-function (RBF), kernel with varying radius). The neighbouring 

measurement is then provided by the density of probability around 𝑥 𝑖 . The 

formal equation for the conditional probability reads as 

𝑝𝑗|𝑖 = { 
exp (−‖𝑥 𝑖 − 𝑥 𝑗‖

2
2⁄ · 𝜎𝑖

2)

∑ exp (−‖𝑥 𝑖 − 𝑥 𝑘‖2 2⁄ · 𝜎𝑖2𝑘≠𝑖 )
, ∀ 𝑖 ≠ 𝑗

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (25) 

Notice that the equation actually formulates a Gaussian pair-wise similarity 

constructed from the euclidean distances between two points 𝑥 𝑖, 𝑥 𝑗 

(numerator), with a normalization term (denominator). Notice also that 𝜎𝑖  is 

variable for each 𝑥 𝑖 . t-SNE (and SNE as well) computes 𝜎𝑖  via the so-called 

perplexity of the probability distribution   

𝑝𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦(𝑃𝑖) =  2
𝐻(𝑃𝑖) = 2−∑ 𝑝𝑗|𝑖 log2 𝑝𝑗|𝑖𝑗  (26) 

where 𝑃𝑖  is the conditional probability over all datapoints for a given 𝑥 𝑖 , and 

𝐻(𝑃𝑖) is the expression for Shannon entropy. The 𝜎𝑖  is computed by fixing the 

value of the perplexity as a hyperparameter in the algorithm (scikit-learn 

implementation). 

Sometimes, the perplexity is described in plain words as a sort of 

measurement for the effective number of neighbours considered in the k-

neighbours graph. 

As 𝑝𝑗|𝑖 in eq.(25) is asymmetric, t-SNE implements the following 

symmetrisation (and further normalization) to define the joint probability 

distribution7 

𝑝𝑗,𝑖 = 
𝑝𝑗|𝑖 + 𝑝𝑖|𝑗

2𝑁
(27) 

 
7 Notice that the formulation for the joint probability distribution of t-SNE in eq.(27) does not 

follow the actual mathematical definition. Formally, the joint probability distribution 𝑝𝑏,𝑎 =
 𝑝𝑎,𝑏 relation with the conditional probability distribution 𝑝𝑏|𝑎 (as the one in eq.(25)) is 

𝑝𝑏,𝑎 = 𝑝𝑏|𝑎 · 𝑝𝑎 . Thus, t-SNE is using a heuristic definition for the joint probability 

distribution, and not a mathematically sound one. 
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which helps on the prevention of instabilities caused by outliers.  

Considering now the low dimensional space (the mapping space) 

𝒀 =  {𝑦 1, 𝑦 2, … , 𝑦 𝑖, 𝑦 𝑗 , … , 𝑦 𝑁} (28) 

mapping the new positions by the same type of Gaussian distributions 

described in eq.(25) could induce a crowding problem, due to the potential 

mismatch between the actual dimensions of the original and projected data-

spaces[30,47].  T-SNE addresses this problem by introducing a 1-degree-of-

freedom Student distribution (i.e., a Cauchy distribution) in the joint 

probability distribution definition for the mapping space (i.e., the low 

dimensional projection space). 

𝑞𝑖,𝑗 = { 
(1 + ‖𝑦 𝑖 − 𝑦 𝑗‖

2
)
−1

∑ (1 + ‖𝑦 𝑘 − 𝑦 𝑙‖2)−1𝑘≠𝑙
 , ∀ 𝑖 ≠ 𝑗

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (29) 

Notice that the normalization term (denominator) is not expressed in terms of 

a specific index 𝑖 (as in the element-wise normalization in eq.(25)), but instead 

indicates a matrix-wise normalization.  

Finally, to find a solution t-SNE minimizes through a gradient descent (GD) 

method the Kullback-Leibler divergence (KL-div) between the two joint 

probability distributions (KL-div is commonly used as a score to measure 

similarity between probability distributions, and here plays the role of the cost 

function for the GD). 

𝐶 = 𝐾𝐿(𝑃||𝑄) =  ∑∑𝑝𝑖,𝑗 log (
𝑝𝑖,𝑗

𝑞𝑖,𝑗
)

𝑗𝑖

(30) 

The change from the use of conditional probabilities (as the one described in 

eq. (25) for the SNE) to joint probabilities in t-SNE simplifies the computation 

of the gradient of the cost function.  

Two optimizations (via hyperparameters) are included in the algorithm for an 

accurate and faster convergence. The early compression adds a L2 penalization 
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term to the cost function that forces the mapped points (𝑦 𝑖) to remain closer 

(low 𝑞𝑖,𝑗) allowing a global restructuration of the possible clusters of data in 

the early stages of the optimization. The early exaggeration is a multiplier of 

the 𝑝𝑖,𝑗 that, in the early stages of optimization, forces the mapping of large 𝑝𝑖,𝑗  

to large 𝑞𝑖,𝑗 (global structure preservation). 

Uniform manifold approximation and projection (UMAP) for dimension 

reduction is the direct competitor of t-SNE for the actual first position in the 

podium of the state-of-the-art k-neighbours graph approaches for 

dimensionality reduction[48].  

Although formally classified in the same category as t-SNE, the construction of 

UMAP takes a completely different approach to the problem. The actual 

formulation justifies each of the steps in the hyperspatial-graph construction 

and the low dimensional layout with a mathematical topological 

background[49]. Nonetheless, in order to provide a coherent picture with 

regard to the t-SNE introduction above, a similar formulation is followed here 

to describe UMAP (Appendix-C at [49]). 

The similarities in the high dimensional space, as conditional probabilities, are 

𝑝𝑗|𝑖 = {e
 
−𝑑(𝑥 𝑖,𝑥 𝑗)−𝜌𝑖

𝜎𝑖
 
, ∀ 𝑖, 𝑗 ≤ 𝑘

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(31) 

Where 𝑑(𝑥 𝑖, 𝑥 𝑗) is the distance between two datapoints in the original 

hyperdimensional space X. Notice that 𝑑(𝑥 𝑖, 𝑥 𝑗) is not constraint to be the 

Euclidean distance. Any valid distance formulation is allowed in principle. 

Also, only the k-nearest neighbours are considered. The parameters  𝜌𝑖  

(distance to the nearest neighbour of 𝑥 𝑖) and 𝜎𝑖  (normalization factor) are 

calculated as follows. 

𝜌𝑖 = minimum(𝑑(𝑥 𝑖, 𝑥 𝑗)  𝑠. 𝑡.  1 ≤ 𝑗 ≤ 𝑘 𝑎𝑛𝑑 𝑑(𝑥 𝑖 , 𝑥 𝑗) > 0) (32) 

∑e
 
−max(0 ,   𝑑(𝑥 𝑖,𝑥 𝑗)−𝜌𝑖)

𝜎𝑖
 

𝑘

𝑗=1

= log2 𝑘 (33) 
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The symmetrisation of the probability is now 

𝑝𝑖,𝑗 = (𝑝𝑖|𝑗 + 𝑝𝑗|𝑖) − 𝑝𝑗|𝑖 · 𝑝𝑖|𝑗 (34) 

with no further normalization required. Regarding the low dimensional 

embedding, the similarities by a symmetrized probability distribution are 

formulated as 

𝑞𝑖,𝑗 = (1 + 𝑎‖𝑦 𝑖 − 𝑦 𝑗‖
2𝑏
)
−1

(35) 

where a and b are hyperparameters (positively defined), with optimum values 

given by the algorithm implementation as a = 1.929 and b = 0.7915 (notice that 

a, b = 1 recovers the Student distribution for 𝑞𝑖,𝑗). 

Finally, UMAP resolves the optimum mapping in the low dimensional 

embedding by a stochastic gradient descent methodology using as the cost 

function the cross entropy 

𝐶𝑈𝑀𝐴𝑃 = ∑𝑝𝑖,𝑗 log (
𝑝𝑖,𝑗

𝑞𝑖,𝑗
) +

𝑖≠𝑗

 (1 − 𝑝𝑖,𝑗) log (
1 − 𝑝𝑖,𝑗

1 −  𝑞𝑖,𝑗
) (36) 

Although the formulation presented here for UMAP uses the same notation of 

t-SNE, and follows a similar pathway, the actual implementation of the 

algorithm is different. It begins with the construction of a directed weighted 

graph 𝐺̅(𝑉, 𝐸, 𝑤), symmetrized to an undirected weighted graph 𝐺(𝑉, 𝐸, 𝑤′), 

and projected to the low dimensional space by a force directed layout 

algorithm. The vertices of the 𝐺̅ graph are the datapoints themselves, the edges 

are drawn between datapoints according to the local number of neighbours 

selected, and the actual vicinity of each datapoint defines the weight of those 

said edges (each datapoint draws a set of edges to the k-nearest neighbours 

directionally, setting a local metric space around each one of them, which is 

later ensembled in a single graph and symmetrised to get G). The repulsive and 

attractive forces applied in the low dimensional embedding are derived from 

the minimization of the cross entropy between both high and low dimensional 

representations of the dataset.[49]  
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As an example of the capabilities of t-SNE and UMAP, the ‘Swiss-Roll’ 3D-

phantom dataset is projected into a 2D space, as in a dimensionality reduction 

problem. The results are shown in Figure 4.8. The 30000 points are originally 

organized in a sort of 3D spiral (a), and they are labelled with a colour 

according to their position (for a later identification in the projection 

embeddings). The underlying structure of the dataset is inherently non-linear 

(a curved 3D manifold), and thus is not a surprise to observe that the PCA 

decomposition (b), included to compare non-linear approaches and matrix 

factorization methods, results in a poor representation of the original dataset.  

Figure 4.8. Dimensionality reduction of the ‘Swiss-Roll’ (a) 30000 points 
dataset (with noise) to a 2D embedding via (b) PCA, (c) t-SNE and (d) UMAP. 
The colour scale is shared by all 4 images. 
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This 2D graph of the PCA decomposition (Figure 4.8 (b)) is constructed from 

the representation matrix 𝐋 ∈ 𝐑𝟑𝟎𝟎𝟎𝟎×𝟐 . Each datapoint is plotted into the ℝ2 

plane according to the 𝐿𝒊,𝒋 loadings values (i.e., the new pointwise positional 

vector 𝑙 𝑖). The new vectorial basis for the principal components resolved can 

be read from the values of the archetype matrix. 

𝑨 = [
−0.7635 0.0099 −0.6457
−0.0408 0.9971 0.0635

] = [
𝑎 0
𝑎 1
] 

The archetype 0, or 𝑎 0 (i.e., the new x axis) is close to the bisecting axis of the 

z = 0 and x = 0 planes, presenting an approximate 40º angle measured from 

the x axis. The archetype for component 1, or 𝑎 1 (i.e., the new y axis) is almost 

identical to the original y axis (i.e., almost 𝑎 1 = (0,1,0)) 

The results for the t-SNE embedding are shown in Figure 4.8 (c). The 

perplexity for t-SNE algorithm is set as 100 (way over the recommended 

values in the documentation[30]) and the early exaggeration is set as 12 (fairly 

large number to accelerate convergence times in the 30000 points dataset). 

The large perplexity value is justified by the expected absence of significant 

local structure (i.e., complete absence of clusters in the dataset, as it is a 

homogeneous manifold with induced Gaussian noise in the coordinates 

values). Thus, the importance of the global structure is exaggerated. 

Nevertheless, it is observable the tendency of t-SNE to clump datapoints 

together and even to break the manifold in several regions. Overall, no 

significant overlapping between the different colours occurs in the projected 

map. 

The UMAP embedding is shown in figure 4.8 (d). The structure of the manifold 

is clearly preserved in the 2D embedding. The number of k-neighbours 

(n_neighbours hyperparameter in the python implementation of the 

algorithm) was set as 100 (to mimic the perplexity in the t-SNE projection), 

and the minimum distance (min_dist) was set as 0.25. The latter, normalized 

between 0 and 1, is the main hyperparameter driving the repulsive forces in 

the 2D embedding between data clusters in the original space (lower values 
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induce higher repulsion, and vice versa). In this example we already observe 

the ability of UMAP to preserve the global structure of the manifold. Also, in a 

limited 30000 points dataset UMAP is already significantly faster than t-SNE. 

The difference of convergence times between t-SNE and UMAP is incremented 

in favour of the latter as the dataset grows. 

Although t-SNE and UMAP yield better results for the 2D embedding, the 

interpretability of the actual new mapping axes is not as straight forward as in 

the case of a matrix factorization dimensionality reduction. This has to be 

considered when dealing with real EELS datasets. Nevertheless, the non-

parametric nature of the graph-algorithms implies that no assumption about 

the underlying distribution of probability is made along the dimensionality 

reduction process (data-driven dimensionality reduction). The translation of 

the local information about the probability density function (PDF) into a lower 

dimensional embedding, t might be exploited by a posterior density-based 

clustering analysis, as will be demonstrated later.  

Deepening in the analysis of UMAP now, as the actual implementation of the 

algorithm is built upon the construction of a graph preserving the local and 

global topology of the dataset, the symmetrized edges of such higher 

dimension graph between datapoints (vertices) can be drawn into the lower 

dimensional embedding. This allows the user to assess if there is any actual 

Figure 4.9. (a) Original 30000 points ‘Swiss-Roll’ dataset. (b) 2D embedding 
obtained via UMAP (100 k-neighbours and minimum distance of 0.25). (c) 
Connectivity graph for the embedding resolved in (b). Subfigures (a) and (b) 
share the same colour scale, 3D-positional indices, and (c) colour scale is 
identified with the weights of the symmetrized edges. 
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local structure in the dataset (bundles of edges and datapoints, representing 

local clusters) and visually evaluate the projection result. An example is shown 

in Figure 4.9. The connectivity graph in (c) shows a fairly homogeneous web, 

with no significant clumps of datapoints. Notice also the tenuous edges (blue 

coloured in (c)) between the blue and the red-orange map points in (b) (i.e., 

the innermost and outermost parts of the roll in (a), respectively). These 

connections between the outermost and the innermost regions are the driving 

forces behind the ‘curl’ in the embedding in (b) and (c).  

As already mentioned, the interpretability of the resolved embedding axes in 

graph-based approaches is not as straight forward as in the case of a matrix 

factorization problem (i.e., extracting meaningful information about the 

components resolved, other than the actual local/global structure of the data 

as an abstract object, is difficult). Thus, the analysis of an EELS-SI dataset 

embedding cannot be completed (in terms of spectral analysis) without 

further applying complementary techniques, such as a clustering classification 

(on the low dimensional map resolved). Examples of experimental core-loss 

EELS-SI dataset embeddings (the core-shell iron-manganese oxide 

nanoparticle showcased in Figure 4.1) are shown in Figure 4.10. For the 

UMAP embedding (Figure 4.10 (a), in red), the key hyperparameters were set 

as 45 k-neighbours and 0.35 d-min. For the t-SNE embedding (Figure 4.10 (b), 

in green) the perplexity was set as 30 and the early exaggeration scaling value 

was set as 12 (default). Overall, UMAP presents a smoother result, owed to the 

higher degree of global structure preserved. On the other hand, t-SNE shows a 

higher tendency to aggregate datapoints together. It creates areas of clusters 

with a large granularity (see the yellow arrow in (b)), but it is unable to 

separate them effectively. This would in principle degrade a posterior density-

based clustering analysis, as many dense regions resolved are mainly driven 

by spurious embedding artefacts (i.e., noise related clustering of datapoints). 

Some extra cautionary notes are to be made before generalizing their use on 

EELS data analysis, aside from the interpretability problem. 
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t-SNE is not a generalized dimensionality reduction method. Its formulation 

allows the algorithm to project accurately the higher dimensional local 

structure into a 2D or 3D objective embedding dimension. However, the heavy 

tails of the Student PDF (i.e., the mapping statistics function) become a 

problem in higher objective dimensions, hindering the preservation of such 

local structure[30].  

Furthermore, t-SNE tries to resolve a non-convex problem through the 

Kullback-Leibler divergence minimization. Hence, although well optimized 

and fairly robust to accurately describe the local structure of the data, different 

initializations varying slightly the hyperparameters may produce different 

results (i.e., reproducibility is not ensured, something of paramount 

importance in the analysis of scientific results)[30]. 

Regarding UMAP, its major weakness is that it will try to find the manifold 

structure of the dataset even when such structure might not exist at all (e.g., it 

may try to find structure within the noise of the dataset). More importantly, 

UMAP carries out some numerical calculations to speed up convergence[49]. 

These approximations might become relevant when the dataset analysed 

Figure 4.10. Non-linear graph embeddings of the iron-manganese oxide core-
shell NP. (a) UMAP 2D embedding (red). The arrows point at regions with an 
apparent higher density of datapoints. (b) t-SNE 2D embedding (green). The 
green arrows point at regions with an apparent higher density of datapoints, 
and the yellow one points at a clumped region of several clusters. 
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contains a low number of datapoints, as the quality of the embeddings is 

greatly affected by the size of the data space.  

4.4. Clustering analysis. 

4.4.1. General formulation. 

Formally, clustering (i.e., cluster analysis) can be described as the process to 

subdivide a certain dataset into a given number of subsets[9], aiming to 

achieve a higher homogeneity within them with respect to the properties 

utilized for the classification. The original dataset is viewed, thus, as a set of 

instances or objects of any given nature (e.g., a set of individuals taking part in 

a medical study, or in the case that will occupy us later, a collection of EELS 

spectra belonging to an acquired spectrum image), and the result of applying 

clustering analysis is an aggrupation of those instances in ‘clusters’ by 

similarity. The problem would be described formally as follows[50]: 

An initial collection S of N number of datapoints (or vectors, in vectorial 

spaces) 

𝑆 = { x⃗ 𝑖}𝑖=1,…,𝑁          𝑠. 𝑡.         x⃗ 𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝) (37) 

where (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝) are the p-dimensional data points (i.e., p characteristics 

defining each point); is subdivided into a collection C of clusters 

 𝐶 = {𝐶𝑗}𝑗=1,…,𝑘    𝑠. 𝑡.
(38) 

  𝑆 =  ⋃ 𝐶𝑗
𝑘

𝑗=1
(38.1) 

𝐶𝑖⋂𝐶𝑗 = ∅   ∀𝐶𝑖,𝑗 ∈ 𝐶 (38.2)

Being each 𝐶𝑗  the subset of data points denominated cluster, and C the overall 

clustering structure resolved by the cluster analysis, eq.(38). The original data 

space is recovered by the union of all the resolved clusters, eq.(38.1), and any 

object from the initial S dataspace will then belong exactly to one cluster or 

subset, eq. (38.2). 
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4.4.2. Distance measurements and metrics. 

To separate the different clusters, some sort of measurement is required to 

distinguish between similar and dissimilar objects. This measurement is often 

presented as a pairwise distance 𝑑(𝑥 𝑖, 𝑥 𝑗) between any two given datapoints 

𝑥 𝑖  , 𝑥 𝑗  from  S, and with respect to every other single object in S (i.e., a 

datapoint 𝑥 𝑖  will have N‐1 measured distances to the rest of 𝑥 𝑗≠𝑖  ∈ 𝑆). For a 

given formulation of similarity to be considered as a valid distance 

measurement (for clustering), it is required to be symmetric (i.e., 𝑑(𝑥 𝑖 , 𝑥 𝑗) =

 𝑑(𝑥 𝑗 , 𝑥 𝑖) ) and to assign the minimum values to the case of identical datapoints 

(i.e., 𝑑(𝑥 𝑖, 𝑥 𝑗) = min(𝑑(𝑥 𝑖, 𝑥 𝑗) ; ∀ 𝑖, 𝑗 ∈ {1, . . , 𝑁})  →  𝑥 𝑖 = 𝑥 𝑗). This distance 

measurements are commonly referred as metrics8, although to actually 

conform a mathematically formal metric two extra requirements must be 

fulfilled: (1) the triangle inequality (i.e., 𝑑(𝑥 𝑖, 𝑥 𝑘)  ≤  𝑑(𝑥 𝑖, 𝑥 𝑗) +

 𝑑(𝑥 𝑗 , 𝑥 𝑘) ∀ 𝑥 𝑖, 𝑥 𝑗 , 𝑥 𝑘  ∈ 𝑆 ), and (2) the minimum distance 0 only applies to 

equal datapoints (i.e., 𝑑(𝑥 𝑖 , 𝑥 𝑗) = 0 → 𝑥 𝑖 = 𝑥 𝑗   ∀𝑥 𝑖, 𝑥 𝑗  ∈ 𝑆 ). 

The most common distance measurement is the Euclidean distance, followed 

by the Manhattan distance (or taxicab-distance). Both are special cases of 

Minkowski metrics, formulated for two p-dimensional 𝑥 𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑝) 

and 𝑥 𝑗 = (𝑥𝑗1, 𝑥𝑗2, … , 𝑥𝑗𝑝) vectors as follows. 

𝑑(𝑥 𝑖, 𝑥 𝑗) = (∑ |𝑥𝑖𝑘 − 𝑥𝑗𝑘|
𝑔

𝑝

𝑘=1

)

1
𝑔

(39) 

 𝑑(𝑥 𝑖 , 𝑥 𝑗) = (∑ |𝑥𝑖𝑘 − 𝑥𝑗𝑘|
2

𝑝

𝑘=1

)

1
2

(39.1) 

 

8 In many implementations of clustering algorithms (such as the sklearn library in Python), a 
hyperparameter denominated metric is passed along the dataset to be clustered, to specify the 
distance measurement method, even if such measurement method does not constitute an 
actual formal metric. 
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𝑑(𝑥 𝑖, 𝑥 𝑗) = (∑ |𝑥𝑖𝑘 − 𝑥𝑗𝑘|

𝑝

𝑘=1

) (39.2) 

Being eq.(39),(39.1) and (39.2) the general Minkowski (g), Euclidean (g = 2) 

and Manhattan (g =1) metrics respectively.  

Other measurement of distance commonly used for clustering of vectorial 

spaces is based on the cosine similarity (e.g., classification texts by word 

counting[51]) 

𝑠(𝑥 𝑖, 𝑥 𝑗) =
(𝑥 𝑖 ·  𝑥 𝑗)

‖𝑥 𝑖‖ ‖𝑥 𝑗‖
 (40) 

where 𝑥 𝑖 ·  𝑥 𝑗  is the inner product of vectors. Thus, the similarity function 

measures the cosine of the angle between those datapoints in a p-dimensional 

space. In order to qualify as a valid distance measurement, the actual cosine 

‘metric’9 is expressed as 1 − 𝑠(𝑥 𝑖, 𝑥 𝑗). Hence, (1) for equal vectors the distance 

measures 0 (i.e., the angle between them is 0, and the cosine is 0), (2) for 

opposing vectors the distance measures 2 (i.e., datapoints with an angle of 𝜋 

rad and -1 cosine), and (3) for the rest of the possible angles the value is 

between 0 and 2, monotonically increasing from 0 to 𝜋 rad. The cosine ‘metric’ 

is presented here because of its ability to cluster vector spaces disregarding 

the scale of such vectors (the modules). Although not exactly a formal metric, 

the cosine distance can be approximated by applying a pre-normalization (L2) 

step on the data and then measuring the standard p-dimensional Euclidean 

distance (i.e., using a formal metric as a proxy for the cosine distance). Indeed, 

if we consider L2-normalized vectors  

𝑥̂𝑖 =
𝑥 𝑖
‖𝑥 𝑖‖

    →    ‖𝑥̂𝑖‖
2 =  𝑥̂𝑖 · 𝑥̂𝑖  = 1 

𝑥̂𝑗 =
𝑥 𝑗

‖𝑥 𝑗‖
    →    ‖𝑥̂𝑗‖

2
=  𝑥̂𝑗 · 𝑥̂𝑗 =  1

(41) 

 
9 The cosine ‘metric’ does not fulfil the triangle inequality and, thus, it is not a formal metric. 
Nonetheless, it is included as a ‘metric’ in several implementations of the algorithms.  
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the squared euclidean distance between them becomes 

𝑑2(𝑥̂𝑖, 𝑥̂𝑗) = ‖𝑥̂𝑖 − 𝑥̂𝑗‖2
2
= (𝑥̂𝑖 − 𝑥̂𝑗) · (𝑥̂𝑖 − 𝑥̂𝑗)

= 𝑥̂𝑖 · 𝑥̂𝑖 − 2𝑥̂𝑖 · 𝑥̂𝑗 + 𝑥̂𝑗 · 𝑥̂𝑗  

= 2 −  2𝑥̂𝑖 · 𝑥̂𝑗

= 2 − 2 cos∠(𝑥̂𝑖 , 𝑥̂𝑗)

 (42) 

As the algorithms of clustering commonly use the euclidean distance, the 

euclidean distance between normalized vectors is 

𝑑𝐸𝑢𝑐(𝑥̂𝑖 , 𝑥̂𝑗) = ‖𝑥̂𝑖 − 𝑥̂𝑗‖

= (2)
1
2⁄   (1 − 1 cos ∠(𝑥̂𝑖, 𝑥̂𝑗))

1
2⁄
 (43) 

and thus, the measurements by the cosine distance are proportional to the 

ones of the euclidean distance of the normalized dataset. 

In EELS SI data-analysis, it is often the case that in certain localized regions of 

a SI the scale of the spectra (i.e., the L2-norm) is much larger than in other 

spatial regions. The possible causes for such variations of the modules can be 

several, most notably thickness variations in the sample[52,53]. To 

Figure 4.11. (a) Spectrum image of an iron-manganese oxide core-shell NP. 4 
pixels are highlighted as P1,2,3,4. (b) Overlay of the spectra corresponding to 
P1,2,3,4. (c) Pairwise distance table for the euclidean distance between the 
spectra of P1,2,3,4. (d) Spectra of P1,2,3,4 separated in different plotting areas. 
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understand how the different metrics may affect a clustering classification, 

Figure 4.11 and Figure 4.12 show the results of calculating the pairwise 

distances for 4 different spectra of the iron-manganese oxide core-shell NP 

(already shown in the previous section) using the raw and L2-normalized data. 

The locations of these datapoints are highlighted in the SI by squares (Figure 

4.11 (a) and Figure 4.12 (a)). The 4 spectra are chosen by pairs: P1 and P4 

correspond to areas of the shell (manganese oxide) with different thicknesses, 

and P2 and P3 correspond to areas of the core (iron oxide). The L2-norms and 

electron count sum per spectra values for these pixels are shown in Table 4.2.  

Beginning with the non-normalized (raw) data, Figure 4.11 (b) shows an 

overlay of the spectra for the P1,2,3,4 pixels. From it, it is clearly visible how the 

decline of the L2-norm and sum of electron counts from P1 to P4 (following the 

cardinal order, see Table 4.2) is mainly linked to the differences in the 

downslope trend of electron counts preceding the oxygen edge at 532 eV of 

energy loss. For instance, in the thinner area where P4 (purple) is measured, a 

lower number of electron-counts from the low-loss region of the spectrum, 

and ascribed to sample thickness affecting the plasmon excitation, are added 

to the core loss spectrum. Conversely, P1 (red) is measured in a thicker region 

of the shell, and both the low-loss contribution to the background signal and 

an increment in the WL signal intensity are visible in the spectrum.  

Table 4.2. Values of the L2-norms for the spectra of the 
pixels highlighted as P1,2,3,4 in Figure 4.11 and Figure 
4.12. 

 P1 P2 P3 P4 

L2-

norm 
9193.73 9054.99 8171.31 7013.88 

Sum 3.48e5 3.48e5 3.14e5 2.70e5 
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Figure 4.11 (c) shows a ‘table of sorts’ with the pairwise distance between the 

selected datapoints organized in a matrix. Although P1,4 share the same ELNES 

spectral features (manganese white lines at approximately 640 eV of energy 

loss, see Figure 4.11 (d)), the euclidean distance measured between them has 

the higher value. In fact, P1 is almost as close (distance wise) to P2 as P3 is to P2 

(sharing the latter two the same spectral features of iron WLs at approximately 

710 eV of energy loss, see Figure 4.11 (d)). Under the right conditions, in a 

clustering experiment this could mean a grouping of P1,2,3 together, even if 

elementwise P1 and P4 should belong to the same cluster separated from P2 

and P3
10.  

 
10 Or, at least, it will contribute negatively to the clustering analysis for spectral segmentation 
if thickness is not of particular interest. 

Figure 4.12. (a) L2-norm image for each pixel in the SI of iron-manganese 
oxide core-shell NP. 4 pixels are highlighted as P1,2,3,4. (b) Overlay of the l2-
normalized spectra corresponding to P1,2,3,4. (c) Pairwise distance table for the 
euclidean distance between the normalized spectra of P1,2,3,4. (d) l2-normalized 
spectra of P1,2,3,4 separated in different plotting areas (identical coordinates 
axes) 
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Figure 4.12 has the same structure of Figure 4.11, but this time showing the 

L2-normalized spectra. The SI area in (a) is coloured according to the L2-norm 

values of the spectra before the actual normalization. The effects of the pre-

normalization are clear, as all now the spectra share a similar background 

signal (albeit the random noise fluctuations, see Figure 4.12 (b)). The 

heatmap (Figure 4.12 (c)) contains the pairwise euclidean distances 

measured for the normalized spectra. Now it shows the expected structure, as 

the lower values of measured distances are for the P2- P3 and P1- P4 (i.e., the 

spectra from areas sharing the same elemental composition, thus, with similar 

spectral features). 

Comparing now the euclidean distances, on the raw and normalized dataset, 

and the cosine distance on the raw dataset (see Figure 4.13), one can observe 

the parallelism between the latter two (as already explained by eq.(42) and 

(43)), although the actual values are an order of magnitude apart. From Figure 

4.11, Figure 4.12 and Figure 4.13, the differences in the ranking of pairwise 

distances between the same EELS datapoints (spectra) utilizing different 

formulations, as well as the effects that different scales in the spectra in an 

EELS SI may have over the intended segmentation, are evident. Hence the 

importance of the metric selection (or the L2-normalization as a proxy for non-

metric distance measures) for a satisfactory clustering analysis. 

Figure 4.13. Tables of pairwise distances for the points P1,2,3,4 presented in 
Figure 4.11 and Figure 4.12. The tables of euclidean distances of L2-
normalized spectra and cosine distances for the raw spectra share the same 
colorbar. Nonetheless, notice the change of scale between them (euclidean 
distances for normalized data are an order of magnitude larger than the cosine 
distances for the raw data). 
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4.4.3. Taxonomical classification of clustering algorithms. 

Given the general formulation of a clustering problem, and having chosen an 

appropriate distance measuring method, each clustering algorithm will 

encode an evaluation criterium (i.e., the specific formulation of each clustering 

algorithm will determine how the selected metric is applied to resolve the 

partitioning)[9,50]. Generally speaking, this selection criterium is what is 

often used for the classification of the different cluster algorithms into 

different subcategories. This sort of taxonomical classification is useful, as it 

allows any user to quickly select the clustering algorithm that better suits the 

dataset under analysis. However, as many given evaluation criteria may have 

features from several different categories, every classification of clustering 

algorithms is often subjected to discussion[9,50,54] (e.g., a common 

classification differentiates between partitioning, hierarchical and density-

based algorithms and, thus, a density-based hierarchical algorithm, such as 

OPTICS[55], would fall into two different categories). Moreover, having 

accepted as valid the general concept of cluster and clustering analysis 

discussed above, an actual specific definition of the notion of cluster is still 

debated[50,56]. This contributes even further to the proliferation of different 

algorithms (with wild variations of the induction principle for the 

segmentation) and, thus, increasing the difficulty of classifying them into 

separated categories.  

In this work the clustering algorithms (which will be applied to EELS data 

analysis) are classified in 4 basic classes, arranged in a 2D grid of natural 

properties (see Table 4.3).  

The algorithms will be classified in one axis as parametric or density-based. An 

algorithm will be deemed parametric when the formulation of the evaluation 

criteria is such that assumptions about the shape of the clusters, in whichever 

p-dimensional space the data may live, are implicitly or explicitly made (i.e., 
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the underlying probability distribution is presupposed). Conversely, the 

ultimate objective of a density-based clustering algorithm is to resolve a 

probability density function (PDF) that models the underlying probability 

distribution from which the datapoints are drawn (usually, a mixture of 

several distributions)[50,57]. 

On the second axis, the algorithms are classified as hierarchical or single 

partitioning. The hierarchical methods resolve the clustering by recursively 

dividing datapoints in categories. Hierarchical agglomerative (HA) clustering 

follows a bottom-up approach, beginning from a cluster for each datapoint and 

merging them together at each iteration given a similarity measure. 

Hierarchical divisive is the complementary top-down approach (separating 

clusters from single cluster at the beginning). Single partitioning clustering 

algorithms work using a single reference value (a ‘flat’ cut, usually provided as 

a hyperparameter in the implementation of the algorithm) as the cluster 

separation criteria (e.g., K-means requires the objective number of clusters to 

be provided, and will always retrieve a number of clusters equal to the value 

provided). 

K-means 

The prototypical clustering algorithm and first to be described in any basic text 

of data-science (probably the simplest of all clustering algorithms as well) has 

Table 4.3. Classification of clustering algorithms, listing the 
paradigmatic methods for each class. 

 

 Single partitioning Hierarchical 

Parametric K-Means Agglomerative (ward) 

 

Density-based DBSCAN OPTICS, 

HDBSCAN 
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to be K-Means (KM). It is the most relevant representative of the intersection 

of single partitioning and the parametric clustering families (see Table 4.3). 

KM is classically built upon the sum of squares errors and resolved as an error 

minimization problem 

min(∑ ∑ ‖𝑥 𝑖 − 𝜇 𝑘‖
2

𝑁𝐾

 ∀𝑥 𝑖∈𝐶𝑘

𝐾

𝑘=1

) (44) 

where 𝑁𝑘 is the number of elements of cluster K and 𝜇 𝑘 is the average value 

(property-wise) of the elements 𝑥 𝑖  ∈ 𝐶𝐾 (cluster K) 

𝜇 𝑘 =
1

𝑁𝑘
∑𝑥 𝑗

𝑁𝑘

𝑗=1

   ∀𝑥 𝑗 ∈ 𝐶𝑘 (45) 

Once described the general problem to be solved, it is worth noticing that the 

actual implementation of the sklearn KM algorithm (the one used throughout 

all this work) is based upon the so-called Lloyd’s algorithm[58,59].  

It was suggested in the dimensionality reduction subsection that a sparse 

matrix factorization problem that imposes a single archetype per datapoint 

(i.e., sPCA carried to the extreme) it is formally equivalent to a KM clustering. 

Indeed, recalling  the general formulation for a matrix factorization problem 

(eq. (3)) and according to the schematics of Figure 4.1, each datapoint 𝑥 𝑖 is 

approximated by the low rank model 

𝑥 𝑖 = ∑𝐿𝑖,𝑗𝑎 𝑗

𝑘

𝑗=1

(46) 

And therefore, from (eq. (8)), the ‖𝐋‖0 = 1 condition equivales to 

 ∀ 𝑖 = 1,… ,𝑚  | 𝐿𝑖,𝑘  ≠ 0 → 𝐿𝑖,𝑗 = 0 ∀ 𝑗 ≠ 𝑘 (47) 

Hence 

𝑥 𝑖  ~  𝐿𝑖,𝑘𝑎 𝑘 (46) 
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The equivalence with the KM formulation is then straightforward, as both are 

problems minimizing the sum of squares errors and imposing the ‖𝐋‖0 = 1 

condition on the representation matrix and ‖𝐋‖2 = 1 (indirectly, via the 

average value condition for the centroids of eq. (45)). Hence, from the eq.(44) 

and (45), the representation matrix L and archetypes matrix A would be such 

that 

∀𝑥 𝑞  ∈ 𝐶𝑘   𝐿𝑞,𝑘 = 1   𝐿𝑞,𝑗≠𝑘 = 0 (47) 

∀ 𝑎 𝑘 = ∑𝐴𝑘,𝑗

𝑚

𝑗=1

  |   𝑎 𝑘 = 𝜇 𝑘  (48) 

and at each iteration of the minimization problem, changes in the L matrix are 

equivalent to changes of cluster membership for the datapoints, and changes 

in the A matrix are equivalent to the computation of the new archetypes by 

getting the new centroids (average value 𝜇 𝑘).  

Linking KM to sPCA has the collateral effect of hinting the actual parametric 

nature of the algorithm. As a matter of fact, KM is assuming that the datapoints 

are drawn from a hyperdimensional Gaussian distribution of probability, 

centred around some hyperdimensional 𝜇 𝑘 centroids, imposing isotropic 

clusters (similar in sizes and shape). This type of parametric imposition will 

be denominated from now on as the Gaussian-ball assumption. A side effect of 

the k-means parametrization (deepening on the actual meaning) is that, by 

using the euclidean distance as measurement and expecting isotropic clusters, 

it becomes very sensitive to the scale of the dataset properties[60].  

In the case of an EELS analysis, it translates to an imbalanced weight for certain 

spectral features, such as the background signal (often the dominant source of 

electron counts in the core-loss spectrum region).  A good proxy to 

approximate the expected segmentation from a k-means clustering in a non-

normalized dataset, is the analysis of the spectral L2-norm (in a vectorial space 

for the spectra, the L2-norm becomes the modulus, i.e., the scale). For instance, 

Figure 4.14 shows the dominance that the L2-norm has over the resolved 
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clustering for the non-normalized dataset. The contours-levels calculated from 

the L2-norm image in (a) are almost perfectly translated into the clustering 

segmentation map (or label-map) in (b). This contour levels are generated by 

simply dividing the range of values for the L2-norm by 5 equidistant cuts. From 

the centroid signals (average value of spectra for each cluster) in (d) one can 

observe the weight that the spectral background has on the L2-norm, as the 

areas end up separated by thickness and not by the actual position of spectral 

features (e.g., the red cluster, number 4, contains both areas from the core and 

shell of the nanoparticle, being the latter only composed by manganese oxide 

and the former by iron oxide)[17]. Notice that the clusters label numbers are 

assigned at random (c), and do not follow any actual pattern related with the 

L2-norm or any other spectral characteristic. 

Figure 4.14. (a) 5-fold contour levels from the L2-norm values of the spectra 
from the EELS SI of the manganese-iron oxide NP, overlapped with the actual 
L2-Norm colourmap. (b-c) Label map resolved for a 5-clusters k-means 
segmentation of the raw data for the Mn-Fe oxide NP, overlapped with the 
same contour levels from (a) in (b). (d) Centroids (average signals) per cluster 
resolved. 



4.4. Clustering analysis. 143 

 
 

After observing the weight of the background signal on the clustering 

segmentation, one may be tempted to perform a background removal 

procedure before the actual clustering analysis. An example of this practice is 

shown in Figure 4.15. The L2-norm mapping (Figure 4.15 (a)) for the 

background-subtracted SI does no-longer present a smooth gradient from the 

thicker part of the NP to the carbon grid, and it is also much noisier than the 

raw-data counterpart from  Figure 4.14 (a), owed to the lower signal-to-noise 

(Q) ratio. Precisely, the granularity of values in the L2-norm translates into a 

higher difficulty for the interpretation of the contour levels in Figure 4.15 (b). 

The 5 k-means clustering separates the background, core and shell regions 

successfully (notice that cluster 0, in blue, only shows the manganese white-

lines). However, the core (clusters 1, green, and 3, orange) and the carbon 

background (clusters 2, yellow, and 4, red) regions are subdivided in two 

different clusters each, and from the overlay of contour-level and clustering 

Figure 4.15. (a) L2-norm values colormap from the spectra of the EELS SI of 
manganese-iron oxide NP, without background previous to the oxygen edge. 
(b-c) Label map resolved for a 5-clusters k-means segmentation of the no-
background raw data for the Mn-Fe oxide NP, overlapped in (b) with the 5-
levels contours resolved for the L2-norm image in (a). (d) Centroids (average 
signals) per cluster resolved. 
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labels in Figure 4.15 (b) it is easy to observe the direct connection with the 

L2-norm once again. Furthermore, parts of cluster 4, in red and predominantly 

located in the carbon background areas of the SI, are visible as inclusions in 

the shell and core areas. The contour plot in Figure 4.15 (b) reveals that those 

pixels present in their majority an L2-norm lower than 1204 (black line) (i.e., 

lower norm than the surrounding pixels, and closer to the background ones).  

Besides, this type of approach is also problematic in the sense that retrieving 

a background-removed spectrum image from a noisy dataset is oftentimes 

challenging. Notice how in cluster 2 that the average spectral signal (i.e., the 

centroid 2 from Figure 4.15 (d)) shows a drop below 0 electron counts, a clear 

non-physical feature. This is a consequence of the overestimation of the 

number of electron counts when calculating the power-law parameters, 

mainly caused by noise fluctuations in the spectral region used for the 

background computation.  

The use of a cosine metric is a better approach to the scaling problem , or, as 

demonstrated by Figure 4.11, Figure 4.12 and Figure 4.13, the equivalent 

method of applying a L2-normalization before the clustering process. These 

results are shown in Figure 4.16. From Figure 4.16 (a) and Figure 4.16 (b), 

the clustering clearly resolves the core-shell structure, although the 

imposition of 5 natural clusters in k-means still subdivides the background 

Figure 4.16. (a) Label map resolved by a 5-clusters k-means segmentation for 
the  L2-normalized data of EELS SI of the Mn-Fe oxide nanoparticle. (b) 
Centroid values for the normalized dataset (per cluster). 
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signal in two different clusters. This division is probably driven by the residual 

noise fluctuations, but it does not affect the quality of the rest of clusters 

resolved. 

This slight overestimation of the number of k clusters required leads naturally 

to the discussion about the number of clusters to be considered in a real case 

scenario (i.e., analysing an actual EELS dataset). Given the fast convergence of 

KM, the usual consensus is to carry out a serialized classification of the dataset 

selecting a range of incremental k-values and plotting the inertia of each 

clustering classification with respect to the objective number k of clusters 

specified. The inertia of a KM clustering is defined as the sum of squared 

distances from the datapoints (in this work, the EEL spectra) to the closer 

centroid resolved (i.e., the centroids defining each datapoint membership to a 

given cluster). The resulting plot should be similar to the one shown in Figure 

4.17 (d), which is the inertia curve for the KM classification of the iron-

manganese oxide NP for the k-values in a range between 1 and 14 clusters 

(inclusive). The optimum value for the number of k clusters would be then the 

so-called knee (or elbow) of the curve. In this particular case, the number of 

clusters 3 occupy that position. This is the criterium employed to resolve the 

number of relevant clusters (and centroids) later used as endmembers 

(reference spectra) in a special type of multiple-linear-least-squares (MLLS) 

fitting called k-MLLS[61], although from the initial clusters only those that 

were linearly independent from the rest of the vectorial base were kept (i.e., 

the centroids that could not be retrieved as a linear combination of the rest of 

them). However, this criterium is based on heuristic assumptions, and may 

bury some interesting information by underestimating the number of clusters. 

For instance, notice that when the number of clusters is increased bellow the 

‘knee’ some interesting spectral features are likely to be resolved (e.g., 9 

objective clusters resolve the possible existence of a mixture of oxidation 

states for the manganese oxide, as a pre-peak appears and the ratio of some 

features changes for oxygen edge, (f), and the ratio and width of the Mn WLs 

changes, (g))[17]. Notice that the reference spectra for each cluster in (e) are  
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Figure 4.17. (a-c) KM label-maps of the clustering classifications of the 
normalized EELS SI of the Fe-Mn core-shell NP for 2, 3 and 9 k objective 
clusters respectively. (d) Inertia plot of the KM clustering for a range of k = 1 
to 14 clusters. (e) Average values of the non-normalized spectra per cluster 
resolved for the 2, 3 and 9 clusters cases. (f-g) Detail of the average spectral 
values for clusters 0 (blue) and 6 (orange) for the 9 clusters case, for two 
regions of the spectrum (oxygen and manganese edges respectively). The 
yellow arrows indicate areas of interest in both edges showcased.  
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not the actual centroids, as the clustering classification was carried out for the 

normalized dataset and the spectra shown are the average values of the raw-

data for each cluster resolved from the normalized dataset. 

A final note on KM regarding the reproducibility of results is required. In order 

to speed up convergence (getting times equivalent to ∘ (𝑁) for large datasets), 

most implementations (including the one from sklearn utilized in this work) 

resort to find a local optimum solution by initializing the centroids in random 

points within the dataspace of the sample (e.g., in EELS datasets, the first 

iteration sets 𝜇 𝑘 as spectra from pixels randomly selected). This makes the 

algorithm sensitive to get stuck in local minima without achieving an actual 

global minimum, depending on how it is initialized. A walkaround for this 

problem is to iteratively carry out several clustering classifications at random 

initial states, keeping at the end the one with the lower minimum value for the 

objective function after convergence. In all the examples presented in this 

work, the k-means++[62] implementation is precisely used to tackle this 

problem. Nonetheless, as the number of initializations is always a discrete 

number, and given that providing a very large number of initializations will 

compromise the actual convergence time gains and pose a memory intensive 

task (all the initializations are kept in memory up until the final selection), the 

risks of convergence to local minima are still present. Thus, using KM one may 

expect different results for different initializations.  

Hierarchical Agglomerative clustering (Ward’s linkage method). 

The hierarchical agglomerative (HA) clustering constructs a hierarchy of 

clusters in a bottom-up approach, that begins by assigning an individual 

cluster to each datapoint and merging them iteratively. The end-result is a 

dendrogram, a tree-like structure that reproduces the cluster hierarchy, 

nesting groups by similarity of their properties. The actual clustering 

segmentation is obtained by a flat cut of the tree, which may be specified as an 

objective number of clusters (a hyperparameter in the sklearn default 

implementation) or done at a given level after observing the clustering 

structure.  
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An example of HA-Ward (linkage) clustering is shown in Figure 4.18 for the 

L2-normalized EELS SI of the iron-manganese oxide NP. The colours of the 

dendrogram (f) are adapted to the clusters shown in (a-e). The dendrogram 

structure is pruned, meaning that only the top tree structure (up to a 

separation of 6 clusters) is shown, although the actual construction is done in 

a bottom-up approach. Also, the usual consensus in the data-mining and data-

science community is to set the optimal cut of the dendrogram at the place 

with the larger vertical branches between horizontal intersections. As it is 

observed from the results (a-e), sometimes setting a lower cut reveals more 

information about the structure of the dataset, especially in cases of such high 

dimensionality as in an EELS SI. If one sets the optimal cut in this example in 

the 2 clusters limit, all the information about the core-shell structure is lost. 

The merging of clusters that results in the dendrogram (i.e., the linkage 

method), can be done by a variety of different approaches (most of the times, 

user-selected). The most common method is known as Ward’s linkage[63]. In 

it, the cluster-to-cluster distance is defined at each step as the average value of 

Figure 4.18. (a-f) Clustering label-maps for the hierarchical agglomerative 
algorithm implemented in sklearn, setting the objective number of clusters as 
2, 3, 4, 5 and 6 respectively. (g) Dendrogram for the hierarchical clustering 
structure using the Ward linkage. Only the 6 larger clusters are drawn. 
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the pairwise-distances between every datapoint member of a given cluster and 

every other datapoint belonging to a different cluster. The actual merge of 

clusters is resolved by the optimization of the sum of squares differences 

(errors) criterium. Hence, the parametric nature of this algorithm is derived 

from the same optimization criterium as in the case of the k-means clustering 

and, thus, the Gaussian ball assumption is also in place. For a non-normalized 

EELS dataset, this translates once again to a dominance of the L2-norm values 

of the spectra for the clusters formation (Figure 4.19 (a), (c)). Notice that KM 

produced clusters closer to the actual contour levels of the L2-norm image (b) 

for the same number of clusters, but, still, the average spectra for each cluster 

in the HA show the same background signal dependence (c). 

One major problem with this algorithm (and, as a matter of fact, any other HA 

clustering algorithm) is that the convergence times scale as  𝑂(𝑁2).[9,50] That 

is a substantial increment compared to the sklearn implementation of k-means 

scaling as 𝑂(𝑁) for larger datasets. In a fairly small spectrum image, as the one 

analysed as an example in several figures of this text of 70x100 pixels (i.e., only 

7000 datapoints), the time for HA-Ward is already 5 times larger than the one 

for KM (see Figure 4.20 (a)(b)). The clustering structure is not identical in 

both cases (c), as HA-Ward seems to resolve better the C-background as a 

Figure 4.19. (a) HA-Ward clustering label-map and (b) KM clustering label-
map, for the raw non-normalized dataset and setting the objective number of 
clusters as 5, overlapped in both cases with the L2-norm contour levels. (c) 
Centroid signals for the HA-Ward clustering in (a). 
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singular group and discovers some structure within the iron oxide core (i.e., 

resolves 2 clusters for the core, depending on the proportion of iron-

manganese oxide signals, given the overlapped nature of the core-shell 

structure).  

HA-Ward also lacks back-tracking capabilities (i.e., presents an inability to 

escape from any possible convergence to local-minima and produces invariant 

deterministic results). Although getting a consistent (deterministic) result 

may sound as the better option for a classification method of data with 

scientific purposes (i.e., ensuring reproducibility), in noisy datasets, as the 

ones presented here and as it is usually the case with large EELS SI, having a 

way to escape from spurious local minima convergence might help on the 

discovery of spectral structures, otherwise opaqued.  

Density-based clustering. DBSCAN  

Up to this point, both HA-Ward and KM presented a similar approach to the 

resolution of a clustering classification, regarding the explicit/implicit 

Figure 4.20. (a) Hierarchical agglomerative (Ward linkage) clustering. (b) K-
means clustering. (c) Centroids for the KM clustering resolved in (b), and 
average signal  spectra for the clustering resolved by HA-Ward in (a). Notice 
the lack of y-axis, as the reference EELS signals are separated artificially for a 
better observation  of the spectral features.  
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parametrization they carry over the dataset. As such, the data is always 

analysed as a set of instances extracted from the union of Gaussian probability 

distributions (i.e., the Gaussian-ball assumption dominates the analysis). In 

general, this would pose a problem in 2D and 3D datasets with a clear non-

spherical shape. In EELS data analysis the problem runs deeper, as the actual 

dimensionality of the dataset is so high (potentially as high as the number of 

channels in an energy loss spectrum) that the visualization of the actual cluster 

shapes is no longer an option without a dimensionality reduction step (the 

introduction of UMAP will later be demonstrated as a key feature in clustering 

analysis)[33].  

Density-based algorithms attempt a different approach to clustering analysis. 

In a nutshell, they try to identify dense regions in the data-space (clusters) and 

separate them by lower density regions (sparse areas)[9]. As such, the new 

notion of cluster as a dense area of datapoints (according to some parameters) 

is the key for a non-parametric approach to the problem, as no assumptions 

about the actual shape of these dense regions are made. Different algorithms 

will implement this notion of density in a variety of ways. One key feature of 

most of them is that they allow the classification of datapoints as noise, 

whenever those said instances do not belong to any of the resolved clusters 

with regard to some specified set of constraints.  

In a language closer to statistical analysis, these algorithms will try to resolve 

an a-priori unknown continuous probability density function (PDF), governing 

an underlying and theoretical data-generation mechanism. They do so from 

the discrete (finite) dataset itself (data-driven methodology) and without 

imposing any parametric assumption along the way[64]. 

Among the density-based family of algorithms, one of the most popular 

representatives is the density-based clustering of applications with noise, 

DBSCAN for short[65,66]. Briefly, it constructs the clusters by analysing the 𝜖-

neighbourhood of each datapoint of the dataset D (being 𝜖 a radius 

measurement centred in each datapoint, employing any given metric), and 

declaring them as core points (that will define the actual clusters themselves) 
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if a number of datapoints equal or higher than a minimum value (min-points) 

is inside the 𝜖-radius (including itself, the datapoint defining the centre).  

In actuality, the notion of cluster described by DBSCAN has a higher degree of 

complexity, as it will also have to describe those datapoints which are in the 

neighbourhood of core-points but do not fulfil the core-datapoint condition 

(i.e., the border points). First, the density-reachability notion is introduced, 

where a datapoint 𝑝  is density-reachable from a core datapoint 𝑞  if a chain of 

core datapoints can be traced between them, fulfilling the 𝜖-radius and min-

points conditions (i.e., two border datapoints are never density-reachable 

between them, but the combination of two core datapoints or a core and a 

border datapoint may describe a density-reachable pair). Second, the density-

connectivity notion  that symmetrize the measurements[9,65,67] is 

introduced, which states that any two given datapoints 𝑝 1 and 𝑝 2 are densely-

connected if they can be density-reached by a common 𝑞  core datapoint. The 

clusters are finally defined as subsets of the dataspace 𝐶𝑘 ⊆ 𝐷 such that any 

pair 𝑝 1, 𝑝 2  ∈ 𝐶𝑘 is densely connected, and only those 𝑝 𝑖=1,…,𝐾  ∈ 𝐶𝑘  can be 

densely-connected to any other given datapoint from the same cluster (i.e., 

datapoints from different clusters, or noise datapoints, are never densely-

connected to datapoints from other clusters). The inner workings of the 

algorithm are meticulously described elsewhere[65]. 

Figure 4.21. (a) Distance to the Nth neighbour for every datapoint in the UMAP 
embedding of the Fe-Mn oxide NP EELS SI shown in (b), and already 
showcased in Figure 4.10. The positional indices, the x-axis, are ordered so 
the distances are displayed from larger to smaller. 
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DBSCAN is considered also a single-partitioning algorithm because it requires 

from the user the input of the epsilon parameter (a single epsilon value). 

Furthermore, the value of min-points is also required as an input 

hyperparameter. The problem becomes then to obtain a successful clustering 

with two unknown variables 𝜖 and min-points. 

A heuristic estimation method for these parameters is already given alongside 

the original formulation of the algorithm[65], and consist of the analysis of the 

pairwise-distances to the Nth neighbour for each datapoint. The ordering of 

these distances from higher to lower would ideally resemble the graph shown 

in Figure 4.21 (a). Setting the 𝜖 value as the value defining a horizontal line 

intersecting the knee of the curve for the Nth nearest neighbour (NNN), and 

min-points equal to N, one would get a fair approximation to the optimum 

hyperparameter values. At the bottom of this methodology, one is basically 

analysing the distribution for the pairwise distances of datapoints. Notice that 

the Nth NN-graph in (a) is in fact calculated from the UMAP embedding 

showcased in (b) and in Figure 4.10. An actual Nth NN-graph for the 

normalized (or raw) dataset will most likely resemble the one shown in Figure 

4.22 (a) for any given EELS dataset. The detailed zoomed region in Figure 

4.22 (b) shows how closely packed the NNN-curves are, a by-product of the 

so-called ‘curse of dimensionality’[68,69] (i.e., the distribution of distances for 

high dimensional datasets is flattened, and the side effect is that every 

datapoint becomes effectively equidistant to any other given datapoint). The 

results of DBSCAN on such EELS datasets, Figure 4.22 (c), showcase the 

inability to separate relevant clusters, other than the differentiation between 

NP and C-background spectra (being the latter always classified as noise for 

more restrictive epsilon values, and not as a distinctive cluster). 

Finally, representative clusters will only be resolved under a sensible 

parameter selection[9]. As the general convergence times are in the order of 

𝑂(𝑁2) (down to 𝑂(𝑁 log (𝑁) in indexable databases, which would not apply 

to high dimensional EELS SI)[9,65], an iterative approach for a raw (or 

normalized) EELS dataset (as in the case of KM) is no longer commendable. 
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Hence, the use of dimensionality reduction techniques previous to the density-

based clustering algorithms will always be recommended.  

Hierarchical density-based clustering. OPTICS and HDBSCAN 

The ‘flat’ nature of DBSCAN posed the immediate problem of selecting 

appropriate values for the hyperparameters epsilon and minimum-(number 

of)-points (a similar problem to the selection of k-clusters for KM). As 

demonstrated through the example on Figure 4.22, the clustering structure of 

a high dimensional dataset may not always be well described by a single set of 

density parameters that impose, thus, some global values to every subset of 

datapoints from the original hyperdimensional dataset. As with the case of KM, 

an alternative arises from the introduction of a hierarchical structure (i.e., 

completing the last box from the taxonomical classification proposed in Table 

4.3). They are density-based clustering algorithms (i.e., non-parametric 

approaches). Here, the hierarchy is referred to the density-based clustering 

structure (i.e., a hierarchical ordering of clustering sets characterized by 

density measurements). The differences in the construction of the hierarchy 

will characterize the different available algorithms. 

The first one described in this section has to be OPTICS (ordering points to 

identify the clustering structure)[55], as it is among the most successful 

algorithms for density-based clustering classification and the first of its kind 

to be used for EELS data analysis (low loss regions)[45]. It is common to see 

OPTICS described as a generalization (or extension) of DBSCAN, where an 

infinite number of neighbourhood distances (epsilon) are processed 

simultaneously[9,55]. Indeed, OPTICS foundations rely on the fact that the 

clusters extracted from DBSCAN are ‘monotonic’ with respect to the density 

definition (i.e., for the same value of minimum-points, a dense cluster defined 

for a neighbourhood 𝜖1 may contain subsets of denser clusters defined by a set 

of parameters 𝜖2,3,…,𝑘  such that 𝜖2,3,…,𝑘 < 𝜖1 , as in the example from Figure 

4.22 (c) where the smaller 𝜖 values produced smaller and denser clusters -0- 

contained inside the sparser ones from larger 𝜖 values). Conversely, the min-
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points-neighbourhood for different datapoints may be defined by different 

radial 𝜖 values. 

Hence, instead of relying on a fixed 𝜖 value to define the min-points-

neighbourhood of every 𝑝  datapoint, OPTICS defines two new magnitudes to 

construct a hierarchy of densities. (1) The core-distance 𝑑𝑐𝑜𝑟𝑒(𝑜 ) for every 𝑜  is 

defined as the 𝜖′ (upper bounded by a user provided 𝜖) that ensures that the 

neighbourhood of 𝑜  contains at least min-points (as a hyperparameter once 

again). (2) The reachability-distance (dreach) to 𝑞  from 𝑝  (notice the 

directionality, non-symmetric magnitude)  is defined as the minimum distance 

value that makes 𝑞  density-reachable from 𝑝 , or mathematically  

𝑑𝑟𝑒𝑎𝑐ℎ(𝑝 , 𝑞 ) =  {
max{ 𝑑𝑐𝑜𝑟𝑒(𝑝 ) , 𝑑(𝑝 , 𝑞 ) } , 𝑖𝑓 ∃ 𝑑𝑐𝑜𝑟𝑒(𝑝 )

𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑,                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(49) 

Figure 4.22. (a) Distance to the Nth (up to 50) neighbour for every datapoint 
in the L2-normalized Fe-Mn oxide NP EELS SI. The positional indices, the x-axis, 
are ordered so the distances are displayed from larger to smaller. (b) Detail of 
the area squared in red in (a), showcasing the same distance curves up to the 
50th neighbour. (c) Label maps resolved by DBSCAN, setting 50 as the min-
points and epsilon as the values displayed in the horizontal lines in (a). 
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(i.e., using the same density-reachability notion as DBSCAN, it is the minimum 

distance that, being 𝑝  a core object, sets 𝑞  in the neighbourhood of 𝑝 ). Both 

magnitudes might be set by OPTICS as undefined for any given datapoint, as 𝜖′ 

is effectively upper-bounded (e.g., 𝑝  not being a core object would make any 

reachability-distance to 𝑞  undefined from 𝑝 , or a given 𝑜  with an 𝜖′ >  𝜖 would 

have a core distance undefined). Also, from the definition itself several 

reachability-distances are likely to be defined for any given 𝑝 , as it may be 

directly density-reachable from several different core-points. The lower 

values are linked to the closer core-point and are, thus, the ones that will 

influence to a higher degree the construction of the hierarchical structure.  

Finally, OPTICS will build a clustering ordering (assigning indices to each 

datapoint) from these newly introduced magnitudes. This ordering will cluster 

together datapoints with small values for the reachability-distance with 

respect to the same core datapoints (being the ‘stronger’ core-points those 

with the lower values of the core-distance magnitude, as they will represent a 

significant number of the connections via the reachability-distance). The end 

result is usually displayed in the so-called reachability plot (1D), being the x-

axis the ordering index for each datapoint and the y-axis the reachability-

distance. The specifics of the actual algorithm innerworkings are described 

elsewhere[9,50,55] 

Parallel to the approach taken for the introduction of the non-linear 

dimensionality reduction techniques (UMAP and t-SNE, see Figure 4.8), a 

phantom 2D-dataset (Figure 4.23) is presented to help on the understanding 

of how a clustering classification is obtained from OPTICS. This synthetic 2D 

dataset is composed by 6 blobs of datapoints drawn from spatial Gaussian 

probability distributions with different sigma values and centres Figure 4.23 

(a). The reachability plot resolved by OPTICS is showcased in Figure 4.23 (c) 

and Figure 4.23 (e). The deeper valleys (lower dreach values) correspond to the 

denser areas in the original dataset Figure 4.23 (a). The actual clustering is 

obtained from flat cuts on the reachability plot. As expected, different level-

cuts produce different clustering structures, shown in Figure 4.23 (b) and 
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Figure 4.23 (d). In both cases, the datapoints with reachability-distance 

values above any given flat cut are classified as noise. Notice that the graphs in 

Figure 4.23 (c) and Figure 4.23 (e) are coloured according to the clusters 

resolved in Figure 4.23 (b) and Figure 4.23 (d) by the flat cuts at dreach = 0.015 

and dreach = 0.01625, respectively. The inset in (e) shows a zoomed area of the 

reachability graph, where the flat cut produces an extra cluster in Figure 4.23 

(d). This single level-cut imposition hinders the retrieval of every original blob 

at the same time. For instance, the differentiation of clusters 3 (orange) and 4 

(red) in Figure 4.23 (d), by setting epsilon to 0.01625, comes at the cost of 

merging clusters 0 (blue) and 1 (green) from Figure 4.23 (b), resolved for an 

epsilon value of 0.015. 

In order to test OPTICS with a higher dimensionality dataset, the normalized 

Fe-Mn oxide NP EELS SI is brought up again for analysis (with a dimensionality 

equal to the number of energy loss channels in the spectra). The results are 

Figure 4.23. (a) Phantom 2D-dataset composed by 6 Gaussian blobs of 
different sigma values. (b) Colouring of the phantom dataset according to the 
flat cut at 0.015 on the reachability plot resolved by OPTICS in (c). (d) 
Colouring of the same dataset according to the flat cut at 0.01625 on the 
reachability plot resolved by OPTICS in (e). Red inset:  zoom of the area 
encircled in red, corresponding to the separation of clusters 3 and 4. 
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shown in Figure 4.24. The reachability plot in Figure 4.24 (a) shows a single 

valley and a monotonically crescent set of values for the dreach of the rest of 

datapoints. This behaviour is once again (as in the DBSCAN case) a collateral 

effect of the curse of dimensionality, still a major issue using OPTICS in 

extreme cases of high dimensionality[66]. Some clustering classifications are 

included in Figure 4.24 (b-e), corresponding to flat level cuts on the 

reachability plot. The dreach values selected are equal to the 𝜖 values in Figure 

4.22. Notice how there exist an almost perfect one-to-one correspondence 

between the cluster structures resolved by the OPTICS algorithm (Figure 4.24 

(b-e)) and the ones resolved by DBSCAN (Figure 4.22 (c)), highlighting the 

close relation between the flat cuts at dreach in the OPTICS hierarchy and the 𝜖 

for DBSCAN. This behaviour further supports the interpretation of OPTICS as 

a generalized DBSCAN for multiple epsilon values. Only a handful of small 

differences are observable in the cluster membership for some boundary 

pixels of cluster 0 for 𝑑𝑟𝑒𝑎𝑐ℎ | 𝜖 = 0.185.  

The second candidate, and the actual state-of-the-art density-based 

hierarchical algorithm would be hierarchical-DBSCAN (HDBSCAN), that has 

Figure 4.24. (a) Reachability plot calculated via the OPTICS algorithm for the 
L2-normalized dataset of the Fe-Mn oxide NP. (b-e) Label-maps extracted from 
several cuts on the reachability plot shown in (a).  
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been described by its own authors as a conceptual improvement upon 

OPTICS[70–72], and also recently introduced for EELS data analysis (core-loss 

SI)[our paper]. Much like OPTICS, it constructs a whole hierarchy of clusters of 

varying densities that can be summarized as running DBSCAN for a range 

spamming to every possible epsilon value (from infinite to zero).  

As DBSCAN and OPTICS, it is a non-parametric clustering algorithm that avoids 

making any assumption about the subjacent probability density function 

(PDF). The PDF is estimated from the data itself (data-driven methodology) 

using the same notion of core-points distances 𝑑𝑐𝑜𝑟𝑒(𝑜 ) as OPTICS. However, 

HDBSCAN substitutes the asymmetric reachability distance by the symmetric 

counterpart, the mutual reachability distance (dmreach)[73].  

𝑑𝑚𝑟𝑒𝑎𝑐ℎ(𝑝 , 𝑞 ) = max{ 𝑑𝑐𝑜𝑟𝑒(𝑝 ) , 𝑑𝑐𝑜𝑟𝑒(𝑞 ) , 𝑑(𝑝 , 𝑞 ) } (50) 

Notice that 𝑑(𝑝 , 𝑞 ) is not required to be any given specific metric (could be 

euclidean, Manhattan, etc.). As HDBSCAN is not upper-bounded the 𝑑𝑚𝑟𝑒𝑎𝑐ℎ is 

always defined (i.e., 𝜖 can effectively run from 0 to infinite, or, equivalently, the 

cluster density 𝜆 runs from infinite to 0). Also, as this magnitude fulfils the 

triangular inequality (unlike 𝑑𝑟𝑒𝑎𝑐ℎ in OPTICS) it constitutes an actual well-

defined metric by itself, which is a convenient characteristic that allowed the 

implementation of the accelerated version used throughout this work[33,71].  

Conceptually, HDBSCAN constructs (in a top-down approach) a hierarchy of 

density-based clusters from a mutual reachability graph[70], whose vertices 

are the datapoints and the edges between them are drawn with weights 

according to the 𝑑𝑚𝑟𝑒𝑎𝑐ℎ values. The specifics about the computations carried 

out by the algorithm are detailed elsewhere[70,72]. Up to this point, HDSCAN 

would have constructed the equivalent of a single-linkage tree from the 

minimum points value required to define the core-distance for each datapoint. 

Any given epsilon value afterwards acts as a ‘flat-cut’ at a density-level in the 

hierarchical construct, calculated via the elimination of the edges with a weight 
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value above epsilon from the graph11. Thus, any finite epsilon value will 

separate the connected components in the graph (clusters) from the rest of 

datapoints (noise). In the practical implementation of HDBSCAN, as it 

happened for DBSCAN and OPTICS, increasing the value of mpts has a 

smoothing effect over the density estimates (i.e., a conservative approach to 

the cluster designation). 

One critical problem with other hierarchical algorithms, especially dealing 

with noisy datasets, is the consideration of every single split from a cluster as 

a new cluster of its own, causing an excessive branching of the tree. This 

situation is especially grave in larger datasets, resulting in a very convoluted 

hierarchical structure of difficult interpretation (e.g., a dendrogram plot with 

thousands of branches, most of them corresponding to non-meaningful cluster 

splits from background noise). HDBSCAN simplifies the hierarchical structure 

by considering the concept of rigid clusters[74], by which any given connected 

component in the graph (cluster) evolves according only to 1 of 3 possibilities 

when the density (𝜆) requirement is increased (i.e., the 𝜖 parameter value is 

decreased): (1) the cluster shrinks in size but remains connected (is still the 

same cluster with the same label) up to a density threshold level, at which (2) 

the cluster splits in two new sub-sets or (3) it disappears. Thus, HDBSCAN 

produces a sort of ‘pruned’ dendrogram tree, where only the meaningful 

clusters and cluster splits are represented and the noisy datapoints fall from 

the tree branches (clusters) as the density requirement is increased. The 

practical implementation of HDBSCAN calls this structure a ‘condensed tree 

plot’, and a hyperparameter called minimum-cluster-points (mCl-pts) defines 

the meaningful cluster size[71]. The single linkage structure and the ability to 

select any given dmreach radius (flat cut) is still provided, which is the equivalent 

of having access to the infinite range of DBSCAN clustering solutions for an 

 
11 Again, the inverse proportionality relation of density-epsilon means that increasing the 
density requirement of a level-set (cluster) in HDBSCAN is equivalent to decreasing the 
epsilon value. 
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infinite number of 𝜖 values. An example of this feature utilizing the phantom 

dataset from Figure 4.23 is included in Figure 4.25. 

Although a large quantity of information may be extracted from the 

exploratory analysis of the hierarchical structure resolved by HDBSCAN (as in 

the case of the reachability plot and OPTICS), the end goal in many applications 

(EELS data analysis included) is the extraction of viable clusters. HDBSCAN 

implements a method to discover the so called ‘natural’ clusters, other than the 

common flat level-cut[75] (as those shown in Figure 4.25) through the 

hierarchy employed in OPTICS (i.e., flat cut through the reachability plot, 

Figure 4.23) or HA-Ward (i.e., flat cut through the dendrogram, Figure 4.18). 

These ‘natural’ clusters are selected from the branches in the condensed 

hierarchical structure presenting the larger persistence (i.e., the longer living 

branches of the tree in terms of density, 𝜆). This allows the algorithm to select 

Figure 4.25. HDBSCAN clustering results extracted from the single linkage 
graph calculated for a mutual reachability distance value of (a) 0.05, (b) 0.025 
and (c) 0.015. (d) Mutual reachability distance single linkage graph calculated 
by HDBSCAN. 
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different level-sets in the hierarchy and, thus, HDBSCAN is capable of 

identifying simultaneously areas with very different local densities[70].  

An example of HDBSCAN and the hierarchical structure it produces is shown 

in Figure 4.26, using the synthetic ‘blobs’ dataset shown already in Figure 

4.23. The natural clusters resolved by HDBSCAN are highlighted in Figure 

4.26 (b), and are extracted from the condensed tree plot shown in Figure 4.26 

(c). Notice that the separation of 1 and 2 (labels from HDBSCAN) cannot be 

achieved by any given flat cut through the hierarchy without losing the 

separation of clusters 4 and 5. This effect was already observed when 

analysing the same dataset via OPTICS (Figure 4.23). This is a major winning 

point for the natural cluster selection of HDBSCAN. 

The results of HDBSCAN in higher dimensionality dataset, the same EELS SI for 

the Fe-Mn oxide NP, are shown in Figure 4.27. Flat cuts on the single linkage 

Figure 4.26. (a) Original phantom 2D dataset, shown also in Figure 4.23. (b) 
HDBSCAN natural clustering classification. (c) HDBSCAN condensed tree plot 
for the dataset in (a), setting a minimum cluster size of 50 and equal minimum 
number of samples (i.e., mpts). The branches resolved as the natural clusters 
are highlighted with the same colour-code of (b). 
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tree for the mutual reachability distance calculated by HDBSCAN are included 

from Figure 4.27 (a) to (c), equivalent to the flat cuts done on the reachability 

plot by OPTICS in Figure 4.24 and the different epsilon radius selected for 

DBSCAN in Figure 4.22. The natural clustering separation Figure 4.27 (d) 

fails for the EELS dataset and for the minimum cluster size selected (50, equal 

to the mpts), as every datapoint is grouped on the same branch in the 

condensed-tree-plot Figure 4.27 (e). The reason, once again, the curse of 

dimensionality[66]. However, a positive takeaway point is that to obtain an 

equally flawed segmentation HDBSCAN took only 197 s, whereas OPTICS took 

over 2000 s. 

One last comment on the HDBSCAN capabilities is that it includes a soft-

clustering method, where all the noise datapoints are classified in one of the 

natural clusters discovered. This is a very interesting feature for EELS data 

analysis, as the pixels classified as noise might actually present a large spectral 

variation among them and, thus, the classification of all of them as part of the 

same group might lead to a misleading interpretation of the spectral 

characteristics of the dataset. 

Figure 4.27. (a-c) Flat cuts of mutual reachability distances through the single 
linkage hierarchical structure built from HDBSCAN for the Fe-Mn NP 
normalized EELS SI. (d) Natural clustering found by HDBSCAN. (e) Condensed-
tree-plot from HDBSCAN. 
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4.5. Combining DRM and clustering analysis. 

The proposition of combining dimensionality reduction techniques and 

clustering analysis to characterize EELS datasets dates back to the original 

publication for clustering of EELS SI[76]. There, the use of HA-Ward over the 

representation matrices of two components resolved by PCA was proven 

capable of producing a convenient segmentation of an EELS-SI, with regard to 

some very specific spectral characteristics of interest (i.e., the differences in 

the manganese edge white lines that pointed out the existence of spatially 

localized changes in the Mn oxidation state). However, this methodology 

presents two critical flaws. (1) First, the components are hand-picked by the 

user from the results of the matrix factorization dimensionality reduction 

technique. This is a clear invitation to fall in a confirmation bias situation (i.e., 

the components may be selected according to information about the dataset 

predating the analysis and, thus, the results may be interpreted likewise). (2) 

Second, the components resolved by PCA for EELS datasets usually contain a 

mixture of spectral characteristics of difficult interpretation (produced by a 

combination of different underlying physical mechanisms). In many cases, 

these components can even contain non-physical features. These effects are 

driven by the orthogonality imposition[37] and the statistical nature of the 

algorithm itself, as described in the introduction of PCA in the previous 

subsections. Summarizing the potential issues of this methodology: (1) the 

selection of components is inevitably sorted out by a potentially biased user 

and (2) the risk of involuntary (systematic) bias arising from the spectral 

features of the actual resolved components are always present. 

The use of PCA for denoising purposes previous to a KM clustering 

classification has also been  tested with successful results[16]. It constitutes a 

natural evolution from the extended practice of using matrix factorization 

techniques (most notably PCA) for denoising purposes in EELS data 

analysis[17,27,77]. Nevertheless, a word of caution is required, as it is also well 

known how PCA might hide some subtle spectral features inside the noisy 
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components. Thus, cutting out too many of them in order to clean up the 

spectra might have some nasty and unpredictable statistical consequences on 

the recovered spectra[41,43] and further influence the clustering results. 

Moving onto the density-based algorithms, the combined use of manifold 

learning (t-SNE, to get a 2D embedding of the dataset) and OPTICS has been 

demonstrated as a viable solution for the spectral segmentation of an EELS 

dataset, tested by separating different plasmonic resonant modes from a low-

loss EELS SI[45]. The authors in that publication also included a NMF 

decomposition step previous to the application of t-SNE, in order to increase 

the performance of the latter when facing the large dimensionality of the 

original dataset (EELS SI). They claim that the selection of the whole set of 

components resolved by the matrix factorization prevents the falling in the 

aforementioned confirmation bias, as it avoids any type of analysis of the 

components resolved and completes a fully data-driven methodology. 

Nevertheless, as already pointed out several times throughout this work, the 

approximation of a dataset by a low rank model from a matrix factorization 

technique (among which NMF is included) always implies some degree of 

statistical assumptions about the dataset. Nevertheless, the use of a 

hierarchical density-based algorithm on an approximated manifold projection 

(the t-SNE embedding) is an interesting approach. The low dimensionality of 

the embedding tries to capture the disposition of datapoints in the original 

hyperdimensional space and, in parallel, it eliminates the effects of the curse 

of dimensionality when calculating the cluster hierarchy. However, the use of 

OPTICS enforces the selection of a flat-cut on the hierarchy (a singular value of 

the dreach) to extract an actual clustering classification. This clearly undermines 

the unsupervised nature of the whole process and, up to a certain degree, 

breaks the illusion of a fully data-driven methodology. 
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In the context of this PhD thesis[33], we have gone a step further on the 

combination of  non-linear dimensionality reduction algorithms for the 

manifold approximation and non-parametric (density-based) hierarchical 

clustering algorithms for the discovery (and later resolution) of clusters. The 

novelty comes from the algorithms proposed. (1) Regarding the 

dimensionality reduction, UMAP is conceptually (and in practice) a superior 

choice when compared to t-SNE. It has been shown capable to translating both 

the local and global structure from the original hyperdimensional space of an 

EELS SI dataset to the lower dimensional embedding. It is also capable of 

projecting the data to a higher dimension than 3, even if that implies that a 

single graphical representation is no longer an option. Furthermore, UMAP is 

capable of dealing with an unspecified large number of original dimensions. 

(2) Regarding the clustering classification, HDBSCAN outperforms OPTICS in 

several points, as stated in the previous subsection. Now that a lower 

dimensional embedding that preserves the hyperdimensional structure of the 

dataset is in place (via UMAP), the curse of dimensionality no longer applies. 

The results of following this methodology for the clustering analysis of the raw 

Fe-Mn oxide core-shell NP EELS SI dataset are shown in Figure 4.28 and 

Figure 4.29. 

Figure 4.28. (a) UMAP embedding of the Fe-Mn Core shell NP, computed from 
45 NN and minimum (spread) distance of 0.05. The datapoints are coloured 
according to the colour scheme of the natural clusters of the UMAP embedding 
resolved by HDBSCAN. (b) Condensed tree plot resolved by HDBSCAN, using 
50 as the minimum cluster size. The branches for the natural clusters resolved 
are highlighted with the same colours used in (a). 
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Given that the final goal of this methodology is to resolve a clustering 

classification, the parameters used for UMAP gave preference to the 

separation of the different areas in the 2D embedding projected. The structure 

in Figure 4.28 (a) is the result of setting the so-called minimum distance as 

0.05. Comparing it to the embedding of the same dataset from Figure 4.10(a), 

the overall structure is still the same but the accumulation areas (blobs of 

datapoints) are now denser and better defined. The condensed tree plot in (b) 

contains markings for the natural clusters resolved.  

Having the hierarchical relation of clusters is an important achievement, but 

in EELS data analysis most of the times one is concerned with the average 

signal per cluster (i.e., the equivalent of a centroid) and the distribution of 

Figure 4.29 (a) Label map for the natural clusters resolved by the HDBSCAN 
of the UMAP embedding showcased in Figure 4.28 (a) for the Fe-Mn core-shell 
NP EELS SI. (b-c) Detail of the average spectra for the pixels resolved as 
clusters 1 and 2 (manganese oxide shell), zoomed at the oxygen and 
manganese edges (respectively). (d) Average spectra for each of the natural 
clusters resolved by HDBSCAN, excluding the pixels labelled as noise (-1). 
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clusters themselves over the EELS-SI area. The HDBSCAN label map for the 

EELS SI is shown in Figure 4.29 (a). The colour scheme is shared with Figure 

4.28. A clear separation between the core and shell is visible, and most of the 

disputed pixels (noise cluster -1, grey) are located at the interface NP-carbon 

background. Within the manganese oxide shell (see Figure 4.29 (a) and (d)), 

two main clusters are resolved (1, green, and 2, yellowish). A detailed zoom of 

the reference spectra for both clusters is shown in Figure 4.29 (b-d), focused 

on the fine structure of the oxygen and manganese edges (respectively). 

Cluster 2 presents a pre-peak in the oxygen edge, and the WL ratio for the Mn 

L32 edge is much smaller than the ratio for cluster 1. Both are characteristic 

features of different oxidation states[17]. Cluster 1 would be mostly composed 

by Mn3O4, and cluster 2 by a mixture of  Mn3O4 and MnO. This qualitative 

Figure 4.30. (a-g) 7 representation matrices (L) resolved by NMF using the 
Frobenius distance for the minimization algorithm for the Fe-Mn oxide NP 
EELS SI. (h) Unscaled archetypes for the 7 components resolved by NMF in (a-
g). 
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analysis it is coherent with what has already been observed previously for this 

exact dataset[17].  

Carrying out a matrix factorization decomposition previous to the manifold 

learning step is no longer a requirement. Nevertheless, some interesting 

structures in the dataset may arise from such combination of techniques. 

Figure 4.30 shows the decomposition results for a NMF of the raw dataset. 

This time around, the objective function for the minimization problem was the 

Frobenius distance and, thus, the matrix factorization problem is described by 

eq.(6). The reason is that the results produced by such factorization method 

presented a lower degree of sparsity than those results of NMF using the KL-

divergence as the objective function for the minimization problem (eq.(11)). 

This is observable comparing Figure 4.30 and Figure 4.6. Overall, when 

calculating the UMAP embedding from the NMF components resolved this 

approach showed a better stability and less tendency towards the collapse to 

string-like structures of points in the 2D projection. The number of objective 

dimensions of the NMF decomposition was kept low (7). In order to avoid an 

excessive repulsion of the local structures calculated from UMAP (ending again 

in string-like accumulations of points), a fairly large number of NN was 

included in the calculation12. The 2D embedding resolved by UMAP is shown 

in Figure 4.31(a), coloured by the natural clusters resolved from the 

hierarchical structure calculated by HDBSCAN in (b).  

The label map for this clustering classification is shown in Figure 4.32(a), and 

the average EELS signals per cluster are shown in Figure 4.32 (d). The 

detailed zooms (Figure 4.32 (b-c)) on the oxygen and manganese edges still 

indicate the occurrence of two different oxidation states for the manganese 

oxide shell, although this time the spatial distribution (i.e., the position of the 

 
12 Remember from the theoretical introduction of UMAP that the low dimensional embedding 
is constructed using a force directed layout. The edges between neighbouring datapoints work 
as attractive forces. Setting a number as high as the 10% of the dataset for the NN calculation 
ensured that several edges where forcibly drawn between points of different clusters, helping 
with the prevention of collapse to local structures of the datapoints. This wasn’t an issue in the 
raw data embedding, probably because the higher degree of noise associated to each datapoint 
ensured an even distribution. 
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clusters in the SI) is different (compare  Figure 4.29 (a) and Figure 4.32 (a)). 

Also, from Figure 4.32 (b-c), the oxygen pre-peak is almost non-existent for 

cluster 3 (red), and cluster 2 (orange) shows a clear a broadening of the MnL32 

WLs and a displacement towards higher energy losses. Again, this spectral 

analysis indicates predominance of MnO in the area resolved as cluster 3 and 

a mixture of MnO and Mn3O4 in the area of cluster 2, coinciding with the 

behaviour previously reported for this sample[17] via MLLS analysis.  

This clustering classification from Figure 4.32 contains a large number of 

pixels labelled as noise, especially compared to the clustering from Figure 

4.29. This is not a surprising result, especially considering that the UMAP 

embedding was carefully adjusted to avoid the collapse of the embedding 

towards the locally denser regions and that, thus, the datapoints ended more 

evenly spread over the ℝ2. The natural clusters are connected by a large 

number of datapoints that the algorithm of HDBSCAN classifies as noise in 

order to avoid the merger of locally dense clusters. Given that HDBSCAN allows 

a soft-clustering analysis to classify the noise datapoint[70,71], this example 

presents a good opportunity to test this feature. The results are showcased in 

Figure 4.31. (a) UMAP embedding of the 7 components resolved by NMF 
(Figure 4.30) carried over the Fe-Mn Core shell NP, computed from 700 NN 
and minimum (spread) distance of 0.25. The datapoints are coloured 
according to the colour scheme of the natural clusters of the UMAP embedding 
resolved by HDBSCAN. (b) Condensed tree plot resolved by HDBSCAN, using 
150 as the minimum cluster size and 30 as the minimum samples value (the 
minimum core datapoints per cluster). The branches corresponding to the 
natural clusters resolved are highlighted with the same colours used here in 
(a). 
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Figure 4.33. The alpha values for the datapoints in Figure 4.33 (b), 

corresponding to the soft clustering classification scores13, are in good 

agreement with the natural clusters from Figure 4.33 (a), as the datapoints 

with alphas closer to 1 are those of the denser regions (core-points) of the 

natural clusters resolved from the hierarchy of HDBSCAN. The alpha values for 

the formerly noisy datapoints also provide an idea of the diffuse nature of the 

boundaries between the natural clusters resolved by HDBSCAN.  

 
13 The soft-clustering routine assigns to each datapoint a number of scores equal to the number 
of clusters resolved. These scores are valued between 0 and 1. They represent the proximity of 
each datapoint to the core-points of each of the clusters resolved. Datapoints closer to the core-
points of a given cluster present values closer to 1 for a given score and closer to 0 for the rest, 
and vice versa. 

Figure 4.32. (a) Label map for the natural clusters resolved by the HDBSCAN 
of the UMAP embedding showcased in Figure 4.31 (a) for the 7NMF 
components (Figure 4.30) of the Fe-Mn core-shell NP EELS SI. (b-c) Detail of 
the average spectra for the pixels resolved as clusters 2 and 3 (manganese 
oxide shell), zoomed at the oxygen and manganese edges (respectively). (d) 
Average spectra for each of the natural clusters resolved by HDBSCAN. Pixels 
labelled as noise (-1) excluded. 
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One final thought on the use of UMAP and HDBSCAN for clustering. There 

exists a trade-off between the inclusion of a matrix factorization pre-step or 

the raw computation of the UMAP embedding from the dataset. For a fully 

unsupervised routine, that minimizes also the statistical assumptions made 

about the EELS SI generation processes, the direct calculation of the UMAP 

embedding from the raw dataset would be the path to follow. It has been 

demonstrated capable of producing a successful clustering segmentation, by 

HDBSCAN, that captures most of the spectral features of the challenging noisy 

EELS SI of the Fe-Mn oxide core-shell NP. However, the inclusion of a NMF pre-

step ‘fine-tuned’ the clusters resolved, capturing to higher degree the 

important changes in the oxidation state of the manganese in the NP shell 

Figure 4.33. (a-b) UMAP embedding for the 7 NMF (Frobenius) components 
resolved for the Fe-Mn oxide core-shell NP EELS SI. The colour schemes 
correspond to the natural clusters (a) and the soft-clustering results (b) 
resolved by HDBSCAN. The alpha values for the colours in (b) are given by the 
score values of the soft-clustering classification. (c-d) Label maps for the EELS 
SI using the same colour schemes of (a) and (b), respectively, for the natural 
clusters and the soft clustering results from HDBSCAN. 
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(reported previously elsewhere[17]). This NMF decomposition required, 

however, a finer control over the embedding parameters, as the projected 

embedding tended to an uncontrolled collapse towards local structures.  

4.6. Performance analysis. 

In the previous subsections a series of dimensionality reduction techniques 

and clustering algorithms were introduced. Each one of them was tested with 

an experimental EELS SI of an iron-manganese oxide core-shell NP. In each 

case, a general qualitative analysed was conducted, in an attempt to 

understand how those results came to be from the actual formulation of the 

algorithms themselves. 

However, the question of which clustering algorithm and which combination 

of DRM and clustering algorithms produces the overall better results remained 

unanswered. Carrying out an actual performance analysis on a clustering 

classification is a complicated task. For once, most of the scoring techniques 

rely on the knowledge of a ground truth (i.e., knowing, before the classification 

itself, the actual ‘true’ grouping of the datapoints). Some other techniques that 

do not require a ground truth are often limited to a very specific set of clusters. 

For example, the often-mentioned silhouette analysis[78] only produces an 

accurate scoring for the parametric family of clustering algorithms (e.g., K-

means and HA-Ward)[9]. 

This section of the chapter can be divided in two main blocks: (1) the 

quantitative evaluation of the different combinations of DRM and clustering 

algorithms, and (2) the analysis of the noise effects and outlier detection limits 

on the combination UMAP-HDBSCAN.  

4.6.1. Clustering and DRM combinations. Quantitative 

analysis. 

A detailed quantitative evaluation of the different combinations of DRM and 

clustering algorithms is presented here. In the general framework of the  
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Figure 4.34. (a) Spectral references for the oxides on the mix. (b) Skeleton of 
the spectral phantom created. Colours determine different spectral regions. (c) 
Thickness and signal modulation mask. (d) Reference labelling image. (e) 
Single pixel spectra extracted from each of the different spectral regions in (a).  
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chapter (and as a natural extension, the PhD thesis) this task represents an 

important contribution since, for the first time, these combinations are 

numerically evaluated.  

A synthetic dataset was specifically devised for this purpose, with the objective 

in mind of posing a challenging but representative case of study of the most 

commonly observed spectral features in an EELS SI. The focus was specifically 

set on reproducing those characteristics generally associated with core loss 

spectra acquired for transition metal (TM) and rare earth (RE) oxides. To cite 

some examples, the dataset contains (1) elemental gradients towards localized 

regions (grain boundaries or grain surfaces), (2) changes in the oxidation state 

of certain elements (i.e., chemical shifts and ratio variations of WLs) and (3) 

smaller regions of different composition scattered throughout the area of the 

SI.  

The actual synthetic dataset, showcased in Figure 4.34, was created as a 

128x128x2048 EELS SI. The base reference signals, linearly combined to 

create the spectra for each pixel, are shown in Figure 4.34 (a). The scheme for 

the areas filled with different spectral mixtures is shown in Figure 4.34 (b). 

Following the scheme in Figure 4.34 (b) and using the spectral references 

from Figure 4.34 (a), the phantom SI consist of: 

 

i. Two big particles (P1 in white/green and P2 in red) with the same core 

composition (P1C and P2C respectively) of 75% cerium oxide (Ce4+) 

and 25 % gadolinium oxide,  

ii. A shared grain boundary between P1 and P2 (GB, in yellow) with an 

increased percentage of gadolinium oxide over the cerium oxide and 

lanthanum oxide (1%) added to the mix.  

iii. The P1 shell (P1S), that includes a linear gradient increasing the 

gadolinium oxide towards the surface and shifting the cerium oxidation 

state from Ce4+ to Ce3+. Hence, a gradient promoting a drift from the 
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reference signal of CeO2 towards Ce2O3. The P1C - P1S frontier is 

indicated with a dashed line. 

iv. A dual shell structure for P2, where both parts are composed by cerium 

oxide and lanthanum oxide. The inner shell signal (P2S1) is fully formed 

by Ce4+ cerium oxide, whereas the outer shell (P2S2) contains a fully 

reduced cerium oxide signal (Ce3+).  

v. Two smaller particles (P3 and P4) added on top of P1, introducing 

cobalt oxide in the spectral mix, and an even smaller one (P5) on top of 

P2 adding both cobalt oxide and lanthanum oxide. Notice that the  

vi. majority of P4 is on top of the spectral-gradient shell of P1, whereas P3 

is entirely over the core region of P1.  

vii. Finally, P6, 7, 8, 9, smaller particles over the background carbon grid 

that have the following single oxide compositions: cobalt oxide (P6), 

gadolinium oxide (P7), lanthanum oxide (P8) and cerium oxide (P9, 

fully reduced Ce3+).  

These details of the spectral mixtures for the synthetic dataset are listed in 

Table 4.4. 

In order to increase the difficulty of classification and mimic the real behaviour 

of spectra in 3D samples with a finite size affecting the EELS signal intensity, a 

modulation function was applied to the phantom raw-signal, and an additional 

non-constant background signal (carbon spectrum) was added, both using the 

same masking gradients (Figure 4.34 (c)). Furthermore, Gaussian and 

Poissonian noise were added to the dataset. A set of various representative 

spectra for each region described are shown in Figure 4.34 (e). With all these 

factors in mind, the expected results for any classifying algorithm should be as 

sketched in Figure 4.34 d). These are the reference labelling regions that will 

be used to evaluate numerically the performance of the different combinations 

of clustering algorithms and DRM. 
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In that regard, the use of a synthetic dataset was the only way to have access 

to the Fowlkes-Mallow index (FMI) [79], which is one of the most versatile and 

accurate scoring techniques, and is generally unaffected by the nature of the 

algorithm evaluated The index is defined as follows 

𝐹𝑀𝐼 =
𝑇𝑃

√(𝑇𝑃 + 𝐹𝑃) · (𝑇𝑃 + 𝐹𝑁)
(51) 

Table 4.4 Spectral composition of the different regions of the phantom 
spectrum image on Figure 4.34. The quantities are normalized to 1. P4 

composition are labelled as mixed, as the cerium oxide and gadolinium 
oxide quantities are described by the gradient shell underneath the particle 
(0.9 gradient + 0.1 CoO) 

 

 CeO2 Ce2O3 Gd2O3 La2O3 CoO 

P1C 0.75 - 0.25 - - 

P1S 0.75 to 0 0 to 0.25 0.25 to 0.75 - - 

P2C 0.75 - 0.25 - - 

P2S1 0.95 - - 0.05 - 

P2S2 - 0.95 - 0.05 - 

P1-2 GB 0.25 - 0.65 0.1 - 

P3 0.675 - 0.225 - 0.1 

P4 
Mixed 

0.675 

Mixed 

0.675 

Mixed 

0.225 
- 0.1 

P5 0.6  0.2 0.1 0.1 

P6 - - - - 1 

P7 - - 1 - - 

P8 - - - 1 - 

P9 - 1 - - - 
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where TP are the number of true positives, FP are the number of false positives 

and FN are the total number of false negatives. Notice, that to get the TP, FP or 

FN numbers, the ground truth has to be previously known (see in Figure 4.34 

(d)). Hence, all the work done configuring this synthetic dataset, instead of 

using an experimental one. Also, the problem is now understood as a 

supervised classification one. 

Regarding the clustering algorithms tested on this phantom SI, one from each 

category described in Table 4.3 was selected: (1) KM, (2) HA-Ward, (3) 

DBSCAN and (4) HDBSCAN. This clustering classification was done for the raw 

and L2-normalized phantom dataset. Furthermore, the combinations of (1) 

NMF-clustering, (2) UMAP (raw dataset)-clustering and (3) NMF-UMAP (raw 

dataset)-clustering, were also included in the analysis. 

The results for the clustering classification of the raw dataset and L2-

normalized dataset are shown in Figure 4.35. The algorithms applied on the 

raw dataset (Figure 4.35 (a-d)) perform in the exact same way as they did for 

the experimental sample in the previous section, showcased throughout 

Figure 4.35. (a-d) KM, HA-Ward, DBSCAN and HDBSCAN clustering labels for 
the raw data of the phantom dataset. (e-h) KM, HA-Ward, DBSCAN and 
HDBSCAN clustering labels for the L2-normalized data of the phantom dataset. 
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Figure 4.14, Figure 4.19, Figure 4.22 and Figure 4.27. The parametric 

algorithms (KM and HA-Ward) classified pixels mainly according to the L2-

norm value of the spectra in each pixel-point. Hence, it can be observed in 

Figure 4.35 (a-b) how the cluster labels are organized in concentric rings that 

follow the bigger particles contours, and the 4 external NPs over the carbon 

grid are classified as part of the same cluster. On the contrary, the density-

based algorithms (Figure 4.35 (c, d, g, h)) performed really poorly compared 

to the parametric ones. The cause resides in the curse of dimensionality, 

already explained when analysing the experimental dataset in the section 

describing the algorithms. 

On the L2-normalized dataset, some extra information is retrieved from KM 

and HA-Ward clustering Figure 4.35 (e-f). They successfully identify P3,4,5 

(although they are grouped together), they separate the core and shell 

structure of P1 and P2 (although the hierarchical clustering performs better as 

it separates both shells in P2 as individual entities), they separate P6, 7, 8, 9 

from the C-background (although KM groups them together) and they identify 

the region of GB (although KM includes in the same cluster the GB and the 

outermost part of P1S). This behaviour is consistent with what was observed 

in the previous section for the L2-normalized EELS SI (Figure 4.16 and  Figure 

4.18)  

Figure 4.36. Clustering results over the non-negative matrix factorization 
dimensionality reduced datasets. (a) K-Means labelling. (b) Hierarchical 
agglomerative clustering label results. (c) DBSCAN resolved labels. (d) 
HDBSCAN labels. Notice the -1 labels (magenta) for the DBSCAN and HDBSCAN 
noise datapoints. 
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The results for the NMF-clustering combination are showcased in Figure 4.36. 

This combination was not tested for the experimental dataset in the previous 

section. Hence, a qualitative analysis is provided now. Twelve dimensions 

where originally chosen to represent the whole dataset, and the Frobenius 

distance was chosen as the objective function for the minimization in the NMF 

decomposition (eq.(6)). For a fully data-driven analysis all the components 

resolved by the NMF decomposition were included in the clustering analysis. 

For all the 4 different clustering algorithms, the Euclidean metric was selected. 

No L2-normalization was done neither on the raw dataset, nor over the 

loadings resolved (i.e., the thickness related structure, differences in signal 

depending on the different regions and the variance information of the NMF 

components was kept for the clustering algorithms). 

From Figure 4.36 (a-b) it is observable that KM and HA successfully separated 

the two different shells for P2, hinted the gradient structure of P1S, resolved 

the GB and P5 and separated P6, 7, 8, 9 from the background (although 

identifying them solely as 3 clusters instead of 4). Nevertheless, the core 

regions of P1 and P2 are subdivided into several clusters (driven by noise and 

thickness modulation), and P3 and P4 are not correctly resolved.  

On the other hand, both DBSCAN and HDBSCAN perform well, and are able to 

identify all the cluster regions excepting P1S. Some of the datapoints in the SI 

are labelled as noise (cluster -1, in magenta), as the algorithms cannot decide 

the cluster they belong with the specified parameters. Most of them belong to 

P4, as its position overlapping the gradient shell makes it a challenging area to 

resolve. 

The combination of manifold approximation algorithms and density based 

clustering analysis was proven successful in the previous section for an 

experimental sample, whether the UMAP embedding was calculated from the 

raw data (figure 4.28 and figure 4.29) and from the NMF decomposition 

results (figure 4.31 and figure 4.32). For the phantom SI, the results of the 

UMAP embedding of the raw datasets are showcased in figure 4.37.  
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Analysing the UMAP embedding in figure 4.37(a), one can observe that the 

datapoints for the P1C and P2C (purple, label-1) form a continuous line with 

the gradient shell P1S (yellow-orange, label-8), and how the datapoints for P4 

(blue, label-3), although hardly visible, appear trapped in an intermedium 

region between them. This is a clear effect caused by the thickness and signal 

modulation functions introduced in the spectral phantom, that closely links 

these areas together. The GB points (light green, label-5) follow the same trace, 

but are separated from the main line. The rest of the regions are also well 

Figure 4.37. (a) 2D embedding resolved by UMAP for the spectral phantom 
raw data. The colour scheme follows the one for the ground truth shown in 
Figure 4.34(d). (b) K-Means, (c) hierarchical agglomerative, (d) DBSCAN and 
(e) HDBSCAN clustering labelling. 
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separated, and thus one may expect the clustering algorithms to perform well 

and separate all areas excepting P1S and P4. The results for the density-based 

algorithms DBSCAN and HDBSCAN confirm this hypothesis (figure 

4.37(d),(e)), being the later able to even separate a small region of the shell 

P1S. On the other hand, KM and HA (figure 4.37(c)) recover a similar 

clustering structure to that of the raw-data case. The Gaussian ball assumption 

and the Euclidean distance metric are to blame once again.  

The results of the UMAP embedding for the 12 NMF components of the 

phantom SI are showcased in Figure 4.38. The resulting 2D-embedding is 

shown in Figure 4.38 (a). This time, the shell region P1S is clearly separated 

from the main body P1C, although some of the shell datapoints can be seen 

clustered with the core region structure. Both BDCAN and HDBSCAN (Figure 

4.38 (d-e)) performed almost perfectly, being the main difference that the 

datapoints classified as noise by the hierarchical one (-1 label in magenta) are 

mainly restraint to P4, and the ones in DBSCAN are slightly scatter over the 

whole SI. As with the case of using the raw-data UMAP embedding, KM and HA 

(Figure 4.38 (b-c)) provided worse results than DBSCAN and HDBSCAN. 

Again, they tend to subdivide the core and background regions forced by the 

parametric assumptions that they make on the spatial distribution of 

datapoints.  

For the sake on completion, the UMAP embedding resolved for the 12 

components of the NMF decomposition (shown already in Figure 4.38 (a)) is 

presented 4 times again in Figure 4.39 coloured by the labels resolved for 

each of the clustering algorithms under study. The parametric nature of the 

KM and HA-Ward algorithms is directly observable in Figure 4.39 (a) and (b), 

as they assume that the datapoints were drawn from a Gaussian distribution 

(a 2D ball). Hence, the algorithms try, by all means, to group the datapoints in 

radially symmetric clusters. The different sizes and shapes of the natural 

groups of datapoint formed by UMAP are better resolved by the density-based 

algorithms DBSCAN (Figure 4.39 (c)) and HDBSCAN (Figure 4.39 (d)). 
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Finally, given that the ground truth class assignments (‘true’ labelling) of the 

samples was known (i.e., the dataset analysed was the synthetic phantom from 

Figure 4.34 and the classes are inferred from the spectral mix of each area in 

the SI), the performance could be evaluated from the Fowlkes-Mallows index 

(i.e., the clustering performance evaluation is done as in a supervised learning 

scenario). The results are shown in Figure 4.40. 

 

Figure 4.38. (a) 2D embedding resolved by UMAP for the spectral phantom 
using the resulting NMF dimensionally reduced components. The colour 
scheme follows the one for the ground truth shown in Figure 4.34(d). (b) K-
Means, (c) hierarchical agglomerative, (d) DBSCAN and (e) HDBSCAN 
clustering labelling. 
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Figure 4.39. UMAP embedding for the 12 NMF components coloured 
according to the labelling resolved by the (a) KM, (b) HA-Ward, (c) DBSCAN 
and (d) HDBSCAN clustering algorithms. The resulting label maps are included 
as insets for the KM (a.2), HA-Ward (b.2), DBSCAN (c.2) and HDBSCAN (d.2) 
clustering algorithms. The colour scheme is shared by all the clustering results, 
but the -1 (magenta) tag only applies to the density-based ones (DBSCAN and 
HDBSCAN). 
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The scores are grouped by algorithm, and the different markers correspond to 

different dimensionality reduction techniques. The ‘jitter’ introduced in the 

horizontal axis distribution helps with the visualization, as it prevents 

excessive overlapping of the indexing scores markers.  

The scores presented here disregard the labels corresponding to the C-

background in the phantom SI. Being the larger group in number of datapoints 

and having a large spectral and L2-norm deviation from the rest of the dataset, 

it was a region easily resolved by every combination of clustering-DRM. Thus, 

it introduced a positive bias in the scores that outweighed the differences 

between the ground truth and the clustering labels for the rest of the image 

(i.e., it lowered the sensitivity to small deviations from the ground truth in the 

smaller clusters).  

KM is the only one showing several scores in each DRM category, the reason 

being that the sklearn implementation of KM produce undetermined results. 

As the clustering is randomly initialized, setting the centroids as random 

Figure 4.40 Fowlkes-Mallows-Index  for the label-scores resolved by the 
different clustering algorithms, depending on the dimensionality reduction 
pre-treatments performed. 
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points of the dataset (pixels), different runs are prone to produce different 

results (convergence to local minima is a well-known effect in KM). Depending 

on the dataset itself, these types of behaviours may be amplified. As a matter 

of fact, for the L2-normalized dataset (red triangles) one of the scores is close 

to 1. Precisely that score corresponds to the labelling result shown in Figure 

4.35 (e). Apart from the behaviour of that outlier, KM presents the lower 

performance overall, something that was expected from the qualitative 

analysis of the labelling maps. HA scores are close to those of KM for every 

DRM (both algorithms make the same Gaussian ball assumption on the data 

space). 

DBSCAN and HDBSCAN performed almost identically in all cases, being the 

average score much higher than those of KM and HA. Regarding the scores of 

the raw-data and L2-norm data, they are clearly biased by the large number of 

points of the P1-P2 cores, belonging to the same base cluster (i.e., the 

performance evaluated from the score indicates a much higher clustering 

quality than that of the qualitative analysis from Figure 4.35, as it happened 

when including the labelling for the C-background). Besides, any combination 

of DRM and density-based clustering scores a good value (higher than 0.9 in 

any all cases). 

4.6.2. UMAP-HDBSCAN combination. Noise resilience and 

outlier detection limits. 

The previous sections demonstrated the high potential that the combination 

of UMAP and HDBSCAN has to produce an accurate segmentation map for 

EELS datasets. Even in the case of the experimental Fe-Mn oxide demonstrator, 

with a fairly low signal to noise ratio, the main spectrally relevant structures 

within the dataset itself were uncovered. However, a systematic analysis of the 

resilience of this combination of algorithms to noise, and their capacity to deal 

with extreme fringe cases of small outlier spectral regions (e.g., a small pocket 

of dopants segregated in a very localized region of an EELS SI) is still missing. 
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As with any other algorithm (or combination of algorithms in this case) 

devoted to EELS data analysis, these are important parameters to be discussed. 

In order to do so, a new synthetic dataset was devised, given that the previous 

phantom (Figure 4.34) was too complex in its spectral nature. So complex 

indeed that it hindered the evaluation of noise effects and outlier detection 

capabilities.  

This new (and simpler) synthetic dataset is showcased in (Figure 4.41). It only 

contains a mixture of 3 oxides (CeO2, La2O3, and CoO) and limits the energy 

range of the spectra to the proximity of the cationic edges (see Figure 4.41 

(b)). The exclusion of the oxygen K edge is intentional, as it helps to mitigate 

the dominant weight that it may have over the minor spectral features 

introduced here (e.g., WLs continuous shifts).  

The whole SI is (100x256x2048), and is constituted by 3 distinctive spectral 

regions: 

i. The top-half part of the SI is filled with pure cerium oxide. It presents 

chemical shift for the WLs of Ce towards higher energy loss values from 

left to right, amounting to a total displacement of 3eV (see the colorbar 

in at the bottom of Figure 4.41 (a)) 

ii. The bottom-half part of the SI presents a continuous compositional 

variation from pure CeO2 to pure La2O3 (see the colorbar at the left in 

Figure 4.41 (a)). It still maintains the same Ce WL chemical shift 

towards higher energy loss values described for the upper-part region. 

iii. A small region of 9 pixels containing a trace quantity of CoO over the 

CeO2 background is set over the top-half regions of the SI (from the total 

number of 25600 pixels, a clear outlier region). 
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Permeating the whole SI, a randomly varying C background signal has been 

added. The chemical shift in CeO2, the elemental composition changes from 

pure CeO2 to pure La2O3 and the outlier CoO inclusion in region 3 are easily 

observed. in the spectra Figure 4.41 (b), extracted from the random set of 

pixels selected and marked in Figure 4.41 (a). 

The two different levels of noise tested in this section are showcased in Figure 

4.42. The spectra shown in this figure correspond to the same set of pixels 

highlighted Figure 4.41 (a) in and showcased in Figure 4.41 (b). The noise 

introduced on top of the reference signals is pure Gaussian white noise. The 

Figure 4.41. (a) Synthetic spectrum image for the new phantom dataset. The 
colour-bar at the right is the integrated intensity per pixel. The colorbar in the 
bottom indicates the energy shift of the CeO2 white lines. The one at the left 
indicates the compositional gradient exchange between Ce and La oxides form 
the middle down. (b) Reference spectra for the pixels highlighted in (a).  
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two different levels amount to 1/6 (low-level) and 1/2 (high-level) of the 

maximum peak-to-valley distance (in electron counts) measured for every 

ELNES feature (WL) for the whole SI. Notice how the high-level noise case 

(grey) almost opaque completely the CoO outlier feature (see pixel (71,42)). 

The UMAP projections for the high-level and low-level of noise datasets are 

showcased in Figure 4.43. Both are colour coded according to the vertical 

dimension (y-axis) of the embedding plane, although this dimension does not 

convey any direct physical meaning. The reason for the selection of this colour 

scheme is directly related with the interpretability of the UMAP projection 

results. 

Figure 4.42. Reference spectra (black line) for the pixels highlighted in Figure 
4.41 (a) overlayed with spectra containing 2 different levels of noise: high 
level (in grey) and low level (in orange).  
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As already mentioned in the theoretical description in previous sections, 

UMAP first computes the hypothetical underlying manifold from the dataset 

(i.e., EELS SI) itself (i.e., from the spectral composition of each pixel). It later 

resolves the manifold projection to maintain as much of the local and global 

structure as possible (i.e., to project the spectral relation between datapoints 

into the lower dimensional embedding). Given that all the physical information 

from the EELS SI is encoded into the high-dimensional manifold computed, the 

final projection space retains it as well. The distribution (or formation) of 

clusters of datapoints (if any) by UMAP and the inner structure within them is 

the mechanism by which the physical information of the system is encoded in 

the lower dimensional embedding. This was already tested to a certain degree 

Figure 4.43. UMAP embeddings for the SI introduced in Figure 4.41, for two 
different levels of noise showcased in Figure 4.42 (a) high-level (1/2) of noise 
case (b) low-level (1/5) of noise case. The zoomed areas of the insets 
highlighted in red correspond to the outlier pixels separated by the UMAP 
projection. The SI areas at the bottom are coloured according to their 
corresponding UMAP embedding on top. (c) SI area colour-coded as the UMAP 
embedding in (a), high-level of noise case. (d) SI area colour-coded as the 
UMAP embedding in (b), low-level of noise case. 
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in the supervised dimensionality reduction experiment carried out for the 

synthetic ‘Swiss-roll dataset’, showcased in Figure 4.8 and Figure 4.9. 

Hence, although it is a challenging task to directly interpretate (or even 

validate) the projected UMAP embeddings, a promising proxy consist of 

colour-coding them according to some heuristic criteria (e.g., maximum PCA 

loading value for each pixel from a previous decomposition, or even something 

as simple as giving a colour proportional to the random x or y axis position in 

a hypothetical 2D projection). The translation of this colour-code back to the 

original SI might help in some cases to identify certain structures in the UMAP 

projection, and might provide an insight to the physical (spectral) information 

encoded in it. 

Back to the case of Figure 4.43, the selection of the y-axis value to colour code 

the UMAP embeddings is done by convenience, as some of the structures 

resolved by the manifold are precisely oriented in the y-axis direction. 

Notice how the WL gradient included in the dataset (see Figure 4.41 (a)) is 

represented by elongated tube-like structures to the left of the projection 

plane (in both cases Figure 4.43 (a) and (b)). Meanwhile, the lower part of the 

SI (that contains both the WLs and elemental composition gradients) produces 

a clear ribbon-like structure in the lower noise case Figure 4.43 (b), and an 

asymmetric opened tube-like structure in the higher noise level dataset Figure 

4.43 (a).  

The effects that different noise levels produce over the UMAP projections are 

also clearly showcased here. In general, a decreased signal to noise ratio will 

be translated into ‘fuzzier’ UMAP embedding projections (Figure 4.43 (a)), as 

the direct relations between the spectra of the datapoints are partially 

opaqued (i.e., the measurements used to compute the hyperspectral manifold 

are influenced by the noise levels). This will result in a certain level of loss of 

information within the structures resolved (i.e., a loss of physical 

interpretability of the projections). Hence, the ribbon-like projection with a lot 

of internal structure shown for the low-noise level case in Figure 4.43 (b) 
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becomes the fuzzier opened tube-like structure in the high-level noise case in 

Figure 4.43 (a). These noise levels are also responsible for the smoother 

distribution of colour shown in the lower noise-level case (Figure 4.43 (b) and 

(d)). 

The projected embeddings resolved by UMAP appear to have separated in 

both noise-level cases the outlier region with CoO. However, the higher noise 

level case only contains 8 from the original 9 datapoints (red inset of Figure 

4.43 (a)), whereas the lower noise level case contains of them (red inset of 

Figure 4.43 (b)). This certainly affects the segmentation maps later produced 

by HDBSCAN.  

Figure 4.44 (a) HDBSCAN clustering label map of the UMAP embedding for 
the high-level noise case in Figure 4.43 (a). (b) UMAP embedding for the high-
level noise case coloured according to the clustering label map resolved by 
HDBSCAN in (a). (c) Average EELS signal values for the clusters resolved in (a). 
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The HDBSCAN clustering results for the high-level noise are showcased in 

Figure 4.44. The label map in Figure 4.44 (a) shows how the central pixel in 

the outlier CoO region (mainly belonging to cluster 1, in yellow) is actually 

ascribed to cluster 2 (orange), which is turn is mainly composed by datapoints 

from the La - Ce oxide mixture area (region 2). Notice also how the boundary 

area for the regions 1 and 2 from Figure 4.41 (a) is displaced towards the 

bottom part of the SI. This is clearly another effect that the high level of noise 

has over the UMAP projection embedding resolved. The La oxide inclusion 

appears to be undetected up to a certain threshold level at which it clearly 

overcomes the Ce oxide signal. Notice also how the average EELS spectra (i.e., 

Figure 4.45(a) HDBSCAN clustering label map of the UMAP embedding for the 
low-level noise case in Figure 4.43 (b). (b) UMAP embedding for the low-level 
noise case coloured according to the clustering label map resolved by 
HDBSCAN in (a). (c) Average EELS signal values for the clusters resolved in (a). 
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cluster reference signals, Figure 4.44 (c)) for clusters 0 and 2 (regions 1 and 

2 from Figure 4.41 (a)) are perfectly smooth, as the Gaussian white noise is 

naturally averaged to 0 for the large number of pixels considered. The outlier 

cluster on the other hand (number 1), only contains 8 pixels and, thus, the 

Gaussian noise is still visible in the average reference signal. Nonetheless, both 

Co and Ce fine structures are observable in the EEL spectrum. 

The HDBSCAN clustering results for the low-level noise embedding (Figure 

4.43 (a)) are showcased in Figure 4.45. This time around, all 9 pixels from the 

outlier region are separated in their own cluster (cluster 0 in green). Also, the 

frontier between regions 1 and 2 (clusters 2, orange, and 1, yellow, 

respectively, comparing Figure 4.41 (a) and Figure 4.45 (a)) is closer to the 

middle line dividing the SI than the frontier in the high-level noise case (Figure 

4.44 (a)). The reason lies again in the detection limit for the La oxide inclusion. 

As the noise level is decreased, the La WLs are easily distinguishable from the 

background Gaussian noise signal.  

To close this section, the NMF decomposition results for both high and low 

noise level cases are included (Figure 4.46 and Figure 4.47 respectively). 

This is done in order to qualitatively compare the performance of the UMAP-

HDBSCAN combination (already showcased through Figure 4.43, Figure 4.44 

and Figure 4.45) with a most commonly extended methodology for analysis 

based on a matrix factorization algorithm. 

Although the high-level noise case (Figure 4.46) seems to identify the CoO 

outlier region in the loading mappings for components 1, 2, 3 and 4, the 

archetype signals do not show any trace of the CoO fine structure. Thus, one 

might erroneously interpret that those regions correspond to anomalies in the 

Ce oxide composition, failing to identify the significance of their presence with 

the CoO dopant contribution to the signals. Only 6 NMF components are 

displayed, from the objective number of 12 selected. The absent 6 other 

components (6 to 11) are not included because they corresponded to random 

background noise, indistinguishable from that of component number 5. 
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Figure 4.46. Loadings and archetypes for 6 of the 12 components resolved by 
NMF for the high-level noise dataset from Figure 4.41 and Figure 4.42.  
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Figure 4.47 Loadings and archetypes for 6 of the 12 components resolved by 
NMF for the low-level noise dataset from Figure 4.41 and Figure 4.42. 
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Regarding the low-level noise dataset NMF decomposition (Figure 4.47), the 

CoO is now correctly identified, as one specific archetype (factor) signal 

(component 11) includes the CoO ELNES features. 

In any case, both NMF decompositions exemplify the same 2 underlying 

problems when using this DRM: (1) the archetypes present non-physical and 

usually overlapping spectral features, that (2) force the user to provide an 

interpretation of the results that can be easily biased by the previous 

knowledge about the sample composition. 

Finally, the UMAP-HDBSCAN seem to produce a better-defined spectral 

segmentation, with an easier interpretation and overall better outlier 

detection and noise resilience capabilities than the NMF decompositions. 

4.7. Conclusions. 

This chapter presented an exhaustive revision of the major dimensionality 

reduction techniques and clustering algorithms utilized throughout this thesis, 

including the two latest state-of-the-art algorithms introduced to EELS data 

analysis (one from each main category listed): UMAP and HDBSCAN.  

Every algorithm was described from a theoretical point of view, and later 

showcased by analysing an experimental sample of known composition. 

Furthermore, a quantitative scoring analysis was carried out with the help of 

a synthetic EELS dataset, where the ground truth for the classification was 

known by design. The most common combinations of algorithms 

(dimensionality reduction and clustering) were tested to explore the better 

routes towards a good clustering classification. 

Overall, this comparative analysis carried out for the different combinations of 

algorithms highlighted the importance of clearly understanding the 

background and formulation for each algorithm and the possible statistical 

assumptions they do about the underlying structure of the analysed data (e.g., 

the parametric Gaussian ball assumption of KM and HA-Ward). This is 
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especially true if one expects to extract meaningful information about the 

spectral structure, avoiding the risk of heavily biased results. Regarding the 

new additions, UMAP and HDBSCAN outperformed all the other options in 

their respective classes. Not only they scored better for the synthetic dataset 

test, but their combination also provides the closer approach to a fully data-

driven and unsupervised classification methodology. Also, this combination 

did a better job of separating outlier regions with a small number of 

representative spectral cases than the usual linear dimensionality reduction 

approaches (e.g., NMF), even for cases of severe noise poisoning of the signal. 

As a final cautionary note, one must always remember that a clustering 

classification is an approximation. The goodness of any given clustering 

classification is always open for debate. For instance, a less accurate but faster 

solution may be the desired outcome in some specific cases (e.g., analysing 

large datasets). The key aspects of a truly successful clustering analysis of an 

EELS dataset are an actual knowledge of each algorithm innerworkings, their 

shortcomings and the interpretation of the results accordingly. At the end, the 

obtention of truly quantitative results for an EELS dataset would further 

require the use of other characterization analysis methods, such as MLLS of 

NLLS.  

The general guidelines given in this work might help to further accelerate and 

further spread the use of clustering analysis techniques among the TEM-EELS 

data community. 
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Chapter 5  

 

ELNES analysis combining 

clustering and NLLS. The WhatEELS 

software solution. 

5.1. Introduction. 

When it comes to sample analysis via EELS spectroscopy, a direct 

quantification measurement based on the Egerton method will often suffice to 

characterize the material to the desired extent[1–4]. Usually, well-known 

dimensionality reduction algorithms as principal component analysis 

(PCA)[5] or independent component analysis (ICA)[6], are used to isolate and 

identify specific regions with distinctive spectral features induced by local 

differences in composition or chemical state (e.g., high dopant concentration 

areas or changes in the oxidation states).PCA can be used in combination with 

the aforementioned Egerton method[7], as a noise-reduction pre-step. 

Nevertheless, PCA does not come without problems, namely user bias on the 

spectral base selection and interpretation and problems of non-compliant data 

samples[8–10]. Hence, further efforts are constantly being made to integrate 

new techniques into the standard EELS data-treatment arsenal. 

In recent times, unsupervised clustering classifying algorithms (mainly K-

means and hierarchical clustering) have been presented as fast methods to 

achieve a qualitative segmentation of the ever-increasing in size EELS 

datasets[11]. One major drawback to be noticed is the lack of a robust way to 

easily evaluate the accuracy of the clusters resolved, other than a later 

inspection by the user (i.e., always prone to some sort of bias). Also, if the 

sample presents areas with significant differences in thickness, the algorithms 
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may lose effectivity (i.e., the total number of raw electrons counts, dominated 

by thickness effects, will outweigh any minor spectral variation associated to 

the presence of trace elements or low dopant concentration areas). 

Nonetheless, it is a fast way to inspect large datasets and get an initial 

assessment of the presence of different areas in the sample segmented by 

spectral features.  

The correct use of clustering algorithms has played a key role in this thesis. As 

a matter of fact, the specifics on how to properly use clustering algorithms for 

EELS data analysis, and which algorithms should be given preference in 

specific cases are carefully explained in chapter 2 (Machine Learning for EELS 

data analysis: Clustering and dimensionality reduction methods) of this 

PhD manuscript. 

Moving on to other analysis techniques more inclined towards quantitative 

analysis, multiple linear least squares (MLLS) fitting creates a series of 

weighted maps for user-selected reference signals, that may be externally 

provided or extracted from the same dataset under analysis. It is a trusted 

method in the EELS community to get quantitative measurements [12–15], but 

its accuracy may suffer when facing dataset with marginal regions with small 

differences in compositions, given its dependency on the manually set 

references. The combined use of clustering and MLLS has been recently 

proposed as a way to overcome the bias when selecting these references, by 

using the centroids as the signals to be fitted[16]. 

Finally, the non-linear least squares (NLLS) method applied to EELS[17–19] 

consists of fitting a variety of individual curves (components) to get the best 

approximation of the given raw data. Usually, a combination of simple peak-

like curves for the specific near edge features (e.g., Gaussians, Lorentzian and 

Pseudo-Voigt), and arctangent, power-law decays or cross-section curves 

(calculated by Hartree-Slater approximations or from hydrogenic models) for 

the continuum excitations, are carefully selected for each edge on the spectra. 

The posterior analysis of the parameters of these curves is what makes NLLS 

a great choice to study particular ELNES characteristics[20], such as local 
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variations in the atomic oxidation states, given that the most common reported 

methods of characterization in the literature are the white-line (WL) ratio 

variation measurements[21–23], the relative position of WLs and their 

distance to the onset of the oxygen edge[24] (computed by integrating the 

peak-like curves or measuring their centres after the fitting). Also, NLLS can 

be a valuable tool for elemental quantification in cases of heavily overlapping 

edges (e.g., samples of mixed cerium-praseodymium oxides[25]), as the fitting 

process is able to separate the electron counts belonging to different elements. 

One major drawback is that the NLLS data fitting process is usually slow, given 

the large number of parameters involved with each added component. 

Furthermore, the increment in convergence times is not linear with the 

number of components (i.e., adding a single extra curve to the fitting may 

dramatically increase the time it takes to finalize the fitting process, or even 

cause divergent results).  

At the beginning of this thesis, several software tools were already available 

for EELS data analysis. Most of them incorporated in some degree a software 

solution for some of the aforementioned analysis and fitting techniques. The 

two more popular were Digital Micrograph (DM, currently on its third version, 

it is a proprietary tool from GATAN) and HyperSpy[26] (a free-software, 

python-based multidisciplinary spectroscopic tool). The main problem of DM 

was that most of the EELS and ELNES analysis tools, although powerful and 

reliable, were not distributed freely. HyperSpy is still, arguably, the most 

popular free-software tool, continuously supported and updated by a sizable 

community of users. Nevertheless, when it comes to the specific task of EELS 

spectral fitting it lacked the speed for an efficient workflow, and it presented a 

convoluted system to carry out NLLS fittings. It also lacked the solutions for 

clustering analysis of EELS datasets. But the main problem with HyperSpy is 

that it requires a minimum knowledge of Python language to be successfully 

used and for the posterior analysis of the results, which often drives away 

potential users.  



216 Chapter 5 NLLS and Clustering. WhatEELS. 

As a direct result of the different shortcomings of the available tools, a key 

aspect of the work carried out during this doctoral thesis was the design from 

scratch of a new tool, specifically focused on ELNES analysis[27]. WhatEELS 

was born as a direct successor of the DM applet Oxide Wizard[20], but with 

the intention of providing an autonomous platform on top of Python (i.e., a 

completely user free software solution with unlimited expansion capabilities).  

Although its backend is coded in Python, it was made along with an interactive 

and modular graphical interface with the intention of facilitating its 

introduction to users with a limited knowledge of programming languages. 

The software combines the segmentation capabilities of clustering algorithms 

and the detailed structure description accessed by NLLS fitting routines. The 

combined use of clustering analysis and NLLS was expected to improve 

convergence times in problems with several regions of different elemental 

compositions (e.g., multi-layered structures with different compounds per 

layer), and also help the algorithm to converge in pixels classified as spectral 

outliers (i.e., pixels presenting strong and unique variations in their spectral 

characteristics in problems with complex multi-component spectra). The main 

advantage of combining clustering and NLLS is the fine control it grants to the 

user over the models fitted, as any given region in the dataset may be tweaked 

and analysed independently at any time. 

The chapter is structured as follows: 

 

▪ Elemental quantification in WhatEELS. 

This first section consists of a brief background introduction to some of the 

theoretical basics of EELS spectra formation and the effects of different 

experimental parameters. This section is required to understand some of 

the computations that WhatEELS carries out, especially for the partial 

cross sections computations and ionization cross sections used as the 

excitation to the continuum functions and for the elemental quantification. 
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▪ WhatEELS. Software architecture.  

All the modules are described in detail in this second section. Furthermore, 

some quick-guides and flow charts are included to understand how the 

software would be used during an analysis process. 

▪ Iron- Manganese oxide nanoparticles.  

The third section consist of an example of use of WhatEELS. A real case 

scenario is proposed through the analysis of a Fe-Mn oxide core-shell NP 

of known composition. The particular combination of elemental 

composition and changes in the cationic oxidation states present in this 

sample granted the opportunity to test all the analysis tools included in 

WhatEELS. At the same time, its known composition provides a sort of 

‘ground truth knowledge’ to cross check the results extracted, as it was 

previously  extensively characterized [4,20] and has also been used in 

chapter 2 to illustrate the clustering methods. 

▪ The panel structure. 

This last section contains images of the current state of the panels that 

compose WhatEELS. They are included as large panels and are directly 

linked to the functionalities and panels described in the software 

architecture section 

5.2. Elemental quantification in WhatEELS. 

One of the functionalities included in WhatEELS is the possibility to carry out 

EELS elemental quantification using the Egerton’s method[7]. This 

quantification method relies on the previous knowledge of the scattering cross 

sections for the elements analysed. Furthermore, the NLLS fitting routine 

includes functions to model the excitation to the continuum (i.e., the function 

describing the excitation of an atomic inner-subshell electron to the 

continuum of states). These functions are based on theoretical atomic 

calculations for generalized oscillator strength (GOS, description below), and 
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are read from a tabulated database. Finally, some corrections are put in place 

for the scattering cross sections calculated including the effects of the finite 

nature of the convergence and collection angles in an EELS experiment.  

Therefore, a minimum understanding of the physical process behind the 

formation of energy loss spectra and the elemental quantification 

computations is required, in order to fathom the inner workings of WhatEELS.  

5.2.1.  Inelastic scattering of atomic inner-shell electrons and 

Bethe’s theory. 

The following lines constitute a brief summary of the Bethe theory for the 

electron inelastic scattering process. They are not intended as a complete 

mathematical and physical argumentation, as such is not the objective of this 

work. They rather give as a small piece of information that will be helpful later 

to understand a key aspect of the WhatEELS innerworkings: the angular 

corrections for the elemental quantification. The reader is encouraged dive 

deep into a much more accurate and detailed description in the Egerton’s 

reference text[1] (chapters 3 and 4 of the 3rd edition).  

For simplicity, let us consider that the edges of the core-loss region of the 

spectra can be totally ascribed to inelastic scattering events with electrons in 

the atomic inner-shells14. The incident electron (from the TEM beam) would 

then transfer a certain quantity of energy and momentum to the interacting 

inner-shell atomic electron. The quantity that describes an electron scattering 

event  for a given solid angle and an energy loss value of En is the differential 

cross section. 

In Bethe theory, the differential cross-section for an inner-shell electron 

transitioning from an initial state 0 to an energy state n can be written as 

 
14 In reality, the core-loss edges are not only shaped by the inner-shell scattering events. For 
instance, the plasmon region in the low-loss energy region of the spectra may contribute to 
the electron counts in the core-loss region, whenever the sample is thick enough and, thus,  
multiple scattering events are common. The plasmon region is dominated by the inelastic 
scattering of electrons with the valence band of the sample. In such cases, deconvolution of the 
spectra with the low-loss spectrum region may be required. 
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𝑑𝜎𝑛
𝑑Ω

= (
4𝛾2

𝑎0
2𝑞4

)
𝑘1
𝑘0
|𝜀𝑛(𝑞 )|

2 (1) 

where 𝑞  is the transferred momentum, k1 and k0 are the wavevectors 

magnitudes for the scattered electron after and before the event respectively, 

a0 is Bohr’s radius and γ is the relativistic gamma factor for the incident 

electron. 𝜀𝑛(𝑞 ) is the so-called inelastic form factor, and is calculated from the 

wavefunctions of the excited inner-shell electron at the initial and final states 

(i.e., this is the term that gives each edge its distinctive shape). These 

wavefunctions can be calculated by several methods.  

In WhatEELS, they are extracted from the Hartree-Slater approximations, but 

the use of the hydrogenic model can also be found in the literature. 

For convenience, the scattering cross section is sometimes presented in terms 

of the quantity called generalized oscillator strength (GOS).  

𝑓𝑛(𝑞 ) = (
𝐸𝑛
𝑅
)
|𝜀𝑛(𝑞 )|

2

(𝑞𝑎0)2
 (2) 

where R = 13.6 eV is the Rydberg energy (constant), and En is the energy 

transferred to the inner-shell electron (i.e., the energy loss value for the 

transition). 

Both formulations for the differential cross section and GOS in eq.(1) and (2) 

treat the energy dependence in a discrete way (i.e., a single electron excited 

from an initial quantum state to a single higher energy one). However, there 

are many instances where these functions are required to vary continuously 

with the energy loss values (e.g., the description of the excitation to the 

continuum of states). The continuous formulation with respect to the energy 

excitation (or equivalently, the energy loss value for the incident electron) for 

the differential cross section is 

𝑑2𝜎

𝑑Ω𝑑𝐸
=  (

4𝛾2𝑅

𝐸𝑞2
)
𝑘1
𝑘0

𝑑𝑓

𝑑𝐸
(𝑞, 𝐸) (3) 
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where the (differential) GOS function contains both the angular and energy 

dependence now. 

Oftentimes, the continuum GOS df/dE  is portrayed as a 2D surface (in a 3D 

plot), known as Bethe’s surface (some examples included in Figure 5.1). The 

epsilon (ε) in the x axis (in red, the energy axis) is the energy measured from 

the onset energy loss (i.e., 𝜀 = 𝐸𝑙𝑜𝑠𝑠 − 𝐸𝑜𝑛𝑠𝑒𝑡), divided by Rydberg’s constant 

to obtain a dimensionless quantity. The y axis (in blue, the momentum / 

angular dependence) is expressed in terms of the natural logarithm of the 

transferred momentum (q) times Bohr’s radius. This dimensionless quantity 

is introduced to facilitate the numerical calculations later. 

Figure 5.1. Bethe surfaces for the energy dependent GOS functions of an inner 
shell electron been excited from the (a) K shell in a beryllium (Be) atom, (b) 
the L (L1) shell in a magnesium (Mg) atom, (c) the M (M5) shell in a lanthanum 
(La) atom and (d) from the O (O5) shell in a thorium (Th) atom. 
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The ionization cross section is defined by integrating 𝑑2𝜎 ⁄ 𝑑Ω𝑑𝐸 up to a 

certain angle (i.e., the collection angle β) defined by the experimental 

constraints (valid for scattering angles below 1 rad). Usually, it is expressed as 

follows 

𝑑𝜎

𝑑𝐸
~ (4𝜋𝑎0

2)
𝑅2

𝐸𝑇
 ∫
𝑑𝑓(𝑞, 𝐸)

𝑑𝐸
𝑑[ln(𝑞𝑎0)

2] (4) 

where the integration is done over the logarithmic axis for the momentum 

transfer (angular) variable. The transition from eq.(3) to eq.(4) incorporates 

the results of the conservation of energy. As it stands, resolving the integral in 

eq.(4) is equivalent to integrate the area under the E-constant curves of the 

Bethe surface (see Figure 5.2)  for every energy value (i.e., integrate the 

surface along the y-axis). The integration limits in eq.(4) are defined by the 

conservation of momentum as 

(𝑞𝑎0)
2
𝑚𝑖𝑛

=
𝐸2

4𝑅𝑇
(5) 
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2
𝑚𝑖𝑛

+  4𝛾2
𝑇

𝑅
sin2 (

𝛽

2
) (6) 

Figure 5.2. (a) Bethe surface cut by the limits imposed in the y-axis by 
equations (5) and (6) (i.e., transferred momentum limits). (b) Ionization cross 
section for the excitation of an electron in a beryllium atom from the K shell, 
obtained by integrating the surface in (a). 
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Notice from eq.(6) the inclusion of the beta (collection) angle in the 

calculations. The ionization cross section defined by eq.(4) is the function that 

models the ionization to the continuum of states. 

5.2.2.  Elemental quantification and the effects of a finite 

convergence angle. 

Considering (by now) the plural scattering events negligible, each edge k 

(inner-shell excitation) contributes to the EEL spectrum intensity a quantity 

equal to 

𝐽𝑘
1(𝛽, 𝐸) = 𝑁𝐼0

𝑑𝜎

𝑑𝐸
(7) 

which is called the single-scattering intensity for the k inner-shell excitation. N 

is the areal density (number of atoms per unit of area) and I0 is the zero-loss 

intensity (no plural scattering included, i.e., no plasmon contribution to the 

spectrum).  

The partial cross section is defined from the integration of 𝐽𝑘
1 in a finite energy 

range Δ. Considering now (finally) the effects of the plasmon excitations on the 

core-loss energy loss spectrum one would get15 

𝐼𝑘(𝛽, Δ) ~ 𝑁 𝐼(𝛽, Δ)𝜎(𝛽, Δ) = 𝑁 𝐼(𝛽, Δ) ∫
𝑑𝜎

𝑑𝐸
 𝑑𝐸

𝐸𝑘+Δ

𝐸𝐾

(8) 

Hence, the elemental quantification from a single spectrum with several edges 

(contributions of different inner-shell excitations) would be calculated by 

pairs as 

𝑁𝑎
𝑁𝑏

= 
𝐼𝑘𝑎(𝛽, Δ)

𝐼𝑗𝑏(𝛽, Δ)
·
𝜎𝑗𝑏(𝛽, Δ)

𝜎𝑘𝑎(𝛽, Δ)
(9) 

For two elements a and b and their respective edges k and j. 

 
15 This last equation leaps a couple of steps. The key change is the substitution of 𝐼0 (i.e., zero-
loss peak integrated intensity) by 𝐼(𝛽, Δ) (i.e., the integrated intensity of the low-loss spectra 
in a energy range of Δ). For more information see [1] 
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Normally, the introduction of the elemental quantification in EELS analysis 

would be concluded at this point. However, there is still a final step missing 

from these calculations: the inclusion of the effects of a finite convergence 

angle.  

Two ways of calculating these corrections are presented in the literature. The 

first one, and most commonly described[1,28], introduces a series of F1 and F2 

factors in the integral calculations for the partial cross sections. Sometimes, 

these factors are approximated by the calculation of an effective β* angle that 

is directly introduced in the ionization cross section calculations.  

However, the most popular software solution for EELS quantification - the 

proprietary software from GATAN (DM) - states in its documentation that the 

corrections are introduced in the quantification by the analytical calculation of 

a cross-correlation factor between the objective aperture and detector 

(collection aperture) functions[29]. Hence, the effects of finite convergence 

angle plus its interaction with a finite collection angle are translated into the 

quantification calculations by the aperture function in the computation of a 

cross-correlation factor.  

This factor can be described by the simple geometrical relation between the 

incident electron (𝛼 ) and the scattered electron (𝛽 ) vector electron angles. 

Graphically, this can be represented as the shared area of two circles with 

radius described by the convergence and collection angles and with centres at 

a distance equal to the scattering angle (see Figure 5.3). Thus, in this text the 

correction factor will indistinctively be called geometric-factor or cross-

correlation-factor. 

The formula for the factor function with respect to the scattering angle derived 

in the original publication[29] is 
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where 𝛼0 and 𝛽0 are the convergence and collection angles, 𝜃 is the scattering 

angle (which in WhatEELS is translated back into the log(𝑞𝑎0)
2 form), and 𝜃∠, 

𝑥 and 𝑦 are defined as 

𝑥 =  
𝛼0
2 + 𝛽0

2 − 𝜃2

2𝛼0𝜃
(11) 

Figure 5.3. Schematic ray diagram of a STEM experiment and geometrical 
relation that describes the cross-correlation factor between the objective 
aperture and the detector function (collection aperture in the EELS 

spectrometer). The angular relation for the scattered angle would be 𝜽⃗⃗ =  𝜷⃗⃗ −
𝜶⃗⃗  . 
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𝛽0
2 + 𝜃2 − 𝛼0

2
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(12) 

 𝜃∠ = min{𝛼0, 𝛽0} (13) 

Once this factor is calculated for every scattering angle contained in the GOS 

databases for a fixed of given values of convergence and collection angles, it is 

directly introduced in the calculation of the ionization cross section. The 

integration limits are modified so the upper integration limit depends on 𝛼0 +

𝛽0. 

Initially this formulation was derived for a bright field imaging experiment, 

where the limiting 𝛽0 angle was referred to the detector radius. The translation 

into EELS analysis is straight forward, changing the detector size by the 

collection aperture in the spectrometer. 

Using the same machinery for the corrections that DM has been using for the 

past decades is of paramount importance, in order to be able to compare future 

quantification results with the ones available in the literature. To test the 

accuracy of the calculations carried out by WhatEELS, a series of partial cross 

sections for different electronic inner-shell excitations were calculated  

including the geometric correction. The WhatEELS calculations for the partial 

cross-sections without the geometric correction in place and the digital 

micrograph calculations (with error bars included) were calculated as well for 

the same edges, for comparative purposes.  

These results are presented in Figure 5.4. All the partial cross sections were 

calculated for a constant energy range of 40 eV, measured from the onset of 

each edge included and for an incident electron energy of 200 keV. Two 

different representative cases are shown in the figure. The first one (Figure 

5.4 (a)) corresponds to a convergence angle (15 mrad) smaller than the 
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collection one (25 mrad). The partial cross-sections calculated by WhatEELS, 

both with and without geometric corrections, fall (generally) within the 

accuracy limits of the ones calculated by DM (down to the point of being almost 

indistinguishable). However, as shown in (Figure 5.4 (b))when the 

Figure 5.4. Partial cross sections, integrated for an energy range of 40eV from 
the onset and for a variety of inner-shell electronic excitations of different 
elements. (a) Integration done for α = 15 mrad, β = 25 mrad and E0 =200 keV. 
(b) Integration done for α = 25 mrad, β = 15 mrad and E0 =200 keV. Both panels 
share the same colour code for the type of inner shell excited and the markers. 
The  y-axis is logarithmic (DM stands for Digital Micrograph). 
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convergence angle is larger (25 mrad) than the collection one (15 mrad), the 

partial cross-sections without the geometric correction in place calculated by 

WhatEELS present a positive bias. Notice that the scale is logarithmic, hence 

the separation is orders of magnitude higher with each incremental growth of 

the partial cross section. Regarding the results including the geometric factor, 

the calculations carried out by WhatEELS are almost identical to the ones of 

DM. The minimal fluctuations observed can be probably ascribed to the 

differences in the numerical evaluation (the numerical integration of the 

tabulated surfaces). In any case, they are well within the error limits given by 

DM for each of the partial cross sections calculated.  

5.3. WhatEELS. Software architecture. 

In this section, the architecture of the WhatEELS software is introduced. Each 

one of the available modules is described. Also, a series of panels for the 

current visual aspect of the software are included. Some quick-guide boxes 

containing a step-by-step manual of the most commonly used functionalities 

of each module are also included, so any users can explore the software 

capabilities on their own.  

5.3.1. Overview. 

The interactive shell of WhatEELS is based on Panel[30], and Holoviews[31]. 

The current graphical backend is Bokeh[32], as it gives access to the plasticity 

of the JavaScript graphical interfaces and widgets for interactive 

customization through Python code. It is also interchangeable with Plotly[33] 

and Matplotlib[34], provided some minor changes in the source code. Below 

the surface, the NLLS fitting is based on a library called lmfit[35], that expands 

the SciPy[36] fitting capabilities. The clustering and pre-processing tools use 

the Scikit-learn[37,38] (sklearn) library. Finally, the current file loading 

system relies on HyperSpy[26], as it is the most complete tool available to get 

the information in the standardized dm3 and dm4 formats extracted from the 

TEM.  
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A workflow chart for a standard EELS analysis procedure using WhatEELS is 

shown in Figure 5.5. The software tool is comprised of two main blocks. -1- 

The ‘peripheral modules’ block currently includes the tools that can be 

utilized independently from the NLLS fitting routines which are: -A- the 

Figure 5.5 Flow-chart for WhatEELS. Each coloured box represents a 
separated tool. The arrows indicate the chronological progression in a 
standard EELS data analysis process. The numerical tags for the blocks 
identification and the alphabetical tags (capital letter) for the specific tools 
(modules) in each block are consistent throughout the whole chapter. 
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spectral dataset loader, -B- the clustering analysis tool and -C- the Bethe-

surfaces analyser tool. The dataset loader -A-, although included as part of the 

peripheral modules, is always the departing point for any EELS dataset 

analysis utilizing WhatEELS. Notice that the -C- Bethe-surfaces analyser (top-

right corner) is isolated from the rest of the tools, as it can be used separately 

at any time and does not demand a loaded dataset. -2- The ‘core fitting 

components’ block contains the specific tools that carry out the fitting of the 

spectral datasets and provide an integrated solution for data analysis and 

results visualization: -D- the model constructor and the -E- results analysis tool, 

as well as the -F1- pre-analysis and -F2- model expansion tools. These last tools 

-F- are still under development, and are not required to complete a NLLS fitting 

and analysis. 

Notice that the chart is colour-coded. The tools framed in orange add optional 

functionalities that are not required for the completion of a NLLS fitting and 

analysis. The tools framed in green are the strictly necessary ones to complete 

the NLLS fitting and the results analysis using WhatEELS, with the exception 

of the -A- spectral dataset loader that is coloured in black. The -B- clustering 

analysis tool is coloured in blue as, although it belongs to the ‘peripheral 

modules’ section, it plays a central role in the new methodology combining 

clustering and NLLS introduced alongside this software tool. Finally, the 

arrows indicate the standard chronological order of tasks to complete the type 

of analysis described in this work. 

WhatEELS was conceptualized as future-proof software, with a modular 

architecture flexible enough to allow the inclusion of new analysis techniques. 

For example, one could easily add extra tools to the -1- peripheral block to 

include a support vector machine classifier[39], a matrix factorization 

dimensionality reduction routine or even a manifold learning tool to be 

combined with the clustering analysis classification tool[40].  

Furthermore, a similar approach can be taken to include an MLLS fitting 

routine as a new -2- core components block. This would enable, for example, 
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the use of the centroids from the unsupervised -B- clustering classification as 

endmembers for the MLLS fitting[16].  

5.3.2.  Peripheral modules -1-. 

-A- Loading panel and main HUB. 

Figure 5.6 shows the tools from the initialization panel. This is the first panel 

loaded when launching WhatEELS (to see the actual distribution of tools in the 

app Figure 5.30). The main HUB (controls) tools Figure 5.6 (a) are launched 

together with the -A-16 spectra loading pane l Figure 5.6 (b).  

The left side column shown in Figure 5.6 (a) contains the button -a- to 

boot/reboot the modules and the tab-selector of the -1- peripheral and -2- 

core-components (NLLS). The messages display panel -r- is always visible. The 

different modules for each tab -1-/-2- are showcased in Figure 5.7. 

Regarding the spectra loading panel (Figure 5.6 (b)), the different text-bars 

(at the top) show the current directory address -f-, the folders inside the 

current directory -g- and the files inside the current folder -i-. The directory 

address shown in the ‘current-directory’ bar -f- is used by the rest of modules 

as the reference point to load and save any information, including spectra and 

results. By going back -b- and forth -c- on the directory tree, or advancing 

inside the folder in the folder-bar -g- (pressing the down-arrow button -h-), 

the address in the ‘current-directory’ bar -f- is modified. To recover the default 

directory, one can always press the reset button -d-. Furthermore, copy-

pasting any direction directly on the ‘current directory bar’ -f- is allowed. If a 

valid address is given, the app will set it as the current directory after pressing 

the ‘go’ button -e-.  

The files-bar -i- will only show files with the following extensions: .msa, .hspy, 

.hdf5, .dm4 and .dm3. Those are the only valid extensions for spectral datasets,  

 
16 In the rest of this chapter, the capital letters tags (e.g., -A- or -D-) correspond to the different 
modules available and the lowercase letters tags (e.g., -a1- or -h-) are specific buttons and tools. 
Notice that some of them are colour-coded, and this code is maintained throughout the chapter 
as well. 
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Figure 5.6 (a) WhatEELS main controls HUB and (b) loading panel. The 
capital letters tags correspond to the different modules available. The 
lowercase letters tags (-a- to -r-) are specific buttons and tools, 
corresponding in this case mostly to the -A- dataset loader module. The -r- 
tag corresponds to the message panel. It shows the info (red [i] buttons) 
and error messages. 
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and the most common ones in TEM software tools. By pressing the ‘load’ 

button -j-, the dataset information will be read (using HyperSpy), including 

the metadata for the beam energy -l-, convergence -m- and collection -n- angles 

extraction (if available). If any of these parameters are not readable from the 

metadata, they are set to 0. In that case, WhatEELS would not launch any 

application except the GOS analysis tools -C-, as they are needed for the 

calculations. Trying to boot the rest of the modules via the ‘boot/reboot’ 

button -a-, without valid (non-zero) values for the spectral  

parameters (-l-m-n-) will prompt an error message in -r-. Once loaded -j-, the 

name of the current dataset is shown in -k-. Also, an interactive visual 

representation of the EELS dataset (spectrum image, spectrum line or single 

spectrum) will be displayed -p-. The spectrum of any given pixel (or line) can  

be displayed in -q- by ‘clicking’ or hoovering over the area of the SI -p-. The 

pixel coordinates are shown in -o- for the current spectrum displayed in -q-.  

A step-by-step guide to run the fitting and clustering modules is provided 

(Quick-panel 1). to allow the reader of this thesis to experiment with the 

software tool. 

Figure 5.7 Launching controls for the different modules of WhatEELS. (a) 
Buttons to launch the -B- clustering and -C- GOS modules. (b) Button to launch 
the core-components modules (-D-E-F1-F2-) for the NLLS fitting and analysis. 
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Loading a dataset 

i. Navigate in the directories in -f- and -g-, by using the buttons -b, c 
,d, e- and -h-  and load the desired dataset -i- pressing the -j- 
button. 

ii. Check the experimental parameters -l, m, n-, and change or 
complete them if any is missing. 

iii. The dataset -k- is now available for an initial inspection -p- and -
q-. 

iv. Boot the apps in -a-, and navigate the tabs -1- and -2- to access 
different modules available. 

Once the dataset is loaded, the following options are available  

Clustering analysis 

v. Select tab -1- for the peripheral modules, and press -B- to launch 
the clustering panel (Figure 5.8) 

GOS Analyser  (The GOS analyser -C-, that is always available). 

vi. Select tab -1- for the peripheral modules, and press -C- to launch 
the GOS analyser tool (Figure 5.9). The previous loading of a 
dataset is not required for this module 

Model construction and NLLS fitting 

vii. Select tab -2- and press the -D- model constructor button (Figure 
5.10) 

Results analyser 

There are 2 ways to access this panel. 

viii. After completing a multifit in the model constructor (Figure 
5.10), press the button -E- (Figure 5.7 (b)) to launch the results 
panel (Figure 5.13) 

ix. From a previously completed fitting. Paste the directory address 
for the results stored previously in the text-tab -a- (Figure 5.7 
(b)) and press the results-from-saved -b- button (Figure 5.7 (b)). 

If any of the above steps fail, the following will most likely solve the 
problem: 

Check the experimental parameters. If any of them is 0, the majority 
of the panels will not be launched. 

 

Quick-panel 1. Quick instructions to navigate the initialization HUB. The 
letter tags and numbers are consistent with those displayed in Figure 5.6. 
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-B- Clustering module. 

Once the dataset is loaded in the main HUB, one has access to the clustering 

segmentation tool panel (see Figure 5.8). The use of this module is not 

mandatory to achieve a successful NLLS fitting afterwards, but the combined 

use of clustering and NLLS is one of the main novelties of WhatEELS and is 

heavily recommended.  

The different clustering algorithms -c- (implementations extracted from 

sklearn) and the customization options for their hyperparameters -d- can be 

accessed interactively from the module (Figure 5.8 (a)). At the moment, only 

the parametric clustering algorithms (K-means and hierarchical 

agglomerative clustering) are available (see chapter 3 for more information 

about this clustering algorithms and their application to EELS data analysis). 

The button to carry out a clustering analysis -a- (Go-clustering!) is only 

unlocked when a number of objective clusters is specified for any of the two 

available algorithms. Once the clustering calculations are completed, the 

results can be locally stored by pressing the store-run -b- button. Also, at any 

time, a pre-processing step can be added -e- to the clustering classification. The 

L2 and L1 normalizations are available, as well as an option called max 

normalization. They have the following mathematical formulation 

𝐿1: 𝑛𝑜𝑟𝑚(𝑥 ) =  ‖𝑥 ‖1 = ∑|𝑥𝑖|

𝑚

𝑖=1

(14) 

𝐿2: 𝑛𝑜𝑟𝑚(𝑥 ) =  ‖𝑥 ‖2 = (∑𝑥𝑖
2

𝑚

𝑖=1

)

1
2

(15) 

𝑚𝑎𝑥: 𝑛𝑜𝑟𝑚(𝑥 ) = max(𝑥𝑖)∀ 𝑖=1,…,𝑚  (16) 
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Figure 5.8. Tools of the module for the clustering analysis -B- in WhatEELS. 
(a) Customization options for the sklearn clustering algorithms and dataset 
normalization pre-processing. (b) Visualization tools for the clustering 
analysis module. (c) Controls to store the results.  
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for any spectrum from the EELS SI expressed as a vector 𝑥 = {𝑥1, … , 𝑥𝑚}. Each 

spectrum for the normalized spectrum image would be then 𝑦 =  
𝑥 

𝑛𝑜𝑟𝑚(𝑥 )
. The 

effects of applying a pre-normalization to an EELS clustering analysis are 

explored in chapter 4 as well.  

The visualization tools (-g-/-h-/-I-/-j-) for the clustering -B- panel are shown 

in Figure 5.8 (b). After a clustering classification is completed, the labelling 

segmentation results are shown as a colour map -h-. Any single pixel spectrum 

from -g- can be displayed superimposed with the centroid reference in -i-, by 

tapping the image -g- and double tapping the desired clustering reference area 

in -h-. All the centroids can be displayed at the same time pressing the button 

-j-.  

The storage tools (-k-/-l-/-m-/-n-/-o-/-p-/-q-) are shown in Figure 5.8 (c). 

The selector -k- allows to switch between different clustering runs previously 

Segmentation results – K-means clustering 

i. Select the objective number of clusters -d- on the K-means -c- 
parameters column. 

ii. In this case, leave the normalization option deactivated. Including 
a normalization pre-step when using a SI with the background 
removed produces artefactual results. 

iii. Visualize the resulting -h- clustering map and the reference 
spectra -i- 

Notice that the labelling numbers and colours are assigned randomly to 
each cluster. Different runs with the same parameters may change the 
labelling. 

iv. Store the current result -b-. The information in the storing area -
k- and -l- will be updated. 

v. Save the clustering results -p- in any given folder -o- (we 
recommend the name ./Clustering_saves, as the program will 
later look for this folder to automatically load clustering results).  

 

Quick-panel 2. Steps to achieve and store a clustering segmentation. 
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stored -b-. The information and a small label map are displayed in -l- for the 

selected ‘run’. At any given moment, any stored run -k- can be loaded to be 

visualized by pressing -m-. The completion bars -n- and -o- allow to set the 

directory and file-name to save (-p-) the clustering run permanently (i.e., for a 

posterior incorporation to the fitting routines). Also, the images in the display 

(-g-/-h./-i-) and the raw data can be saved at any time by pressing -q- and 

launching the saving panel (Figure 5.23) .  

A quick guide is once again included ( 

Quick-panel 2). In this case, it shows how to attain a k-means segmentation 

and store the results for a later use. The steps are also valid for a hierarchical 

agglomerative clustering analysis. 

-C- GOS module. 

The GOS module is a special one in WhatEELS in the sense that it is the only 

tool that can be launched (aside from the dataset loader, launched at the 

beginning) without loading any specific dataset. It works as a visualizer of the 

Bethe surfaces (the 3D representation of the GOS functions[1]) and allows the 

users to test on them the effects of any combination of values for the 

experimental parameters: incident electron energy (E0), convergence angle 

(α) and collection angle (β).  

The GOS estimates for a series of scattering angles and energy loss values are 

read from the DM database. This repository contains the GOS for many inner-

shell excitations of most of the natural-occurring atomic elements of the 

periodic table (i.e., up to the uranium), calculated from the Hartree Slater 

approximations of the atomic electrons wavefunctions. They are stored as a 

table of discrete values, and the continuous GOS surface is extracted by a cubic 

spline[36] extrapolation (see the introduction 1.1 for more information on the 

GOS function). 

These GOS functions are also used by WhatEELS to compute the partial cross-

sections for the elemental quantification using EELS spectra and they  
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Figure 5.9 Panel for the GOS analyser module of WhatEELS. (a) Controls for 
the visualization. (b) Current visualization parameters selected and surfaces 
calculated. 
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are the basis for the functions used as the excitation to the continuum of states 

in the NLLS fitting routines (the ionization cross sections).  

Nevertheless, these processes are automatically carried out by the model 

creation routine, and do not require the manual use of this module. 

An image of the tools from this panel is shown in Figure 5.9. The controls in 

Figure 5.9 (a) (i.e., tags -a-/to/-h-) allow the modification of the experimental 

parameters and trigger the visualization of the different GOS surfaces. Figure 

5.9 (b) shows the visualizations under the current selected parameters (title 

bar -k-). From top to bottom and left to right, the visualization panel includes 

-l- the tabulated GOS surface (read from the files), -m- the geometric factor 

surface calculated for every angle and energy value of the original GOS surface, 

-n- the GOS surface truncated by the (qa0)2 minimum and maximum values 

(conservation of momentum from  eq.(5) and (6)) and -o- the GOS surface 

corrected by the geometric factor from -m-. Finally, the buttons -i- and -j- allow 

Visualizing the GOS surface for a set of experimental parameters 

i. Select the element -a- and subshell -b- GOS to be shown. 

ii. Set the experimental parameters to be explored (-c-, -d- and -e-). 

iii. Once all the experimental parameters have values different form 
0, the Show GOS surfaces button -g- is unlocked. Pressing it will 
start the calculations and prompt the update of the visualization 
panels (-l-,-m--n- and -o-). These parameters will be displayed in 
the header -k-. 

iv. Changing the parameters without changing the element or 
subshell will unlock the refresh button -h-. This will produce new 
surfaces for the updated values of the parameters (repeat this 
process at will). 

v. To visualize the resulting surfaces with a higher degree of detail, 
an extra panel may be launched from -j-. To unlock this option, 
select one or two of the surfaces (buttons -i-) to be visualized in 
the new panel. 

 

Quick-panel 3. Quick guide to use the GOS module of WhatEELS, 
showcased in Figure 5.9 
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the user to launch a new panel with one or two of the generated surfaces with 

a higher level of detail.  

5.3.3.  Core fitting components -2-. 

-D- The model constructor module. 

This is the main component of WhatEELS, the module in charge of the model 

creation, the adjustment of each component parameters and the multiple-pixel 

NLLS fitting (multifit) process. It also allows the integration of the clustering 

segmentation from the clustering module -C- into the model fitting routine.  

An overview of the panel distribution is given in Figure 5.10. It is divided in 3 

sections. (a) The model creation space and the clustering loading hub, (b) the 

model parameters configurator and multifit hub, and (c) the visualization and 

reference fitting tools. 

The first task in any given model fitting routine is to create the model. To do 

so, at least one element must be included -b-. Whenever a subshell is activated 

in -b-, information about the onset energy of the edge -c- is displayed below. 

To add the selected component to the model, the button ‘Add element’ -e- must 

be pressed with at least one subshell active for the selected element. The ‘soft-

edge’ subsection (-d-) allows the selection of the actual GOS surface integrated 

(q-axis) to get the ionization cross section function (1 of the 3 available options 

presented in the GOS analyser tool -C-, Figure 5.9). This function is later used 

to model the excitation to the continuum of states for a given inner-shell 

electron (edge). 

Setting the green button in -d- as ‘on’ introduces an extra step in the model 

creation routine. The ionization cross section function (i.e., the spline 

interpolated from the integrated surface selected) is convoluted with a 

gaussian function. The fwhm of this gaussian is equal to the numerical value  
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Figure 5.10. Tools from the model constructor panel for WhatEELS. In this 
case, a sample is already loaded, and a model has been created. Also, the 
results of a previous clustering analysis have been loaded into the module. 
(a) Model creation controls and clustering loading hub. (b) Parameters 
configurator and multifit HUB. (c) Visualization and reference fitting tools. 



242 Chapter 5 NLLS and Clustering. WhatEELS. 

displayed to the right of the ‘on’ button. This pre-processing step can bypass 

some bad behaviours of the ionization cross section calculated from the GOS 

surfaces, such as sharp steps and peaks on the onset of the edges. Furthermore, 

it is also coherent with the experimental effects of having a finite energy 

resolution[41]. As such, the use of the same fwhm as the hypothetically 

measured zero loss peak (acquired under the same conditions and for the 

same sample) is recommended. 

With at least one component added to the staging state, the button to create 

the model is unlocked -f-. The software will automatically create the fine 

structure for the added edges and will compute the continuum functions as 

well. In the case of M54,M32, L32 and N54 subshells, two peak-like components 

(gaussian curves by default) are automatically added to simulate the white 

lines in the edge onset. In a L1 subshell a single one is added.  

The created model can be saved -g- for later use. Saving a specific model may 

help both with the reproducibility of the results and with the analysis of 

different datasets of the same sample, acquired under the same experimental 

conditions. The previously described model creation steps can be, therefore, 

bypassed by loading an already saved model -a- at the beginning.   

After the model creation, the possibility to add a previously computed 

clustering segmentation -C- becomes available -h-. Adding a clustering 

segmentation to the NLLS fitting procedure is the signature characteristic of 

WhatEELS. It helps with the assignment of meaningful values for the 

component parameters for different areas of the dataset, separated by 

different spectral characteristics and identified by an unsupervised algorithm.  

Precisely, the configuration panel Figure 5.10 (b) is unlocked also once the 

model has been created. A detailed view of the two main tabs in this section of 

the panel is shown in Figure 5.11. The model configurator (Figure 5.11 (a)) 

gives access to the components of the created model -b-, for each of the 

elements and subshells added. The parameters and boundaries for each 

component (ELNES or continuum) can be adjusted individually for each region 
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of the dataset. In case of having loaded a clustering segmentation reference, 

the current region being modified is indicated in -d-. If no clustering is loaded, 

the default area refers to the whole dataset, and the reference spectrum is the 

average spectrum of the whole set. Initially, the peak-like curves added to 

model the ELNES are automatically set as gaussian curves   

𝑓𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝐸; 𝑐, 𝐴, 𝜎) =
𝐴

𝜎√2𝜋
exp [− 

(𝐸 − 𝑐)2

2𝜎2
] (17) 

where c stands for centre, and A is the amplitude. When the model is created  

(Figure 5.10 -f-), the initial c value for each of the peak-like structure added is 

set as the edge onset value, read from the GOS database. The values for A and 

Figure 5.11. Parameters adjustment (a) and multifit column (b) from the 
model constructor panel in Figure 5.10. (c) Parameters Subsection of panel 
(a) when a continuum component is selected. 
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sigma are approximated from the average spectra of the whole dataset 

initially. Later, if a clustering segmentation is loaded, all these initial values (c, 

A and sigma) are recomputed for each labelled region using the average EELS 

signal per cluster (centroid). 

Three other options are made available for the ELNES peak-like structures 

through the Figure 5.11 (a) -e- selector: Lorentzian[42], PseudoVoigt[43] or 

SplitLorentzian curves, 

𝑓𝐿𝑜𝑟𝑒𝑛𝑡𝑧𝑖𝑎𝑛(𝐸; 𝑐, 𝐴, 𝜎) =
𝐴

𝜋
[

𝜎

(𝐸 − 𝑐)2 + 𝜎2
] (17) 

sharing the same variables of the gaussian curve, but being this time around a 

heavy tailed distribution. 

𝑓𝑆𝑝𝑙𝑖𝑡𝐿𝑜𝑟𝑒𝑛𝑡𝑧𝑖𝑎𝑛(𝐸; 𝑐, 𝐴, 𝜎𝑙 , 𝜎𝑟) =

2𝐴

𝜋(𝜎𝑙 + 𝜎𝑟)
[

𝜎𝑙
(𝐸 − 𝑐)2 + 𝜎𝑙

2 · 𝐻(𝑐 − 𝐸) +
𝜎𝑟

(𝐸 − 𝑐)2 + 𝜎𝑟2
· 𝐻(𝑐 − 𝐸)] (18)

 

where 𝐻(𝑐 − 𝐸) is the Heaviside step function 

𝐻(𝐸) =  {
1, 𝑖𝑓 𝑥 > 0
0, 𝑖𝑓 𝑥 ≤ 0

(18.2)  

Notice that two sigma values are given for the SplitLorentzian, which is 

basically an asymmetrical version of the Lorentzian curve. The subindex l 

stands for left, and the subindex r stands for right. In the current 

implementation of WhatEELS only a single sigma parameter is accessed, 

which acts as the initial sigma value for both ‘sigmas’ (left and right) when 

fitting the model, 

𝑓𝑃𝑠𝑒𝑢𝑑𝑜𝑉𝑜𝑖𝑔𝑡(𝐸; 𝑐, 𝐴, 𝜎, 𝛼) =
(1 − 𝛼)𝐴

𝜎𝑔√2𝜋
exp [− 

(𝐸 − 𝑐)2

2𝜎𝑔2
] +

𝛼𝐴

𝜋
[

𝜎

(𝐸 − 𝑐)2 + 𝜎2
] (19) 

where alpha is the proportionality parameter for the mixture of 

Gaussian/Lorentzian curves that composes the PseudoVoigt model. Again, two 

sigmas are provided here. Only a single sigma parameter is accessed manually 
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in the model configuration panel, and it will act as the initial value for both 

(𝜎𝑔, 𝜎). 

If the component accessed -b- is the excitation to the continuum of states, the 

available customization options are fewer that those of the ELNES components 

(see Figure 5.11 (c) -f-). Recall that these functions are the cubic spline models 

of the discrete values obtained from the numerically integrated GOS in the 

momentum axis (see section 1.1). As such, the general formulation would be 

the following 

𝑓𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑢𝑚(𝐸; 𝐴, 𝑐ℎ𝑒𝑚) = 𝐴 · 𝑓𝑠𝑝𝑙𝑖𝑛𝑒(𝐸 + 𝑐ℎ𝑒𝑚) (20) 

where A is a multiplicator (the amplitude parameter) and chem stands for the 

‘chemical displacement’, which would be a translation in the E axis of the initial 

function. By default, the chem parameter is set as 0 and locked in place. It is 

possible to unlock it by activating the allow-chem button (not recommended).  

The model configurator tool also allows the user to remove any given 

component from any specific reference area (default or cluster) of the dataset, 

or to reset all the parameters from said area to their initial values -c-. The 

removal of components for specific edges is still an unstable feature, so muting 

(setting to 0) the amplitude of the unwanted component is the recommended 

path. 

All these values for the components parameters can be saved in a file at any 

moment -a-, for their later use in a similar dataset or for reproducibility 

reasons. Likewise, a set of values for the model parameters may be loaded -g- 

from a saved file at any moment. 

Before launching the multifit (Figure 5.11 (b) -i-) for the whole dataset or 

smaller subsections described by a clustering classification, the reference 

spectra for each of the areas of interest have to be previously fitted, the reason 

being that every pixel for each area in the multifit will be initialized with the 

parameters picked from the fitted values of its corresponding reference signal. 
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The fitting process for the reference spectra is controlled from the 

visualization panel (Figure 5.10 (c)). This subfigure is at the same time 

subdivided in 2 regions. The upper part contains the actual controls for the 

fitting process, and the lower part contains a series of tabs for visualization of 

the results.  

The dataset under analysis (in this case an EELS-SI, Figure 5.10 (b) -k-) is 

shown as an interactive image. The spectrum of any pixel can be inspected in 

the ‘Spectrum’ tab -p- below by selecting the pixel directly from the image. To 

visualize the reference areas for each of the clusters loaded (if any), the 

Overlay Cluster-Map option -m- has to be activated. Changing the reference 

areas (clusters) in the area-selector -m- would change the coloured area over 

the image -k-. It would also change the parameter values displayed in -i-, to 

accommodate the ones corresponding to the area selected. In order to 

facilitate the configuration of the initial values of the parameters (only centres 

and sigmas) for the ELNES components, the ELNES parameter-visualization 

options -n- have to be activated. Then, a green line representing the central 

position of the component and two yellow ones marking the sigma separation 

are drawn over the Spectrum representation -p-. Once the parameters are 

adjusted for the area selected, the reference spectrum can be fitted by 

activating the Fit-reference-spectra -o- button. The whole set of possible 

reference spectra can also be fitted at once, by changing the status -o- of the 

‘selected-area’ button to ‘all-areas’. 

The rest of the possible visualization graphs (the different tabs in -p-) are 

showcased in Figure 5.12. The resulting fitted spectra can be visualized as 

whole (i.e., the best- fit for the model, (b)) or as the separated fitted 

components of the model (c).  

This process of fitting the references can be done iteratively, to fine tune the 

initial parameters that will be used for each cluster area in the multifit routine. 

Finally, one may proceed to perform the multifit (Figure 5.11 (b) -i-) for such 

prepared areas. It is not mandatory to have fitted all the available areas, but  
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Figure 5.12. (a) Reference spectra tab. When a clustering is loaded all the 
reference spectra are added to this graph. (b) Best-fit model for the reference 
area. (c) Fitted-components tab contents after performing the fitting of the 
reference spectra of cluster 6. 
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Model construction and dataset multifit  

i. Add the specific edges for each element (Figure 5.10 -b- ) in the 
sample to the model creator list (Figure 5.11 (a) -b- ). Selecting 
the subshell of a given element will indicate the expected onset 
energy loss (Figure 5.10 -c- ), read from the database. After adding 
all the elements, create the model (Figure 5.10 -f- ) and the rest of 
the configuration tools will be unlocked. 

ii. Load the clustering segmentation maps (Figure 5.10 -h- ) 
Although not mandatory, it is a highly recommended action. 

iii. Configure the parameters for the model components and 
their boundaries (Figure 5.11 (a) and (b) -d- , -e-, and -f- ). To 
visualize the actual selections, activate the show-centre and show-
sigma buttons in the visualization panel (Figure 5.10 -n- ). Also, 
beware of the area selected (Figure 5.10 -m- ). The initial 
parameters values are independent for each segmented area 
(cluster). Although repetitive in some cases, this process ensures a 
faster convergence later on if the parameters values and 
boundaries are set with caution for each area. 

iv. Evaluate the results after fitting the reference spectra (Figure 
5.10 -o-). Each area/cluster reference spectrum may be fitted 
independently (if we are only interested in modifying the 
parameters in a specific area of the sample). Conversely, they can 
be fitted all at once by clicking the SelectedArea button and set it 
as AllAreas. An accurate visual match between reference spectrum 
and proposed model Figure 5.12 (b)-(c) is good enough at this 
stage to evaluate if further modifications are needed or if, on the 
contrary, extra modifications are needed on the initial parameters 
and boundaries of each component. 

v. Multifit - Launch the model NLLS fitting routine for the whole 
dataset (default), or for any given number of segmented areas via 
clustering that have a fitted model for its reference spectrum 
Figure 5.11 (b) -h- and -i-.  

 

 

 

Quick-panel 4. Quick steps to get a model fitted by NLLS, using the 
information of clustering segmentation previously calculated. 
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only those with a reference spectrum fitted may be selected for the multifit 

(Figure 5.11 (b) -h-). The progress bar will start over every time that a new  

cluster is begun. The fitting times of each individual cluster will be iteratively 

added to the area below the progress bar (Figure 5.11 (b) -j-). 

This procedure of selecting specific areas to be fitted at any given time is 

particularly interesting when one is only interested in particular areas of a 

given sample (e.g., the grain boundaries, or interphases between different 

layers).  

Finally, once the multifit process is completed, the results analysis tool 

becomes available (Figure 5.7 (b) and Figure 5.13  -E-).  

-E- The results analyser module. 

The results analyser -E- can be launched from the main HUB (Figure 5.6 and 

Figure 5.7 (b)) once a multifit process has been completed -D- (Figure 5.10 

and Figure 5.11 (b)). An image of the tools from the panel is shown in Figure 

5.13. It is divided in 2 sections.  

Figure 5.13 (a) Contains the visualization controls that allow the user to 

overlay -d- the clustering segmentation image with the 𝑟 · 𝜒2 mapping in -h-, 

and to change -c- the colour-theme. It is also the placeholder for the buttons 

that launch the specific analysis tools: -E1- the white-lines ratio analyser, -E2- 

the components centres and features distances analyser and the -E3- EELS 

quantification tool. Any of these tools can be launched using -e- the multifit 

results from the first run (directly after the model multifit, Figure 5.11 (b) -i-

), or using the secondary modified fit (when available, in a future iteration of 

the software). This panel gives access to the -C- GOS analyser tool -f- once 

again. However, only the Bethe surfaces for the edges included in the model 

under analysis and with fixed experimental parameters (the ones used for the 

model creation) can be accessed. The surfaces to be displayed can be selected 

-g- between: (1) the tabulated GOS or theoretical surface, (2) the F(geometric)- 
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Figure 5.13. Results analyser panel for WhatEELS. The specialized tools for 
the components centre, white lines ratios and quantification analysis are 
accessed from this panel. (a) Main controls for the themes  in the visualization 
and launchers of the specific results analysis modules. (b) Visualization area 
for the 𝑟 · 𝜒2 and the best fit and residual curves per datapoint. 
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factor surface representation, (3) the GOS surface hard-cut by the 

experimental angular constraints and (4) the GOS surface corrected by the 

geometric f-factor. 

Figure 5.13 (b) contains the visualization heatmap -h- for the reduced chi 

squared17 (𝑟 · 𝜒2) coefficients for each of the datapoints fitted (i.e., pixels with 

a fitted model) and the visualization graphs -i- that overlay the original EELS 

signal, the fitted model and the residual for the model (i.e., the difference 

between the data and the model fitted) for each pixel (interactively updated 

by selecting different pixels on the heatmap -h-). The same visualization 

structure is repeated below (-j-/-k-). These areas are a placeholder for a 

potential second fit (using the optional modules -F1- and -F2-, Figure 5.7 (b))  

with modified components, to allow a comparative analysis of the two 

proposed models. At the moment of writing this text, this feature is included 

to future-proof the results module -E- , as the pre-analysis -F1- and the 

expansion-model -F2- modules are not fully operational yet. 

Finally, the multifit result -D- can be saved from this panel (-a-). This would 

enable the initialization of the results panel from a saved state (Figure 5.7 (b) 

-a-/-b-). 

 

 
17 The 𝑟 · 𝜒2 or 𝜒𝜐

2 coefficient is defined as chi square coefficient 𝜒2 per degree of freedom 𝜐.  

𝜒𝜐
2 =

𝜒2

𝜐
=

1

𝑛 −𝑚
 ∑

(𝑂𝑖 −𝑀𝑖)
2

𝜎𝑖
2

𝑖

 

being 𝑂𝑖  the observations (in this case, 𝑥 𝑖  the spectral data), 𝑀𝑖  the fitted model (i.e., 𝑥 𝑖
′), 𝜎𝑖  the 

variance of the data, n the total number of observations (the number of channels in the 
spectra) and m de degrees of freedom (centres, amplitudes and sigmas per peak-like 
component and amplitudes for the excitation to the continuum functions). 
 
Usually, a model will be deemed successful (accurate) if the 𝜒𝜐

2 test returns a value under 1. 
However, that is rarely the case for NLLS fittings in EELS data analysis, where a large number 
of components are usually considered, and the norm is facing noisy datasets. Hence, the actual 
objective of a 𝜒𝜐

2 test for NLLS fittings in EELS data analysis is to assess the homogeneity of the 
values retrieved, which would indicate that every area of the dataset is fitted to the same 
degree of fidelity. 
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-E1- The WL ratio analyser. 

This module allows the user to investigate the white lines ratios for the edges 

added to the model in -D- after the multifit. In the literature, measuring the 

changes in WL ratios has been one of the most successful methods to resolve 

possible changes in the oxidation state of materials through EELS 

analysis[4,22,44]. This methodology has been especially useful for the cases of 

transition metal (TM) and rare earth (RE) oxides (as those are the materials 

that generally show WLs features in the ELNES regions of the spectra).For 

example, cerium oxide will present an abrupt change in the M5/M4 ratio for the 

Ce WLs whenever the cerium oxidation state transitions from Ce4+ to Ce3+ in a 

reduction process of the CeO2 to Ce2O3. [45] 

The tools from the panel launched are shown in Figure 5.14, divided in 3 

different sections. Figure 5.14 (a) shows the dataset visualizer -a-/-b-that 

allows the user to access the spectral information. It works in tandem with the 

-visualization controls -n- in Figure 5.14 (c), which also contains the WL ratio 

map -m- visualizer once it has been calculated. This control panel from Figure 

5.14 (c) -n- allows the users to invert the WL ratio shown -m-. It can also 

activate the overlay of centres and integration windows over the spectrum 

visualizer in Figure 5.14 (a)-b- (only when a manual integration width has 

been selected for each pixel Figure 5.14 (b)-f-/-h-). Finally, it also contains the 

controls for the colorbar limits and theme for the ratio heatmap -m-, and the 

launcher for the advanced analyser tool -o- (the latter, only when the 

advanced-fwhm -e-/-f- option has been selected and computed).  

Figure 5.14 (b) shows the customization options for the WLs ratio 

calculations grouped together. These WL ratio calculations can be carried out 

for the fitted edges -d- in the model that contain at least 2 ELNES components. 

This is a straightforward requirement, as calculating a ratio implies that a 

minimum of two fine structure components are available. As a single edge may 

contain more than 2 ELNES components (in future versions, extra components 

can be added in -C-), 2 of them must be selected -g- to carry out the 

calculations.  
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Figure 5.14. Panel for the white line ratio analysis in WhatEELS. (a) Dataset 
visualization and visual guidelines for the integration windows used to 
compute the WL ratio. (b) Controls for the edge and WLs selection, and 
integration mode configuration. (c) WL ratio heatmap visualizer -m- and -
visualization controls -n-. It also gives access to the advanced analyser -o- 
whenever the advanced/fwhm -e-/-f- option is selected for the ratio 
computation -l-. 
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The WL ratio can be automatically calculated -e- for any valid edge. The 

integration parameters would then be internally selected by the software, 

extracted partially from the fitted models. However, some advanced -e- 

options for the integration are available. They can be grouped in two blocks 

(Figure 5.15).  

(a) The data selection for the integration of WLs. With the -d- edge 

selected, two handpicked ELNES components from the model can be chosen -

g- (whenever a non-automatic ratio calculation -e- is activated). Furthermore, 

Figure 5.15. Flow chart for the WL ratio analyser (shown in Figure 5.14). (a) 
Selector options for the dataset used to compute the ratios. (b) Selector 
options for the integration width configuration. 
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the integration can be done -j-  for the raw spectral data and the model fitted 

data. Finally, the fitted excitation to the continuum function for the selected 

edge can be subtracted from both the raw and/or modelled data before 

carrying out the integration. 

(b) The WL integration configuration. If the advanced mode for the 

integration of WL is selected -e-, two types of integration options become 

available -f-. 

(b1) The fwhm option will compute a set of ratios for every datapoint. Each 

computed ratio (for each datapoint) uses for each pixel the maximum 

among the model-resolved fwhm of each of the components selected -g- 

as the base for the width of the integration window. This base is multiplied 

by a set of factors ranging from 0.25 to 6 to get the whole set of ratios per 

datapoint. A representative example from the set of ratios calculated is 

displayed in -m-, corresponding to a multiplying factor of 3. When this 

path is chosen, the advanced analyser tool -o- is unlocked, giving access to 

the analysis of all the ratios computed.  

(b2) The manual -f- option allows the user to set a fixed -h- value for the 

width of the integration windows (for every component considered), or to 

set manually an individual -h- width value for each of the components 

selected (setting the left and right limits of energy loss values for the 

integration window -i-).  

The advanced analyser is shown in Figure 5.16. The spectra from original 

dataset can be interactively visualized -a-/-b- overlayed with the data used for 

the WL ratio calculations (activating -c-). To access this spectrum-per-pixel 

information make sure that the highlighted tool -a1- is activated.  

Each time that a specific pixel is selected -a-/-a1-, the scatter plot that shows 

the stored ratios-per-pixel-per-integration-width -f- will be automatically 

changed as well. Each of the points in said graph represents the ratio from a 

different integration width for the selected pixel -a-. The x-axis -f- represents 

the multiplier value for the modelled fwhm. Larger values of the multiplier  
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Figure 5.16. Advanced WL ratio analyser. This panel can be accessed when 
the advanced-fwhm pathway was followed in the main WL-ratio analyser -
E1- panel (Figure 5.14). (a) Integrated data and windows visualizers. (b) 
Controls for the multipliers, 1D lines graph representation and integration 
width statistics. (c) Ratio-by-multipliers heatmap and scatter plot (per 
pixel) visualizers. 
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(mult.) correspond, thus, to larger integration windows widths. These 

multipliers can be accessed individually by the -g- slider widget. Whenever the 

position of this index -g- is changed, the vertical red line overlayed on top of 

the ratios scatter-plot -f- will be displaced along the abscissa axis to mark the 

specific ratio selected. 

The WL ratio heatmap -e- will also change automatically whenever the 

multiplier selector is changed. Furthermore, the visual representation of the  

integration windows for each of the components selected (green and blue 

windows in -b-) will be automatically updated.  

WL ratio – Manual setup for the calculations  

i. Select the edge Figure 5.14 (b) -d- and ELNES components (WL) to 
be integrated. 

ii. Select the data to be included in the integration (see Figure 5.15 
(a)) 

iii. Set the desired mode of integration.  

The recommended path is to begin with an advanced/fwhm (Figure 5.14(b) 
and Figure 5.15(b)). Later, the WL analysis can be repeated for a single 
width. 

iv. Launch the advanced analyser tool, and inspect the statistical 
distribution of widths and the WL ratio maps produced for each of 
the multipliers in the integration (Figure 5.16). 

v. Repeat the WL analysis for a single width value. Try setting this 
value as the one that presented the overall better stability (a 
minimum) in the scattering multiplier-v-ratio plot per pixel (Figure 
5.16 (c) -f-). 

These steps can be repeated as many times as needed, checking the 
different results that different dataset integrations (Figure 5.15 (a)) 
produce. 

Quick-panel 5. Quick guide to get a WL ratio analysis (Figure 5.14, Figure 
5.15 and Figure 5.16) 
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The heatmap for the WL ratio results -e- allows the user to draw a path-line 

over the SI area (activating the highlighted tool -e1-). The objective of such 

action is to extract a 1D plot of the pixel-WL-ratios in areas of interest (e.g., 

crossing a known gran boundary). This plot will be automatically updated in 

the panel (Figure 5.16 (b) -h-). 

This line is obviously dependent on the current multiplier selected. Changing 

the multiplier -g- will also change the line selected in -h- (it requires a manual 

refresh pressing the button in -g-). 

Finally, the advanced WL analyser panel contains two histograms -i-/-j- to 

provide some of the analytical statistics of integrations widths for a given 

multiplier. Recall that each of the pixels presents a distinctive fwhm as base 

reference, depending on the values set by the fitted model. Hence, a quantity 

of integration widths equal to the number of datapoints times the number of 

multipliers is stored in memory. When the multiplier is adjusted -g- , the 

histograms -i-/-j- are automatically updated. Knowing the statistical 

distribution of widths and their relationship with the ratio map -e- may be 

helpful to select (later) a constant integration width in the main panel. 

-E2- The centres position and feature distances analyser. 

This module allows the user to investigate the central positions of the peak-

like structures (i.e., the Gaussian, Lorentzian, SplitLorentzian or PseudoVoigt 

functions fitted to the ELNES region of the edges of interest). In many 

instances, changes in the oxidation states or atomic coordination of a certain 

material can be traced by measuring the shifts in the energy loss positions of 

the ELNES structures (e.g., the shift to lower energy loss values of the cerium 

edge white lines when it is reduced from Ce4+ to Ce3+ in a cerium oxide 

material[2,46], or the same type of behaviour for the manganese white lines 

when a manganese oxide material changes between MnO and Mn3O4 

phases[4,20]). 

However, tracing the energy loss position of a single feature can lead to an 

erroneous conclusion, influenced by random shifts of the zero-loss peak in an  
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Figure 5.17. Tools for the centre-analysis module of WhatEELS. (a) First 
component selector and visualization controls. (b) Second component selector 
and visualization controls. (c) Distances map between the components 1 and 
2 selected in (a) and (b), visualization controls and advanced analyser 
launcher. 
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unstable EELS acquisition. In the literature this problem is sometimes tackled 

by measuring the energy distances between two different features of the 

spectrum, assuming that one of them is theoretically known to stay fixed in an 

energy loss position[20,24]. This feature is also available in this module. 

Furthermore, the onset energy of edges corresponding to an electron 

excitation from the K atomic inner-shell (e.g., the O-K edge) are also selectable 

features this time around.  

Figure 5.17 shows the set of tools available for the panel launched by this 

module. Figure 5.17 (a) contains the selection and visualization tools for the 

component 1. The first step for the analysis of centre positions is to select the 

element containing the desired component. Only those elements with peak-

like ELNES structures or K-edges are selectable -a-. Then, a single subshell can 

be picked -b- (i.e., a single gaussian component, or the K-edge onset) from the 

available components for the element picked -a-. The centre values mapping -

c- shown (pressing -e-) for the element -a- and component -b- selected can be 

customized with the desired colormap and maximum/minimum values -d- for 

the range of energy loss values represented. 

Figure 5.17 (b) shows the equivalent set of tools (to the ones in Figure 5.17 

(a)) for the selection of the second component under analysis. Once that both 

components have been selected, the inter-component distance can be  

Figure 5.18. Flow chart for utilization of the centres analysis tool -E2- of 
WhatEELS. 
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Figure 5.19. Tools from the advanced centres and distances analyser, 
WhatEELS. (a) Visualization tools. (b) Statistical distribution for the analysis 
of centres and inter-component distances. 
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computed and displayed (Figure 5.17 (c) -k-/-h-). This panel also allows for a 

simple customization of the themes for the distances figure shown -m- .  

The centres position and distances analyser tool -E2- also gives access to an 

advanced-analyser panel. A flow chart with the chronological ordering of tasks 

required to get to the advanced-analyser tool is shown in Figure 5.18. 

The advance analyser tool is shown in Figure 5.19. It contains two distinctive 

areas: (a) the results visualization area, and (b) the statistical information 

area. The interactive heatmap -a- for the distances between the centres of the 

components selected (or the distance from a component centre to the K-edge 

onset selected) allows the selection of single pixels using the tool -a1-. The 

original spectrum for the selected pixel is then displayed -b- alongside the 

areas of the components selected (1 in blue and 2 in yellow). The best-fit curve 

for the model from -D- can be displayed -b- instead, selecting this option in the 

buttons in -d-. 

The user can also draw lines -a2- to inspect the evolution of the centre values 

of the selected components in specific areas. The line-values are displayed in 

the area -e-. 

Finally, a series of histograms for the statistical distribution of the selected 

centres for the whole dataset fitted -f-/-g-, as well as the distribution of 

distances between such components, are included in the panel. Skewed 

distributions, or bimodal ones, may hint the existence of a  real chemical shift 

in the energy-loss values for the components fitted in the model. 

-E3- EELS quantification tool. 

This is the last of the results analysis tools included in WhatEELS. It allows the 

user to carry out an elemental quantification analysis based both in the 

original raw dataset and the fitted models (-D-). The quantification is done 

following the Egerton’s method (see section 1.1.2, eq.(9)). The partial 

(integral) cross sections are extracted from the same database used by the 

model constructor to get the continuum excitation curves. This module is  
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Figure 5.20. Tools from the configuration panel for the elemental 
quantification in WhatEELS. (a) Data selection panel for the quantification. (b) 
Integration windows configurator. 
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subdivided in two different panels, one to set up the integration limits and 

edges to quantify, and a second one to visualize the results.  

The tools from the configuration panel for the quantification are shown in 

Figure 5.20. This panel is subdivided in two regions. Figure 5.20 (a) contains 

the tools used to select the elements to be quantified -a- and the specific edges 

from those elements to include in the integration process -b-. Both the 

elements and edges available are listed from the ones added to the model 

created in -D-.  

It also allows to add extra corrections -d-/-e-/-f-. These corrections act over 

the total integrated intensity of the edges specified -e-, and consist of the 

subtraction of counts belonging to potentially unaccounted edges that 

interfere with the ones added to the model in the quantification-process -b-. 

For example, let’s consider the case in which a minor edge unaccounted in the 

model (i.e., not added to the model) lies bellow an edge (i.e., is located in the 

same energy loss range) added to the model and relevant for the elemental 

quantification (i.e., that will be used in the elemental quantification). This 

could cause an overestimation of the integrated counts for the quantification 

and, thus, it can introduce bias into the results obtained. The reason behind 

this is that the signal produced in that energy loss range could be traced back 

to both excitations from the inner-shell for the major and relevant edge and 

from the inner-shell for the minor and marginalized edge.  

The steps to compute the corrections are the following. First (1), WhatEELS 

carries out an evaluation of possible corrections for the spectra. In order to be 

able to make any correction at all, the major edge paired with the minor edge 

must be included within the spectral energy axis and in the model fitted -D-. 

The software will handle this issue automatically by reading all the onset 

energies at once from the database and tracking the elements from the model. 

Second (2), using the experimental parameters provided, the ionization cross 

sections and partial cross sections for both major and minor edges are 

calculated from the database of GOS surfaces. A ratio is extracted from the 

partial cross sections, which accounts for the theoretical ratio of expected 
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electron counts for the minor edge from the electron counts in the major one. 

Third (3), the integrated intensity (modelled data) for the paired major edge 

is multiplied by the ratio calculated to obtain the expected counts for the minor 

edge. The energy window for the integrations in the second and third steps 

corresponds to the energy window placed in the area to be corrected. Finally 

(4), these electron counts estimated for the unaccounted minor edge are 

subtracted from the integrated intensity of the affected (and included in the 

model) edge for the quantification process. 

This correction step is not mandatory (and not always allowed, depending on 

the edges and energy ranges considered). In any case, when activated -d- in 

the quantification, both the results width and without corrections are later 

accessible through the visualization panel (i.e., it does not force the user to 

repeat calculations). Whenever a correction is added to the mix for the 

quantification, the specifics are visually displayed in the info messages panel 

in -s-. 

Before carrying out the quantification, the integration windows widths and 

positions have to be checked and configured. The tools for this task are shown 

in Figure 5.20 (b). As always with WhatEELS, an automatic option is available 

-i-, which will extract the relevant parameters from the fitted model (windows 

widths related with the edges positions and onsets from the fitted ELNES 

centres and K-edges onset positions). The other two manual -i- options are: (1) 

to set the same integration width for every edge (fixed -j-), in which case the 

configuration is done by setting said width value as an energy range -m- and 

the onset energy values for each edge -l-. And (2), to set a unique (fluid -j-) 

energy width value for each edge, setting the initial energy loss value (onset -

l-) and the final value (limit -n-) for the window.  

The current energy windows selected for the integration can be displayed -h- 

over each single pixel spectrum -r- selected interactively on the dataset image 

-q- area. After any change -j-/-l-/-m-/-n- the update button has to be pressed. 

The initial values can be recovered at any time -p-.  
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Figure 5.21. Workflow chart for the use of the elemental quantification 
module in WhatEELS. (a) Steps to configure the elements, edges, dataset 
selection and possible corrections introduced in the quantification. (b) Steps 
to configure the integration windows width for the quantification. All the 
lowercase letter tags are consistent with the ones in Figure 5.20, as it is also 
the division of tasks in subfigures (a) and (b). 
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The scheme for the workflow of tasks described up to this point for the 

quantification module can be found in Figure 5.21. 

After completing the whole configuration process for the elemental 

quantification, and commanding the program to carry out the calculations 

(‘Quantify’ -g-), a new panel is launched by WhatEELS (automatically) to 

visualize the results. The tools available in this panel are shown in Figure 5.22. 

Figure 5.22 (a) shows a summary of the options selected for the quantification 

in the previous panel -a-, and allows the user to set some visualization options. 

The base element (Nb in eq.(9), i.e., the denominator) has to be hand-picked 

(the app does not make any assumption about which one is the major element 

and which ones are the trace, dopants or secondary ones). If a count-correction 

step was included in the configuration of the quantification, the user is given 

the option to visualize the results with such correction active -c-, or to visualize 

the raw results (no corrections included).  

To prompt the appearance of the ratios heatmap -j-, the user has to activate 

the show ratios button -d- (which considers the options -b-/-c- selected). After 

that, the theme configuration options for the heatmap -f- and the potential 

scatter plot -j- from a drawn line in -h- are unlocked. Whenever any of these 

parameters are changed, to translate said changes to the visual 

representations -j-/-i- the user has to actively press the refresh buttons  -f/g-. 

The visual representation of the dataset Figure 5.22 (b)  -h- allows the user to 

draw a line over any area of interest. The objective is to inspect in detail the 

elemental ratios of the pixels crossed by the drawn segment (tool -h1-). The 

path of the line drawn is also shown in the ratios heatmap -j-, by colouring the 

pixels represented in the scatter plot -j-. 

Notice that in the example of Figure 5.22 a single ratio map is shown, as only 

two elements (Fe and Mn) where picked for the quantification of this dataset.  
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Figure 5.22. Quantification results visualization tools. (a) Configurator of the 
visualization parameters. (b)  Interactive visualization areas in the panel. 
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Nevertheless, a number of heatmaps equal to the total number of elements 

minus 1 (the base element -b-) will be displayed for 3 or more elements. 

Whenever a line is drawn -h1- in that case, a different marker will be assigned 

to each of the ratios calculated in the scatter plot -i-. Different theme options 

can also be assigned manually to each of the ratios computed. To change the 

heatmap and/or scatterplot marker characteristics for a specific ratio, this has 

to be indicated -e- before modifying the options. 

5.3.4.  Others. 

-S- The saving panel. 

A final extra module is included in whatEELS: the saving module -S-. Up to this 

point, the only saving options described in the modules were those in charge 

of saving the state of the application or the results obtained in order to later 

be read by WhatEELS again (e.g., saving the clustering runs -B- to be used in 

the fitting module -D-, or saving the multifit results -D- to be launched later 

again by the results module -E- without repeating the fitting process). 

However, WhatEELS allows the user to launch the saving panel from any of 

the other modules in order to save both data and images outside the 

application. For instance, the data can be saved as .csv files to be read 

externally by some other software such as Origin. The saving panel -S- 

presents always the same set of tools, shown in Figure 5.23, and the original 

place from where the module is launched is indicated at the top (e.g., in this 

image, the departing point was the clustering module). WhatEELS will 

internally decide the available data (Figure 5.23 (a)) and  

images (Figure 5.23 (b)) to be saved, depending on the original module from 

where the panel is launched.  

The available data to be saved as datafiles (Figure 5.23 (a)) is shown in a 

tabular panel -d-, where the coordinates names of the dataset and the shapes 

are indicated. These datasets can be saved -c- as NumPy bundles, .cvs, .xlsx  
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Figure 5.23 Tools from the saving panel of WhatEELS. It allows the user to 
save the images and data from many different modules and at many different 
states in the characterization process. (a) Tools to save the datasets. (b) Tools 
to save the images. 
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(excel) or netCDF4 (a compression format used by WhatEELS as well 

internally).  

The images to be saved are shown in the set of tabs -h- (Figure 5.23 (b)). From 

the displayed images -i-, the user has to select the desired ones -g-. Two saving 

-e- formats are offered, .svg and .png. For each one of them, a low, medium or 

large quality -f- image is offered as well. 

All the images will be saved in a folder called ‘/Workspace’ created (or read, if 

already exist) inside the directory shown in the text bar at the top -a-. This 

directory can be changed manually by the user by copy/pasting the desired 

one -a-. The original one can always be recovered -b-. 

5.4. Iron-Manganese oxide nanoparticles. 

This section presents the results of the analysis of the Iron-Manganese oxide 

core-shell NP18 using every available tool in the core-fitting-components -2- 

block of WhatEELS. The clustering analysis module is also used to extract a 

suitable segmentation map for the later NLLS fitting. 

5.4.1.  Clustering Analysis. 

The dataset used for the clustering analysis corresponds to the denoised 

version (via PCA) of Fe-Mn oxide NP EELS SI (with background). The dataset 

was pre-normalized (L2) before running the clustering algorithm. As discussed 

in the previous chapter, using K-Means for non-normalized / non-scaled 

datasets in EELS data analysis may produce artefactual results, mainly 

dominated by the L2 norm (scale) if the euclidean metric is set as the 

measuring criterium.  

A number of 7 clusters was set as the objective for the K-Means algorithm. The 

fast iterative workflow allowed by WhatEELS, combined with the light 

 
18 This sample has already been presented in the previous chapter (Machine Learning for 
EELS data analysis: Clustering and dimensionality reduction methods). For an even more 
detailed analysis, the reader is referred to the original publication [20]. 
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intensity of the calculations carried out by the sklearn implementation of K-

Means, facilitated the tests of several combinations of pre-normalizations and 

objective number of clusters. A number of 7 clusters produced a nice 

configuration of labelled-regions over the sample area. This is the sole reason 

to select such a large number of clusters, at least compared to the 3 known 

materials present in the sample area (i.e., amorphous carbon, iron oxide and 

manganese oxide). 

Figure 5.24 shows the results of the clustering segmentation -B-. Figure 5.24 

(a) shows the label-maps. Figure 5.24 (b) shows the centroid signals. Notice 

that WhatEELS works preferable with background-removed EELS datasets. 

Thus, although a nice segmentation, it would in principle be unsuitable.  

Figure 5.24. (a) Label-map for the clustering segmentation resolved by K-
Means setting an objective number of clusters of 7. The dataset was L2-
normalized previously to the clustering analysis. (b) 7 Centroids resolved by 
the K-Means clustering algorithm. (c-d) Closeups on the Mn and Fe regions 
(respectively) of the average spectra for the background-removed EELS-SI 
signals shown in (e). (e) Average signal per cluster from the background-
removed EELS-SI and for each of the cluster regions resolved in (a). The 
colour-scheme is shared by all 5 panels (a-e). 
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Luckily, WhatEELS also allows the later inclusion of segmentation maps from 

different datasets for the model construction -D-, as long as they belong to the 

same original EELS SI (i.e., the correct dimensionality, the same number of 

pixels and format, and the same number of energy channels in the spectra). 

Thus, using this cluster arrangement later was possible. WhatEELS basically 

takes care of obtaining the new ‘centroids’ (strictly speaking they are not 

actual centroids) by computing the average signal per cluster for the new (and 

compatible) dataset. The results in this example are shown in Figure 5.24 (e). 

The suitability of using this clustering segmentation for the background-

removed dataset is already visible by analysing the closeups for the Mn and Fe 

areas of the spectra (Figure 5.24 (c-d), respectively). Notice, for example, the 

clear chemical shift of the MnL32 white lines between cluster 2 (cyan) and 

cluster 6 (purple). These WLs in cluster 6 (purple) also present a clear 

broadening of the curves, hinting to the possible convolution of 2 different 

peak-like structures in a small energy range. This information alone is already 

hinting a probable dual phase coexistence in the shell region corresponding to 

cluster 6, but further experiments were required to test this hypothesis. 

5.4.2.  NLLS model. 

The model created for the NLLS fit of the Fe-Mn oxide core-shell NP consisted 

of: (1) a spline function to model the excitation to the continuum of states for 

each one of the edges (FeL32 and MnL32), extracted from the GOS surfaces 

modified by the experimental parameters. And (2), two gaussian curves at the 

onset of each of the included edges, representing the pairs of favoured discrete 

excitations to other inner shell states (i.e., the WLs).  

Before WhatEELS can carry out the multifit for the whole EELS SI, it is 

convenient to adjust the initial parameters for each of the pixels involved. To 

do so, an initial assessment of the model for the reference spectra of the EELS 

SI was required. The clustering segmentation shown in Figure 5.24 was 

included here, so these reference spectra corresponded to the average EELS 

signals per cluster. 
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Figure 5.25. (a)(c)(e)(g)(i) Overlays of best-fit curves and raw data for the 
reference EELS signal of clusters 1,2,3,4 and 6. (b)(d)(f)(h)(j) Overlays of the 
raw data and the individual components for the best fit for each of the clusters 
included in the NLLS fitting (1,2,3,4 and 6). The colour scheme is shared by all 
the individual components representations (b)(d)(f)(h) and (j). 
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The results for the best-fit curves and the individual components of the NLLS 

fitting are shown in Figure 5.25. Notice that only clusters 1,2,3,5 and 6 are 

included. Those are the cluster areas selected for the multifit. Cluster 0 

corresponds to the background noise, so its spectral interest is minimum. 

Cluster 4 (Figure 5.24 (a-b)) was interesting to a certain degree. Nevertheless, 

the signal to noise ratio in this outermost region of the shell is severely 

degraded. Although the reference average signal was easily fitted, the single-

pixel NLLS fittings oftentimes failed to converge or produced suboptimal 

results. 

Also, clusters 2 Figure 5.25 (c-d) and 6 Figure 5.25 (i-j) (NP shell) were fitted 

by muting the excitation to the continuum function of the FeL32 (setting the 

amplitude to 0). The qualitative analysis of the clustering results showed that 

these regions of the shell were almost entirely composed by manganese oxide. 

This helped to speed up the convergence times, at the risk of losing  possible 

contributions of the Fe32 edge to the tail of the spectra.  

5.4.3.  Reduced chi squared. 

The first step in the results analysis is to check the reduced chi squared values 

for each of the datapoints (pixels) in the EELS SI. The results of this analysis 

are shown in Figure 5.26. 

Notice how the 𝜒𝜐
2  mapping show values over 1 for the whole area analysed 

(Figure 5.26 (a)). As already discussed, the real objective in a NLLS fitting for 

an EELS dataset is to obtain a homogeneous distribution of values for the 

whole dataset, and not to get an actual successful 𝜒𝜐
2 test (lower than 1).  

In the figure, some areas from the cluster 2 (see Figure 5.26 (b)) present 

higher values than the average (specially towards the boundary core-shell in 

the NP). The spectrum best fit model and residual curves of some pixels 

(marked in Figure 5.26 (a-b)) are shown in Figure 5.26 (c-e). Pixel 1 (Figure 

5.26 (c)) shows a very tight fit of the configured model for cluster 3 (red),  
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Figure 5.26. (a) Reduced chi squared mapping for the area fitted by 
WhatEELS. (b) Clustering label map for reference (Figure 5.24). (c-d) 
Overlay of the original raw data, best fit and residual curves for the pixels 
highlighted in (a) and (b).  
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hence the low 𝜒𝜐
2 retrieved. Both pixels 2 (Figure 5.26 (d)) and 3 (Figure 5.26 

(e)) (from the shell areas, clusters 2 and 6 respectively) present worst 

coefficient numbers. The origin of this degradation of the coefficients lies on 

the separation of best-fit curve and raw-data towards the end (higher energy 

loss channels) of the spectra.  

This could be driven by an underperforming deconvolution of the low-loss 

contributions, or even a defective background removal pre-step in these shell 

areas with an overall lower signal-to-noise ratio. Another possible cause for 

the problem is the absence of the FeL32 excitation to the continuum of states. 

It was removed (muted) from the shell areas to increase the time performance, 

but the appearance of the L3 peak-like structure in pixel 2 (the one with the 

higher 𝜒𝜐
2 throughout the whole SI) hints to the probable mixture of iron oxide 

and manganese oxide in some unaccounted parts of the shell (at the very least, 

in some pixels of the clusters separated as shells). 

In any case, the central positions for the peak-like components are, 

qualitatively speaking, well resolved. The analysis of centres should not suffer 

from this uneven 𝜒𝜐
2 test. The WL ratio results, however, should be taken with 

a grain of salt, as the models fitted on the shell clusters may tend to 

overestimate the excitation to the continuum of states for the MnL32 edge to 

compensate for the absence of the FeL32 edge (see Figure 5.26 (d)). 

5.4.4.  Centres analysis. 

Figure 5.27 shows the results for the centres analysis of the clusters belonging 

to the NP shell (clusters 2, cyan, and 6, purple, Figure 5.27 (b)). The interest 

in these areas resides on the fact that a previous analysis of this dataset[20] 

showed localized changes in the oxidation state of the Mn and a possible 

coexistence of the MnO and Mn3O4 phases.  

Figure 5.27 (a) contains the centres mapping for the MnL3 component. The 

qualitative visual inspection reveals the existence of distinctive areas within 

the shell with a displacement of the centres towards higher energy loss values. 

This behaviour is repeated in the MnL2 centre mapping Figure 5.27 (b).  
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The graphs for the centre positions values along the lines drawn in Figure 

5.27 (a-b) are shown in Figure 5.27 (d) for the MnL2 WL and Figure 5.27 (e) 

for the MnL3 WL. A displacement towards higher energy loss values of up to 

1.2 eV in the inner part of the shell (closer to the iron oxide core) is visible in 

both components. This is in good agreement with the known coexistence of 

MnO and Mn3O4 in those concrete regions[20]. 

Figure 5.27. Centres analysis for the shell of the Iron-Manganese oxide core-
shell NP (shell mainly composed by Mn oxide). (a) MnL3 component centres 
for the cluster areas 2 and 6. (b) MnL2 component centres for the cluster areas 
2 and 6. (c) Clusters analysed by the centres analysis tool. (d-e) Scatter plots 
for the energy loss positions of the centres along the lines highlighted in black 
(b) and white (a), and for the MnL2 and MnL3 components respectively. 
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5.4.5.  White lines analysis. 

To cross-check the results of the centres analysis, a WL ratio analysis was 

carried out for the same areas of the NP shell (clusters 2 and 6, see Figure 5.28 

(b)). 

The resulting mapping for the Mn-L2/Mn-L3 ratios is shown in Figure 5.28 (a). 

Here, the same regions of the shell (closer to the iron core) that those in the 

centre analysis mappings present a distinctive structure of values (i.e., higher 

values for the WL ratios). This is in good agreement with the results in the 

literature[20,23], that state that decreasing the Mn-L3 / Mn-L2 (i.e., the inverse 

of the ratio shown here) is equivalent to a displacement towards higher 

oxidation numbers in the Mn19. 

The actual value of the ratio is not that relevant, because each of the references 

in the literature tends to use different values for the integration window (or 

no integration window at all). Also, the removal of the continuum excitation 

function is different in each case (which functions are actually used to model 

this part of the spectra, and where they are exactly fitted). Hence, the 

important characteristic is the overall behaviour: the displacement towards 

higher ratios (Figure 5.28 (a)) in the same areas where it also took place a 

centre value displacement towards higher energy loss values (Figure 5.27 (a-

b)). 

Finally, Figure 5.28 (d) shows the ratio scatter plot for the pixel highlighted 

in Figure 5.28 (a) and for different integration windows used for the 

calculations. The integration widths are given as a multiplier of the fwhm20  

 
19 MnO presents a Mn2+ number, whereas Mn3O4 presents a Mn2.66+ average number. 
20 The fwhm for a gaussian curve can be recovered from the sigma parameter as 

𝑓𝑤ℎ𝑚 = 2√2ln (2)𝜎 
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Figure 5.28. (a) Mn-L2 / Mn-L3 WL ratio for the shell of the Iron-Manganese 
oxide NP. (b) Cluster areas analysed by the WL-ratio module. (c) Scatter plot 
of the WL ratio along the line highlighted in (a) in white. (d) Scatter plot for 
the ratios measured for pixel 1 (highlighted in (a)) for different integration 
widths. The x-axis corresponds to the multiplier used by WhatEELS to 
calculate the integration window from the fwhm values of the peak-like 
components in each pixel. 
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base value of the fitted component for the MnL32 WLs. From 2 onwards, the 

ratio is stabilized because the signals integrated corresponded to the fitted 

gaussian models, and that multiplier value would be passed the point at which 

the whole gaussian curve is considered. The ratios map showcased in Figure 

5.28 (a) corresponds to the multiplier marked with the vertical red line in 

Figure 5.28 (d). 

5.4.6.  Quantification. 

The last module used in for this sample was the elemental quantification one. 

The actual composition of the different regions of the spectra was already 

known form the clustering analysis results. Nonetheless, the quantification 

carried out using this module is included to showcase the whole range of tools 

available in WhatEELS. 

Recall that in the models proposed for the shell clusters, the excitation to the 

continuum of the iron oxide edge was muted. As such, and according to the 

equation for the Egerton’s method described in section 2 eq.(9), the ratio 

Mn/Fe would not be properly evaluated in those regions. Hence, the elemental 

composition was analysed for the NP core only (that includes both elements 

and the whole range of components in the NLLS fitting). 

The cation Mn/Fe ratio mapping Figure 5.29 (a) shows an increment of the 

Mn proportion towards the outer parts of the core. This is also shown in the 

ratio scatter plot (see Figure 5.29 (c)) for the pixels along the path highlighted 

in red in Figure 5.29 (a).  

This result is in good agreement with the expected behaviour of a core-shell 

structure without mixture of different elements in any of the presented phases, 

as the Mn/Fe ratio is stable in a base value in the thicker areas of the core (this 

EELS signal would arise from the superimposed shell of Mn oxide over the Fe 

oxide core) and quickly grows towards the outer parts of the core (where the 

shell contents become dominant) 
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5.5. The panel structure. 

The following pages contain the actual structure of the panels in WhatEELS. 

The tools for each of the modules are labelled identically to those highlighted 

in section 2 (software architecture). The caption for each figure will indicate 

which other figures are related with the ones presented here. 

  

Figure 5.29. (a) Mn / Fe elemental composition mapping for core area of the 
ion-oxide / manganese oxide NP. (b) Clustering labels mapping for the clusters 
number 1,3 and 4. (c) Cation ratio resolved by Egerton’s method for the pixels 
in the path highlighted in red in (a). 
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5.6. Conclusions. 

This chapter summarizes the development, in the context of the present 

Thesis, of a new software tool for ELNES analysis: WhatEELS. It is designed to 

combine the power of clustering analysis and the NLLS fitting routines, to 

make the most of the spectral features near the edge onset of large EELS 

datasets. WhatEELS was laid out with an improved workflow efficiency in 

mind, one that favours a trial-and-error approach throughout the entirety of 

the analysis process (e.g., during the model parameters setup, or during the 

results analysis to set up the integration widths for the WL ratio calculations). 

WhatEELS is fundamentally set on top of three major pillars:  

I.  It follows a free access philosophy (i.e., it is coded in Python and freely 

distributed).  

II.  It presents a modular solution, meaning that any of the functionalities 

included (e.g., the clustering module -B-) can in principle be used 

independently. This, at the same time, leaves room for further software 

expansions down the line. 

III.  As shown throughout this chapter, the WhatEELS experience is based 

on an interactive approach, launching a series of reactive dashboards 

for each of the included analysis modules that use any of the major web 

browsers available (e.g., Google Chrome, Mozilla Firefox) as their 

backend. In principle, this should qualify WhatEELS to work in any 

operative system with a Python interpreter. It also allows any user, 

with or without any previous programming knowledge, to have access 

to a solid foundation for ELNES analysis. 

A full characterization process using the current WhatEELS functionalities for 

a test sample of iron-manganese oxide core-shell NP was presented here as 

well. The results revealed localized changes of the manganese oxidation state 

within the NP shell using two different methods of analysis: WL ratio 

variations and WL chemical shift measurements. Both routes produced results 
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in good agreement with the previously measured characteristics of this test 

sample. 

It is worth noticing that the clustering capabilities currently included in 

WhatEELS are far from those showcased in the previous chapter (Machine 

Learning for EELS data analysis: Clustering and dimensionality reduction 

methods). At the time of finalizing this manuscript, WhatEELS only includes 

the basic K-means and hierarchical agglomerative clustering solutions from 

the Scikit-learn library. In the future, this advanced dimensionality reduction 

techniques and clustering algorithms will certainly be included as part of the 

WhatEELS software tool. 

Finally, I would like to conclude by putting in perspective once again the 

importance of the development of WhatEELS as a standalone analysis tool 

(free to use and accessed at http://hdl.handle.net/2445/178745). One of the 

major problems faced throughout the development of this PhD, especially 

during the periods dedicated to the pure data analysis, was the clear lack of 

access to the tools required for an in-depth ELNES characterization. 

Oftentimes we were faced with insufficient tools provided by the old software 

solutions, generally unequipped to deal with the large datasets acquired in the 

current TEM machines. Furthermore, some of the analysis tools described in 

the literature and given for free by their authors, were coded in a proprietary 

programming language (i.e., MATLAB) or directly in a proprietary platform 

(Digital Micrograph). 

If the TEM community wants to keep up with the path of fast development of 

analysis techniques driven by the deep learning, clustering and dimensionality 

reduction fields of machine learning, a fully free-to-use software solution (e.g., 

coded in Python) capable of an easy assimilation of new modular tools will be 

required. There is where WhatEELS might become an important asset. 

  

http://hdl.handle.net/2445/178745
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Chapter 6  

 

Analysis of dopant segregation and 

Ce oxidation state in doped cerium 

oxide mesoporous materials.  

6.1. Introduction. 

This chapter presents a summary of the major results of the transmission 

electron microscopy (TEM) characterization of a set of cerium oxide (CeO2) 

mesoporous materials. Each one of them was doped with a different quantity 

of gadolinium (Gd) and praseodymium (Pr), targeting the following three 

compositions: CeGd0.2O0.8 (or CGO), CePr0.2O0.8 (or CPO) and CeGd0.1Pr0.1O0.9 

(or CGPO). These stoichiometric values are approximations based on the 

balance of the precursor solutions used during the synthesis procedure. A 

fourth mesoporous material was also considered, consisting of a CGO 

mesoporous structure post-processed with an etching bath in hydrofluoric 

acid (HF, for 5 minutes) and the addition of an atomic cobalt (1% mol) surface 

decorator. This set of samples were synthesised by Dr. Albert Taranco n and 

co-workers at the Catalonia Energy Research Institute (IREC).  

All these materials were nanocasted by hard-templating methodology[1], 

impregnating the porous structure of a KIT-6 SiO2 (Ia3d symmetry) with the 

solutions of rare earth (RE) precursors. This silica template material presents 

a chiral double gyroidal (D-gyroid) pattern of channels. Hence, the resulting 

doped CeO2 mesoporous materials obtained after the template removal 

retained the morphology of the complementary structure to the D-gyroid 

surface, defined by channels of the silica template. An example is provided in 
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Figure 6.1. The HAADF image shown in Figure 6.1 (a) corresponds to the 

CGPO sample, although it serves as a representative case for the rest of 

materials under study as they all showed the same mesoporous morphology. 

A model of the complementary D-gyroid surface is shown in a perspective view 

in Figure 6.1 (b), and again in Figure 6.1 (c) viewed from the [111] axis of the 

structure (with respect to the Ia3d symmetry group of the complementary D-

gyroid, marked with a red arrow in Figure 6.1 (b)). Each one of the chiral 

complementary gyroids are coloured differently to serve as visual guides to 

separate the two set of channels. The entirety of some of the mesoporous 

structures, and the corona (outer) part in the majority of them presented a 

partial filling of the KIT-6 channels. This would be the consequence of a partial 

filling of the template by the precursor solutions, reaching only one of the two 

existing gyroidal channels in the silica structure. A model of the single 

complementary gyroid morphology is shown in Figure 6.1 (d), viewed from 

Figure 6.1. (a) HAADF image of two CGPO mesoporous structures. (b) 
Perspective image of a model of the D-gyroid surface of the KIT-6 silica. The 
two chiral gyroidal interconnected surfaces are shown in different colours. 
The [111] symmetry axis is identified with the red arrow. (c) Isometric 
perspective of the D-gyroid from the [111] symmetry axis. (d) Isometric 
perspective of the single gyroid from the [111] symmetry axis. (e) Isometric 
perspective of the composed model of a D-gyroid and open pore single gyroid 
in the outer corona of the structure. 
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the [111] axis. Finally, a model of a partial filling event confined to the corona 

part of the mesoporous material is shown in Figure 6.1 (e). Precisely this 

partial filling in the outer part of the materials is perfectly observable in the 

example included in Figure 6.1 (a). 

From now on, these mesoporous structures will be referred to as a D-gyroid, 

although formally speaking they would correspond to the complementary 

surface of a D-gyroid.  

The formation of dopant clusters was expected to occur in all three, CGO, CPO 

and CGPO cases. However, the actual cation ratio inside these formations, their 

location within the granular structure of the mesoporous materials and the 

homogeneity in their distribution were unknown a priori. Some previous 

studies showed that the dopants in granular films had a tendency towards the 

segregation in grain boundaries (GB)[2], so it was a major focal point for this 

characterization. In fact, the HF etching process and sintering with the Co 

decorators in the CGO-HF sample was intended to work as a removal 

procedure of the excess of Gd dopants segregated towards the grain surfaces 

(GS) and boundaries (GB). In the literature, the formation of these clusters of 

Gd and Pr has been extensively studied, as they are responsible for the physical 

mechanisms that affect (positively or negatively) the base electrochemical 

responses of these types of materials. Moreover, cerium is known to show the 

capability to hop between the Ce3+ and Ce4+ oxidation states, which in a 

reductive ambient or with a suitable metallic dopant concentration would 

allow the CeO2 materials (otherwise electron insulators) to act as mixed ion-

electron conductors (MIEC)[3–7]. Hence, part of the study was focused on the 

characterization of the local Ce oxidation state and its relation to the dopant 

distribution.  

This set of mesoporous samples played a central role in the evolution of the 

work done during the period of this PhD thesis. As a matter of fact, the 

difficulties encountered to complete the intended experiments for each one of 

the materials listed above pushed the exploration of the new analysis and ET 

reconstruction techniques described in each one of the previous chapters. For 
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instance, the proximity of the Ce-M54 and Pr-M54 edges, and the overlap 

between the Ce-M32 and Gd-M54 edges made it impossible to obtain  an 

accurate elemental quantification based on the Egerton method for the larger 

datasets required in these experiments using the implementations of the 

already available tools (GATAN - Digital Micrograph and HyperSpy[8]). These 

problems were tackled by resorting to the non-linear least-squares (NLLS) 

fitting analysis of the spectra, although, once again, the available solutions at 

the time did not provide solutions. This was one of the major driving forces 

behind the development of the WhatEELS software toolkit, described in the 

third chapter of this work, which implemented a combined approach of 

clustering analysis and NLLS to increase the speed, control, and results 

stability of these types of fitting routines.  

The field of clustering analysis was introduced as an EELS characterization 

technique at the time of the proposal of these experiments with CeO2 

mesoporous materials[9]. The experience gained using these types of 

algorithms during the characterization of this set of samples revealed a wide 

variety of potential pitfalls in the methodology, driving the exploration of new 

routes. As a result, the combined use of dimensionality reduction methods 

(DRM) based on manifold learning (UMAP[10]) and hierarchical density based 

clustering algorithms (HDBSCAN[11]) was proposed as a promising solution 

towards a fully data-driven analysis, extensively detailed in the second chapter 

of this work[12].  

Finally, the intricate morphology of the D-gyroidal channel structure in the 

mesoporous materials, combined with a poor signal-to-noise ratio (SNR) 

caused by the register time limitations of SI for the X-EDS analytical 

reconstructions, acted as the main driving forces behind the implementation 

in Python of the advanced TVM methodology[13–15] for ET and analytical-ET 

described in the first chapter of this work. 

The timeline of the experiments carried out for these CeO2 mesoporous 

materials is shown in Figure 6.2, alongside a schematic representation of the 
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specific contribution of each one of them to the main themes treated in this 

work.  

The structure of this chapter will follow this timeline for the experiments.  

▪ CGO, CPO and CGPO. Qualitative analysis. 

The first set of experiments, carried out in a JEOL-ARM at 200 keV, 

provided a qualitative view of the dopant distribution in the mesoporous 

Figure 6.2. Timeline of the experiments carried out for the doped CeO2 set of 
samples. The main analysis techniques to extract the results are listed below 
each one of the samples. The flow diagram  links  the experiments with the 
analysis techniques described in each one of the previous chapters of this 
work. 
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structures. They also raised awareness about the possible cation reduction 

induced by an excessive illumination current from the electron beam. 

▪ CGPO. Quantitative analysis and electron tomography. 

The second set of experiments were centred around the CGPO mesoporous 

material. A series of EELS SI were acquired in the same JEOL ARM at 200 

keV. The quantitative characterization of these datasets was carried out 

combining clustering analysis and NLLS fitting (WhatEELS). 

Furthermore, a series of analytical electron tomography (ET) experiments 

were conducted on this CGPO sample to confirm the hypothesis of dopant 

segregation towards GB in the whole volume of the mesoporous structures. 

The acquisition of the datasets used in the reconstructions was carried out 

in a TITAN Themis at 80 keV (low acceleration voltage in an attempt to 

reduce the sample damage in the long exposure times of a tomographic 

acquisition) 

▪ CGO and CGO(HF). Quantitative analysis.  

The last set of experiments were focused on the Gd doped CeO2 

mesoporous materials, both the pristine sample and the postprocessed by 

the HF etching bath and decorated with cobalt one. An EELS SI analysis was 

repeated for the CGO, with a special emphasis on the adequate illumination 

current to avoid artificial Ce cation reduction induced by the electron 

beam, and being able to resolve the hypothesised local changes in the Ce 

oxidation state towards GB and GS. 

6.2. CGO, CPO and CGPO. Qualitative analysis. 

A series of conventional EELS experiments were carried out to test the 

hypothesis of dopant segregation towards GB and GS within the 

polycrystalline structure of the CPO, CGO and CGPO mesoporous materials. 

These initial experiments were done without carefully considering the 

electron dosage over the samples. As a consequence, any localized change of 



6.2. CGO, CPO and CGPO. Qualitative analysis. 313 

 
 

the Ce oxidation state observed in the results from these experiments could 

not be confidently discarded as a beam damage artifact. 

All the results presented here (for the CGO, CPO and CGPO) follow the same 

structure. (i) A first panel including the location of the regions of interest 

(ROIs) for the EELS-SI acquired from the mesoporous materials is presented. 

(ii) A second panel shows the results of a non-negative matrix factorization 

(NMF)[16] DRM applied directly on the raw EELS-SI. The analysis of the 

archetype signals resolved by NMF algorithm constituted the first attempt to 

qualitatively identify possible dopant segregation regions within the samples. 

Finally, (iii) a non-supervised segmentation of the raw dataset is presented 

using the combination of UMAP DRM and HDBSCAN clustering analysis, 

following the methodology described in chapter 2 of this work (Machine 

Learning for EELS data analysis: Clustering and dimensionality reduction 

methods).  

6.2.1. Pr-doped cerium oxide mesoporous material (CPO). 

Beginning with the CPO, a first example of the mesoporous materials under 

analysis is shown in Figure 6.3 (a). The ROI (Figure 6.3 (b), (c)) was placed in 

the corona part of a mesoporous material, encompassing a GB region between 

CeO2 grains. The raw spectrum presented in Figure 6.3 (d) provides an idea 

of the noise levels of the dataset under analysis, indicating a underwhelmingly 

poor sNR.  

The NMF results for this first area of the CPO sample are shown in Figure 6.4. 

Only the 3 (of 10) major components, the ones with the higher variance ratio 

values, are included in the figure. The rest of them corresponded to noisy 

components in the dataset. The component labelled as 0 (i.e., the loading image 

in Figure 6.4 (b) and the archetype signal coloured in grey in Figure 6.4 (e)) 

can be ascribed to the background signal, and accounts for the thickness 

variation on the sample. Component 1 (i.e., the loading image in Figure 6.4 (c) 

and archetype signal coloured in green in Figure 6.4 (e)) corresponds to the 

major contribution of Ce signal to the sample. The energy loss position of the 
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CeM54 WLs and their apparent intensity ratio (I(CeM5)/I(CeM4)) correspond 

to the Ce3+ oxidation state. Comparing Figure 6.4 (a), (b) and (c) it becomes 

apparent that the Ce signal clearly follows the grain structure of the ROI area. 

Finally, component 2 (i.e., the loading image in Figure 6.4 (d) and the 

archetype signal coloured in light blue in Figure 6.4 (e)) would correspond to 

the Pr dopant spectral component. The morphology of the image in Figure 6.4 

(d) is indicative of the formation of a series of clusters of higher Pr 

concentration  in localized areas of the ROI.  

Figure 6.3 (a) HAADF image of a CPO mesoporous material. (b) Zoomed image 
of the area of interest, including the ROI area where the EELS SI was acquired. 
(c) Co-acquired HAADF image of the ROI. (d) Example of a single pixel 
spectrum extracted from the EELS-SI in (c). The GB is highlighted with yellow 
markings in (c). 
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The results of the clustering analysis for this first area of interest in the CPO 

sample are shown in Figure 6.5. The 2D projection of the UMAP embedding 

resolved for the noisy raw dataset, and coloured according to the HDSCAN 

clustering results, is shown in Figure 6.5 (b). A ‘cosine’ distance measurement 

was selected for the computation of the high dimensional embedding of the 

dataset, and the energy range was limited to the interval between 850 and 

1050 eV (i.e., focused on the spectral variations in the energy loss regions 

containing the onsets of the Ce and Pr edges). As explained in chapter 2, this 

configuration for the UMAP computations induces a damping effect on the 

weight of the total L2-norm for the SI. This distance measurement (cosine) will 

be kept for the UMAP calculations in the ongoing section.  

Figure 6.4 (a) Co-acquired HAADF image of the ROI area for the EELS SI shown 
in Figure 6.3. (b-d) Representation images (loadings) of the 3 major 
components resolved by the NMF algorithm. (e) Archetype signals for the 
components shown in (b-d). The spectra are normalized individually and 
staggered to be able to visualize all the different details. 
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The embedding projection shows a somehow fuzzy distribution of datapoints, 

mainly driven by the low sNR of the spectra. Nevertheless, the HDBSCAN 

clustering was capable of separating 3 spectral regions, which are in good 

agreement with the morphology of the grains highlighted in Figure 6.3 (c). 

The average signals for the clusters resolved (Figure 6.5 (d)) show an 

increment of the Pr/Ce ratio towards GB and GS (cluster 1 in yellow). This 

effect is clearly visible in the detailed view of the L2-normalized average 

Figure 6.5. (a) Co-acquired HAADF image of the ROI area for the EELS SI 
shown in Figure 6.3. (b) Label map resolved by HDBSCAN over the manifold 
projection computed by UMAP and shown in (c). (d) Average EELS signal for 
each one of the clusters resolved by HDBSAN, artificially staggered in the y-
axis to help with the visualization of details. (b) Detailed view of the 
normalized spectra focused on the energy loss region for the Ce and Pr edges.  
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spectra shown in Figure 6.5 (e). The normalization was carried out for the 

whole energy loss range of the spectrum image and serves the purpose of 

scaling all the components to facilitate the qualitative comparison. In both the 

reference spectra for cluster 1 (GB-GS) and cluster 2 (bulk), the CeM54 WL 

configuration is indicative of a dominant Ce3+ oxidation state throughout the 

whole ROI. 

A second region was analysed to cross-check the results obtained for this CPO 

sample. The second ROI for the EELS SI acquisition, along an example of a 

single spectrum within the SI area, are shown in Figure 6.6. Once again, the 

ROI is placed over a boundary interface between CeO2 grains in the outermost 

part (corona) of the mesoporous structure. Comparing the spectrum of a single 

pixel in this case (Figure 6.6 (b)) with the single pixel spectrum of the previous 

sample (Figure 6.3 (d)), it becomes apparent the improvement of the sNR in 

this particular example.  

The NMF decomposition results are shown in Figure 6.7. The components 0-

2 (i.e., the loadings images in  Figure 6.7 (b-d) and grey, green, and light blue 

Figure 6.6. (a) HAADF image of a CPO mesoporous material, that includes 
highlighted in green the ROI area for the EELS SI acquisition. (b) Example of a 
single pixel spectrum extracted from the EELS-SI. The green inset corresponds 
to the co-acquired HAADF image of the ROI during the EELS SI acquisition 
experiment. 
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coloured signals Figure 6.7 (f)) would correspond once again to spectral 

contributions of the thickness, CeO2 (Ce3+) and Pr dopant respectively. 

However, owed to the higher sNR the spectral separation of these components 

and their interpretability is much easier for this second ROI. A fourth 

component (Figure 6.7 (e) and purple signal in Figure 6.7 (f)) was separated 

from the noise background this time. Component 3 (purple) would also 

correspond to a region of the CeO2 within the sample (much like component 1, 

in green). However, the change in the Ce M54 ratio and the displacement 

towards higher energy loss values would be indicative of a dominant Ce4+ 

oxidation state in this area. 

The UMAP-HDBSCAN clustering results for this second ROI are shown in 

Figure 6.8. The higher sNR provided a better ground for the manifold 

approximation and projection done by UMAP, which in turn resulted in a 

Figure 6.7 (a) Co-acquired HAADF image of the ROI area for the EELS SI shown 
in Figure 6.6. (b-e) Representation images (loadings) of the 4 major 
components resolved by the NMF algorithm. (f) Archetype signals for the 
components shown in (b-e). The spectra are individually normalized and 
staggered to be able to visualize all the different details in them. 
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better separation of the spectrally relevant areas by clustering with HBDSCAN 

(Figure 6.8 (b) and (c) respectively). This methodology was capable of 

separating the Ce4+ rich area at the top of the ROI (cluster 0, in blue) already 

hinted by the NMF results, as well as the GB and surface areas (cluster 4, in 

Figure 6.8. (a) Co-acquired HAADF image of the ROI area for the EELS SI 
shown in Figure 6.6. (b) Projection of the embedding resolved by UMAP to the 
2D plane   for the ROI shown in (a), coloured according to the label map 
resolved by HDBSCAN shown in (c). (d) Average EELS signal for each one of 
the clusters resolved by HDBSAN, artificially staggered in the y-axis to help 
with the visualization of the details. (b) Detailed view of the normalized 
spectra focused on the energy loss region for the Ce and Pr edges. The cluster 
1 signal, background areas, is not presented here as it opaques partially the 
other spectra. 
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red). The L2-normalized average signals detailed for the Ce and Pr edge energy 

loss region in Figure 6.8 (e) clearly show the displacement of the CeM54 WLs 

towards higher energy loss values and the change in the M5/M4 ratio in blue 

for cluster 0 (i.e., the Ce4+ dominance in the region) At the same time, the 

relative increment of the PrM54 WL intensity with respect to the CeM54 WLs in 

clusters 3 (orange) and 4 (red) indicate a dopant segregation effects in these 

areas, especially in the case of cluster 3. At the same time, the CeM54 WLs ratio 

and position are indicative of a dominant Ce3+ oxidation state in clusters 2 

(yellow), 3 (orange) and 4 (red).  

These results for the CPO samples indicate a tendency of the Pr dopant to 

segregate towards the GB and GS, and an overall dominance of the Ce3+ 

oxidation state. However, the little region identified with a Ce4+ oxidation state 

in the second ROI raises a reasonable doubt about the possible cation 

reduction effects induced by the uncontrolled electron dose during the 

acquisition. Its location at the top-left part of the SI area coincides with the 

initial position in the scanning process during the acquisition (i.e., the spectra 

that was acquired with the lower cumulative dosage transmitted to the 

sample, as these pixels are the first areas illuminated). The Ce signal for  

the rest of the spectra in this ROI area shows a quick transition towards the 

Ce3+ oxidation state (i.e., a larger M5 WL and a displacement towards lower 

energy loss values of the CeM54 onset). According to the component 0 resolved 

by the NMF (i.e., the thickness related one in Figure 6.7 (b) with  

the grey spectrum signal in Figure 6.7 (f)) these parts of the SI over the CeO2 

grain structure that do not belong to cluster 0 (blue in Figure 6.8 (c)) would 

correspond to thicker areas on the sample. The fact that they present a 

predominant Ce3+ oxidation state, in conjunction with the direction of the 

beam scanning motion, is in good agreement with the hypothesis of cation 

reduction induced by the cumulative charge transmitted to such small ROI 

area of the sample (notice that the SI covers a practically small patch with an 

area 4 nm2) during the acquisition process. The thinner area of Ce4+ only 
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remains in its hypothetical initial oxidation state because is measured at the 

very beginning of the acquisition.  

6.2.2. Gd-doped cerium oxide mesoporous material (CGO). 

The ROI area where the EELS SI for the mesoporous CGO material was 

acquired is showcased in Figure 6.9 (a). It corresponds once again to a region 

of the mesoporous corona with an interface between several grains dangling 

over the vacuum in a grid hole. An example of a single pixel spectrum from this 

SI is shown in Figure 6.9 (b). The sNR is similar to that of the second area 

investigated for the CPO sample (Figure 6.6 (b)). 

The NMF results are shown in Figure 6.10. In this case a grand total of 7 

components contained relevant information about the sample. For example, 

component 1 (the loadings image in Figure 6.10 (c) and the green archetype 

signal in Figure 6.10 (i)) show spectral characteristics corresponding to a 

dominant composition of CeO2 with a Ce4+ oxidation state. Components 4, 6 

and 9 (loading mappings in Figure 6.10 (e), (f) and (h), and archetypes in dark 

blue, pink and light blue in Figure 6.10 (i), respectively) show a clear 

Figure 6.9 (a) HAADF image of a CGO mesoporous material. The square 
highlighted in green corresponds with the ROI area for the EELS SI acquisition. 
(b) Example of a single pixel spectrum extracted from the EELS-SI. The green 
inset corresponds to the co-acquired HAADF image of the ROI during the EELS 
SI acquisition experiment. 
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increment in the Gd WLs signal, spatially localized in the GBs and GS. 

Meanwhile, component 2 (loadings image in Figure 6.10 (d) and archetype 

signal in cyan in Figure 6.10 (i)) show the typical spectral characteristic of a 

transition of the Ce to a 3+ oxidation state. The problem with such a large 

number of spectrally relevant components is that some of them present 

colliding characteristics in the same spatial positions (i.e., the same pixel in the 

Figure 6.10. (a) Co-acquired HAADF image for the EELS SI of the CGO 
mesoporous sample presented in Figure 6.9. (b-h) Representation images 
(loadings) of 7 of 10 components resolved by the NMF algorithm. (i) Archetype 
signals for the components shown in (b-h). The spectra are individually 
normalized and staggered to be able to visualize all the different details in 
them. 
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loading images). This clearly complicates the analysis and segmentation of the 

SI in spectrally relevant regions.  

The clustering results for this ROI area are presented in Figure 6.11. Despite 

the lower number of pixels in the SI (i.e., the limited statistical knowledge 

about the sample for the computations carried out by UMAP, done once again 

selecting a cosine distance measurement), the projected manifold (Figure 

6.11 (c)) allowed HDBSCAN to produce a sensible clustering classification 

(Figure 6.11 (b)). The detailed view of the normalized spectra included in the 

inset regions of (Figure 6.11 (d)), shows a tendency of the Gd dopant to 

segregate towards the GB and GS regions (clusters 3 in red and 4 in orange). 

They also show the existence of a region in the bulk of one of the grains (top-

left corner of the ROI area) with a dominant contribution of CeO2 to the spectra 

and a Ce4+ oxidation state (cluster 0, blue). Conversely, the bulk of two grains 

in the bottom of the ROI present a dominant contribution of CeO2 to the spectra 

with a predominant Ce3+ oxidation state (cluster 2, in yellow). Finally, the area 

of cluster 2 (green) shows an increment of the Gd dopant and a transition 

towards a Ce3+ oxidation state in the GS from the bulk area of cluster 0 (blue). 

This mixture of Ce3+ and Ce4+ oxidation stated is represented by the widening 

Ce M54 WLs and their ratio variation in the spectrum coloured in green (cluster 

1) inside the green inset in Figure 6.11 (d).  

Once again, the dopants present a clear tendency to segregate towards the GB 

and GS. Also, similarly to the case of the CPO material, the spatial location of 

the only region resolved with a Ce4+ oxidation state raises suspicions about the 

validity of the conclusions about the oxidation state variation extracted from 

this qualitative analysis. Given that cluster 0 (in blue in Figure 6.11 (b)) is 

placed at the beginning of the scanning ROI area, the apparent spatially 

resolved cation reduction for the rest of the clusters could be a direct 

consequence of electron beam damage produced during the acquisition 

process. 
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Figure 6.11. (a) Co-acquired HAADF image of the ROI area for the CGO EELS 
SI shown in Figure 6.9. (b) Label map resolved by HDBSCAN over the manifold 
projection computed by UMAP and shown in (c). (d) Average EELS signal for 
each one of the clusters resolved by HDBSAN, artificially staggered in the y-
axis to help with the visualization of the details. The green inset area shows a 
detailed view of the normalized average spectra in the energy loss range of the 
Ce edge onset. The orange inset area shows a detailed view of the normalized 
average spectra in the energy loss range of the Gd edge onset. 
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6.2.3. Gd-Pr-doped cerium oxide mesoporous material 

(CGPO). 

Two different regions belonging to a single structure of the CGPO mesoporous 

sample are included here for an initial qualitative analysis. The ROI areas are 

shown in Figure 6.12 (a), along with a single pixel spectrum example for each 

one of them in Figure 6.12 (b).  

The results for the NMF decomposition for the EELS SI from the first area in 

Figure 6.12 are shown in Figure 6.13. The background component is not 

included this time. The archetype for component 1 (green signal from Figure 

6.13 (d)) shows ELNES characteristics compatible with a predominant Ce4+ 

oxidation state in the CeO2, whereas component 2 (cyan signal in Figure 6.13 

(d)) shows both the appearance of the GdM54 WLs and an ELNES structure for 

the CeM54 WLs consistent with a Ce3+ oxidation state. Component 3 appears to 

describe a possible Pr dopant segregation towards the GB region. 

The clustering classification from Figure 6.14 confirms the interpretations 

given to the NMF decomposition results. As with the case of the previous CGO 

sample, the small number of datapoints provided by the EELS SI produces a 

Figure 6.12. (a) HAADF image of a CGPO mesoporous structure nearby a 
residue of the KIT-6 silica template. Two ROI areas are highlighted over the 
mesoporous structure. (b) Overlay of single pixel spectra examples for the ROI 
areas 1 (blue) and 2 (red). 
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rather sparse UMAP projection (computed using a cosine distance 

measurement for the manifold learning process). Nonetheless, once again the  

HDBSCAN clustering algorithm was able to segment the different spectrally 

relevant areas of the dataset. The detailed view of the normalized spectra in 

the energy range containing both the CeM54 and PrM54 edges (i.e., the inset 

highlighted green in Figure 6.14 (d)) indicates that cluster 0 (blue) and 3 

(orange) would contain a mixture of Ce3+ and Ce4+ oxidation states, with a 

higher concentration of the latter in the case of cluster 0. Also, cluster 3 

(orange) shows an increment in the relative intensity values for both the Pr 

(green inset) and Gd (orange inset in Figure 6.14(d)) with respect to the Ce 

WLs. Clusters 1 (green) and 4 (red) correspond to two different areas of the 

GB contained within the ROI. Both show a predominant content in Ce3+. 

However, cluster 1 shows a more predominant segregation of the Pr whereas  

Figure 6.13. (a) HAADF image co-acquired with the EELS SI in the ROI area 
number 1 shown in Figure 6.12 (a). (b-d) Representation images (loadings) 
for 3 of the 10 components resolved by the NMF algorithm. (e) Archetype 
signals for the components shown in (b-d). The spectra are individually 
normalized and staggered for visualization purposes. 
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Figure 6.14 Co-acquired HAADF image of the ROI area number 1 for the 
CGPO EELS SI shown in Figure 6.12. (b) Label map resolved by HDBSCAN 
over the manifold projection computed by UMAP and included in (c). (d) 
Average EELS signal for each one of the clusters resolved by HDBSAN, 
staggered in the y-axis for visualization reasons. The green inset area shows 
a detailed view of the normalized average spectra in the energy loss range of 
the Ce and Pr edges onsets. The orange inset area shows a detailed view of 
the normalized average spectra in the energy loss range for the Gd edge 
onset. 
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the average signal for cluster 4 indicates a more predominant segregation of 

the Gd dopant. 

The NMF decomposition results for area 2, highlighted in red in Figure 6.12, 

are shown in Figure 6.15. Overall, they mimic the behaviour described for the 

area number 1 (Figure 6.13). Nonetheless, this time the Ce4+ oxidation state 

appeared more predominantly in the archetype corresponding to the 

component number 2 (cyan curve in Figure 6.15 (d)) that includes also the 

GdM54 WLs, whereas component 1 shows a predominant content of Ce3+.  

The clustering results for this area are shown in Figure 6.16. This time the Ce 

oxidation state appears to be Ce3+ in all the SI area. However, it is possible that 

part of the spectral variation discovered by the NMF decomposition (the Ce4+ 

rich region) was lost in the UMAP projection (Figure 6.16 (c), where the 

Figure 6.15. (a) HAADF image co-acquired with the EELS SI in the ROI area 
number 2 shown in Figure 6.12 (a). (b-d) Image loadings for 3 of the 10 
components resolved by the NMF algorithm. (e) Archetype signals for the 
components shown in (b-d). The spectra are individually normalized and 
staggered for visualization purposes. 
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manifold is learnt using a cosine distance measurement) given the limited 

statistical information available in such a small SI. In any case, the different 

segregation behaviour of the Pr and Gd dopants is once again observable, as 

the Pr segregation appears similar for clusters 1 (green) and 4 (red) and the 

Gd segregation seems more predominant in in cluster 4 (red) (see the inset 

detail of normalized average signals in  Figure 6.16 (d)). 

Recapitulating, all the samples (CPO, CGO and CGPO) presented some sort of 

dopant (Pr and Gd) segregation towards GB and GS. This behaviour was 

observed both in the NMF decompositions and the clustering analysis results. 

With regards to the Ce oxidation state variations, only the CGPO showed hints 

of a behaviour compatible with an actual Ce cation reduction towards the GB. 

However, in one of the areas the NMF and clustering analysis showed 

conflicting results with regards to this property. The samples of CGO and CPO 

also showed the coexistence of two different Ce oxidation states within the 

areas analysed. Unfortunately, given the actual spatial distribution resolved by 

both the NMF and clustering methodologies, this selective reduction effect 

could be attributed to the electron beam damage over the samples.  

Overall, the NMF decomposition results provided a good initial intuition of the 

spectral distribution for all samples involved. The conflicts between some of 

the spectral features packed in each one of the NMF components were later 

avoided in the clustering analysis combining UMAP and HDBSCAN. This 

methodology was once again proven capable to perform well under severe 

noise conditions. 
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Figure 6.16. Co-acquired HAADF image of the ROI area number 2 for the CGPO 
EELS SI shown in Figure 6.12. (b) Label map resolved by HDBSCAN over the 
manifold projection computed by UMAP and included in (c). (d) Average EELS 
signal for each one of the clusters resolved by HDBSAN, staggered in the y-axis 
for visualization reasons. The green inset area shows a detailed view of the 
normalized average spectra in the energy loss range of the Ce and Pr edges 
onsets. The orange inset area shows a detailed view of the normalized average 
spectra in the energy loss range for the Gd edge onset. 



6.3. CGPO. Quantitative analysis and electron tomography. 331 

 
 

6.3. CGPO. Quantitative analysis and electron 

tomography. 

As the CGPO mesoporous structures were proven to be the samples from the 

set with the higher degree of stability under the electron beam, they were 

selected as the best candidates to further explore the possible localized 

changes in the Ce oxidation state and dopant concentrations. Hence, a second 

round of experiments was carried out focusing on the samples with this 

composition. 

This time, the conventional EELS SI acquired in the outer corona parts of the 

CGPO mesoporous material were quantitatively analysed. The cerium 

oxidation state was tracked by two distinctive methodologies: one involving 

the CeM5 energy loss position and a second one studying the M5/M4 WL ratio 

variations. The dopant segregation was measured quantitatively using the 

Egerton method for the elemental quantification through EELS data 

analysis[17]. However, the existing software solutions for this quantification 

process relied on the background removal on the onset of each one of the 

elements under analysis. Given the superposition of the Ce excitation to the 

continuum of states signal, and the onset and fine structure of the Pr edge, the 

background removal procedure was extremely unstable for the latter and 

produced a severe and systematic underestimation of this element in the 

quantification. Also, the CeM32 minor edge was suspected to be contributing to 

an overestimation of the quantity of Gd across the whole range of the SIs under 

analysis, as the M3 line position falls precisely under the GdM54 edge onset. 

Providing a solution to these complicated quantification problems was the 

main driving force behind the development of WhatEELS[18], as the 

previously available NLLS fitting solutions were too limited in their 

capabilities (as described in chapter 3 of this work). 

In addition to the EELS analysis, a 3D X-EDS analytical ET reconstruction was 

carried out to resolve the 3D chemical structure for the whole volume of the 

material. The reconstruction was done following the TVM methodology 
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described in the first chapter of this work, as it allowed a precise 

reconstruction using a very limited number of projections (i.e., limiting the 

electron dose over the sample). 

6.3.1. EELS-SI quantitative analysis for the CGPO. 

The ROI for the EELS SI acquired in this second round of experiments for the 

CGPO material is shown in Figure 6.17. Notice how the acquisition ROI covers 

an extensive area of the sample corona, including a large number of 

overlapping grains and partially oriented GB with respect to the illumination 

direction. This larger dataset provided a better statistical ground for the 

posterior UMAP projection and clustering analysis. Figure 6.17 (b) shows a 

high resolution HAADF image of the ROI from Figure 6.17 (a). The FFT 

indexation for two adjacent grains separated by a GB (zones 1 Figure 6.17 (c) 

and 2 in Figure 6.17 (d)) confirmed the polycrystalline nature of these 

materials, where the CeO2 grains filling the silica template are randomly 

Figure 6.17. (a) HAADF image for the CGPO ROI. The yellow lines highlight 
some GBs included within the SI area. (b) High resolution HAADF image of the 
ROI for the EELS Si acquired. Two adjacent grains are indicated in a blue and 
red square ROI, and their indexed FFT results are shown in (c) and (d) 
respectively. 
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oriented within the larger mesoporous structure during and after the 

synthesis process (instead of forming a single large crystal). 

The quantitative results were obtained using the WhatEELS software solution, 

that combined a clustering segmentation analysis (to separate the spectrally 

similar regions), and a NLLS fitting routine to resolve the elemental 

distribution in the SI. As the WhatEELS NLLS fitting required a sample with 

the background signal removed preceding the element with the lower energy 

onset value, a PCA denoising procedure that included a large number of 

components (way below the knee of the variance ratio curve) was carried out 

on before the background removal. The reason to maintain a large number of 

the components initially separated by PCA, otherwise typically ascribed to 

noise in the SI, was to avoid the potential bias induced by handpicking a 

selection of them without considering the possible noise dilution of relevant 

information from the original EELS dataset (i.e., to avoid some of the known 

problems for EELS SI denoising using a PCA decomposition[19]). On the other 

hand, a reasonable balance between the noisy component kept and a 

successful background removal had to be considered. 

The objective of the combination of clustering and NLLS in WhatEELS is to 

provide an identical departure point for the model parameters in each one of 

the pixels belonging to a common cluster, computed from the average cluster 

signal (i.e., the natural centroid). Therefore, the clustering analysis was carried 

out over the same background-removed SI. Also, the manifold projection 

computation by UMAP was carried out selecting a Euclidean metric 

measurement for the distances between the datapoints (i.e., single pixel 

spectra) in their native hyperdimensional space, in order to keep the 

information about the thickness effects for the fitting procedure (majorly 

codified by the L2-norm value for the spectra, see chapter 3 of this work). This 

metric will be maintained for the rest of the UMAP computations in this 

chapter, as every single clustering segmentation is intended to be used in 

conjunction with the NLLS fitting in WhatEELS and, therefore, the inclusion of 

the thickness effects in the segmentation is important.  
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Figure 6.18. High resolution HAADF image of the ROI area where the CGPO 
EELS SI was acquired (Figure 6.17). (b) UMAP projected manifold for the EELS 
dataset, coloured according to the clustering results obtained by HDBSCAN 
and shown in (c). (d) Average EELS signal for each one of the clusters resolved 
by HDBSCAN, staggered in the y-axis for visualization reasons. The green inset 
area shows a detailed view of the normalized average spectra in the energy 
loss range of the Ce and Pr edges onsets. The orange inset area shows a 
detailed view of the normalized average spectra in the energy loss range for 
the Gd edge onset. (e) Staggered version for the detailed view of the 
normalized average signals per cluster in the energy loss region of the Ce edge. 
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The clustering results for this CGPO dataset are presented in Figure 6.18. The 

line coloured in green over the HAADF high resolution image in Figure 6.18 

(a) highlights the path used later for the profiling analysis of the quantification 

results for the Ce oxidation state and Pr-Gd dopant composition. The number 

of natural clusters discovered by HDBSCAN (Figure 6.18 (c)) over the UMAP 

projection map (Figure 6.18 (b)) is larger than in the previous examples. This 

number could be reduced by fine tuning the hyperparameters in both 

algorithms, but as it stands it was deemed as a favourable case scenario for the 

WhatEELS NLLS fitting procedure. Already, the qualitative analysis of the 

average (and normalized average) signals per cluster (Figure 6.18 (d), (e) and 

detailed insets) hints a plausible dopant segregation towards localized regions 

in the GBs and surfaces, through an increment in the relative intensity values 

of the Pr and Gd WLs with respect to the Ce WLs for clusters 0, 2 and 8. Also, a 

change in the Ce oxidation state towards GB and GS (clusters 0 and 2) becomes 

apparent from the analysis of the staggered normalized signals in the CeM54 

edge energy loss region in Figure 6.18 (e), as precisely the Ce M5 lines in those 

clusters show a displacement of their central positions towards lower values 

of electron energy losses. 

The line ratios and the elemental quantification are shown in Figure 6.19 (a 

quantitative results mappings extracted from WhatEELS for the CeM5 central 

position, the Ce M5/M4 white), (c), (e) and (f). The profiles for these 

measurements along the line highlighted in green in Figure 6.18 (a) are shown 

in Figure 6.19 (b), (d) and (g). 

The fitted results for the Ce M5 WL centre show a displacement to lower energy 

loss values consistent with a reduction of Ce over the GB regions and towards 

the GS (Figure 6.18 (a)). This result is consistent with the observed Ce WL 

ratio variations (Figure 6.18 (c)). The increment of the M5/M4 ratio has been 

related in the literature with a change towards a Ce3+ oxidation state from the 

nominal Ce4+ (mainly observed in this sample in the bulk areas of the grains). 

The ratio values calculated from the fitted components integrated intensities   
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Figure 6.19. Quantitative results for the CGPO mesoporous material (a) 
Mapping  of the centre position energy loss value for the CeM5 WL component 
resolved by WhatEELS. (b) Scatter plot for the centre positions of the CeM5 WL 
along the pixels covered by the dashed line in (a).(c) Mapping of the Ce M5/M4 

WL ratio variations from the component resolved by WhatEELS. (d) Scatter 
plot for the Ce M5/M4 WL ratio variations along the dashed line highlighted in 
(c). (e)(f) Gd/Ce and Pr/Ce ratio quantification mappings extracted from 
WhatEELS. (g) Gd/Ce and Pr/Ce ratio quantification for the pixels along the 
lines highlighted in (e-f). 
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resolved by WhatEELS (and showcased in Figure 6.19 (c)) are consistent with 

those reported in the literature [20–22].  

Regarding the quantification measurements, a clear segregation of both 

dopants (Pr and Gd) towards GB and GS is observable in the ratio mappings 

presented in Figure 6.19 (e-f). 

The line profiles provided an extra layer of analysis to the results. The line 

included in Figure 6.18 and Figure 6.19 clearly traverses 2 different GBs, 

departing from the surface of a CeO2 grain and finishing in the surface of a 

different grain at the end of the ROI area. The local minima for the CeM5 centre 

positions, the maxima for the M54 WL ratio and the maximum concentration of 

both the Pr and Gd dopants fall at the same values of pixel position, 

corresponding to the 2 GBs traversed by the line. This would indicate a 

coordinated Ce reduction and dopant segregation towards GBs. These 

quantities also show values consistent with this same dopant segregation and 

Ce reduction behaviours at beginning and end of the line (i.e., towards the 

grain surfaces traversed). The green line in Figure 6.19 (g) marks the 

stoichiometric ratios expected for the CGPO material. Hence, a good agreement 

is observed for the bulk regions, and an excess of dopants in the GB. 

Overall, these quantitative results confirm what was already established 

during the qualitative analysis of the CGPO. That is, dopant segregation and Ce 

reduction towards GB and GS. 

6.3.2. ADF and X-EDS electron tomography. 

A series of electron tomography experiments for the CGPO sample were 

carried out in an attempt to generalize the study of the dopant segregation to 

GB and GS to the whole 3D volume of the mesoporous structure. Given the 3D 

morphology of these mesoporous materials, the conventional TEM EELS 

analysis was impossible beyond the outer-corona regions of the structures. In 

a nutshell, the intricated channel structure of the mesoporous materials made 

impossible the acquisition of spectral datasets with identifiable GB structures 

by conventional means (i.e., planar EELS) in the inner-most parts of the  
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Figure 6.20. (a) ADF projections acquired and projected views of the volume 
renders for the ADF tomography reconstructions at 4 different angles. (b-d) 
Volume renderings for the analytical reconstructions of the Ce, Gd and Pr 
signals, recovered from the X-EDS models showcased in (e). (f) Overlays of 3 
different XY-slices through the Ce, Gd and Pr elemental volumes from (b-d). 
The colours are consistent between panels. 
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mesoporous structures. Furthermore, as the average size of the mesoporous 

structures ranged between 150 and 200 nm the  X-EDS analytical acquisition 

mode was the optimum choice for an analytical-ET experiment. This technique 

avoids the absorption effects and multiple scattering events related with EELS 

spectroscopy on thick materials, that would lead to capping artefacts in the ET 

reconstructions. As a side effect, the lateral resolution was decreased, but a 

qualitative analysis of the chemical composition in 3D was still possible. 

The results shown in Figure 6.20 correspond to a dual morphological and 

analytical ET reconstruction carried out for a single mesoporous structure of 

CGPO. The beam current was set to 105 pA to increase the SNR of the X-EDS 

mappings extracted, whereas the accelerating voltage was set as 80 kV to 

increase the scattering cross section and ensure a higher number of collisions. 

As consequence, to minimize the final total electron dose transferred to the 

sample during the acquisition of the whole set of X-EDS SI, the number of 

projections was restricted to 9. The angular range for this experiment was 

±70º, with a 20º step and including the 0º projection. This small number of 

projections was conditioned by the large times required to register a complete 

X-EDS SI for each one of the projection angles acquired. Nevertheless, the panel 

in Figure 6.20 (a) showcases (qualitatively) the high accuracy level of the ADF 

reconstruction recovered by the TVM methodology (described in the first 

chapter of this work). An excellent agreement between the ADF reconstruction 

volume projected at different angles and the original ADF acquired projections 

used for the ET reconstruction can be observed in this panel, despite the 

severe angular undersampling for the experiment. The penalty parameter 𝜇 

for the TVAL3 algorithm used in the reconstruction of the ADF signal was set 

as 27, in order to promote the reconstruction of fine details21.  

The panels in Figure 6.20 (b-d) show the elemental volume renders 

reconstructed from the acquired X-EDS SI. The projections for each one of the 

elements were the elemental mappings extracted from the modelled signal of 

 
21 More information on importance of setting the right values for the penalty parameters can 
be found in chapter 1. 
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the X-EDS SI. An example of such model is shown in Figure 6.20 (e), where the 

main lines used to calculate the mappings for each one of the elements is 

highlighted with the same colour scheme of the volume renders. For these 

analytical reconstructions, a penalty parameter 𝜇 of 24  was selected to mitigate 

the undersampling effect of the noisy mapping conditions. Again, more 

information on importance of setting the right values for the penalty 

parameters can be found in chapter 1 of this work. 

Finally, some slices of XY planes (i.e., the family of planes parallel to the 0º 

projection) through the element volumes reconstructed are shown in Figure 

6.20 (e). From them, it becomes apparent that the Ce follows the general 

structure recovered by the ADF reconstruction (i.e., it the Ce reconstruction 

retains the morphology of the D-gyroid mesoporous structure). Meanwhile, 

the Gd and Pr tend to form clusters of higher concentration in between the 

nodal junctions for the CeO2 grains that form the D-gyroid of the mesoporous 

structure. 

Figure 6.21. (a) Volume rendering representation overlaying the ADF 
morphological ET reconstruction and the elemental Pr and Gd analytical ET 
reconstructions. The slices through the volumes reconstructed, overlaying the 
ADF signal and the Gd (blue) and Pr (yellow) signals, are shown for the XY 
planes in (b), the XZ planes in (c) and the YZ planes in (d).  
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The generalized segregation of dopants (i.e., formation of higher concentration 

regions) towards junctions in the mesoporous structure is further explored in 

Figure 6.21. The different slices through the overlay of ADF and Pr-Gd signal 

volume reconstructions (XY planes in Figure 6.21 (b), XZ planes in Figure 

6.21 (c), and YZ planes in Figure 6.21 (d) ) confirm what was already 

demonstrated through the analysis of Figure 6.20 (i.e., the dopant 

segregation). 

Overall, the lateral resolution of the reconstructions is much lower than that 

of the EELS analysis from the previous subsections. However, the ET 

experiments allowed the generalization of the dopant segregation hypothesis 

to the whole 3D volume of the material through a qualitative analysis of the 

obtained results. As bonus result, the mesoporous structure was also proven 

to retain the D-gyroidal inner structure of channels from the KIT-6 silica 

template through the analysis of the slices of the ADF morphological 

reconstruction. 

6.4. CGO and CGO(HF). Quantitative analysis. 

The last section of this chapter is devoted to the quantitative analysis of a 

second round of EELS experiments conducted for the CGO mesoporous 

structures. It also includes the results for the quantitative analysis of the EELS 

experiments for the Co decorated - HF post-processed CGO. 

6.4.1. Quantitative analysis of the CGO sample. 

The initial qualitative analysis for the CGO samples revealed a tendency 

towards a beam-induced cation reduction during the long exposure times for 

the acquisition of EELS SI. As such, the study of localized changes in the 

oxidation state of the Ce in the Gd-doped CeO2 mesoporous materials was 

hindered.  

The second run to test these effects begun with the acquisition of several EELS 

time series for different illumination conditions. A time series experiment is 
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an acquisition mode that consists of a continuous registration of EELS spectra 

with a fixed acquisition time (in this case, 0.1 and 0.3 spectra per second, plus 

a small flying time between them controlled by the acquisition software) 

during a total period of time undefined (i.e., the acquisition was manually 

stopped after a large number of spectra were acquired, typically after a couple 

of minutes of continuous registration at fixed time intervals). The spectra are 

acquired in random positions inside a ROI area delimited by the user over the 

sample. The results for two of these experiments carried out for the CGO 

Figure 6.22 Scatter plots for the CeM5 WL onset position analysed during a 
time series acquisition. (a) Results for the case with Ce reduction under the 
electron beam. (b) Results for the case without Ce reduction under the electron 
beam.  
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material are shown in Figure 6.22. Both ROI areas (inset of the scatter plots) 

were placed above the bulk regions of granular structures in the outer corona 

parts of the CGO mesoporous material, and dangling over the vacuum of a grid 

hole. The electron current conditions on the first experiment (Figure 6.22 (a)) 

prompted a fast degradation of the material, which is translated to the clear Ce 

reduction process shown in the scatter plot through the rapid displacement of 

the CeM5 onset towards lower energy loss values. Meanwhile, the second set 

of conditions over a similar area in the sample (with a much lower current 

intensity and register time per pixel, see (Figure 6.22 (b)) showed clear signs 

of stability in the oxidation state of the Ce cation (Ce4+) for the whole duration 

of the experiment. Hence, the following EELS SI acquired under this 

illumination conditions were not conditioned by the electron beam damage 

artefacts previously observed for samples of this same composition. 

 

Figure 6.23. (a) Low magnification HRTEM image of the mesoporous 
structures of CGO where the ROI area for the EELS SI acquisition was located. 
(b) Zoomed HRTEM image of the actual ROI area. The lines in yellow are 
guidelines marking several GBs. (c) High resolution HAADF image of the ROI 
area for the EELS SI. 
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Figure 6.24. (a) Co-acquired HAADF image for the EELS SI of the CGO 
mesoporous material. (b) HDBSCAN clustering map resolved for the UMAP 
projection shown in (c). (d) Staggered average signals for each one of the 
clusters in (b). The normalized average signals for the energy loss ranges in 
the proximity of the Ce and Gd edges are shown in the green and orange inset 
graphs,  respectively. 



6.4. CGO and CGO(HF). Quantitative analysis. 345 

 
 

The ROI area for the acquired EELS SI is shown in Figure 6.23. Much like in 

the second experiment for the CGPO (previous section) a large ROI area in a 

region with an intricate structure of grains and several GB was selected.  

The initial clustering result for the EELS SI are shown in Figure 6.24. As the 

raw spectra presented a fairly low sNR (remember that the illumination 

conditions were tuned down to avoid sample damage), the same PCA 

denoising process explained in the previous section for the CGPO material was 

conducted in this case. The background signal was also removed previous to 

the clustering segmentation, given that the final intention was to carry out a 

quantitative analysis using the WhatEELS software solution. This time, an 

extra step involving a Fourier ratio deconvolution is included as well, given 

that the spectra were acquired in a dual EELS mode (the low-loss and core-loss 

regions of the spectra were registered at the same time). 

UMAP produced a series of well separated clusters of datapoints (i.e., the pixels 

in the EEL SI), that were easily identified by HDBSCAN as the natural clusters 

from the projection map Figure 6.24 (c). The translation of these clusters back 

to the image space produced the cluster segmentation image shown in Figure 

6.24 (b). The qualitative analysis of the average signals for each one of the 

clusters resolved (Figure 6.24 (d)) already identifies the clear Ce reduction 

towards GBs and GSs (see the changes in the CeM54 WLs in the normalized 

average signals in the green inset area). This is concomitantly accompanied by 

a segregation of Gd (observe the clear increment of the relative intensity of the 

GdM54 WLs in the clusters containing the GBs and surfaces shown in the orange 

inset). 

The quantitative analysis results shown in Figure 6.25 were extracted from 

the NLLS routine in WhatEELS, using the clustering classification showcased 

in Figure 6.24. The mappings for the Ce M5 centre position (Figure 6.25 (a)) 

and the Ce M5/M4 WL ratio (Figure 6.25 (c)) are consistent with a Ce 

reduction towards the GSs and GBs. The quantification analysis in Figure 6.25 

(e) indicates a clear segregation of Gd towards these same GB and  
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Figure 6.25. Quantitative results for the CGO mesoporous material (a) 
Mapping of the centre position energy loss value for the CeM5 WL component 
resolved by WhatEELS. (b) Scatter plot for the centre positions of the CeM5 WL 
along the pixels covered by the dashed line in (a).(c) Mapping of the Ce M5/M4 

WL ratio variations from the component resolved by WhatEELS. (d) Scatter 
plot for the Ce M5/M4 WL ratio variations along the dashed line highlighted in 
(c). (e) Gd/Ce ratio quantification mapping extracted from WhatEELS. (f) 
Gd/Ce ratio quantification for the pixels along the line highlighted in (e). 
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GS. The profile lines for these 3 quantities further confirm this hypothesis of 

Ce reduction and Gd segregation towards GBs and GSs. Furthermore, the 

quantification scatter plot in Figure 6.25 (f) indicates that the Gd/Ce is very 

close to the stoichiometric values provided (green line) for the regions 

traversing the bulk of the grains. 

6.4.2. Quantitative analysis of the CGO(HF) sample. 

In this final section the results for the last sample analysed for these set of 

mesoporous materials are presented. It corresponds to the CGO post-process 

with an etching bath in HF and decorated with atomic Co in its surface. 

The focus in this sample was set in testing the hypothesis that the HF bath 

effectively removed the excess of Gd dopant segregation towards the GS of the  

Figure 6.26. (a) Low magnification BF image of the CGO(HF) mesoporous 
material where the ROI area for the EELS SI acquisition was located. Zoomed 
high resolution HAADF image (b) and (c) HRTEM images of the actual ROI area 
for the EELS acquisition. The dashed lines in yellow are visual guidelines 
marking several GBs in the field of view.  
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Figure 6.27. (a) Co-acquired HAADF image for the EELS SI of the CGO(HF) 
mesoporous material. (c) HDBSCAN clustering map resolved for the UMAP 
projection shown in (b). (d) Average signals for each one of the clusters in (c). 
The normalized average signals for the energy loss ranges in the proximity of 
the Ce and Gd edges are shown in the green and orange inset graphs, 
respectively. 
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CGO mesoporous material. Also, the initial intention was to resolve the 

position of the Co decoration within the mesoporous structure of the material. 

There was an interest in knowing if the Co segregated forming high 

concentration clusters, as it was the case for the Gd and Pr dopants in the other 

samples of this set. 

Unfortunately, the percentage of Co added to the samples fell below the 

detection limits of the EELS experiment, even after raising the beam current 

again up to 110pA. This increment of the electron current intensity hindered 

the possibility of studying the Ce oxidation state changes in the material, as the 

beam is expected to reduce the Ce of the sample under these illumination 

conditions, as previously evidenced. 

The ROI area for the EELS SI acquisition is shown in Figure 6.26. The 

clustering results for this dataset are shown in Figure 6.27. Once again, the 

segmentation map (label-map) resolved by HDBSCAN (Figure 6.27 (c)) on the 

UMAP projection (Figure 6.27 (b)) is used by WhatEELS to perform the NLLS 

fitting and retrieve the quantitative results. 

The qualitative analysis of the average signals for the clusters resolved by 

HDBSCAN (Figure 6.27 (d)) shows a steady signal increment towards thicker 

areas of the sample. However, no signs of changes in the Ce oxidation state or 

significant Gd dopant segregation clusters appear on this sample. The former 

is probably a consequence of the sample reduction under the beam conditions 

set for the experiment, as already mentioned before. The latter would be an 

initial qualitative proof that hypothesis of the surface cleansing of excessive Gd 

dopant cluster formation by the HF etching process was correct. A slight 

increment of the GdM54 with respect to the CeM54 WLs can be observed for the 

cluster 4 (outermost part of the grains, or GSs) in the normalized spectra 

shown in the inset of Figure 6.27 (d). Notwithstanding, this effect is small 

compared to the GdM54 increment observed for the other samples. 
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Figure 6.28. Quantitative results for the CGO (etched with HF) mesoporous 
material (a) Mapping of the centre position energy loss value for the CeM5 WL 
component resolved by WhatEELS. (b) Scatter plot for the centre positions of 
the CeM5 WL along the pixels covered by the dashed line in (a).(c) Mapping of 
the Ce M5/M4 WL ratio variations from the component resolved by WhatEELS. 
(d) Scatter plot for the Ce M5/M4 WL ratio variations along the dashed line 
highlighted in (c). (e) Gd/Ce ratio quantification mapping extracted from 
WhatEELS. (f) Gd/Ce ratio quantification for the pixels along the line 
highlighted in (e). 
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To clarify this last point, WhatEELS was used to carry out the Ce/Gd 

quantification and check the complete reduction of the Ce cation across the 

whole SI surface.  

These quantitative results are shown in Figure 6.28. The CeM5 centre 

positions and M5/M4 WL ratio (along with the profiles shown crossing a GB in 

Figure 6.28 (b) and (d)) show a total Ce3+ reduction in the whole area of the 

SI. The Gd/Ce  ratio quantification results are consistent with the hypothesis 

of an overall homogeneous distribution of Gd dopant (Figure 6.28 (e)), close 

to the stoichiometric ratio of the formula, and holding in the event of 

traversing a GB (Figure 6.28 (f)). 

6.5. Conclusions.  

The analysis presented in this chapter for the set of doped CeO2 mesoporous 

materials used the whole range of characterization tools described in the 

previous chapters of this work. 

As a matter of fact, the completion of this set of experiments, and the lessons 

learned during the characterization of these materials, were the major driving 

forces behind the development of the WhatEELS software solution and the 

exploration of new routes for the inclusion of advanced clustering techniques 

for EELS data analysis.  

Overall, the results obtained for each one of the materials under analysis 

successfully prove the hypothesized dopant segregation towards grain 

boundaries and grain surfaces (both Pr and Gd). Also, the cerium reduction 

from Ce4+ to Ce3+ towards the same regions in the mesoporous structures (GBs 

and GSs) was successfully demonstrated for the CGPO and the CGO materials. 

Finally, a 3D reconstruction of the mesoporous structure using the advanced 

TVM methodology for electron tomography was also successfully obtained. 

Besides the morphological reconstruction, the analytical counterpart (i.e., 

analytical ET) further demonstrated the tendency of the dopant elements (Gd 
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and Pr) to form clusters of higher concentrations located in the junctions 

between grains across the whole volume of the mesoporous CGPO. 

These TEM characterization results played a major role in a larger study of the 

electrochemical performance for devices synthesized with these types of 

doped mesoporous ceramic materials. They were a key element in the 

explanation of charge exchange (ionic and electronic) physical processes at the 

nanoscale, that ultimately governed the macroscopically measured properties 

(e.g., conductivity)[20]. 
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Chapter 7  

 

General conclusions. 

This PhD thesis has been mainly devoted to the exploration and practical 

implementation of advanced characterization methods for electron energy 

loss spectroscopy (EELS) and electron tomography (ET). Regarding the 

analysis of EELS datasets, the focus was set on the incorporation of new 

machine learning algorithms for clustering and dimensionality reduction. 

Furthermore, the combination of these newly explored algorithms with the 

non-linear least squares (NLLS) fitting process was proven advantageous for 

the characterization of the energy loss near-edge structures (ELNES), 

especially during the analysis of large spectral datasets composed by a rich 

mixture of signals from samples with a large number of different elements. 

Regarding the field of ET and analytical-ET, the focus was set on the translation 

and successful implementation in Python of an algorithm based on the 

compressed sensing mathematical theory for the reconstruction process, 

TVAL3.  

Besides the theoretical revision of the foundations and the description of the 

practical implementation for every single one of these new methodologies, 

their actual capabilities were tested through the resolution of a series of 

experimental problems, that effectively served as the real case scenarios 

demonstrators.  

Finally, an important aspect of this thesis was the clear intention to incentivise 

the widespread use of all these new characterization routes, an effort 

exemplified by the development of the first version of a free access software 

solution known as WhatEELS, targeted to the ELNES analysis of transition 

metal and rare earth oxides. 
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This manuscript opened in chapter 1 with a revision of the state-of-the-art for 

the TEM characterization techniques of EELS and ET, as well as the most 

prominent of their potential applications. This summary allowed to put in 

perspective the work done during the thesis regarding the development of 

new analysis methodologies.  

The general objectives were grouped together and presented in chapter 2. The 

specific work done towards the completion of every single one of these 

objectives is extensively described in chapters 3 to 5 for the implementation 

of the new techniques of analysis, and in chapter 6 for the description of their 

practical use in order to resolve a challenging characterization problem 

involving a set of Pr-Gd doped CeO2 mesoporous materials.  

Each one of the chapters 3-5 worked as a single and individual unit, although 

their interconnection is later revealed in the experimental analysis described 

in chapter 6. The conclusions, major findings and successes that can be 

extracted from each one of these chapters are described in the following lines.  

Chapter 3 was mainly devoted to the description of the performance of TVAL3, 

a total variation minimization (TVM) solver, as the reconstruction algorithm 

for an ET (and analytical ET) experiment.  

• The chapter began with a theoretical revision of the reconstruction 

problem in ET as a TEM characterization technique in section 3.2, 

opening with the classic iterative reconstruction methods (e.g., SIRT) 

and working its way up to the more advanced compressed sensing 

algorithms (i.e., TVAL3). This description put in perspective the 

potential value of the translation of the TVAL3 algorithm from its 

original scripting language (MATLAB) to a free access platform 

(Python). The successful translation and the practical implementation 

of the TVM will certainly play an important role for the future of the ET 

(and analytical-ET) reconstructions in our group (LENS). 

• The TVM methodology (using TVAL3) was successfully used as a 

reconstruction technique for a controlled synthetic dataset in section 
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3.3. In it, the TVAL3 showed an incontestable superiority over the SIRT 

algorithm though the quantitative results obtained for of a series of 

tests devised to analyse the effects of several of the most common 

undersampling problems encountered during the reconstruction of 

experimental samples (i.e., limited number of projections, low SNR and 

image erosion). 

• In section 3.4.1., a series of morphological ET reconstructions were 

successfully carried out on two different sets of hollow and quasi-

spherical γ-Fe2O3 NPs with different shell thicknesses (with average 

values of 4.26 nm and 4.49 nm), using the TVM method. The semi-

quantitative analysis done using an approximate model for the 

morphological structure, and the volumes measured for several of the 

reconstructed NPs, allowed a statistical approximation of the 

differences in the shell thicknesses for both samples. 

• In section 3.4.2, the X-EDS analytical-ET done for another quasi-

spherical hollow NP with a mixed composition of γ-Fe2O3 and NiO 

confirmed the results of a conventional EELS SI characterization. These 

results indicated that both oxides formed an alloy throughout the 

whole structure of the NPs, with occasional pure NiO extrusions 

towards the surface, instead of the hypothesized double-shell 

morphology with the NiO located in the outermost part of the NPs. 

Chapter 4 was devoted to the implementation of machine learning algorithms 

for clustering and dimensionality reduction tasks as part of the 

characterization processes for electron energy loss spectroscopy (EELS).  

• The mathematical foundations of the linear matrix factorization solvers 

(PCA, sPCA and NMF) used for EELS SI analysis as dimensionality 

reduction methods (DRM) were revised in section 4.3.1. This revision 

provided a unified vision of these algorithms as solutions with slight 

variations in the constraints set for the same problem (the extraction 

of a low rank model for an EELS SI dataset through the minimization of 
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a matrix factorization formulation). Also, the results of a series of tests 

conducted for each one of them as DRM, using the same sample of a Fe-

Mn oxide core-shell NP of known composition and elemental 

distribution, showed some of the common pitfalls and potential 

problems arising from their widespread use. 

• The mathematical foundations of the new non-linear graph-based 

approaches t-SNE and UMAP, for DRM in EELS datasets, were laid out 

in section 4.3.2. These DRM were applied to the same Fe-Mn oxide core-

shell NP, to exemplify how these techniques produce a projection image 

of the hypothetical manifold in which the datapoints (collection of 

single spectra) of an EELS SI live, in their native hyperdimensional 

space. These results demonstrated that, even for such high-

dimensional datasets, these non-linear DRM were potentially capable 

of retaining structural information after the projection to the low 

dimensional embedding. 

• Section 4.4 revised the mathematical foundations of several of the 

already known clustering algorithms used for EELS analysis (K-means, 

hierarchical agglomerative clustering, DBSCAN and OPTICS), and 

introduced the state-of-the-art hierarchical density-based algorithm of 

HDBSCAN. The potential effects of using these algorithms for a 

segmentation of an EELS SI (without any previous DRM employed) 

were explored using the same Fe-Mn oxide NP dataset. 

At the same time, a small revision of the most commonly used metrics 

by these algorithms for the computations of distances between 

datapoints was provided, stablishing a clear parallelism between the 

so-called cosine ‘metric’ and an effective L2 pre-normalization of the 

dataset followed by any computation using the Euclidean metric. 

• Section 4.5 showed the promising results of using the combination of 

the new DRM and clustering algorithms (UMAP and HDBSCAN), 

through the analysis of the Fe-Mn oxide NP. Not only they produced the 
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expected segmentation results (already proven by quantitative 

methods in previous analysis of the sample using the Oxide Wizard 

software solution for the Digital Micrograph, see section 4.2), but they 

also did so by following a complete data-driven methodology, as no 

intervention at any point in the analysis procedure was required from 

the user. 

• The results from section 4.6.1 proved the superior performance 

capabilities of the UMAP-HDBSCAN combination using a synthetic 

dataset to conduct quantitative measures. 

This combination was able to identify small changes in the energy loss 

position of WLs (i.e., changes in the oxidation state of the materials 

reflected in the ELNES), even when these changes were modelled by a 

continuous and slowly varying gradient. At the same time, it was also 

successful in the detection of small changes of the elemental 

composition, for elements included in areas of the dataset with a weight 

below the 5% mark (also in cases modelled with a continuously varying 

function). On top of that, the synthetic dataset was devised to mimic a 

real case scenario in which with a gradient modulation for the 

background signal arising from an underlying thickness variation in the 

sample permeates the whole SI. 

Finally, these different composition regions and areas with small 

changes in the oxidation state presented a diverse range of sizes, a fact 

that posed a particular difficult problem to the other combinations of 

DRM and non-density-based clustering algorithms. 

• The new DRM and clustering algorithms were proven capable of 

dealing with cases of low SNR in section 4.6.2. Once again, a synthetic 

dataset was devised to test the detection limits for small EELS signals 

diluted in the background through a series of examples heavily polluted 

with noise. The outstanding capabilities of UMAP to produce a faithfully 

representation of the manifold underlying the EELS SI structure, as well 
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as the capability of HDBSCAN to separate smaller but denser regions 

within a larger distribution of datapoints, were proven again as the key 

aspects of this methodology combining both algorithms that allowed 

the detection of such outlier regions included in the synthetic dataset. 

Chapter 5 introduced WhatEELS, the integral software solution developed 

during this PhD thesis to combine clustering and NLLS and that includes 

several of the most popular analysis tools for the characterization of transition 

metal and rare earth oxides. 

• The revision of the theory behind the elemental quantification process 

using the Egerton method for EELS was shown in section 5.2. A clear 

view is provided for the importance of including the experimental 

limiting effects of the apertures on the convergence and collection 

angles for the computation of the elemental partial cross sections, and 

as an extension, for the elemental quantification process itself. The 

computations carried out by WhatEELS for the integration of the 

partial cross sections were proven to be aligned with those provided by 

Digital Micrograph when the geometric correction factor was set in 

place. 

• The architecture and inner workings of the software, as well as a series 

of visual examples for the succession of actions required to complete an 

analysis, were successfully described in section 5.3. The software was 

divided between the peripheral modules (i.e., comprised by the general 

oscillator strength surface visualizer and the clustering analysis tool) 

and the core modules (i.e., the tools to create the components of the 

model and carry out the NLLS fitting, as well as those in charge of the 

analysis of the results).  

• The results of using WhatEELS for a quantitative analysis of the Fe-Mn 

oxide NP calibration sample of known composition were showcased in 

section 5.4. The software solution was proven to provide an accurate 

picture of the elemental distribution, as well as an accurate description 
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of the areas with different manganese oxide phases within the shell (i.e., 

different Mn oxidation states). 

Finally, chapter 6 describes the results for the analysis for a series of samples 

of CeO2 mesoporous materials doped with different quantities of Gd and Pr, 

and using all the new analysis techniques described in chapters 3 to 5. The 

adoption of these types of ceramic materials for high temperature catalysis 

and thermochemical fuel production has been highlighted in the literature 

previously. The actual samples analysed in this PhD thesis were devised to be 

included as the backbone layer for the electrode in an energy conversion 

device operating at high temperature (solid oxide fuel cell, SOFC), given their 

promising performances as ionic and mixed ionic-electronic conductors. The 

results of our analysis played a key role in understanding the macroscopic 

electrochemical performance from the nanoscopic physical phenomena 

supported by the characterization of the structure of these materials at the 

nanoscale. 

• The qualitative analysis conducted through the combination of UMAP-

HDBSCAN for the CeGd0.2O0.8 (or CGO), CePr0.2O0.8 (or CPO) and 

CeGd0.1Pr0.1O0.9 (or CGPO) samples in section 6.2. showed a clear 

tendency of the Gd and Pr dopants to segregate towards the main CeO2 

structures grain boundaries (GB) and grain surfaces (GS). 

• Section 6.3.1. showed the quantitative analysis of the CGPO sample. It 

was carried out by the combination of the dataset segmentation via 

UMAP-HDBSCAN and the NLLS fitting via WhatEELS. The analysis of 

the central positions through the SI for the gaussian component 

assigned to CeM5, as well as the analysis of the white-line (WL) ratio 

variations for the CeM54 edge was in good agreement with the 

hypothesis of cerium reduction localized in the GB and GS. At the same 

time, the elemental quantification showed the same tendency of Pr and 

Gd dopant segregation towards the same GB and GS where the Ce was 

reduced. 
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• The results for the ET and X-EDS analytical-ET reconstructions (using 

the TVM method) for the CGPO sample were shown in section 6.3.2. 

They qualitatively described the formation of high-density 

concentration of dopants in small clusters towards the boundaries 

between grains throughout the whole volume of the mesoporous 

structure. 

• The results of the time-series experiments for the CGO sample, shown 

in section 6.4.1, showcased the importance of the precise control of the 

electron dosage over the sample to avoid biased results for the 

measurements of the Ce oxidation state in the materials of this 

composition. 

• The quantitative results for the CGO sample shown in section 6.4.1. 

(using UMAP-HDBSCAN and WhatEELS), showed the same tendency of 

Ce reduction and dopant segregation towards GB and GS than that of 

the CGPO. 

• The quantitative results for the CGO(HF) sample (using UMAP-

HDBSCAN and WhatEELS), shown in section 6.4.2., demonstrated the 

effectivity of the HF post-processing etching procedure in eliminating 

the excess of dopant in the GB and GS of the material, while maintaining 

a constant dopant ratio close to the stoichiometric values throughout 

the whole structure of the CeO2 mesoporous sample. 

To conclude this manuscript, the intention of these final lines is to put in 

perspective the importance of the work done, revisiting once again each one 

of the topics covered above.  

Beginning with the field of electron tomography, the algorithm chosen 

(TVAL3) to bring the compressed sensing reconstruction capabilities to our 

group (LENS), while it has already been showcased in the literature for some 

time, it still remains as one of the forefront options in the field. The 

morphological and analytical volume reconstructions carried out during the 

thesis were often done for samples that presented some sort of limitation to 
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the maximum electron dosage allowed (i.e., a limitation on the maximum 

illumination time and, thus, on the maximum number of projections acquired). 

Even under these severe undersampling conditions, that in some cases were 

further degraded by a low SNR (e.g., the analytical sets acquired for shorter 

periods of time such as fast X-EDS mappings in analytical-ET), the TVM method 

for the reconstructions showed an outstanding performance overall. 

Another important point to be made is the translation of this algorithm 

(TVAL3) to Python. Although freely distributed by their owners, it was only 

available in a proprietary language (MATLAB), and for a long time this 

hindered its proper use within our group.  

Following this thread of insufficient available tools or inefficient available 

ones, precisely these factors were the main drive behind the development of 

WhatEELS. Long periods of time were invested on developing homemade 

tools for ELNES analysis, in order to tackle some of the more challenging 

characterization problems encountered during the thesis (e.g., the problem 

described for the set of mesoporous materials). WhatEELS is the culmination 

of the intention to bring together all these new solutions under a common roof. 

Hopefully this tool will also serve as a solid ground for future expansions, 

probably focused on the implementation of new machine learning solutions 

for EELS and ELNES analysis. 

Precisely some of these future machine learning solutions for EELS analysis 

were also explored on this thesis. The state-of-the-art algorithms for 

dimensionality reduction and clustering, UMAP and HDBSCAN respectively, 

demonstrated to be valuable assets for the clustering segmentation of large 

spectral datasets. They even showed that a fully data-driven analysis is 

possible while still beating the performance of all the previous candidates by 

a good margin.  

The potential of using all these advanced techniques (i.e., TVM, WhatEELS and 

UMAP-HDBSCAN) for the resolution of complex problems was finally 

showcased with the set of Pr-Gd doped CeO2 mesoporous materials. Again, the 
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tools available at the beginning of this PhD only allowed for a qualitative 

approach to the problem. However, by the end of it the only qualitative 

analysis remaining was that done on the volumes reconstructed for the 

mesoporous structures (and only prompted by the limited number of 

projection angles acquired and the registering times for the X-EDS maps). Both 

the advanced clustering techniques combined with NLLS and the homemade 

results analysis tools included in WhatEELS provided the resources to resolve 

quantitatively the problems of the dopant segregation and local changes in the 

Ce oxidation state. 

And the most important part, these tools are now available for free to be used 

by anyone, to resolve all sorts of new and exciting problems. 
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Appendix A  

 

Instrumentation list. 

A list of all the equipment used to prepare the samples and acquire the 

experimental datasets analysed along the development of this thesis is 

presented in the following lines. 

 

CCIT – Universitat de Barcelona 

JEOL JEM 2100, with a LaB6 thermionic electron gun operating at 200 kV, 

equipped with an Oxford Instruments EDX system, and a set of bright 

field/dark field (HAADF) STEM detectors. 

JEOL JEM 2010F, with a field emission gun (FEG) operating at 200 kV, 

equipped with a Gatan GIF for the acquisition of EELS and a set of bright 

field/dark field (HAADF) STEM detectors. 

Ion milling machines from Fischione (model 1010), and GATAN (PIPS) 

Single grinder polisher machine from Pace Technologies, with a 12’’ rotating 

disc. A polishing tripod was used to support the sample.  

Plasma cleaner from Fischione, model 1020. 

 

CNBM – Adam Mickiewitcz University 

Probe corrected JEOL JEM ARM200F operating at 200 kV, equipped with a 

Gatan Quantum GIF EELS detector, JEOL EDX detector and bright field/dark 

field (HAADF) STEM detectors. 
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DME – Universidad de Cádiz 

Probe and image corrected ThermoFisher TITAN3 Themis 60-300, with a 

XFEG operated at 80 and 200 keV, equipped with a Gatan Quantum ERS 966 

for EELS, a Super-X Chemi-STEM for X-EDS, and a CMOS ceta 4k camera for 

HRTEM. It was used with both Fischione Model 2020 y 2021 holders for 

electron tomography. 
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Scientific curriculum. 

Education 

 

2021 – 2016 

 

PhD in Nanoscience 

Universitat de Barcelona (UB) 

 

 

2015 – 2016 

 

Master’s degree in Nanoscience 

Universitat de Barcelona (UB) 

 

 

2010 – 2015 

 

Bachelor’s degree in Physics 

Universidad de Santiago de Compostela (USC) 

 

 

Grants awarded 

 

2018 

 

Ajuts per a la contractacio  de personal investigador 

predoctoral en formacio  (FI-2018). Grant 

2018FI_B_00360 from Comissio  Executiva d'Ajuts 

de Recerca de l'Age ncia de Gestio  d'Ajuts 

Universitaris i de Recerca (AGAUR) de la Generalitat 

de Catalunya (Spain) 
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Appendix C  

 

Resumen en castellano 

Esta tesis se ha dedicado principalmente a la exploracio n e implementacio n de 

nuevas herramientas y te cnicas de ana lisis computacional para la 

caracterizacio n de nanomateriales y dispositivos mediante la microscopí a de 

transmisio n de electrones (TEM). En concreto, los campos de la espectroscopia 

de pe rdida de energí a de electrones (EELS) y de la tomografí a electro nica (TE) 

centraron la atencio n de la mayor parte del trabajo realizado, ambos a la 

vanguardia de las te cnicas de caracterizacio n a la nanoescala en el campo de la 

ciencia de materiales. 

Empezando por EELS, esta te cnica da acceso al estudio de una amplia gama de 

diferentes propiedades y feno menos fí sicos en materiales a escalas 

nanosco picas, destacando entre otras te cnicas por su alta resolucio n espacial 

y energe tica. Tí picamente, el EELS es capaz de resolver detalles en una escala 

espacial de A ngstroms(Å, es decir, ato mica) y a una escala energe tica menor a 

1eV (en torno a 0.7 eV para un can o n de electrones FEG, e incluso en torno a 

100 meV con un monocromador esta ndar).  

Algunos de los feno menos fí sicos a la nanoescala que pueden investigarse 

mediante espectroscopí a EELS serí an la medicio n de los valores de energí a de 

banda prohibida para distintos tipos de nanomateriales, o la determinacio n de 

la respuesta de los plasmones de superficie y sus modos resonantes en 

dispositivos para aplicaciones o pticas a la nanoescala. El estudio de fonones 

mediante espectroscopí a EELS tambie n ha sido recientemente desbloqueado, 

gracias en parte al incremento del brillo de las fuentes de electrones y los 

nuevos monocromadores para el haz.  
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De manera ma s comu n, y especialmente en el contexto de este doctorado, el 

EELS se ha utilizado para el ana lisis cuantitativo y cualitativo de distribuciones 

de elementos a la nanoescala. En estos casos, el EELS destaca por su capacidad 

para la deteccio n de elementos ligeros en la tabla perio dica (p. Ej., oxí geno, 

nitro geno y carbono). A mayores, el EELS permite el estudio de los estados de 

oxidacio n y de los nu meros de coordinacio n ato mica con una resolucio n 

ato mica. Para ello, se recurre al ana lisis de la estructura fina del espectro en 

las regiones cercanas al borde principal de pe rdida de energí a (ELNES) en los 

espectros EELS. 

Los avances en la instrumentacio n TEM, incluido el desarrollo de mejores 

espectro metros EELS (por ejemplo, ca maras de deteccio n directa) y software 

para una adquisicio n ma s ra pida, esta n detra s del aumento de taman o y 

complejidad en los datos espectrales adquiridos. Siguiendo esta lí nea, el 

requisito de adquirir espectros con una gran resolucio n en energí a y un buen 

ratio sen al / ruido (SNR) para el ana lisis ELNES ha sido paulatinamente 

sustituido en la pra ctica por la adquisicio n de un nu mero mucho mayor de 

ima genes de espectros, aun a coste de una menor calidad. Este nuevo 

paradigma se fundamenta en la hipo tesis de que una muestra estadí stica 

mayor, aunque ruidosa, proporciona acceso al mismo nivel de detalle en el 

proceso de caracterizacio n que una muestra espectral ma s pequen a y limpia, 

con la ventaja adicional de requerir habitualmente tiempos de adquisicio n ma s 

cortos. Esta pra ctica es ahora comu n para la caracterizacio n de materiales 

sensibles al haz de electrones o para experimentos centrados en el estudio de 

los estados de oxidacio n de materiales propensos a reducirse/oxidarse bajo el 

haz de electrones. 

Este aumento en el taman o de los conjuntos de datos y los desafí os de lidiar 

con mayores niveles de ruido, han propiciado la incorporacio n de mu ltiples 

te cnicas de ana lisis originarias del campo del aprendizaje automatizado 

(‘machine learning’ en ingle s), una tendencia que se espera continu e en el 

futuro.  
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Algunos algoritmos, como el de ana lisis de componentes principales (PCA) o la 

factorizacio n matricial no negativa (NMF), llevan tiempo siendo empleados 

para el ana lisis de datos EELS. Recientemente el intere s se ha enfocado en la 

incorporacio n de nuevos me todos de agrupamiento (‘clustering’ en ingle s) 

para resolver problemas de segmentacio n de ima genes de espectros EELS de 

manera no supervisada. Una de las principales ventajas de estos me todos es 

que los representantes espectrales de cada uno de los grupos resueltos son 

siempre fí sicamente significativos, ya que son calculados mediante el 

promedio de sen ales. Esto no siempre sucedí a con PCA y NMF. 

Un ejemplo de la utilizacio n de estos nuevos algoritmos serí a el uso de K-

means para extraer los representantes espectrales de un set de datos, que 

luego son utilizados en un ajuste de mí nimos cuadrados de mu ltiples 

componentes (MLLS) para mejorar la exactitud de los resultados obtenidos. 

Otro ejemplo serí a el del uso combinado de te cnicas no-lineales de reduccio n 

dimensional (como t-SNE) y algoritmos de agrupamiento basados en la 

densidad de puntos (OPTICS) para la segmentacio n de imagen de espectros 

mediante una metodologí a puramente basada en los datos (reduciendo 

posibles prejuicios en la interpretacio n de resultados) . 

Una parte muy importante del trabajo realizado en esta tesis se ha centrado en 

la elaboracio n de una revisio n sistema tica de estos nuevos me todos de 

agrupamiento, de los me todos de reduccio n dimensional ya establecidos (PCA 

y NMF), y de algunas de las posibles combinaciones entre ambos tipos de 

te cnicas. Esta revisio n se llevo  a cabo a trave s de una serie de ana lisis 

cualitativos y cuantitativos del rendimiento de dichos algoritmos, así  como de 

sus ventajas y de sus mayores deficiencias. Adema s, se introdujo una nueva 

metodologí a mediante el uso combinado de algoritmos de u ltima generacio n 

para la reduccio n dimensional no-lineal (UMAP) y algoritmos jera rquicos de 

agrupamiento basados en la densidad de puntos (HDBSCAN). Hemos 

demostrado que el rendimiento de esta combinacio n supera con creces el de 

cualquier otra te cnica de segmentacio n estudiada para ima genes de espectro 

EELS. 
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Adema s, el uso combinado te cnicas de ajuste no-lineales por mí nimos 

cuadrados (NLLS) y de algoritmos de agrupamiento ha resultado ser una 

solucio n prometedora para mejorar la estabilidad en el ana lisis de ELNES. Por 

lo tanto, esta combinacio n representa un activo importante para el ana lisis de 

datos en experimentos que involucran cambios de estado de oxidacio n (por 

ejemplo, la reduccio n localizada de cationes en o xidos de metales de transicio n 

y o xidos de tierras raras). 

Junto al estudio e implementacio n de toda esta serie de nuevas te cnicas para 

el ana lisis de EELS, un objetivo prioritario de este trabajo de doctorado ha sido 

el proporcionar una solucio n de software completa que las incluyese. De esta 

forma, cualquier usuario futuro podra  reproducir y aplicar estas metodologí as 

a nuevos experimentos, sin requerir de una alta competencia en lenguajes de 

programacio n. Este objetivo desemboco  en el desarrollo de la herramienta de 

software denominada WhatEELS.  

Pasando ahora al campo de la reconstruccio n tridimensional por tomografí a 

de electrones (TE), esta te cnica supone uno de los conjuntos de herramientas 

ma s versa tiles para la caracterizacio n a nanoescala, ya que permite la 

reconstruccio n de volu menes a partir de un conjunto limitado de proyecciones 

adquiridas.  

Dichas reconstrucciones pueden orientarse hacia la recuperacio n de la 

morfologí a en 3D (TE morfolo gica o, simplemente, TE) o hacia la obtencio n de 

la composicio n quí mica en 3D (TE-analí tica). 

La TE morfolo gica utiliza para el proceso de reconstruccio n los datos 

adquiridos mediante los modos de imagen TEM (es decir, ima genes de campo 

oscuro HAADF o DF, o incluso ima genes de campo brillante, BF). Por lo general, 

la TE se centra en la reconstruccio n de volu menes a la 'mesoescala', en la que 

se pueden investigar cuantitativamente la distribucio n de taman os y 

dispersio n de aglomerados de NP, resolver las facetas expuestas en la 

superficie de una NP u obtener la estructura interna de cavidades. Tambie n 

existe la posibilidad de reconstruir la estructura cristalina ato mica en 3D 
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mediante un experimento de TE. Para ello, en la literatura se han descrito 

experimentos que recurren a conjuntos de proyecciones ADF (o HAADF) con 

resolucio n ato mica donde la muestra es orientada en varios ejes de zona. 

Tambie n se han descrito experimentos que recurren a una combinacio n de 

adquisicio n de ima genes HAADF de alta resolucio n y procesos de 'conteo de 

a tomos' (es decir, procesos modelado ato mico de las ima genes HAADF que 

usan la relacio n entre el contraste y la profundidad de la columna ato mica 

orientada). 

Con respecto a la TE analí tica, las reconstrucciones se llevan a cabo con 

proyecciones constituidas por mapas quí micos, que a su vez son extraí dos de 

datos espectrales adquiridos mediante cualquiera de las te cnicas analí ticas en 

un TEM (es decir, X-EDS o EELS). En algunos casos, ambas sen ales son 

adquiridas y reconstruidas simulta neamente. Generalmente, el objetivo de 

estas reconstrucciones esta  en la obtencio n de las distribuciones en 3D de los 

diferentes elementos presentes en los nanomateriales. Sin embargo, tambie n 

se ha demostrado que la TE-analí tica es capaz de abordar problemas con un 

mayor nivel de complejidad, como la reconstruccio n en 3D de la distribucio n 

de los estados de oxidacio n de los elementos quí micos del material.  

Estos u ltimos se basan principalmente en el ana lisis ELNES de una serie de 

ima genes de espectros EELS, ya que estas estructuras caracterí sticas 

proporcionan un fa cil acceso a la identificacio n de estados de oxidacio n para 

cationes en o xidos de metales de transicio n y o xidos de tierras raras. La 

extraccio n de los mapas para esta distribucio n de los estados de oxidacio n en 

cada proyeccio n puede abordarse de diversas maneras. Por un lado, estarí a el 

ana lisis de componentes independientes (ICA) para el set de datos de EELS. 

Una vez realizada la descomposicio n ICA, se utilizarí an los pesos de las 

componentes ELNES asociadas a los estados de oxidacio n de intere s como si 

se tratasen de las proyecciones para el proceso de reconstruccio n mediante 

una TE. Otra opcio n serí a el ca lculo de los mapas de pesos para un ajuste MLLS 

de las sen ales de referencia ELNES de los diferentes estados de oxidacio n de 

intere s en el material bajo ana lisis. 
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En general, los avances en TE (tambie n aplicable a TE-analí tica) se pueden 

dividir en dos subcategorí as diferentes. La primera estarí a relacionada con el 

proceso de adquisicio n en sí  mismo. Esto incluirí a tanto la implementacio n de 

nuevos modos y herramientas de software para la adquisicio n como los 

avances en la instrumentacio n TEM especí ficamente enfocada a la adquisicio n 

experimental de series tomogra ficas.  

Por ejemplo, recientemente, una gran parte de la investigacio n en el campo de 

la TE se ha dedicado a la implementacio n de rutinas de adquisicio n ma s 

ra pidas y eficientes. Estas evitarí an, en principio, la sobreexposicio n de las 

muestras al haz de electrones, sin comprometer el nivel de detalle 

reconstruido (TE ra pido o fast-ET en ingle s). Uno de los avances 

instrumentales ma s relevantes para el campo de la TE (tanto morfolo gica 

como analí tica) ha sido el desarrollo de las ca maras y sensores de deteccio n 

directa, con una sensibilidad mejorada y respuesta ma s ra pida. Estos 

instrumentos han facilitado la obtencio n de un mayor nu mero de proyecciones 

durante los experimentos de TE, evitando el asociado aumento del tiempo 

total para la adquisicio n. A su vez, tambie n permiten una reduccio n dra stica 

de los voltajes y corrientes en el haz de electrones, manteniendo aun así  unos 

niveles aceptables de SNR. 

El desarrollo del crio-TEM tambie n se encuentra a la vanguardia de los avances 

para TE, dado que permite la implementacio n de esta te cnica de 

caracterizacio n en muestras que de otra manera serí an demasiado sensibles al 

haz de electrones. El nu mero de publicaciones en este campo en particular 

(crio-TEM en general, y crio-TEM TE en particular) se ha visto drama ticamente 

incrementado en los u ltimos tiempos, apoyado por los avances en la te cnica. 

La relevancia de dichos avances queda perfectamente ejemplificada a trave s 

de la concesio n del Premio Nobel de Quí mica 2017 a Jacques Dubochet, 

Joachim Frank y Richard Henderson por su trabajo en el desarrollo de crio-

TEM. 

La segunda subcategorí a de avances en el campo de la TE se centrarí a la mejora 

y el desarrollo de algoritmos para el proceso de reconstruccio n. Sin embargo, 
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en la literatura todaví a se puede encontrar de forma comu n el uso algoritmos 

de reconstruccio n antiguos. Un ejemplo serí a la reciente reconstruccio n de la 

estructura 3D de la maquinaria molecular para el virus SARS-CoV-2 a partir de 

una serie de ima genes adquiridas en un crio-TEM, utilizando el algoritmo 

algebraico iterativo SIRT. Aunque potencialmente exitosos, estos algoritmos 

ma s antiguos requieren por lo general un gran nu mero de proyecciones para 

lograr una reconstruccio n precisa. Incluso entonces, los resultados pueden 

mostrar algunos de los artefactos de reconstruccio n ma s persistentes (por 

ejemplo, artefactos de lí neas, o ‘streaking artefacts’ en ingle s).  

La inclusio n de informacio n conocida a priori acerca de las muestras 

estudiadas en el proceso de reconstruccio n, como el uso de algoritmos 

formulados a partir de la teorí a matema tica de muestreo disperso 

(‘compressed sensing’ en ingle s), ha sido probado con un alto nivel e xito en la 

literatura. En general, esas te cnicas avanzadas son capaces de lograr un alto 

nivel de calidad en las reconstrucciones a partir de un conjunto muy limitado 

de proyecciones. 

En el contexto de esta tesis doctoral, el trabajo se ha centrado precisamente en 

la implementacio n de algoritmos avanzados para la reconstruccio n 

tomogra fica. El foco de atencio n ha sido el algoritmo TVAL3, una solucio n 

matema tica para el problema de la minimizacio n de variacio n total (TVM) 

cuyos fundamentos teo ricos se encuentran en el campo del muestreo disperso. 

El uso de este algoritmo especí fico para la TE ya habí a sido probado con 

anterioridad para procesos de reconstruccio n en la literatura. A pesar de ello 

no se disponí a de una implementacio n funcional que no requiriese el uso de 

lenguajes patentados. Por ello, se fijo  como objetivo la traduccio n de dicho 

algoritmo desde su formulacio n inicial en MATLAB a Python (libre acceso). En 

lí neas generales, TVAL3 requiere muchas menos proyecciones para una 

reconstruccio n precisa y muestra una mayor tolerancia a condiciones ruidosas 

que los algoritmos cla sicos (SIRT). 
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Finalmente, esta metodologí a basada en el algoritmo TVAL3 se ha utilizado a 

lo largo de la tesis para la caracterizacio n experimental de una amplia variedad 

de nanomateriales diferentes  

La estructura de este manuscrito, y la estructura de esta tesis doctoral en su 

conjunto, se basa en tres pilares principales que incluyen parte de las te cnicas 

del estado-del-arte descritas en las lí neas anteriores: (1) el uso de algoritmos 

de muestreo disperso para la reconstruccio n en TE, (2) la exploracio n de 

te cnicas de agrupacio n y de reduccio n de dimensio n no lineal avanzadas para 

el ana lisis de ima genes de espectroscopí a EELS, y (3) el desarrollo de una 

nueva herramienta de software para el ana lisis de ELNES. 

Cada uno de estos pilares, que conlleva en sí  mismo la resolucio n de un desafí o 

te cnico, constituye un capí tulo de esta tesis doctoral. Se incluye un cuarto y 

u ltimo capí tulo que describe los resultados de un experimento clave realizado 

para una serie de materiales mesoporosos de ceria (CeO2). 

Algoritmo para la minimización de la variación total: Optimización de las 

reconstrucciones morfológicas y analíticas mediante la tomografía de 

electrones (Capítulo 3). 

En este capí tulo se presento  una revisio n histo rica sobre el desarrollo 

de la teorí a detra s de los algoritmos de reconstruccio n en TE, así  como 

de su implementacio n. Se incluyeron SIRT y la adaptacio n de TVAL3 

(metodologí a TVM) hecha durante su traduccio n desde MATLAB a 

Python. Se demostro  satisfactoriamente, y mediante el uso de sets de 

datos sinte ticos, la ventaja que el me todo TVM tiene sobre SIRT cuando 

se trata de lidiar con experimentos con un nu mero muy pequen o de 

proyecciones o con problemas patolo gicos de muestreo insuficiente 

(erosio n de ima genes) y SNR bajo. 

El capí tulo incluye la exposicio n de los resultados experimentales de las 

reconstrucciones morfolo gicas (mediante ima genes HAADF) y 

analí ticas (mapas X-EDS) de un caso de estudio de una serie de haces 
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de nanopartí culas huecas de o xidos de hierro y o xidos mixtos de hierro 

y ní quel. Los resultados indicaron los diferentes taman os promedio de 

las cortezas de estas NPs, así  como la formacio n de segregados de Ni. 

Aprendizaje automatizado para análisis de datos EELS: métodos de 

reducción dimensional y agrupamiento (Capítulo 4). 

En este capí tulo se revisaron las te cnicas de reduccio n dimensional 

(DRM) ma s relevantes usadas para el ana lisis de datos EELS, incluidos 

los me todos cla sicos de factorizacio n matricial PCA y NMF, y los 

enfoques ma s modernos basados en el co mputo no lineal de gra ficas de 

conectores t-SNE y UMAP. Tambie n se llevo  a cabo una revisio n de los 

algoritmos de agrupamiento ma s relevantes utilizados para la 

segmentacio n de ima genes de espectros EELS, incluyendo K-Means, la 

agrupacio n jera rquica por aglomeracio n, DBSCAN, OPTICS y HDBSCAN 

(este u ltimo, la adicio n ma s reciente a los me todos probados para la 

agrupacio n de datos EELS). 

Esta revisio n se llevo  a cabo tanto desde una perspectiva teo rica como 

desde un punto de vista experimental, probando los efectos de las 

diferentes combinaciones posibles de DRM y te cnicas de agrupamiento. 

El ana lisis cualitativo y cuantitativo del rendimiento de dichas 

combinaciones resulto  en la declaracio n de UMAP-HDBSCAN como la 

combinacio n ma s efectiva para la segmentacio n de ima genes de 

espectros de forma no supervisada y puramente basada en los propios 

datos.  

Dicho ana lisis se hizo tanto sobre una muestra sinte tica de composicio n 

fija (para la evaluacio n de puntuaciones para cada clu ster separado y 

comprobar la resistencia de los me todos a condiciones de ruido 

extremas), como sobre una muestra experimental de una nanopartí cula 

‘core-shell’ de o xido de hierro y o xido de manganeso. En esta u ltima, el 

ana lisis basado en HDBSCAN y UMAP consiguio  resolver de forma 

satisfactoria la separacio n de elementos entre el nu cleo (de o xido de 
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hierro) y la corteza (o xido de manganeso), así  como la aparicio n de 2 

fases distintas de o xido de manganeso en la corteza(MnO y Mn3O4). 

Análisis ELNES combinando la agrupación en clústeres y NLLS: la 

herramienta de software WhatEELS (Capítulo 5).  

Este capí tulo proporciona una revisio n de la arquitectura del software 

y las principales capacidades de la herramienta de ana lisis programada 

durante la tesis y que es conocida como WhatEELS. Con esta solucio n 

de software se proporciona una plataforma comu n para usar las 

te cnicas de agrupamiento de clu steres y los ajuste mediante NLLS, con 

la finalidad de llevar a cabo ana lisis caracterí sticas de ELNES en 

espectros de o xidos de metales de transicio n y tierras raras. 

A parte de la descripcio n de la arquitectura, el capí tulo incluye una serie 

de demostraciones paso a paso de co mo debe ser usada la herramienta, 

así  como una descripcio n de todas las posibilidades de ana lisis de 

resultados a posteriori mediante el uso de los mo dulos incluidos (esto 

es, usando los mo dulos de ana lisis incluidos por defecto tras el ajuste 

de NLLS). La muestra de control es la misma nanopartí cula de o xido de 

hierro y manganeso que se analizo  en el capí tulo anterior. Los 

resultados cuantitativos confirmaron lo que ya se habí a resuelto 

entonces, la separacio n de elementos entre nu cleo y corteza, y la 

formacio n de 2 fases para el o xido de manganeso en esta u ltima. 

Análisis de la segregación de dopantes de gadolinio y praseodimio, y 

análisis del estado de oxidación del cerio, en ceria mesoporosa (Capítulo 

6). 

Este u ltimo capí tulo presenta los principales resultados de 

caracterizacio n de TEM para una serie de experimentos que involucran 

materiales mesoporosos de CeO2 dopados con praseodimio (Pr) y 

gadolinio (Gd). La adopcio n de este tipo de materiales cera micos para 

cata lisis a alta temperatura y produccio n de combustible termoquí mico 
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se ha demostrado con anterioridad en la literatura. Los materiales 

analizados en esta tesis doctoral fueron disen ados para configurar 

electrodos en un dispositivo de conversio n de energí a operando a alta 

temperatura (en celdas de combustible de o xidos so lidos, SOFC), dado 

su prometedor rendimiento como conductores io nicos y mixtos io nico-

electro nicos.  

Los resultados de nuestro ana lisis jugaron un papel clave en la 

comprensio n del comportamiento electroquí mico macrosco pico a 

trave s de los feno menos fí sicos nanosco picos apoya ndonos en la 

caracterizacio n de la estructura de estos materiales a nanoescala. 

La atencio n se centro  en la investigacio n de la posible segregacio n de 

dopantes y cambios en el estado de oxidacio n catio nica del Ce hacia las 

fronteras de grano y superficies de las estructuras granulares en la ceria 

mesoporosa. 

Estos experimentos requirieron el uso de todas las te cnicas de ana lisis 

introducidas en los capí tulos anteriores. De hecho, jugaron un papel 

central como motor para la implementacio n y uso de la metodologí a 

TVM para las reconstrucciones ET, la exploracio n de nuevos algoritmos 

de agrupacio n de clu steres, y el desarrollo de la herramienta de 

software WhatEELS. 

Gracias a la combinacio n de todas ellas, se pudo resolver de forma 

cuantitativa los cambios de estado de oxidacio n del cerio localizados en 

las fronteras de grano y la segregacio n de dopantes (tanto Pr como Gd) 

en las mismas regiones. Todo ello, a pesar de la clara tendencia de Ce a 

reducirse bajo el haz (lo cual forzo  la adquisicio n de espectros con muy 

bajo SNR) y a pesar del solapamiento de sen ales asociadas al Ce, Pr y Gd 

que complicaron la cuantificacio n elemental. 

Cerramos este resumen, poniendo en contexto la importancia del trabajo 

realizado en esta tesis. En lí neas generales, la implementacio n de todas estas 

te cnicas de ana lisis respondio  a la necesidad ineludible de nuevas y ma s 
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potentes herramientas para abordar los retos de caracterizacio n a la 

nanoescala que se presentaron a lo largo del camino. Por ejemplo, el estudio 

de los mesoporosos de ceria puso de manifiesto que las herramientas 

disponibles en un principio eran insuficientes para el tipo de ana lisis 

requerido. El haber creado una herramienta gratuita y modular como 

WhatEELS permitira  en un futuro la potencial expansio n del uso de estas 

te cnicas por la comunidad cientí fica especializada, para el ana lisis de nuevos e 

interesantes resultados experimentales.  
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