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Abstract

This thesis consists of three chapters that improve our knowledge of how in-
come shapes well-being. Chapter 1 (“Measuring Affect Dynamics: An Empirical
Framework™) presents an empirically-derived framework to conduct experience
sampling studies of affect dynamics. Chapter 2 (“Happiness Without a Financial
Safety Net: Low Income Predicts Emotional Volatility”) examines how income
shapes the emotional lives of 23,000 individuals whose happiness was tracked in
real-time using a smartphone app. Lower income is associated with increased
happiness volatility, a relationship that is partially explained by the experience
of more frequent and intense periods of extreme unhappiness among low-income
individuals. Chapter 3 (“Income, Boredom, and Mental Health™) shows that low-
income individuals experience more frequent boredom and that their affective ex-
perience of this emotion is more closely associated with depressed and anxious
mood. Consequently, income moderates the relationship between boredom and
the experience of clinical depression episodes.

Resumen:

Esta tesis consta de tres capitulos que contribuyen a mejorar nuestro conocimien-
to sobre la relacion entre renta y bienestar. El Capitulo 1 (“Midiendo Dindmicas
Afectivas: Un Marco Empirico”) presenta un marco empirico para disefiar estu-
dios de dindmicas afectivas usando el método de muestreo de experiencias. El
Capitulo 2 (“Felicidad Sin Red de Seguridad Financiera: Ingresos Bajos Predi-
cen Volatilidad Emocional”) examina como los ingresos dan forma a las vidas
emocionales de 23.000 personas cuya felicidad fue seguida en tiempo real usan-
do una aplicacion mévil. Los resultados muestran que una renta baja se asocia a
una mayor volatilidad emocional. El Capitulo 3 (“Renta, Aburrimiento y Salud
Mental”) muestra que los individuos con rentas bajas experimentan aburrimiento
mas frecuentemente, y que, para estos individuos, la experiencia de esta emocion
se asocia de forma mads cercana a la experiencia de estados animicos como la
ansiedad o la depresion.






Preface

The relationship between income and well-being is a central topic in the social sci-
ences, with implications in fields as diverse as management, economics, psychol-
ogy, sociology, or political science. In our lives, understanding the relationship
between income and well-being is key to comprehend people’s daily behaviors
and motivations, develop effective public policies, and design optimal incentive
and compensation schemes.

The importance of the relationship between income and well-being has always
attracted significant scientific attention — attention that was renewed at the onset
of the new century when researchers across the social sciences shifted their fo-
cus towards subjective measures of well-being. These novel measures not only
contributed to a better understanding of human welfare, but were pivotal in the
development of new fields of study — most notably, the economics of happiness
and the science of well-being (Cloninger, 2004; Diener et al., 2018; Diener, 2009;
Eid and Larsen, 2008; Ferrer-i-Carbonell, 2013; Huppert et al., 2005; MacKer-
ron, 2012; Van Praag and Ferrer-i-Carbonell, 2011). These fields provided the
study of the relationship between income and well-being with theoretical struc-
ture and empirical rigor, but the standardization in methods and practices lead
researchers to focus on a limited subset of subjective well-being measures, often
neglecting the multidimensionality of human welfare. As a result, the last few
years have witnessed an increased number of research and policy initiatives that
call for more ample definitions of well-being (Diener et al., 2009; Diener and Tov,
2012; Forgeard et al., 2011; OECD, 2011; UN, 2012).

Despite this call for more multidimensional measures of well-being, progress in
this area has been limited. To date, research on the relationship between income
and subjective well-being has focused on static operationalizations of hedonic (i.e.
happiness, positive affect, or life satisfaction, Diener et al., 2018; Kahneman et al.,
1999) or eudaimonic (i.e. meaning or realizing one’s potential, Ryan and Deci,
2001; Ryff, 1989; Vittersg, 2016) well-being. That is, well-being is typically op-
erationalized as either happiness or meaning, and it is measured either once or on
average. This relatively narrow conception of well-being is problematic. First, by
focusing exclusively on hedonic or eudaimonic operationalizations of well-being,
researchers might inadvertently ignore an important aspect of what constitutes a
“good life”. People not only want to live a happy or meaningful life, but a life that
is filled with interesting experiences and novel or unique emotional moments - a
“psychologically rich life” (Oishi et al., 2020; Oishi and Westgate, 2021). To fully
capture the extent of the relationship between income and well-being, we need to
move past the hedonic-eudaimonic dichotomy to also consider how income is re-
lated to monotony, uneventfulness, or boredom. Second, by focusing on static
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measures (i.e. measuring well-being once or on average), we might be obscuring
important aspects of the relationship between income and well-being. Averag-
ing across well-being reports can obscure the relationship between income and
the experience of rare but extreme moments of suffering - moments that can have
far reaching consequences through decision-making (Andrade and Ariely, 2009;
Dunn and Schweitzer, 2005) and an impoverished physical and mental health (aan
het Rot et al., 2012; Houben et al., 2015; Koval et al., 2013; Kuppens, 2015; Kup-
pens and Verduyn, 2017). In this thesis, we move past static measures of hedonic
or eudaimonic well-being to consider how income relates to moment-to-moment
happiness dynamics (Chapter 2) and boredom (Chapter 3).

The first chapter of this thesis (“Measuring Affect Dynamics: An Empirical Frame-
work”, joint with Maxime Taquet and Jordi Quoidbach) presents an empirical
framework to conduct experience sampling studies of affect (or happiness) dy-
namics. Leveraging a dataset of 7,016 individuals that provided a minimum of 50
affect reports, we derive a set of general principles and tools to help researcher
design well-powered and efficient experience sampling studies. Our results prove
that for most dynamic measures of affect, a sample of 200 participants and 20 ob-
servations per person yields sufficient power to detect medium size associations.
As the ideal sampling approach varies across affect dynamics measures, the chap-
ter presents an R-package and an online app to help researchers conduct sample
calculations and power analyses for studies of affect dynamics.

Using this framework, Chapter 2 (“Happiness Without a Financial Safety Net:
Low Income Predicts Emotional Volatility” joint with Jordi Quoidbach) presents
an investigation on the relationship between income and happiness fluctuations.
Using over a million happiness reports from 23,000 individuals whose happiness
was tracked in real-time using a smartphone app, we show that lower income is as-
sociated with increased happiness volatility — a relationship that replicates across
multiple specifications of volatility and an additional sample of 25,000 individuals
from 6 developing countries. Using a point and collective anomaly detection algo-
rithm (Fisch et al., 2019), we move past classic psychometric approaches to fully
identify what it means to live a financially deprived life. Our results suggest that
financial scarcity is intimately linked to the experience of moments and periods of
extreme unhappiness. Compared to high-income individuals, low-income earners
experience more frequent and intense moments and periods of extreme unhappi-
ness. The happiness gap between the highest and lowest earners during episodes
of intense unhappiness was 1.5 to 3 times the size of the gap in average happiness
between these two groups. Income is, nevertheless, unrelated to the experience of
periods or moments of extreme happiness. Exploiting the exogeneity of monthly
payments, we find that low-income people experience more moments and periods
of anomalous happiness the last few days of the month, suggesting a causal re-

VIII



lationship between income and happiness volatility. As fluctuations in happiness
have been shown to impose a severe tax on a person’s physical and mental health
(aan het Rot et al., 2012; Houben et al., 2015; Koval et al., 2013; Kuppens, 2015;
Kuppens and Verduyn, 2017), our results have important policy implications.

Finally, in Chapter 3 (* Income, Boredom, and Mental Health” joint with Daniel
Navarro-Martinez and Jordi Quoidbach), we move past hedonic or eudaimonic
characterizations of well-being to investigate how income relates to boredom —
an emotional state linked to noise and decision errors, anti-social behavior, the
development of addictions, and poor mental health outcomes. Using information
on 65,000 individuals across 28 countries, we show that low-income individu-
als experience boredom more often. In addition, we take a network approach to
show that the experience of boredom is more closely associated with depressed
and anxious mood for low-income individuals. Consequentially, we demonstrate
that income moderates the relationship between boredom and the experience of
clinical depression episodes. On average, experiencing high levels of boredom
is associated with an increase in the probability of suffering clinical depression
of 10.9%. For each decrease of 1 SD in income, the difference in incidence of
depression episodes across low and high-boredom individuals increases by 1.4%.
Focusing on a subset of 1,907 individuals that experienced a depression episode in
the last 12 months, we provide further evidence on the specific depression symp-
toms associated with experiencing high levels of boredom. Boredom is associated
with a significant increase in the propensity to experience 6 depression symptoms
including morbid thoughts, loss of appetite, sleeping problems, and feelings of
hopelessness, anxiety, and restlessness. Together with previous literature on the
decision-making consequences of boredom, our results portray this emotion as a
potential poverty self-reinforcing mechanism. Our findings contribute to better
understand the mental health consequences of boredom and open a venue to fu-
ture research and policies that address the full extent of the emotional tax exerted
by financial hardship.
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Chapter 1

MEASURING AFFECT
DYNAMICS: AN EMPIRICAL
FRAMEWORK

Joint with Maxime Taquet and Jordi Quoidbach

Abstract

A fast-growing body of evidence from experience sampling studies suggests that
affect dynamics are associated with well-being and health. But heterogeneity in
experience sampling approaches impedes reproducibility and scientific progress.
Leveraging a large dataset of 7016 individuals, each providing over 50 affect
reports, we introduce an empirically-derived framework to help researchers de-
sign well-powered and efficient experience sampling studies. Our research re-
veals three general principles. First, a sample of 200 participants and 20 obser-
vations per person yields sufficient power to detect medium size associations for
most affect dynamic measures. Second, for trait and time-independent variability
measures of affect (e.g., S.D.), distant sampling study designs (i.e., a few daily
measurements spread out over several weeks) leads to more accurate estimates
than close sampling study designs (i.e., many daily measurements concentrated
over a few days), whereas differences in accuracy across sampling methods were
inconsistent and of little practical significance for temporally-dependent affect
dynamic measures (i.e., RMSSD, autocorrelation coefficient, TKEO, and PAC).
Third, across all affect dynamics measures, sampling exclusively on specific days
or time windows leads to little to no improvement over sampling at random times.
Because the ideal sampling approach varies for each affect dynamics measure, we

1



provide a companion R-package, an online calculator, and a series of benchmark
effect sizes to help researchers address three fundamental how’s of experience-
sampling: How many participants to recruit? How often to solicit them? And for
how long?

1.1. Introduction

With the advent of mobile phones, the experience sampling method (ESM; Csik-
szentmihalyi and Larson, 1984; also known as ecological momentary assessment;
Stone and Shiffman, 1994) has quickly become a gold standard to study human
emotion (Lucas et al., 2021; Stone et al., 1998). Rather than relying on retrospec-
tive reports (“How did you feel yesterday?”’) or cross-sectional surveys (“How
do you feel in general?”), researchers in psychology, psychiatry, and behavioral
science are now routinely capturing people’s subjective experience in the moment
through short mobile questionnaires. Experience-sampling not only alleviates re-
call and evaluative bias (Fredrickson and Kahneman, 1993; Redelmeier and Kah-
neman, 1996; Schimmack and Oishi, 2005), but also allows to uncover how dy-
namic aspects of people’s emotional lives (e.g., fluctuation, inertia) play a crucial
role in mental and physical health (for a meta-analysis, see Houben et al., 2015).

Since the first ESM studies in the 70’s, countless articles have discussed the
promises of the method to study emotion (Ellison et al., 2020; Fisher and To,
2012; Myin-Germeys et al., 2018; Schimmack, 2003; Scollon et al., 2009), and
many technical solutions have blossomed (see Arslan et al., 2020 and Meers et
al., 2020 for overviews). However, scientists have been astonishingly left to their
own devices when it comes to conducting such research. Imagine, for example,
that you want to assess how happy a person feels. How many moments of their
daily life should you observe to capture their average happiness accurately? What
about their propensity to experience mood swings? How spread in time or con-
centrated should your observations be? These questions are critical to the design
of well-powered, cost-efficient ESM studies in affective sciences. However, an
abysmal 2% of emotion ESM studies justify their sampling procedure (Trull and
Ebner-Priemer, 2020), leading to important power, reproducibility, and subopti-
mal resource-allocation issues (e.g., Aguinis et al., 2013; Calamia, 2019; Kirtley
et al., 2021) In what follows, we first provide a brief overview of the experience-
sampling method in emotion research and the primary individual differences stud-
ied through this method. We then review the wide variety of sampling practices
used to capture these individual differences. Finally, we stress the importance of
relying on actual data to make critical decisions about how many participants to
recruit and how often, when, and for how long to observe them.
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1.1.1. Experience Sampling and Affective Sciences

Experience sampling involves repeated measurement of people’s experiences, as
it unfolds in real time in their everyday lives (Conner et al., 2009). It offers several
advantages over traditional lab or survey-based emotion research.

First, by capturing emotions as they naturally occur in everyday life - rather than
relying on artificial laboratory manipulation - ESM helps uncover how complex,
intertwined, and diverse our affective reactions truly are (e.g., Dejonckheere et al.,
2018; Kerr et al., 2021). For example, while theorists have debated the idea that
people can experience two oppositely valenced emotions for decades, results from
experience sampling suggest that this is a ubiquitous experience in everyday life:
People report experiencing mixed emotions about a third of the time (Trampe et
al., 2015).

Second, by capturing emotions in real time, ESM reduces recall and evaluative bi-
ases (e.g., Solhan et al., 2009; Stone et al., 1998). For example, people’s retrospec-
tive ratings of how they felt during emotional experiences are overly influenced
by these experiences’ last and most intense moments (Fredrickson and Kahne-
man, 1993; Kahneman et al., 1993; Redelmeier and Kahneman, 1996). Similarly,
global reports of affective states can be tainted by aspects of one’s life that happen
to be salient at the moment (see Schimmack and Oishi, 2005, for a meta-analysis)
- for example, asking people questions about politics right before asking them
how happy they feel overall substantially reduces happiness scores (Deaton and
Stone, 2016).

Third, by capturing emotions on multiple occasions, ESM allows studying the role
of changing contexts on people’s emotions. For example, researchers have been
able to quantify what type of daily activities (Choi et al., 2017; Taquet et al., 2016)
or social interaction partners (Quoidbach et al., 2019) impact people’s momentary
happiness. For instance, Mueller et al. (2019) examined over 50,000 episodes of
social interactions. They found that social (vs. task-oriented) conversations with
close (vs. less close) others were associated with higher momentary happiness.

1.1.2. Experience Sampling and Affect Dynamics Measures

Beyond increased ecological validity and accuracy, a major contribution of ESM
is that it allows to uncover how individual differences in affect dynamics, that is,
trajectories, patterns, and regularities in people’s emotion over time, play a criti-
cal role in mental health and psychopathology (Kuppens, 2015; Kuppens and Ver-
duyn, 2017). Dozens of new affect dynamics measures have been introduced over
the past decade, each designed to evaluate a unique aspect of people’s emotional
lives. Whereas the incremental validity of several of these indicators is currently
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debated (Dejonckheere et al., 2019; Lapate and Heller, 2020; Wendt et al., 2020),
the most common measures of affect dynamics in the literature include trait affect,
affect variability, affect instability, and affect inertia (see Table 1.1).

Trait affect represents people’s propensity to experience negative or positive affect
and is considered a relatively stable personality characteristic (e.g., Watson and
Tellegen, 1985). It is typically captured as the individual mean of affective states.
Affect variability represents whether people’s affective state tends to change over
time, regardless of when these changes occur. It is typically operationalized as the
intraindividual standard deviation in affective states (Nesselroade and Salthouse,
2004) or a mean-corrected version of this intraindividual standard deviation that
avoids confounding effects of the mean (Mestdagh et al., 2018). In contrast, affect
instability is a function of temporal order and represents whether people’s affec-
tive states tend to change abruptly from one moment to the next. Across different
research domains, instability has been typically measured as the root mean square
of successive differences (RMSSD; Jahng et al., 2008), the probability of acute
change (PAC; Trull et al., 2008), or the Teager-Kaiser Energy Operator (TKEO;
Solnik et al., 2010; Tsanas et al., 2016). Finally, affect inertia represents the de-
gree to which people’s affective states persist from one moment to the next. It is
typically captured as an autoregressive correlation between an individual’s current
affective state and their previous affective state in time series (AR; e.g., Kuppens
et al., 2010).

Accumulating empirical evidence shows that affect dynamics are associated with
well-being and health. For example, research shows strong associations between
average affect and depression (Golier et al., 2001; Thompson et al., 2012), post-
traumatic stress disorder (Golier et al., 2001), borderline personality disorder
(Zeigler—Hill and Abraham, 2006), and anxiety disorders (Bowen et al., 2006).
Likewise, affect variability predicts lower subjective well-being (Gruber et al.,
2013) and affective disorders (Bowen et al., 2004; Golier et al., 2001; McConville
and Cooper, 1996). Affect instability is linked to poor mental health and several
psychological disorders, including anxiety (Pfaltz et al., 2010), bipolar disorder
(Jones et al., 2005), borderline personality disorder (Ebner-Priemer et al., 2007;
Santangelo, Bohus, et al., 2014), major depressive disorder (aan het Rot et al.,
2012), and bulimia nervosa (Anestis et al., 2010). Finally, affect inertia is related
to low self-esteem, neuroticism, and trait rumination (see Trull et al., 2015 for a
review).
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Table 1.1: Affect dynamics measures included in our study. In the formulas, x;
stands for the i*" current affect report of a given individual. Similarly, n represents
the total number of observations collected for the individual. SD and M represent
respectively the standard deviation and mean affect reported by a given individual.
Finally, I (z;11 —x;, do) defines a binary variable taking a value of 1 if (z;,1 —x;)
is greater than dgy g in absolute terms and O otherwise, where dj ¢ represents the
90th percentile in the distribution of absolute affect changes across all participants
in the sample.



1.1.3. Affect Dynamics Measures: The Wild West of Sampling
Approaches

The field of affect dynamics holds great promise. But the wide range of outcomes
that have been related to affect dynamics measures is met by an even wider range
of methodological approaches to study them. We examined the sampling char-
acteristics of 423 ambulatory assessment studies of affect included in five major
review articles (aan het Rot et al., 2012; Dunster et al., 2021; Ebner-Priemer and
Trull, 2009; Houben et al., 2015; Myin-Germeys et al., 2009). Of these, 88 studies
estimated at least one core affect dynamics measure. Our examination revealed
a wide range of practices with samples ranging from 10 to 500 individuals and
14 to over 400 observations per individual (see Figure 1.1). Studies also crucially
differed with regard to when and for how long they surveyed participants. Some
studies favored close sampling - many questionnaires collected over a short pe-
riod (e.g., ten questionnaires a day for a week; Delespaul and DeVries, 1987;
Myin-Germeys et al., 2000; Peeters et al., 2010) - whereas others favored distant
sampling - few questionnaires per day collected over a longer period (e.g., two
questionnaires a day for two weeks; Chepenik et al., 2006; Links et al., 2003).
Some studies systematically sent questionnaires on specific days (weekdays vs.
weekends; Beal and Ghandour, 2011) or at specific times (e.g., morning, after-
noon, or evenings; Gruber et al., 2013; Knowles et al., 2007; Links et al., 2003;
Zeigler—Hill and Abraham, 2006), while other studies probed participants at ran-
dom times (Havermans et al., 2007; Peeters et al., 2006; Trull et al., 2008).

The lack of a standardized approach has profound ramifications. First, it leads re-
searchers to rely on heuristics, opportunities, or unfounded conventions to define
their sample size, rather than rely on adequate power calculation. For example,
a common design in the ESM literature (around 40% of the studies) is to collect
observations ten times a day for six consecutive days, even if this approach is nei-
ther based on power considerations nor necessarily optimal (Myin-Germeys et al.,
2018). The current lack of evidence to guide sampling decisions might result in
underpowered studies, leading to missed opportunities to discover true effects and
inflated effect sizes of discovered effects (Ioannidis, 2008). Combined with pub-
lication bias and the difficulty to publish null results, underpowered studies are a
root cause of the dire claim that most research findings are false (Ioannidis, 2005).
Whereas underpowered studies are of great concern, researchers should not find
solace in overpowered studies. Recruiting more participants than is needed or run-
ning a study for longer than necessary puts an unnecessary burden on participants,
increases the risk of attrition, and misallocates essential resources. It might also
be unethical if the answer to the research question at hand can improve people’s
health or quality of life, and so should be sought with a degree of urgency.
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Figure 1.1: Distribution of the number of individuals sampled and the number of
observations per individual in 88 emotion ESM studies.

1.1.4. Developing an Empirical Framework

The goals of affective scientists when conducting experience sampling studies are
two-fold. First, they might be interested in precisely estimating an affect dynamic
measure for a given group of individuals. Second, they might be interested in
analyzing the relationship between an affect dynamic measure and another vari-
able. In this paper, we consider both cases, presenting results that will be of use
to those researchers concerned with estimation accuracy and those looking for
guidance about power analysis.

A validated framework for study design would considerably advance the study of
affect dynamics. But this framework needs to be determined on real affect data
and not on simulations (Arend and Schéfer, 2019; Astivia et al., 2019; Lane and
Hennes, 2018). In particular, while power analysis is a valid criterion to conduct
inference under a set of plausible distributional assumptions of the data, defin-
ing a valid set of plausible distributional assumptions for affect dynamic studies
is challenging. This is because the data generation process is complex and can-
not be accurately captured by parametric models. Affect time series are stochas-
tic processes that depend, in nonlinear ways, on various intertwined variables
(e.g., time, weather, social interactions, cortisol level, physical wellness), many
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of which cannot be measured. Moreover, affect dynamics measures (e.g., the root
mean squared successive differences) are themselves nonlinear summary statistics
derived from these time series. Therefore, any valid framework to designing af-
fect dynamics studies needs to link the probability distribution of these non-linear
transformations of non-uniformly sampled stochastic time series to the sampling
process. In practice, this is most readily achieved using real data and assessing
power empirically.

To address these issues, we build on a large dataset of 7016 individuals, each
providing over 50 affect reports at random moments using smartphones. We first
analyze how many samples are needed to accurately estimate a person’s affect dy-
namics in terms of trait affect (i.e., average), affect variability (i.e., within-person
standard deviation), affect instability (i.e., RMSSD, TKEO, and PAC), and affect
inertia (i.e., autocorrelation). We also investigate how strategic considerations in
terms of timing between samples, time of the day, and days of the week change the
number of samples needed to accurately estimate these affect dynamics measures.
Second, we examine how the power to detect an association between the different
measures and a given outcome varies as a function of sampling procedures. In do-
ing so, we provide researchers with an easy-to-use companion R-package and an
online calculator to address the three fundamental how’s of experience sampling
studies: How many participants to recruit? How often to solicit them? And for
how long?

1.2. Method

1.2.1. Participants and Experience Sampling

We collected our data using “58 seconds”, a free francophone smartphone appli-
cation designed to assess different aspects of people’s well-being by sending short
questionnaires at random times of the day. Participants provided basic information
on age, gender, and country of residence at sign-up (see Note 1 of Supplementary
Materials). They were then asked to select which days of the week, within what
time windows, and how many sample requests they wanted to receive (default =
4 questionnaires daily between 9 a.m. and 10 p.m. each day of the week). Taking
into account each user’s preferences and time constraints, the app sent question-
naire requests at random times throughout the day. By design, the minimum time
between two consecutive notifications was set to 1 hour. We ensured random sam-
pling through a notification system that did not require users to be connected to
the internet. Each questionnaire consisted of 4-6 questions selected from an ex-
tensive battery of items. The sample and item pool has been extensively described
in other publications (Quoidbach et al., 2019; Taquet et al., 2020). For the pur-



pose of this study, we focused on participants who reported their current affective
state (using a slider from O-very unhappy to 100-very happy) at least 50 times.
This subsample included 7016 individuals (M Age = 29.9, S.D. Age =9.9; 74%
female) who each provided an average of 111.6 (S.D. = 87.8) momentary affect
reports.

1.2.2. Analytical Approach
Estimating Affect Dynamics Accurately

To analyze the number of reports required per individual to estimate each of the
seven core affect dynamics measures reliably, we began by estimating their “true”
value using the complete set of observations available for each individual. For
example, if a participant provided 150 momentary affect reports, we computed
the seven core affect dynamics measures for this participant (e.g., average happi-
ness, within-person standard deviation, autoregressive coefficient) using all 150
observations. Then, we randomly selected a subset of N affect reports for each
individual (with N varying from 3 to 30) and computed the affect dynamics mea-
sures using this smaller set of observations. We repeated this process 1000 times
for each participant and for each value of N. We calculated an individual’s root
mean square error (RMSE) of the estimates (compared to the “true” measure based
on the full sample) for each value of N. We averaged the RMSE across partici-
pants to examine how the accuracy of the estimates changed as one increased the
number of reports used to compute the different affect dynamics measures. To
provide intuitive benchmarks against which these RMSE values can be compared,
we also report, for each affect dynamics measure, the standard deviation of the
“true” value in our population. This allows readers to appraise how big or small
an RMSE is. For instance, if we were measuring people’s weight, an RMSE of 1
gram would be considered very small because the standard deviation of weights
in the population is several kilograms. But if we were measuring insects’ weights,
an RMSE of 1 gram would be considerably larger. If for a given affect dynamics
measure and number of affect reports per individual, our average RMSE equals
one standard deviation in the true affect dynamics measure across individuals, we
can expect the within-person estimation error to be equal in size to one between-
person standard deviation in the true measure.

Optimizing Sampling Approaches

Could researchers reduce estimation errors of affect dynamics measures - and thus
the number of reports required per individual - by probing participants at specific
moments? To test whether sampling strategies can be optimized, we compared
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the accuracy of affect dynamics measures computed using reports selected at ran-
dom times with affect dynamics measures computed (1) with temporally close or
distant reports, (2) reports obtained at specific times, and (3) reports obtained on
specific days (see details below).

To assess the accuracy of affect dynamics measures estimated using reports elicited
at random times, we followed the procedure outlined in the previous section (see
Estimating Affect Dynamics Accurately section). These baseline accuracy esti-
mates were then compared to those obtained using alternative sampling strategies.
To assess our results’ robustness, for each condition and number of reports used,
we bootstrapped over the individual-specific RMSE estimates to obtain the 95%
confidence intervals for the average RMSE across individuals.

Random, close or distant sampling

Close sampling consists in collecting many reports over a short period of time. In
this study, we consider close sampling to be the set of consecutive affect reports
that were collected within the shortest possible time period for each individual
(imposing a maximum of 24 hours between each affect report). In contrast, distant
sampling consists in collecting reports less frequently but for a longer period of
time. In this study, we consider distant sampling to be the individual’s maximally
distant reports. To determine an individual’s maximally distant reports, we divided
the temporal window in which each participant provided reports (from their first
to their last) into N - 1 equally spaced time intervals (where N takes on values
between 3 and 30, depending on the number of reports used in the computation).
We then computed the different affect dynamics measures selecting reports that
fell as close as possible to an equally spaced design. Note that by construction
there is only a single set of reports for each individual that is considered close and
distant sampling. Thus, for these sampling strategies, only one value of each affect
dynamics measure was calculated per individual for each value of N (instead of
resampling and estimating them 1000 times).

Random vs. specific times sampling

Specific times sampling differs from random sampling in that we estimated the af-
fect dynamics measures using reports collected exclusively in the morning (from
6 am to 12 pm), afternoon (12 pm to 4 pm), evening (4 pm to 8 pm), or at night
(8 pm to 6 am). For each of these conditions and number of affect reports from 3
to 30, we resampled and estimated the affect dynamics measures 1000 times. We
introduced a bias-correction term in the estimates of affect dynamics measures to
account for any baseline differences that might exist between specific sampling
times (e.g., on average, affect tends to be more pleasant in the evening than in the
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morning). To debias the estimates, we first estimated a time window-specific bias
by subtracting from the population average of affect dynamics measures based
on all available affect records, the population average of the same measure esti-
mated with affect reports from our time-window of interest. We then subtracted
this bias from each of our estimates of affect dynamics measures averaged over
1000 bootstrap samples. For example, when analyzing the performance of the
estimations of the average affect with reports collected at night, we first obtained
a time window-specific bias. To calculate this bias term, we 1) estimated each in-
dividual’s average affect using all reports available, 2) estimated each individual’s
average affect using all reports collected at night, 3) subtracted the population av-
erage of estimates in (1) from the population average of estimates in (2). The bias
term is then added to each individual’s average affect. This debiasing procedure
allowed us to account for “time-window fixed effects”, any bias across individuals
that did not affect the relative ordering of individuals in terms of their affect dy-
namics measure of interest. Results obtained when excluding this bias-correction
term can be found in Supplementary Note 2. For each time window, we excluded
from our estimations participants that had not provided a minimum of 30 affect
reports within that time window. This resulted in a final sample of 2806 individu-
als in the morning condition (i.e., 40% of the total sample), 2126 in the afternoon
condition (i.e., 30.3% of the total sample), 2475 in the evening condition (i.e.,
35.3% of the total sample), and 914 individuals in the night condition (i.e., 13%
of the total sample).

Random vs. specific days sampling

Specific days sampling differs from random sampling in that we estimated the
affect dynamics measures using reports collected exclusively during the week-
ends (weekend sampling) or during the week (weekday sampling). For each of
these conditions, we resampled and estimated each affect dynamics measure 1000
times using a specific number of reports from 3 to 30. Again, we included a bias-
correction procedure and omitted the data from participants that did not provide
a minimum of 30 affect reports in each condition. This resulted in a final sample
of 6982 individuals in the weekday condition (i.e., 40% of the total sample), and
2482 individuals in the weekend condition (i.e., 13% of the total sample).

Statistical Power as a Function of Sampling

In this section, we derive statistical power estimates for a two-tail t-test on the
Pearson correlation coefficient between a given variable and an affect dynamic
measure. That is, given two variables (one of them being an affect dynamic mea-
sure), we analyze power for a two-tail t-test examining the null hypothesis that
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Figure 1.2: Graphical representation of the different sampling strategies tested.

the Pearson correlation between them is equal to zero, against the alternative hy-
pothesis of a non-zero Pearson correlation coefficient. Throughout this paper, our
tests employ a 0.05 significance level - but extensions of our analyses to different
significance levels are included in our online calculator and R-package.

To conduct these analyses, we first estimated the seven affect dynamics measures
for each individual using all the observations at our disposal. We then simulated
random variables displaying a weak (Pearson’s r = .10), medium (r = .30), and
strong (r = .50) positive correlation with each affect dynamics measure by adding
orthogonal random Gaussian noise (with a mean of 0 and standard deviation of 1)
to projections of our variables of interest on vectors displaying the desired corre-
lations. In doing so, we obtained variables displaying a weak, medium, and strong
correlation with the affect dynamics measures derived from our full sample. We
repeated this process to obtain a large enough set of simulated variables (2,500
simulated variables per effect size and affect dynamic measure). To evaluate how
the power to detect these correlations changes when affect dynamics measures
are computed from smaller numbers of participants and smaller number of ob-
servations per participant, we considered ten different numbers of participants (N
Participants = 10, 20, 40, 80, 160, 320, 640, 1280, 2560, and 5120) and ten dif-
ferent numbers of observations per participants (N Observations = 5, 10, 15, 20,
25, 30, 35, 40, 45, and 50), leading to 100 (= 10 x 10) sampling specifications in
total.

For each combination of number of participants and number of observations per
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participant, we created 2,500 datasets by resampling from our original data. For
each of these 2,500 datasets, we computed the seven affect dynamics measures for
each participant. For each of these measures, we analyzed its correlation with a
corresponding simulated variable (i.e., a simulated variable displaying the desired
correlation with the full sample measure). We quantified power as the proportion
of simulated datasets with a statistically significant positive correlation between
the affect dynamics measures and the simulated variable.

Benchmarks for Plausible Effect Sizes

Like other power calculation tools, the sampling recommendations derived from
our empirical framework require researchers to anticipate plausible effect sizes for
the association they are interested in (or to set a minimum effect size that they want
their study to detect). Such anticipated effect sizes can be informed by systematic
literature review, preliminary data, and meta-analyses. But in practice, it may be
challenging for affective scientists to come up with realistic effect size estimates
as the field of affect dynamics is relatively new, and such estimates may not ex-
ist. Moreover, historical data may offer little guidance as past estimates tend to
be overestimates given reporting and publication bias favoring significant results
(Gelman and Carlin, 2014). Therefore, we provide a series of benchmarks based
on 10 variables that we measured alongside affect in our experience-sampling
project: (1) age, (2) gender, (3) average sleep time, (4) life satisfaction, (5) mean-
ing in life, as well as the proportion of time spent with (6) friends, (7) family,
(8) alone, (9) working, and (10) exercising (see Supplementary Note 5 for the
complete list of variables and their operationalizations). Note that for life sat-
isfaction and meaning in life, the associations we report are based on matched
measures. For instance, we report the correlation between trait affect and trait life
satisfaction, the correlation between affect instability and life satisfaction insta-
bility, and the correlation between affect inertia and life satisfaction inertia (vs.
non-matching pairs).

We chose to report these 10 variables because they are commonly used demo-
graphic, well-being, and contextual measures in the experience sampling literature
and cover a wide range of effect sizes-displaying correlations from |r| = 0.002 to
|r| = 0.856 with our affect dynamic measures. By considering the magnitude of
the relationships between these ten variables and the different affect dynamics
measures, we hope to help researchers design optimized ESM studies based on
plausible effect size estimates.
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1.3. Results

1.3.1. Measuring Affect Dynamics Accurately

Figure 1.3 depicts changes in RMSE as we increase the number of observations
per individual used to compute the seven affect dynamics measures. Our results
show a large degree of heterogeneity between measures. We found that the num-
ber of observations needed to estimate our affect dynamics measures with a min-
imum accuracy of one between-subject standard deviation in the true measures
ranges from 3 for trait affect to over 30 for the autocorrelation coefficient.
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Figure 1.3: Average RMSE in the estimation of affect dynamics measures as
a function of the number of observations per participant. The horizontal lines
provide accuracy benchmarks depicting 1 (red), 0.5 (orange), and 0.3 (yellow)

between-subjects standard deviations in the affect dynamics measure estimated
on the full sample.
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1.3.2. Optimizing Sampling Approaches

Random, close or distant sampling

Is it better to conduct short intense studies or longer less-demanding ones? As
shown in Figure 1.4, the optimal measurement method depends on the affect dy-
namics measure of interest and the number of observations used to estimate it. We
found large differences in the estimation error across sampling methods when cal-
culating affect dynamics measures that are not temporally dependent (i.e., average
affect, standard deviation, and relative standard deviation). Estimations of these
three measures under close sampling were significantly less accurate than under
random and distant sampling. For example, we can estimate a person’s average
affect more accurately with ten observations collected at random times over multi-
ple days or weeks than with over 30 consecutive observations over shorter periods
of time. In addition, when only a few observations can be collected, we found that
distant sampling leads to more accurate estimations than both close and random
sampling. Note that the difference between distant and random sampling is small
and not statistically significant when at least 27 observations per individual are
included in the estimation.

The differences in accuracy across sampling methods were substantially smaller

and less consistent for temporally dependent affect dynamics measures (i.e., RMSSD,

autocorrelation coefficient, TKEQO, and PAC). For RMSSD and the autocorrelation
coefficient, estimates obtained through close and distant sampling did not dif-
fer, though both of these strategies outperformed random sampling. For TKEO,
close sampling largely outperformed both distant and random sampling, espe-
cially when the number of observations per participant is small. For the PAC,
distant sampling outperformed close and random sampling, especially when the
number of observations per participant is large.

Random vs. specific times sampling

Are there better moments than others to capture people’s affective states? For non-
temporally dependent measures (i.e., average affect, standard deviation, and rela-
tive standard deviation), random sampling tended to outperform estimates based
solely on observations collected at specific times - with estimates based on night
hours leading to the highest estimation error (see Note 2 of Supplementary Ma-
terials). Note that the differences were small and, in many cases, non-significant.
For affect instability measures (i.e., RMSSD, TKEO, PAC) sampling exclusively
at specific times outperforms random sampling, although the differences are small
and non-significant across most numbers of samples. Sampling earlier in the day,
either in the morning or in the afternoon yielded the best results. For affect inertia
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Figure 1.4: Average RMSE in the estimation of affect dynamics measures as a
function of the number of observations per participant collected under random
(black), close (red), or distant (blue) sampling. Gray areas around the lines repre-
sent the 95% confidence intervals for the average RMSE.

(i.e., autocorrelation coefficient), sampling exclusively at specific times performed
better than random sampling-with estimates based on night hours providing the
best performance. Detailed results for random vs. specific times sampling can be
found in Supplementary Note 2.

Random vs. specific days sampling

Are there better days than others to capture people’s affect dynamics? For non-
temporally dependent measures (i.e., average affect, standard deviation, and rel-
ative standard deviation), random sampling tended to perform better than sam-
pling on specific days - with estimates based on weekend observations yielding the
highest estimation error. Again, these differences were small and, in many cases,
non-significant. For measures of affect instability, we did not find differences be-
tween random sampling and sampling on specific days for TKEO and PAC, but
we found small differences favoring sampling on the weekends for the estimation
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of the RMSSD. For affect inertia (i.e., autocorrelation coefficient), sampling ex-
clusively on the weekends and sampling exclusively on the weekdays performed
better than random sampling-with sampling on the weekends yielding the best
performance. Detailed results for random vs. specific days sampling can be found
in Supplementary Note 2.

1.3.3. Statistical Power as a Function of Sampling

Figure 1.5 displays the minimal combinations of number of individuals and ob-
servations per individual needed to achieve 80% power to detect an association
of medium size (r = .30) using a two-tail t-test and an alpha of .05. The different
curves are intended to provide a quick overview of how the number of individuals
and samples per individuals can be traded off. Detailed information about (1) the
method we used to estimate these curves, (2) the specific power achieved for all
tested combinations of number of individuals and samples per individual, and (3)
other effect sizes and power levels are presented in Supplementary Note 3 and in
the online app (https://sergiopirla.shinyapps.io/powerADapp).

50
401 Affect Dynamic Measure
—— Average
30 — SD
—— RMSSD
—— Rel.SD
201 — TKEO
— PAC
104 —— Autocorrelation

8‘0 1%‘30 350 6;10 12‘80
Number of Individuals

=] o

Samples per Individual

Figure 1.5: Minimum number of individuals and samples per individual required
to achieve sufficient power (> 80%) to detect a correlation of medium effect size
(r = .30) with a two-tail t-test and an alpha of 0.05. The x-axis is in log-scale.

Adequate power could be achieved with a relatively small number of observa-
tions per individual. As a general rule, as long as a study includes at least 200
participants, sampling 20 observations per individual yields sufficient power for
most affect dynamics measures. For average affect, standard deviation, and rel-
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ative standard deviation, sufficient power was even achieved with 5 to 10 ob-
servations for 200 individuals. For measures of affect instability (i.e., RMSSD,
PAC, and TKEO), 20 observations for 200 individuals were required. The only
exception to the 200 x 20 rule arises with affect inertia (i.e., autocorrelation co-
efficient), for which over 40 observations for 200 individuals were required. It
is important to note that these sample recommendations apply to studies with an
expected medium-size association of interest (r = .30). However, as our plau-
sible effect sizes benchmarks suggest, many affect dynamics measures display
relatively weak associations with demographic, well-being, and time-allocation
outcomes (see next section).

Overall, averaging across the range of all sampling combinations, affect dynamics
measures, alpha levels, and effect sizes, increasing the number of individuals had a
larger impact on power than increasing the number of observations per individual
- with the exception of affect inertia which showed the opposite pattern (see Note
4 of Supplementary Materials).

1.3.4. Benchmarks for Plausible Effect Sizes

In power calculation, researchers are asked to anticipate the effect sizes of their as-
sociations of interest or to decide on a minimum effect size that they are willing to
detect. How can one know in advance what plausible effect sizes might be? Figure
1.6 displays the magnitude of the associations between affect dynamics measures
and ten outcomes: (1) age, (2) gender, (3) average sleep time, (4) life satisfaction,
(5) meaning in life, as well as the proportion of time spent with (6) friends, (7)
family, (8) alone, (9) working, and (10) exercising. These values can be used as
broad benchmarks when attempting to postulate plausible effect sizes (see Supple-
mentary Note 5 for additional information and results). For example, researchers
interested in examining the relationship between average affect and the propen-
sity to eat carrots could ask themselves whether they expect this relationship to
be smaller or greater than the link between average affect and age (r = .06), time
spent alone (r = -.24), or trait meaning in life (r = .84). Likewise, researchers inter-
ested in examining the relationship between affect instability and family history
of bipolar disorder could ask themselves whether they expect the relationship to
be smaller or greater than the link between affect instability and time spent with
friends (r = .10), age (r = -.27), or life satisfaction instability (r = .34). In prac-
tice, researchers should not exclusively rely on these benchmark effect sizes to
establish an expected effect size but consider information from different sources
(including meta-analytic evidence, preliminary results, or past literature). These
benchmarks thus provide a useful complementary source of information to help
defining an expected effect size.
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1.3.5. R-package and Online Power Calculator

Building on our results and expanding our power calculations to all effect sizes, we
developed an R-package (“powerAD”) and a Shiny App ! to help researchers make
empirically-informed decisions about study design of affect dynamics studies. We
refer to the package site > for more information on how to download, install and
run its primary functions.

Our Shiny app is composed of two main panels. On the first panel (“Sampling
Calculator”), users can estimate a set of valid sampling approaches for each af-
fect dynamics measure given a specified statistical power, effect size, and alpha
level. On the second panel (“Power Calculator”), users can estimate the statis-
tical power achieved by a specific study based on its characteristics (sampling
approach, affect dynamics measure, effect size, and alpha level). For example,
Figure 1.7 shows the minimal combinations of number of individuals and number
of observations per individual to obtain a statistical power of 80% to detect anr =
.30 at the 5% significance level for the Taeger Kaiser Energy Operator (TKEO).
Figure 1.8 provides the precise power estimate for the same r = .30 effect size
and TKEO measure given a specific sample of 400 participants each surveyed 11
times. Finally, the app also provides a series of benchmark effect sizes for each
affect dynamics measures to help researchers estimate plausible effect sizes.

1.4. Discussion

This paper introduces an empirically-derived framework to help researchers de-
sign well-powered and efficient experience-sampling studies in the growing field
of affect dynamics. To illustrate the value of this contribution, imagine that a
group of researchers want to design an ESM study examining the association be-
tween affect variability and burnout risk. Using the online tool (“Effect sizes”
tab) they anticipate that the effect size should be in the same ballpark as the rela-
tionship between affect variability and average life satisfaction (which, using our
benchmarks, they observe to be r = .20). Using the “Sample Size Calculator” tab
and setting the power to 0.80, the effect size to 0.20, and the alpha level to 0.05,
they notice that they have a range of options to achieve this power. For instance,
they could recruit 240 participants and collect 40 affect records from each or they
could recruit 510 participants and collect 5 affect records from each. Because
they are mindful that retention of participants can be an issue, they opt for the
latter option.

Thttps://sergiopirla.shinyapps.io/powerADapp/
Zhttps://sergiopirla.github.io/powerAD
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Panel A:

Statistical Power Calculator for Affect Dynamics Studies

Sample Size Calculator Power Calculator Effect Sizes Methods How to Report

Sample Size Calculator: Estimates the combinations of participants and reports per participants needed to achieve a minimum specified power given an
affect dynamic measure of interest, an effect size, and an alpha level. Based on Pirla, Taquet and Queidbach (2021).

Number of individuals and affect reports per individual (samples) needed to achieve a power of 0.8

Power or mare to detect an effect of size r= 0.3 using an alpha of 0.05 .
0.8
Power Individuals Samples
Affect Dynamic Measure 0.80 1270 5
TKEOQ h 0.80 340 10
0.81 230 15
Effect Size (as Pearson's r)
0.81 180 20
0.3
0.81 150 25
Alpha Level 080 140 20
0.05 v 080 130 40
0.80 120 50
Calculate

*Power is estimated through a linear interpolation using the sample combinations included in our
main analyses. We refrain from making power extrapolations and therefore, only consider sampling
approaches that range between 10 and 5120 participants and from 5 to 50 affect reports per
participant (samples). The following table presents the minimal sampling combinations included in
our main analyses that yielded the specified power.

Power Individuals Samples

0.81 1260 5

097 640 10
094 320 15
084 160 23

Figure 1.7: Shiny App to calculate power in affect dynamics studies. Panel A:
Sample size calculator.

Whereas the ideal sampling approach depends on the specific affect dynamics
measure under consideration, three design principles emerge from our research.
First, a sample of 200 participants each providing 20 observations (i.e., 200 x 20
rule) yields sufficient power to detect medium size associations for most affect
dynamics measures. Second, the optimal sampling strategy depends on the af-
fect dynamics measure of interest. For trait affect and affect variability, it is often
better to run longer less-demanding studies (i.e., few daily measurements spread
out over several weeks) than shorter intense ones (i.e., many daily affect measure-
ments spread out over several days). For measures of instability and inertia, both
short intense studies and longer less-demanding studies outperform random sam-
ples with little difference between the two designs. Third, little differences were
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Panel B:
Statistical Power Calculator for Affect Dynamics Studies

Sample Size Calculator Power Calculator Effect Sizes Methods How to Report

Power Calculator: Estimates statistical power given the study sampling approach (number of participants and observations per participant). an affect
dynamic measure of interest, an effect size, and an alpha level Based on Pirla, Taquet and Quoidbach (2021)

Number of Participants Power to detect an effect of size r= 0.3 using an alpha of 0.05 when interested in the Teager-Kaiser
400 Energy Operator (TKEQ) of affect and sampling 400 individuals and 11 affect reports per individual:
Observations per participant Power Individuals Samples

11 0.64 400 1

Affect Dynamic Measure
*Paower is estimated through a linear interpolation using the closest combinations of number of

TKEQ h subjects and number of observations per subject included in our main analyses. The following table
presents the sampling approaches used in the interpolation

Effect Size (as Pearson's r)

03 Power Individuals Samples
3

079 320 10
Alpha Level 097 640 10
0.05 M 094 320 15
1.00 640 15

Calculate

Figure 1.8: Shiny App to calculate power in affect dynamics studies. Panel B:
Power calculator.

observed between random sampling and sampling at specific times or on specific
days, so that the choice of sampling moments can be dictated by other considera-
tions (such as the individual’s preferences or practicalities related to the study at
hand).

The present study provides a robust empirical framework to conduct ESM stud-
ies in affective science. But it is important for future research to address several
limitations. First, our “true” values (i.e., those based on all the available measure-
ments for an individual) were based on at least 50 observations per participant. It
might be that more extensive data at the participant level (e.g., 1000 observations
per individual) would lead to somewhat different inferences. Second, our recom-
mendation about when researchers should survey participants is limited to rela-
tively basic strategies (e.g., random moments vs. specific days or times). Future
research is needed to examine whether advanced context-aware strategies (e.g.,
sending surveys in response to changes in participants’ environmental or psycho-
logical circumstances) lead to substantial gains in accuracy and statistical power.
Third, although we relied on an exceptionally large sample, our participants may
not be representative of the general population. Future research is also needed to
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examine whether our recommendations need to be adjusted for specific groups of
people (e.g., patients with depression, older adults). Fourth, our recommendations
are based on accuracy and statistical power considerations. They do not take into
account how different sampling strategies may affect burden, compliance, and
careless responding in ESM research. Our data did not include information on
non-answered notifications, limiting our ability to test the impact of our sampling
recommendations on burden and compliance. While recent research suggests that
sampling frequency has no impact on participant’s burden, data quantity, and data
quality (Eisele et al., 2022), further research is needed to examine whether other
recommendations derived from our findings are similarly free of negative conse-
quences. Finally, our framework focused on a general, unidimensional measure
of affect (unhappy - happy) and the optimal sampling strategies to detect correla-
tions. In future research, it is important to examine how different affect measure-
ments impact estimation precision and statistical power. Further work should also
explore how our recommendations apply to other affective states, including spe-
cific emotions, mixed-effects models, and non-linear relationships between affect
dynamics measures and outcomes. We hope that the data and code provided will
allow researchers to expand our framework, opening the door to fast and exciting
advances in the study of human emotions.

1.5. Supplementary Materials

1.5.1. Note 1: Sample Summary Statistics

The following tables present the summary statistics for the sample of participants
included in our analyses:

Sample Variable Average SD Min Max

Age 29.97 9.96 13 73

Number of affect reports per participant 111.55 87.79 51 1689

Table 1.2: Sample summary statistics, numeric variables. n=7016.
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Sample Variable Proportion
Gender (Female) 73.82%
Gender (Male) 26.18%
Country (France) 92.63%
Country (Switzerland) 4.83%
Country (Belgium) 0.59%
Country (Other) 0.37%

Table 1.3: Sample summary statistics, categorical variables. n=7016.

Sample Variable

Proportion

Morning (from 6 am to 12 pm) 31.15%

Afternoon (from 12 pm to 4 pm) 25.16%

Evening (from 4 pm to 8 pm) 27.72%

Night (from 8 pm to 6 am) 15.85%

Table 1.4: Temporal distribution of affect reports.
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1.5.2. Note 2: Optimizing Sampling Approaches

In this section we present in greater detail the results obtained when optimizing
sampling based on specific times and days. To compare performance across time
windows, we followed these steps: For a given individual and number of reports
between 3 and 30, we 1) resampled without replacement and estimated affect dy-
namics measure 1000 times, 2) we applied a debiased step to each of these 1000
estimates, 3) we estimate an individual’s Root Mean Square Error (RMSE) for
each number of reports based on the full sample “true” estimates of affect dynam-
ics measures, and 4) we average the RMSE across participants for each number
of reports used in the computation of the affect dynamics measures. To debias
the estimates, we first obtained a condition-specific bias by subtracting from the
average of the population of true values of an affect dynamics measure, the av-
erage of the population of the same measure estimated with affect reports from
our time-window of interest. We then subtracted this bias to each of our estimates
of affect dynamics measures obtained from resampling 1000 times. For example,
when analyzing the performance of the estimations of the TKEO with reports col-
lected at night, we first obtained a condition-specific bias. To calculate this bias
term, we 1) estimated each individual’s TKEO in affect using all reports available,
2) estimated each individual’s TKEO in affect using all reports collected at night,
3) averaged 1 and 2 across individuals, and 4) subtracted from the average of the
population of TKEOs estimated with all reports, the average of the population of
TKEOs estimated with the reports collected at night. This debiasing procedure
allowed us to account for “condition fixed effects”, any constant bias across in-
dividuals that did not affect the relative ordering of individuals in terms of their
affect dynamics measure of interest. For completeness, we also present the re-
sults of the analyses without a debiasing step. Including the debiasing step did
not substantially change our results. The results are presented in Figures 1.9-1.12.
Figure 1.13 presents the results obtained when considering a sampling strategy
that includes at least one observation from each time window. The estimations of
performance in this last condition did not include a debiasing step. We followed
the same procedure outlined here to compare performance when sampling across
specific days. Figures 1.14-1.15 present the results obtained when sampling on
specific days.
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Figure 1.9: Between-subject mean RMSE for affect dynamics measures as a func-
tion of time of the day. Random times are depicted in black, morning (6 am to
noon) in blue, and afternoon (noon to 4 pm) in red. Gray areas around the lines
represent the 95% confidence intervals for the average RMSE. These estimates
are calculated after a debiasing step.
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Figure 1.10: Between-subject mean RMSE for affect dynamics measures as a
function of time of the day. Random times are depicted in black, morning (6 am
to noon) in blue, and afternoon (noon to 4 pm) in red. Gray areas around the lines
represent the 95% confidence intervals for the average RMSE. These estimates
are calculated without a debiasing step.
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Figure 1.11: Between-subject mean RMSE for affect dynamics measures as a
function of time of the day. Random times are depicted in black, evening (4 pm
to 8 pm) in blue, and night (8 pm to 6 am) in red. Gray areas around the lines
represent the 95% confidence intervals for the average RMSE. These estimates
are calculated after a debiasing step.
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Figure 1.12: Between-subject mean RMSE for affect dynamics measures as a
function of time of the day. Random times are depicted in black, evening (4 pm
to 8 pm) in blue, and night (8 pm to 6 am) in red. Gray areas around the lines
represent the 95% confidence intervals for the average RMSE. These estimates
are calculated without a debiasing step.
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Figure 1.13: Between-subject mean RMSE for affect dynamics measures as a
function of time of the day. Random times are depicted in black, and estimates
obtained when sampling a minimum of 1 observation from each time interval
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Figure 1.14: Between-subject mean RMSE for affect dynamics measures as a
function of day of the week. Random days are depicted in black, weekends in
blue, and weekdays (8 pm to 6 am) in red. Gray areas around the lines represent
the 95% confidence intervals for the average RMSE. These estimates are calcu-
lated after a debiasing step.
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Figure 1.15: Between-subject mean RMSE for affect dynamics measures as a
function of day of the week. Random times are depicted in black, weekends in
blue, and weekdays (8 pm to 6 am) in red. Gray areas around the lines represent
the 95% confidence intervals for the average RMSE. These estimates are calcu-
lated without a debiasing step.
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1.5.3. Note 3: Statistical Power as a Function of Sampling

In this note, we first detail the procedure followed to obtain Figure 1.5 of the main
text and then present empirical power for all sampling combinations included in
our study when interested in weak (r = .10), medium-size (r = .30) or strong cor-
relations (r = .50).

Figure 1.5 presents the minimum number of individuals and number of samples
per individual for each affect dynamics measure to yield 80% power to detect a
medium size relationship (r = .30) with an alpha of 0.05. To estimate the curves,
we used the results of the empirical power estimations obtained in our main anal-
yses (presented below in this Note). Using these results, for each affect dynamics
measure, we first focused on those analyses that assumed an alpha of 0.05 and
a medium size correlation (r = .30). Then, for each number of samples per par-
ticipant in our analyses (that is, from 5 to 50 in increments of 5), we selected the
minimum number of participants that yielded a power larger than or equal to 80%,
and the maximum number of participants that yielded a power lower than or equal
to 80%. We divided the space between these two numbers of participants into a
sequence with increments of 10 participants and linearly interpolated power for
each number of participants included in this sequence. Using these interpolated
power values, we selected, for each number of samples per participant, the min-
imum number of individuals with an approximated power larger than or equal to
80%. This process yielded, for each affect dynamics measure, 10 combinations
of individuals and number of samples per participants with an approximate power
over 80%. As small variations existed in power (approximated power ranged be-
tween 80%-83%) and we relied on linear approximations, we encountered some
non-monotonic regions - that is, regions where the number of participants needed
to achieve a minimum power of 80% did not decrease with the number of sam-
ples per participant but displayed minor increases. We directly imposed weak
monotonicity by replacing these regions by sequences in which the number of
participants remained unchanged as the number of samples per participant was
increased. In doing so, for each affect dynamics measure we obtained our 10 final
sampling combinations with an approximate power of 80%. Using these 10 com-
binations, we regressed, for each affect dynamics measure, the logarithm of the
number of participants on the number of samples per participant and its logarithm.
This specification was selected based on fit - the average R-squared across affect
dynamics measures was above 95%. We used the fitted number of participants for
each number of samples per participant to draw the curves. Table 1.5 presents the
final 10 sampling combinations used to run the regression models for each affect
dynamics measure. We abstain from making power extrapolations, and therefore,
for affect inertia (“Auto.”), we do not provide the number of individuals needed
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when sampling affect 5 times from each participant. This number would be well
above 5120 participants.

Samples Number of Individuals

Average SD Rel. SD RMSSD TKEO PAC Auto.

5 120 230 260 300 1200 460 -

10 110 150 160 200 360 260 1690
15 110 130 140 160 240 210 810
20 100 130 130 140 180 160 510
25 100 120 120 140 170 160 400
30 90 110 110 130 150 140 290
35 90 110 110 120 140 140 250
40 90 110 110 120 140 130 210
45 90 110 110 120 130 130 190
50 90 100 110 120 130 130 160

Table 1.5: Sampling combinations yielding an approximate power of 80% to de-
tect a medium size association (r = .30) with an alpha of 0.05 for each affect
dynamics measure. “Samples” represent the number of samples per participant
needed and “Number of Individuals” the total number of participants.

Next, we focused on the results of estimating the empirical power for weak (r =
.10) and strong correlations (r = .50). To estimate power, we followed the same
procedure presented in the main text. We took a conservative approach and set the
type 1 error rate at 0.001.
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Figure 1.16: Power as a function of sampling strategy. Each panel represents the
power to detect a small correlation (r = .10) between an affect dynamics measure

and an outcome variable using a two-tailed t-test and an alpha of 0.001.
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Figure 1.17: Power as a function of sampling strategy. Each panel represents the
power to detect a small correlation (r = .30) between an affect dynamics measure
and an outcome variable using a two-tailed t-test and an alpha of 0.001.
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1.5.4. Note 4: Average Effect of Number of Participants and
Samples on Power

In the following tables we present the results of regressing empirical power on the
number of individuals and samples per participant for all affect dynamics mea-
sures. Note our sample size for each measure is 1500 observations as we in-
clude power obtained from our 100 sampling combinations, 3 effect sizes (small,
medium and large) and 5 alpha levels (0.1, 0.05, 0.01, 0.005, 0.001).

Power Power Power Power
(All Measures)  (Average) (SD) (Rel.SD)
log(Individuals) 0.156*** 0.153*** 0.157*** 0.157***
(0.001) (0.003) (0.003) (0.003)
log(Samples) 0.080*** 0.008 0.045%** 0.048***
(0.004) (0.010) (0.010) (0.010)
Constant -0.525%*=* -0.211%**%  -0.379%*% (), 394%%**
(0.014) (0.037) (0.037) (0.037)
Observations 10500 1500 1500 1500
R2 0.567 0.562 0.583 0.585

Table 1.6: OLS estimates of the effect of number of individuals and samples
per participant on statistical power across effect sizes and significance levels.
Standard errors are in parentheses. Statistical significance: *p<0.1; **p<0.05;

##5p<0.01
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Power Power Power Power
(RMSSD) (TKEO) (PAC) (Auto.)
log(Individuals) 0.160Q%** 0.158*%** 0.160%%** 0.147%*%**
(0.003) (0.003) (0.003) (0.003)
log(Samples) 0.058*** 0.128*** 0.079%** 0.196***
(0.010) (0.010) (0.010) (0.010)
Constant -0.454%*x* (0. 709***  _.Q.551%**  _0.974%**
(0.036) (0.036) (0.037) (0.036)
Observations 1500 1500 1500 1500
R2 0.596 0.612 0.596 0.598

Table 1.7: OLS estimates of the effect of number of individuals and samples
per participant on statistical power across effect sizes and significance levels.
Standard errors are in parentheses. Statistical significance: *p<0.1; **p<0.05;

#4%p (.01
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1.5.5. Note 5: Plausible Effect Sizes

We collected our data using “58 seconds”, a free smartphone application. At sign-
up, the participants answered a few questions regarding demographic information.
Using such information, we coded the variable “Gender” to take a value of 1 for
male participants and O for female participants. The numeric variable “Age” rep-
resents a participant’s age in years. Data on life meaning, satisfaction, sleep and
proportion of time spent with different groups of people or engaging in different
activities was collected using a system of random notifications. Participants using
the app received questionnaire prompts at random times of the day. These ques-
tionnaires consisted of 4 to 6 questions from a large battery of items. For meaning
in life, the participants were asked to rate the following statement from O (“Not
at all”’) to 100 (“Absolutely”): “Here and now I feel like I’'m living a meaningful
life”. Similarly, for life satisfaction, participants provide a rating from 0 (Dissatis-
fied with my life) to 100 (Satisfied with my life) to the following statement: “Here
and now, I feel ...”. For life meaning as for life satisfaction, we used these numeric
reports to estimate the seven dynamic measures included in this paper (Average,
SD, Rel. SD, RMSSD, TKEO, PAC and Autocorrelation). Sleep was measured
by asking participants the amount of sleep hours they had last night. Participants
provided a numeric report ranging from O to 15, and we averaged across sleep
reports to obtain an individual’s average hours of sleep. Finally, some question-
naires included a list of activities and a list of groups of people. The participants
facing these lists were asked to select all activities that they were doing before an-
swering the questionnaire and select all the groups of people with whom they were
when answering the questionnaire. For simplicity, we restricted our attention to
the proportion of time an individual spent with family, friends, alone, studying or
working, and exercising. To obtain proxies for the amount of time that an individ-
ual spent with these people or doing these activities, we estimated the proportion
of times (out of all times that the participant was presented with each list) that the
user reported being with the specific group of people or doing a specific activity.

For each participant, aside from these variables, we estimated the seven affect dy-
namics measures included in our main analyses using the full sample of affect re-
ports at our disposal. To provide the reader with effect sizes to serve as reference,
we estimated the Pearson’s r coefficient between each affect dynamics measure
and the demographic, well-being and time allocation variables described in the
previous paragraph. The resulting coefficients are presented in Table 1.8-1.9.
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Outcome Average SD  Rel. SD RMSSD

Age 0.059 -0.248 -0.191 -0.282
Gender 0.053  -0.098 -0.047 -0.093
Average Meaning in life 0.839  -0.231 0.096 -0.201
SD Meaning in life 0.019 0520 0431 0.468
Rel.SD Meaning in life 0.144 0414  0.623 0.365
RMSSD Meaning in life 0.014 0472  0.387 0.469
TKEO Meaning in life 0.039  0.295  0.280 0.282
PAC Meaning in life 0.040 0381  0.355 0.387
Auto. Meaning in life 0.017 0.016  0.026 -0.076
Average Life satisfaction 0.856  -0.197  0.109 -0.144
SD Life satisfaction -0.076 ~ 0.508  0.393 0.439
Rel.SD Life satisfaction 0.141 0.363  0.579 0.323
RMSSD Life satisfaction -0.087  0.471 0.353 0.447
TKEO Life satisfaction 0.003 0.251 0.227 0.231
PAC Life satisfaction -0.034 0375  0.325 0.366
Auto. Life satisfaction 0.054  -0.007  0.029 -0.080
Average sleep 0.138 0.001 0.028 0.036
Time spent alone -0.239  0.033  -0.026 0.002
Time spent with family 0.072  0.001  0.030 0.008
Time spent with friends 0.064 0.100  0.113 0.105
Time spent at work/studying ~ 0.040  -0.033  -0.027 -0.029
Time spent exercising 0.092 -0.018 0.016 -0.015

Table 1.8: Effect sizes (Pearson’s r) of the correlation between different outcomes
and measures of affect. Outcomes correspond to demographic variables, variables
estimating the propensity of individuals to perform an activity or being in the
presence of others or measures of life satisfaction, meaning and sleep. The corre-
lations were estimated using our full sample of 7016 individuals each providing a
minimum of 50 affect reports.
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Outcome TKEO PAC Auto.

Age -0.247 -0.269 0.093
Gender -0.081 -0.085 -0.012
Average Meaning in life -0.194 -0.236 -0.029
SD Meaning in life 0.452 0413 0.055
Rel.SD Meaning in life 0.373  0.318 0.059
RMSSD Meaning in life 0.448 0.422 -0.031
TKEO Meaning in life 0.284 0.249  0.005
PAC Meaning in life 0.383 0.360 -0.041
Auto. Meaning in life -0.058 -0.082 0.199
Average Life satisfaction -0.144 -0.181 -0.080
SD Life satisfaction 0.428 0.408 0.096
Rel.SD Life satisfaction 0.329 0.286  0.053
RMSSD Life satisfaction 0.431 0.420 0.013
TKEO Life satisfaction 0.241 0.208 0.021
PAC Life satisfaction 0.364 0.349 -0.014
Auto. Life satisfaction -0.061 -0.079 0.174
Average sleep 0.023  0.030 -0.065
Time spent alone 0.015 0.009 0.064
Time spent with family 0.004 0.001 -0.012
Time spent with friends 0.091 0.106 -0.025
Time spent at work/studying -0.031 -0.023 -0.005
Time spent exercising -0.017 -0.017 -0.006

Table 1.9: Effect sizes (Pearson’s r) of the correlation between different outcomes
and measures of affect. Outcomes correspond to demographic variables, variables
estimating the propensity of individuals to perform an activity or being in the
presence of others or measures of life satisfaction, meaning and sleep. The corre-
lations were estimated using our full sample of 7016 individuals each providing a
minimum of 50 affect reports.
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Chapter 2

HAPPINESS WITHOUT A
FINANCIAL SAFETY NET: LOW
INCOME PREDICTS
EMOTIONAL VOLATILITY

Joint with Jordi Quoidbach

Abstract

Decades of research suggest that money buys very little happiness. However, pre-
vious studies have relied on static measures assessing people’s well-being once
or on average. We examine the “reel” of people’s emotional lives through over
1 million reports from 23,000 individuals whose happiness was tracked in real-
time using a smartphone app. Results show that lower income is associated with
increased happiness volatility - a relationship that replicates across multiple oper-
ationalizations of volatility, statistical models, and a sample of individuals from
six developing countries (N > 25,000). An unsupervised anomaly detection algo-
rithm further revealed that the greatest gap is between how frequent and intense
the rich and the poor experience emotional downs, not ups. The happiness gap
between the highest and lowest earners during episodes of intense unhappiness
was 1.5 to 3 times the size of the gap in average happiness between these two
groups. Finally, exploiting the exogeneity of monthly payments, we find that low-
income earners experience more moments and periods of anomalous happiness
the last few days of the month, suggesting a causal relationship between income
and happiness volatility.
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2.1. Introduction

Global poverty is rising for the first time in over 20 years due to the triple threat of
COVID-19, conflict, and climate change (Lakner et al., 2021). How will this affect
the well-being of the 120 million “new poor” around the world? If there’s a silver
lining, it’s in the decades of scholarly research suggesting that money buys very
little happiness (Aknin et al., 2009; Boyce et al., 2017; Frey and Stutzer, 2002;
Kahneman et al., 2006). For example, the most recent meta-analyses suggest that
income explains only 1% to 5% of how happy people feel overall (Jantsch and
Veenhoven, 2019; Tan et al., 2020).

Yet, poverty has led to both individual and mass protests around the world. Have
the hundreds of studies asking whether money buys happiness overlooked an
important side of the question? One commonality shared by previous studies,
whether they rely on global evaluative measures (e.g., “how happy do you feel in
general?”’) or momentary measures of affect in situ (e.g., “how happy do you feel
right now?”), is that they solely capture people’s happiness once or on average.
But a poor person reporting that they are only a percent less happy than a rich
person overall doesn’t mean their day-to-day emotional experiences are the same.
When you’re struggling to stay afloat, even regular events like paying your phone
bill or rent can cause you to sink - not to mention drowning when catastrophes
strike (Daly and Kelly, 2015; Morduch, 1994). The relationship between money
and happiness may be less about general happiness than how much happiness
fluctuates. And on an emotional rollercoaster, there could be moments of acute
suffering or even extended periods of distress which could easily be missed when
taking a snapshot of a person’s emotional life.

We shouldn’t overlook if the poor are afflicted by frequent emotional dips and
crashes triggered by events that others cruise past. Hundreds of studies in psy-
chology, psychiatry, and medicine show that emotional volatility is a key feature
of bipolar, depressive, and anxiety disorders (aan het Rot et al., 2012; Anestis
et al., 2010; Bowen et al., 2004; Ebner-Priemer et al., 2007; Golier et al., 2001;
Houben et al., 2015; Jones et al., 2005; Koval et al., 2013; Kuppens, 2015; Kup-
pens and Verduyn, 2017; McConville and Cooper, 1996; Pfaltz et al., 2010; San-
tangelo, Reinhard, et al., 2014; Servaas et al., 2017; Snir et al., 2017; Thompson
et al., 2012; Zeigler—Hill and Abraham, 2006) — all leading causes of disability
worldwide and major contributors to the global burden of disease (Murray et al.,
2012; Vos et al., 2016). Emotional volatility can also impose a severe tax on a
person’s physical health (Hardy and Segerstrom, 2017; Jenkins et al., 2018; Koval
et al., 2013) - for a review, see Houben et al. (2015). For example, emotional
volatility is related to increases in cardiac conditions (Chan et al., 2016). More-
over, relatively rare moments of severe emotional distress can foster behaviors that
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have far-reaching consequences, from overeating, substance abuse, and gambling
(Ciccarelli et al., 2017; Hull et al., 1986; Masheb and Grilo, 2006) to self-harm,
aggression, and violence (Berkowitz, 1989; Gratz, 2003).

A number of policy initiatives call for better measures of well-being as a means of
enhancing policies that improve people’s lives (OECD, 2011; UN, 2012). Here,
we respond to these calls by addressing the limitations of static measures in a
comprehensive study of emotional dynamics among people from various income
brackets. First, we examine the relationship between income and happiness volatil-
ity in a sample of over 23,000 people whose happiness was tracked in real-time
for several weeks using a smartphone app. We then corroborated our results by
comparing happiness volatility in an independent data set of 25,634 people from
six developing countries obtained from the World Health Organization Study on
Global Aging and Adult Health (WHO SAGE). Going beyond traditional psy-
chometric approaches, we used unsupervised anomaly detection and clustering
algorithms to capture the subtle - yet meaningful - ways income may shape our
emotional lives. Finally, to provide suggestive evidence for a causal link between
income and happiness dynamics, we examined how daily ups and downs change
over the month as a function of income.

2.2. Methods

2.2.1. Participants and Experience Sampling.

Participants volunteered for the study by downloading 58 seconds, a free iPhone
and Android mobile app designed to measure users’ well-being through short
questionnaires presented at random times throughout the day. Participants could
customize which days of the week, within what time windows, and how many
times they wished to receive questionnaire requests (default = 4 questionnaires a
day; 7 days a week from 9:00 AM to 10:00 PM). The app then divided each partic-
ipant’s day into as many intervals as the number of requested questionnaires and
chose a random time within each interval-setting a minimum of 1 hour between
two questionnaires to avoid large artifactual autocorrelations. We ensured random
sampling through a notification system that did not require an internet connection.
The app generated notifications at new random times each day, independently for
each participant.

Power analyses for affect dynamics time series (see Chapter 1) revealed that ten
happiness observations per participant would ensure reliable estimates across dif-
ferent operationalizations of happiness volatility (see hereafter). Therefore, our
study focuses on 23,471 users who completed at least ten happiness reports. On
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average, these participants each provided 50.8 happiness observations, for a total
of 1,191,912 observations. In line with previous research, we excluded from our
primary analyses individuals whose income figure could not be reliably measured
because they selected the lowest (“no income”) and highest (“over 7500 euros”™)
categories, respectively, leaving a final sample of 17,278 individuals, each provid-
ing an average 52.2 happiness observations (901,816 observations in total). Note
that results on the entire sample of 23,471 people, treating income as an ordinal
variable, yielded identical results (see SM Note 4).

2.2.2. Happiness.

After accepting a questionnaire request, participants were presented with four to
six questions drawn from an extensive battery of items - see Quoidbach et al.
(2019). Here, our focal measure was a general happiness item (“How do you cur-
rently feel?”’; answered on a slider from 0 “very unhappy” to 100 “very happy”).

2.2.3. Income and demographics.

In addition to the repeated happiness item, participants were asked different demo-
graphic questions (once), including age, gender, country of residence, profession
type, and monthly income after taxes (asked on a 13-point bracket scale, see Table
2.1 - 2.2 for detailed information on demographics and income distribution). The
non-response rates were high for profession (44%) and income (75%). Because
missingness of income data is typically related to key personal characteristics, in-
cluding financial and health status, focusing only on complete-case analysis can
introduce important biases (Schenker et al., 2006). To handle missing data on
profession and income, we performed an imputation by random forests using the
MissRanger R-package (Mayer, 2019). Note that the direction and statistical sig-
nificance of all the results we report do not change if we only focus on the subset
of complete data or use an alternative hot deck imputation method (see SM Note
4).

2.2.4. Measuring Happiness Volatility.

There are five main operationalizations of affect volatility in the literature (see
SM Note 2 for formal definitions). First, one can focus on overall affect variabil-
ity using the within-participant standard deviation (iSD). While iSD is the most
widely-used metric (Rocke et al., 2009), research demonstrates that variability in
a construct can be dependent on mean levels of the same construct, especially
when measurements are bounded within scales (Mestdagh et al., 2018). That is,
a person with a mean happiness level of 10 (or a mean of 90) cannot display as
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much variability as somebody with a mean of 50, since the scores of the latter in-
dividual are less constrained by the scale boundaries. To avoid confound with the
mean, variability can be measured through a mean-adjusted version of the within-
person standard deviation (Relative iSD) that takes into account the maximum
possible variance given an observed mean and scale endpoints (Mestdagh et al.,
2018). Second, one can focus on affect instability from one moment to the next,
using the Root Mean Square of Successive Differences (RMSSD), the Probability
of Acute Change (PAC), and the Traeger-Kaiser Energy Operator (TKEO).

While each of these measures is designed to capture unique dynamical aspects of
our emotional life, recent research shows considerable interdependencies between
them (Dejonckheere et al., 2019). Therefore, for parsimony, we mainly report
results for happiness volatility using within-person standard deviations, the most
common and straightforward metric. Note that results were virtually identical for
all other operationalizations of happiness volatility (see SM Note 3).

2.2.5. Estimating the Income - Happiness Relationships.

Several studies suggest that the relationship between money and happiness is not
linear. Therefore, we examined how income is related to both averages and volatil-
ity in happiness through Generalized Additive Models (GAMs; Hastie and Tib-
shirani, 1987) using the mgcv package for R (Wood, 2003). These models allow
fitting data with smooths, or splines, which are functions that can take on a wide
variety of shapes. GAMs provide more flexibility than polynomial transforma-
tions in the GLM framework (Wood and Augustin, 2002) and limit the risk of
false positives through a parsimonious automatic model selection process (Mck-
eown and Sneddon, 2014). For completeness, we also examined the income -
happiness relationships using two-lines tests, estimating separate regression lines
for low and high values of income based on the Robin Hood algorithm (Simon-
sohn, 2018). The two-lines tests yielded identical conclusions to GAMs analyses
(see SM Note 3).

2.2.6. Robustness and Specification Curves.

We performed a specification curve analysis to ensure the robustness of our main
finding that income is associated with happiness variability (Simonsohn et al.,
2020). In this specification curve, we consider five different operationalizations
of happiness volatility and three methods to deal with missing data (imputation by
random forest, imputation by hot deck, and removing data from individuals with
missing data). We considered income either as a continuous or categorical ordinal
variable, with specifications including and excluding data from individuals who
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selected the highest income response (“more than 7500 euros/month”) and imput-
ing their income as 9000 euros per month. For specifications including income as
an ordinal variable, we also examined the impact of including or excluding indi-
viduals who reported no income. Finally, we considered the effect of adding or
removing demographic control variables from the models (Age, Gender, Coun-
try). To make the comparison of coefficients possible across specifications, we
standardized our dependent variables. In total, we included 180 different specifi-
cations.

2.2.7. Unsupervised Collective and Point Anomaly Detection.

Classic models of affect dynamics assume that people’s emotional lives can be
summarized through a series of parametric measures (e.g., mean, variance, prob-
ability of acute change). However, these summary statistics often mask the com-
plexity of human emotional life. To paint a detailed and complex picture of how
income relates to everyday happiness, we used a Collective and Point Anomaly
Detection method (Fisch et al., 2019). That is, we used a nonparametric penalty-
based approach to identify happiness reports that are anomalous given an individ-
ual’s happiness time series. To ensure reliable estimates, we focused our analyses
on a subsample of 5002 participants who provided a minimum of 50 happiness
observations in our mobile app study (see SM Note 6 for details).

2.3. Results

To set the stage for our primary analyses, we first examined the relationship be-
tween the logarithm of people’s monthly income after taxes and their average
happiness. We found a small association (r = .075,p < .0001). Consistent
with other studies (Jebb et al., 2018; Kahneman and Deaton, 2010; Killingsworth,
2021), Generalized Additive Models (GAMs; Hastie and Tibshirani, 1987), sug-
gest that the relationship between income and average happiness was weaker at
higher levels of income (edf = 3.754, p < .0001, deviance explained = 0.6%).
On average, doubling one’s salary from 1000 to 2000 euros per month was asso-
ciated with a 0.08 SD increase in mean happiness (1.4 points out of 100, Fig. 2.1;
left panel). In contrast, doubling a person’s salary from 3000 to 6000 euros per
month was associated with a 0.07 SD increase in happiness (1.2 points). This pat-
tern remained unchanged when controlling for age, gender, and country-specific
fixed effects, as well as when using raw income in euros and categorical income
ranks (see Specification Curve in SM Note 4).

Does money relate to happiness beyond how people feel on average? As shown
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in Fig. 2.1 (right panel), the logarithm of monthly income after taxes was nega-
tively related to happiness volatility (r = —.149, p < .0001), and GAM analyses
suggest that the magnitude of this relationship decreased at higher levels of in-
come (edf = 2.933, p < .0001, deviance explained = 2.28%), reaching a plateau
at about 3,300 euros per month. On average, doubling one’s salary from 1000
to 2000 euros per month was associated with a reduction in happiness volatility
of 0.2 SD. In contrast, doubling a person’s salary from 3000 to 6000 euros per
month was virtually unrelated to happiness volatility changes (a decrease of 0.015
SD). Again, this pattern remained unchanged when controlling for age, gender,
country-specific fixed effects, raw income, and categorical income ranks. The
relationship also held for all major operationalizations of happiness volatility, in-
cluding standard deviations, probability of acute changes (PAC), root mean suc-
cessive square differences (RMSSD), and Teager-Kaiser energy operator (TKEO)
- see Specification Curve in SM Note 4. Importantly, the relationship between
income and happiness volatility remains significant when controlling for average
happiness (§ = —.138, p < .0001; edf = 2.889, p < .0001) and when mea-
suring happiness volatility using relative standard deviations (r = —.119, p <
.0001; edf = 2.776, p < .0001) - a variability measure designed to account for
the confounding of mean and standard deviation in bounded variables (Mestdagh
et al., 2018). That is, the impact of income on happiness volatility cannot be
explained by its effect on average happiness. Additional analyses show that the
relationship between income and happiness volatility is not limited to our rela-
tively wealthy European sample. We examined data from the World Health Orga-
nization SAGE study in which a sample of over 25,000 individuals from China,
Ghana, India, Mexico, Russia, and South Africa reported their happiness an av-
erage of 4.8 times using a short Day Reconstruction survey and provided a mea-
sure of permanent income estimated from the household ownership of various
country-specific durable goods (see SM Note 5). Regression analyses accounting
for country-specific fixed effects revealed that permanent income predicted lower
happiness volatility (5 = —.057, p < .0001) - a relationship robust to all major
operationalizations of happiness volatility, and the inclusion of average happiness
and different demographic controls (see SM Note 5).

Our findings show a robust association between financial hardship and people’s
propensity to experience volatile levels of happiness. But what does a volatile
emotional life look like exactly? Because increased volatility was apparent across
all major psychometric operationalizations and given the sizable statistical over-
lap between these metrics (Dejonckheere et al., 2019), it is difficult to fully ap-
praise the shape of people’s ups and downs. Therefore, going beyond classic af-
fect dynamics measurements, we employed an unsupervised Collective and Point
Anomaly (CAPA; Fisch et al., 2019) machine learning algorithm to identify and
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Figure 2.1: Average happiness (Left Panel) and happiness fluctuation (Right
Panel) as a function of monthly income in the mobile application study (France,
Belgium, and Switzerland). Shadow areas represent 95% confidence intervals.
Standardized scores in parentheses.

quantify how happiness changes as a function of income. Specifically, we first
take a within-person approach and identify, for each participant, the presence of
“anomalous” moments (i.e., observations) and periods (i.e., sequences of obser-
vations) in their happiness time series. We then take a between-person approach
and examine whether income predicts people’s propensity to experience anoma-
lous happiness-related moments and periods, as well as the magnitude of these
anomalies.

Fig. 2.2 provides a schematic representation of the CAPA results for prototypi-
cal respondents in the lowest and highest income group, respectively. Over 22%
of participants experienced at least one anomalous happiness moment through-
out the study. Most were instances in which individuals reported being a lot less
happy than usual (88%), and some were instances in which individuals reported
being a lot happier (12%). Income did not predict the frequency of extreme
unhappiness moments (Sjogincome = -006, t = .42, p = .67), which happened
on average every 330 happiness observations (i.e., approximately once every 3
months in our dataset). However, it was significantly related to their severity
(Brogincome = -12,t = 3.36, p < .001). For example, participants in the lowest
income group (< 1100 euros/month) had extreme unhappy moments that were
rated 7 points lower in happiness (an average of 23 vs. 30) than participants in
the highest income group (~ 6000 euros/month) - a difference over 50% larger
than the gap in average happiness between the two groups (4.5 points). In con-
trast, income did not predict the magnitude of extreme moments of happiness
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Figure 2.2: Representative happiness dynamics for low and high-income individ-
uals over three months, based on the average sample parameters. Low-income

individuals experience harsher moments of extreme unhappiness (A), as well as
more frequent and severe periods of prolonged unhappiness (B).

Anomalous periods were far more common than anomalous moments, with over
94% of people experiencing at least one sequence of happiness states that sig-
nificantly differed from their typical sequences (e.g., a strange couple of days).
K-means clustering (see SM Note 6) suggested that these sequences fell into three
categories: 1) unusually prolonged periods of unhappiness (23% of anomalous se-
quences), 2) unusually prolonged periods of happiness (48%), and 3) unusual se-
quences of high happiness volatility (28%). We estimated the frequency, duration,
and intensity of each of these categories of anomalous sequences and examined
how they related to income.

On average, anomalous periods of prolonged unhappiness last two days and oc-
cur once every 120 happiness observations (i.e., approximately once a month
in our dataset). Income significantly predicts both the frequency (Siogincome =
—.04,t = —2.89, p = .004) and intensity (i.e., mean happiness) of these peri-
0ds (Brogincome = -10, ¢ = 3.51, p < .001), but not their duration (g income =
.02,t = 1.65, p = .09). For example, the highest income group experienced
30% fewer prolonged unhappiness periods than the lowest income group. These
painful periods were also less extreme overall (mean happiness: 43 vs. 30)-a dif-
ference almost three times the size of the gap in average happiness between the
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two groups (4.5 points).

Anomalous periods of prolonged happiness happened approximately twice a month
and typically lasted two days. Periods of unusual volatility occur once every

25 days on average and last for approximately four days. The relationship be-

tween income and these types of anomalous sequences was substantially weaker

and above a .05 significance cut-off: frequency of prolonged happiness periods

(Brogincome = —.02, t = —1.47, p = .14), average intensity of prolonged happi-

ness periods (Biogincome = -04, t = 1.95, p = .051), frequency of unusual volatil-

ity periods (Biogincome = 02, t = 1.09, p = .27), duration of unusual volatility

periods (Biogincome = —-0015, t = —0.88, p = .37).

Given the non-linear associations between income and happiness, we performed
CAPA analyses separately within the lower-income (less than 3300) and higher-
income (more than 3300 euros per month) brackets. Results were in line with the
notion of an income plateau: all the CAPA results mentioned above replicated
when considering income variation from low to middle income. In contrast, in-
come only predicted the intensity (average happiness) of anomalous sequences of
both prolonged unhappiness (Sincome = -21, t = 3.92, p < .001) and prolonged
happiness (Sincome = -11, ¢ = 3.01, p = .003), when considering income varia-
tion from middle to high income.

Taken together, these findings show that people with relatively low income have
more volatile emotional lives, as reflected by (1) the experience of more extreme
“rock bottom” moments and (2) more frequent and intense periods of lasting
unhappiness. Results from the CAPA analyses are robust to alternative, more
conventional, ways to identify extreme observations. For example, income sig-
nificantly relates to people’s propensity to experience happiness moments that
are in the bottom 1%, 5% or 10% of the distribution of happiness observations
across and within individuals (see SM Note 7). However, the observational na-
ture of our data precludes causal inferences. To provide suggestive evidence for a
causal link between income and happiness volatility, we examined how people’s
propensity to experience anomalous happiness states changes over the month as
a function of income. We reasoned that lower-income individuals might expe-
rience more frequent anomalous moments and periods of happiness at times of
heightened financial strain (i.e., in the last few days of the months when most
Europeans are waiting for their monthly salary). As shown in Fig. 2.3, income
was associated with fewer anomalous affective experiences overall (Sincome group =
—.021,t = —10.56, p < .0001), and its effect grows larger at the end of the
month (edfincome group xime = 745, p < .0001). For example, while in the first
three weeks of the month, individuals with income 1 S.D. above the mean re-
port 6% fewer anomalous happiness observations than individuals with income 1
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S.D. below the mean (95% C.I for the relative difference [4.36%, 7.42%]), this
difference roughly doubles in the last week (11.33% relative difference; 95% C.I
[9.42%, 12.29%]), and triples in last few days of the month (17% relative differ-
ence; 95% C.I[15.19%, 18.55%]).

0.35+

0.30+

% Of Anomalous Observations

0 10 20 30
Day of Month

—— High Income —— Low Income

Figure 2.3: Proportion of anomalous happiness-related observations for individ-
uals with income 1 SD above the mean (> 2900 euros; in blue) and 1 SD below
the mean (< 1100 euros; in red). Differences between the two groups grow larger
towards the end of the month. As in France, salaries and wages are only paid once
at the end of the month, results are consistent with the notion that income has a
causal effect on happiness volatility.

2.4. Discussion

The lay notion that “money buys happiness” has been challenged by decades of
empirical research revealing that money has a surprisingly small impact on happi-
ness, especially in wealthier countries (Boyce et al., 2017; Frey and Stutzer, 2002;
Kahneman et al., 2006). Accordingly, scholars have recommended that policies
should consider alternative ways to increase people’s happiness - for example, by
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focusing not only on economic gains but also income redistribution (Kang and
Rhee, 2021; Ono and Lee, 2016).

While these discussions are important, they must be informed by understanding
how income shapes our emotional lives. By looking beyond static snapshots of
people’s happiness, we found that we may have underestimated the impact of in-
come on happiness. Across multiple countries, measurement choices, and model
specifications we found a robust negative relationship between financial hardship
and people’s propensity to experience volatile levels of happiness. This relation-
ship was far from trivial. To put it into perspective, the difference in emotional
volatility between the lowest and highest-income group in our European sample
(A = 0.4 SD) was similar in size to the difference between patients with bipolar
disorder and healthy controls (A = 0.32 SD; Stanislaus et al., 2020), and about
half the size of the difference between people with and without borderline per-
sonality disorder (A = (0.7 SD; Ebner-Priemer et al., 2007). And the greatest gap
between people of lower and higher income is between how frequent and intense
they experience emotional downs, not ups.

The overall impact of relatively rare but extreme episodes of unhappiness on peo-
ple’s lives can live longer than the emotional experience itself. Intense affective
states have been repeatedly shown to guide people’s choices, even when those
emotions are incidental to the decision setting. When we feel miserable, we may
eat and procrastinate more (Grunberg and Straub, 1992; Tice et al., 2001) and
help and trust less (Dunn and Schweitzer, 2005; Manucia et al., 1984). Moreover,
the decisions we make based on fleeting emotions can become the basis for fu-
ture decisions after those emotions have passed. For example, when we make a
poor decision out of anger, we tend to repeat that mistake even after cooling off
(Andrade and Ariely, 2009).

In line with many other studies (Jebb et al., 2018; Kahneman and Deaton, 2010),
we also found strong evidence that the relationship between money and happiness
diminishes at higher levels of income. It’s important to note that there were also
no gains in emotional stability beyond 3,300 euros per month-if anything, the data
showed a trend toward decreasing stability.

It’s important to note the limitations of the present study. First, while the sa-
tiation figure above is consistent with previous research on satiation points in
Western Europe (Jebb et al., 2018), we note that determining satiation from cat-
egorical income brackets makes it difficult to estimate a precise cutoff. Second,
while we found robust associations between income and happiness volatility in
a sample of individuals from six developing countries, we could only apply un-
supervised anomaly detection techniques to our non-representative experience-
sampling dataset from Europe. The relationship between income and the fre-
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quency, intensity, or duration of happiness anomalies could differ in the general
population. Furthermore, although our data show a stronger connection between
income and experienced happiness when people face challenges related to lacking
money at the end of the month, it would be valuable to substantiate this “money
crunch” hypothesis beyond the time-of-month analysis. Future research should
explore, for example, whether money shortages spill over into interpersonal con-
flict in the family, which may be a more proximal driver of unhappiness. This
conjecture is compatible with the observation that income is associated with fluc-
tuations in marital satisfaction rather than overall marital satisfaction (Jackson et
al., 2017).

Money may not buy happiness, but our research strongly suggests that an im-
poverished life is an emotionally volatile life punctuated with rare - but extreme
- moments of distress. While future research is needed to fully assess the per-
sonal and social repercussions of income-induced emotional volatility, seemingly
rare episodes of misery may only be the beginning - even after the emotional dis-
tress itself fades, the suffering is likely to continue in a cascade of repeated poor
decisions that set the conditions for social alienation and emotional relapse. Har-
nessing this knowledge could be useful for public policy. With more and more
governments focusing on measuring and increasing happiness (Trudel-Fitzgerald
et al., 2019; Verma, 2017), policymakers and researchers may take into consider-
ation not only whether we can increase general happiness but whether we can buy
emotional stability.

2.5. Supplemental Materials

2.5.1. Note 1: Summary Statistics

Table 2.1 and 2.2 present the summary statistics of our “58 seconds” data. In
Table 2.3 we present the distribution of income responses before (Ngq,, = 6,010)
and after our main imputation by Random Forests (Nrr = 23,471). Table 2.4
and Table 2.5 present the summary statistics for the World Health Organization
SAGE dataset (/N = 25,739 including 105 observations with missing values for
income).
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Numeric Variable

Average SD Median

Age

Average Happiness
Happiness SD
Happiness Rel. SD
Happiness RMSSD
Happiness TKEO

27.905 9.215 26
Income (in EUR/month)  1,243.134  1,350.856 1,200
62.555 16.657 63.176
16.429 6.727 15.484
0.371 0.152 0.351
19.621 8.759 18.137
249.772 240.404 185.226
0.125 0.125 0.091

Happiness PAC

Table 2.1: Summary Statistics - continuous variables in the “58 seconds” dataset.

Categorical Variable Category N Sample Proportion
Gender Female 16,065 68.4%
Gender Male 7,406 31.6%
Country France 22,040 93.9%
Country Switzerland 866 3.6%
Country Austria 339 1.4%
Country Belgium 135 0.06%
Country Other 1 0%

Table 2.2: Summary Statistics - categorical variables in the “58 seconds” dataset.
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Raw Responses

RF Imputation

Monthly Income Obs. Rel. Freq. Obs. Rel. Freq.
No income 1630 27.1% 5988 25.5%
Less than 1100 eur. 1121 18.7% 4843 20.6%
Between 1100 and 1300 eur. 628 10.4% 2691 11.5%
Between 1300 and 1400 eur. 236 3.9% 997 4.2%
Between 1400 and 1500 eur. 279 4.6% 1054 4.5%
Between 1500 and 1700 eur. 425 7.1% 1686 7.1%
Between 1700 and 1900 eur. 327 5.4% 1329 5.6%
Between 1900 and 2100 eur. 285 4.7% 1168 4.9%
Between 2100 and 2500 eur. 345 5.7% 1336 5.6%
Between 2500 and 3300 eur. 345 5.7% 1216 5.1%
Between 3300 and 4500 eur. 191 3.2% 575 2.4%
Between 4500 and 7500 eur. 129 2.1% 383 1.6%
More than 7500 eur. 69 1.1% 205 0.8%

Table 2.3: Distribution of income responses in the “58 seconds” dataset.

Numeric variables Average SD Median
Age 43.015  14.737 44
Income (ladder) 0.335 0.561 0.295
Average Happiness 1.324 0.621 1.400
Happiness SD 0.331 0.322 0.289
Happiness Rel. SD 0.313 0.327 0.242
Happiness RMSSD 0.439 0.439 0.377
Happiness TKEO 0.129 0.323 0
Happiness PAC 0.084 0.189 0

Table 2.4: Summary Statistics - numeric variables in the WHO SAGE dataset.
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Categorical Variable Category N Sample Proportion

Gender Female 14,567 56.7%
Gender Male 11,130 43.3%
Country China 9,131 35.4%
Country Ghana 3,162 12.3%
Country India 8,223 31.9%
Country Mexico 646 2.5%
Country Russia 2,082 8.1%
Country South Africa 2,495 9.7%

Table 2.5: Summary Statistics - categorical variables in the WHO SAGE dataset.

2.5.2. Note 2: Formal Definitions of Happiness Fluctuations

Table S6 presents the formal definitions of the different operationalizations of hap-
piness fluctuations included in our studies. In our formulas, z; stands for the 7"
happiness observation of a given individual. M, SD, and n represent an individual
average happiness, standard deviation in happiness and total number of happiness
reports. Finally, [(x;,1 — x;,do9) defines a binary variable taking a value of 1 if
the absolute value of (x;,1 — x;) is greater than dy ¢ and O otherwise, where dj o
represents the 90" percentile in the distribution of absolute happiness changes
across all participants.
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Index Formal Definition Interpretation

Ty — ]\/[ 2 . . . .
Standard Deviation (SD) 2(17) Variability in happiness reports.
n
Mean-corrected estimate of the standard
i iati SD . .
gze;?tl;eD)Standard Deviation W deviation for bounded variables
. max M

(Mestdagh et al. 2018).

Root Mean Square of Average change across

2@ — 2i)?

Successive Differences (RMSSD) n—1 successive happiness observations.
Teager—Kaiser energy operator (@ — z_yTry) Average change across 3 happiness reports.
(TKEO) n—2 Useful in identifying happiness spikes.
Probability of Acute Change > I(xi41 — x5, doo) Likelihood of extreme

(PAC) n—1 change in happiness.

Table 2.6: Operationalizations of Happiness Fluctuations.

2.5.3. Note 3: Main Results - Robustness Checks

In this section, we show the robustness of our results to multiple specifications.
These robustness checks are performed using our “58 seconds” data (with miss-
ing income observations imputed by a random forest approach). As in the main
body of the paper, all our models exclude the data from participants that reported
having no income or an income of over 7,500 euros per month (N=17,278). Fur-
ther robustness checks are presented in the next section (SM Note 4). In order
to accommodate the non-linear nature of the relationship between income and
happiness volatility, our main results are estimated using Generalized Additive
Models (GAMs). All our models use income as the main explanatory variable.
Each model uses a different measure of average happiness or happiness volatility
as the dependent variable. Table 2.7 presents the extension of our main results
to all operationalizations of happiness fluctuations. Table 2.8 shows that these
relations are significant when controlling for demographic variables. Table 2.9
shows that these relations remain significant when, in addition to demographic
variables, we control for the effect of income on average happiness. As the GAM
coefficients are not directly interpretable, in tables 2.10-2.12, we present the same
analyses using Linear Regressions (OLS) and the logarithm of income as the main
explanatory variable. To allow for comparisons across specifications, we report
the standardized regression coefficients (with standard errors in parenthesis) for
all numeric variables (log income, age, average happiness). For binary variables
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(gender), we report the coefficients obtained when regressing this raw variables
on the standardized dependent variable. We also present visually the results of the
GAM models (with income as a unique explanatory variable) in Figure 2.4.

Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(1 () (3) 4) (3) 4)
Income Statistics:
Edf 3.754 2.933 2.776 2.991 2.915 2.889
Ref.df 4.474 3.554 3.375 3.620 3.534 3.505
F 22.752 111.261 74.861 102.915 85.979 90.811
P Value <.00001 <.00001 <.00001 <.00001 <.00001 <.00001
Table 2.7: GAM results.
Dependent variable:
Average SD Rel.SD RMSSD TKEO PAC
(1) (2) (3) 4) (3) “4)
Income Statistics:
Edf 3.750 2.483 2.284 2.243 2.255 2.168
Ref.df 4.472 3.042 2.808 2.761 2.775 2.672
F 14.097 16.405 8.162 11.876 12.502 11.544
P Value <.00001 <.00001 .00004 <.00001 <.00001 <.00001

Table 2.8: GAM results (controlling for age, gender and country of residence).
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
&) &) 3) “4) 3 “

Income Statistics:

Edf

Ref.df

F

P Value

- 2.401 2.430 2.081 2.153 1.966

- 2.945 2.979 2.569 2.655 2.434

- 12.14 12.93 9.12 9.725 8.095

<.00001  <.00001 .00003  .00001  .00012

Table 2.9: GAM results (controlling for age, gender, country of residence and
average happiness).

Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(H 2 (€)) 4 S (6)

Log Income 0.075** —0.148*** —0.119** —0.145%* —0.131*** —0.135%**

(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Constant —0.000 0.000 0.000 0.000 0.000 —0.000

(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Observations 17,278 17,278 17,278 17,278 17,278 17,278
R? 0.006 0.022 0.014 0.021 0.017 0.018
Adjusted R? 0.006 0.022 0.014 0.021 0.017 0.018
Residual Std. Error 0.997 0.989 0.993 0.989 0.991 0.991

F Statistic

98.041**  389.327*  250.016™*  370.598**  303.050***  318.299***

Note:

*p<0.1; *p<0.05; **p<0.01

Table 2.10: Linear regression results.
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
M &) ©)) (G (%) (0)
Log Income 0.061*** —0.063*  —0.048**  —0.054*  —0.056"**  —0.053***
(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Age 0.010 —0.204>*  —0.183**  —0.228"**  —0.188**  —0.203***
(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Male 0.140** —-0.131*  —0.058**  —0.080*  —0.071"*  —0.063***
(0.016) (0.016) (0.016) (0.016) (0.016) (0.016)
Constant —0.102 0.112 0.071 0.064 0.088 —0.009
0.117) (0.114) (0.115) 0.114) (0.115) (0.115)
Observations 17,278 17,278 17,278 17,278 17,278 17,278
R? 0.012 0.061 0.044 0.066 0.048 0.054
Adjusted R? 0.011 0.060 0.043 0.066 0.048 0.054
Residual Std. Error 0.994 0.969 0.978 0.966 0.976 0.973
F Statistic 25449 139.792**  98.342**  153.576"*  109.280"*  123.612***

Note:

*p<0.1; *p<0.05; **p<0.01

Table 2.11: Linear regression results (controlling for age, gender and country of

residence).
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
&) (@) 3 “) &) (6)
Log Income 0.061** —0.055**  —0.056"*  —0.047"**  —0.050"** = —0.044***
(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Average Happiness —0.134* 0.138"** —0.113**  —-0.096*  —0.147"*
(0.007) (0.007) (0.007) (0.007) (0.007)
Age 0.010 —-0.203™*  —0.184™*  —0.227**  —0.187**  —0.201**
(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Male 0.140*** —0.112=*  —0.077"*  —0.064"*  —0.058**  —0.043**
(0.016) (0.016) (0.016) (0.016) (0.016) (0.016)
Constant —0.102 0.098 0.085 0.052 0.078 —0.024
(0.117) (0.113) (0.114) (0.113) (0.115) (0.114)
Observations 17,278 17,278 17,278 17,278 17,278 17,278
R? 0.012 0.079 0.062 0.079 0.057 0.076
Adjusted R? 0.011 0.078 0.062 0.079 0.057 0.075
Residual Std. Error 0.994 0.960 0.969 0.960 0.971 0.962
F Statistic 25.449**  163.890***  127.779*** 164903  116.594™*  156.693"**

Note:

*p<0.1; *p<0.05; **p<0.01

Table 2.12: Linear regression results (controlling for age, gender, country of resi-
dence and average happiness).
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Figure 2.4: GAM Fit with 95% C.1I. (in gray).




In the main manuscript, we claim that the effect of income on happiness volatility
satiated at a monthly income of 3,000 euros. To estimate this satiation point, we
used the confidence intervals of the derivatives of the GAM splines (estimated in
a model with income as the unique explanatory variable). Figure 2.5 presents the
95% confidence intervals of the splines’ derivatives for each of our GAM models.
To identify the precise satiation points, we found the lowest income level that
corresponded to a spline derivative containing a slope of O in its 95% confidence
interval. The specific satiation points were found at 2,111.05 euros per month
for average happiness, 3,069.6 euros for happiness SD, 3,042.21 euros for the
relative SD, 2,987.44 euros for RMSSD, 2,960.05 euros for TKEO and 2,768.34
euros for PAC. As stated in the main body of the paper, we also analyzed our
data using separate linear regressions for low and high-income individuals. To
separate our sample based on income, we made use of the Robin Hood algorithm
(Simonsohn, 2018). Following the algorithm results, we estimated two regression
lines, one for low-income individuals and one for high income individuals. The
Robin Hood algorithm suggested using a cutoff income of 2,000 euros per month
for the analysis of average happiness and 2,300 euros for all analyses of happiness
volatility. Note that this amount is not the satiation point, but the point that would
maximize the probability of finding a u-shaped relationship. Table 2.13 presents
the linear regression results for low-income individuals and Table S14 presents
the results for high-income individuals. As in our previous analyses, controlling
for age, gender or country of residence does not significantly affect our results.
These coefficients are estimated without including the individuals with a cut-off
income in the low or high-income samples. Including these individuals to either
the low-income group or the high-income group does not change our results. All
reported coefficients are standardized.
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(D 2 3) 4 Q) (6)

Income 0.063*** —0.116*** —0.091*** —0.109*** —0.101*** —0.101***

(0.009) (0.008) (0.008) (0.008) (0.008) (0.008)
Constant 0.000 0.000 0.000 0.000 0.000 0.000

(0.009) (0.008) (0.008) (0.008) (0.008) (0.008)
Observations 12,600 13,768 13,768 13,768 13,768 13,768
R? 0.004 0.013 0.008 0.012 0.010 0.010
Adjusted R? 0.004 0.013 0.008 0.012 0.010 0.010
Residual Std. Error 0.998 0.993 0.996 0.994 0.995 0.995
F Statistic 50.300%**  186.148**  115.387***  166.222***  140.913**  140.809***
Note: *p<0.1; *p<0.05; ***p<0.01

Table 2.13: OLS estimates for low-income individuals.

Dependent variable:

Average SD Rel.SD  RMSSD TKEO PAC
&) @) 3) “) &) (6)
Income 0.027 —0.003 0.005 —0.028 —0.008  —0.036"

0.017)  (0.021)  (0.021)  (0.021)  (0.021)  (0.021)

Constant 0.000 —0.000 —0.000 0.000 —0.000 —0.000
(0.017) (0.021) (0.021) (0.021) (0.021) (0.021)

Observations 3,510 2,174 2,174 2,174 2,174 2,174
R? 0.001  0.00001  0.00003  0.001  0.0001  0.001
Adjusted R? 0.0005 —0.0005 —0.0004 0.003 —0.0004  0.001
Residual Std. Error  1.000 1.000 1.000 1.000 1.000 1.000
F Statistic 2.594 0.016 0.060 1.754 0.153 2.857*
Note: p<0.1; *p<0.05; **p<0.01

Table 2.14: OLS estimates for high-income individuals.
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2.5.4. Note 4: Specification Curves

We run two separate specification curves for average happiness and happiness
volatility. We start by looking at average happiness and consider the following
specification choices:

= Income: We considered income either as an ordered categorical variable
(i.e, income category) or a numeric variable (i.e, Euros per month). When
income is numeric, we regressed average happiness on the logarithm of
income.

= Missing: Treatment given to missing values. We either removed the data
from individuals with missing observations, imputed the missing observa-
tions by Random Forest (RF) or imputed the missing observations by means
of a Hot-Deck Algorithm (HD).

= Lowest: We considered specifications that included the lowest income group
(individuals reporting an income of zero) and specifications that excluded
them from the analyses. Given our logarithmic relationship between income
and happiness, we only included this group in specifications considering in-
come as an ordered categorical variable.

= Highest: We considered specifications that included the highest income
group (individuals reporting an income of over 7500 euros per month) and
specifications that excluded them from the analyses. If included and income
is numeric, we assume that the middle point of the interval would be 9000
euros per month.

= Controls: We included specifications including and excluding demographic
control variables (age, gender and country of residence).

In total we considered 36 specifications. Figure 2.6 presents the specification
curve results. The coefficient of income 1is statistically significant (at the 95%
confidence level) for all specifications. The effect of income on average happi-
ness is larger for specifications using income as a numeric variable and without
imputed data. We also see that excluding observations that reported an income of
zero lead to larger coefficient sizes. As argued by Kahneman and Deaton, 2010,
zero-income reports suffer from important reliability issues. Unsurprisingly, the
effect of income on average happiness was jointly significant across all specifica-
tions (p < 0.002 for each of the three significance criteria outlined in Simonsohn
et al. (2020)).

Our second specification curve (Figure 2.7) analyzes the robustness of the rela-
tionship between happiness volatility and income. In addition to the previous
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analytical choices, we consider 5 different dependent variables (see Table 2.6),
yielding a total of 180 specifications. Of these 180 specifications, income was
significantly related to happiness fluctuations in 167 specifications. In all speci-
fications, the coefficient of income was negative. The 13 specifications display-
ing a non-significant relationship between income and happiness volatility were
estimated with data imputed by the Hot-Deck algorithm. Again, the effect of
income on happiness fluctuations was jointly significant across all specifications
(p < 0.002 for each of the three significance criteria outlined in Simonsohn et al.
(2020)).

Income Coefficient
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Figure 2.6: Specification curve 1 - income and average happiness.
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2.5.5. Note 5: World Health Organization (WHO SAGE) Data
and Results

Participants and Day Reconstruction Method

In the World Health Organization Study on Global Ageing and Adult Health
(WHO SAGE), nationally representative samples of people in China, Ghana, In-
dia, Mexico, Russia, and South Africa completed a modified version of the Day
Reconstruction Method - see Ayuso-Mateos et al., 2013; Kowal et al., 2012 for
detailed descriptions of the study. Participants were asked to report, in chrono-
logical order, what they did and how they felt across different episodes of their
previous day. As most operationalizations of happiness volatility require at least
three measurements, we excluded from our analyses participants who provided
less than three episodes. Hence, our final sample consists of 25,634 participants.

Happiness

For each episode, respondents were asked to rate the extent to which they felt 7
emotions on a scale from 1 (“Not at all”’) and 3 (““Very much”). We then calcu-
lated a total composite happiness score by subtracting the mean of the negative
emotions (worried, rushed, irritated or angry, depressed, tense or stressed) from
the mean of the positive emotions (calm or relaxed, enjoying), resulting in a con-
tinuous score from -2 to 2 - see Taquet et al. (2020) for a similar approach.

Income and demographics

The WHO SAGE study measures income from the household ownership of durable
goods, access to services, and housing characteristics—an approach that provides
more reliable estimates of income than direct self-report questions in develop-
ing countries (Ferguson et al., 2003). Each respondent provides information on a
country-specific list of 21 items (durable goods, services, and housing character-
istics; e.g., “do you own a refrigerator?”’). Then, households are arranged in an
“asset ladder” using an item random-effects model and Bayesian post estimation.
We use this continuous “asset ladder” variable as a measure of income (see WHO
SAGE documentation). This dataset also contains information on the respondents’
age and gender.

Results

Using the WHO data we can show that the relationship between income and hap-
piness volatility is not unique to Western industrialized and rich societies. Income
in this dataset is not self-reported but estimated from the respondents’ ownership
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of durable goods, housing characteristics and access to services (see Ferguson et
al. (2003) for a complete description of the estimation of income based on these
variables). As the income ladders are country specific, we control for the partic-
ipants’ country of residence in all the presented specifications. We abstain from
estimating country-level random effects due to the small number of countries pre-
sented in our dataset.

Employing non-linear methods (GAMs), we show that income significantly pre-
dicts happiness fluctuations (Table S15), even when controlling for demographic
information (Table S16) and average happiness (Table 2.17). To provide the reader
with a more intuitive presentation of our results, we repeat these analyses using
linear regressions (Table 2.18-2.20). As in our previous results, the reported re-
gression coefficients are standardized for all numeric variables (income, age). We
control for country of residence in all our analyses (coefficients not reported for
brevity).

Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(1) (2) (3) “4) (5 (6)
Income Statistics:
Edf 5.247 1 1 3.837 1.738 1.879
Ref.df 6.414 1 1 4.798 2.190 2.377
F 102.890 189.698 6.004 36.154 13.434 33.248
P Value < 0.00001 < 0.00001 0.014 < 0.00001 < 0.00001 < 0.00001

Table 2.15: WHO SAGE data - GAM results.
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(D (2 (3) “4) ®) (6)
Income Statistics:
Edf 5.258 1 1 3.745 1 1
Ref.df 6.427 1 1 4.689 1 1
F 104.868 207.884 9.236 40.792 32.481 87.059
P Value < 0.00001 < 0.00001 0.002 < 0.00001 < 0.00001 < 0.00001

Table 2.16: WHO SAGE data - GAM results (controlling for age and gender).

Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(1) (2 (3) 4) (5) (6)
Income Statistics:
Edf - 3.819 2.464 2.996 2.340 2.554
Ref.df - 4.778 3.118 3.779 2.964  3.231
F - 9.954 8.268 8.088 2.727  4.580
P Value - < 0.00001  0.00001  0.00001 0.046 0.003

Table 2.17: WHO SAGE data - GAM results (controlling for age, gender and

average happiness).
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
@ @ A “ ® ©®

Income 0.173** —0.100*** —0.018** —0.095"*  —0.040"*  —0.065"*

(0.007) (0.007) (0.007) (0.007) (0.007) (0.007)
Constant 0.204** -0.317*  —-0.230"*  —-0.298"*  —-0.135"*  —0.217*

(0.011) (0.011) (0.011) (0.011) (0.011) (0.011)
Observations 25,634 25,634 25,634 25,634 25,634 25,634
R? 0.134 0.072 0.035 0.069 0.014 0.037
Adjusted R? 0.134 0.072 0.035 0.069 0.014 0.037
Residual Std. Error 0.931 0.963 0.982 0.965 0.993 0.982
F Statistic 662.199"  331.160"*  156.584™*  316.401"*  62.016™*  165.859***

Note: *p<0.1; *p<0.05; **p<0.01
Table 2.18: WHO SAGE data - Linear regression results.
Dependent variable:
Average SD Rel.SD RMSSD TKEO PAC
€)) @ (€) Q) Q) (©)
Income 0.172**  —0.103**  —0.021"*  —0.098"*  —0.042"*  —0.068"*
(0.007) (0.007) (0.007) (0.007) (0.008) (0.007)
Age 0.016*  —0.045*  —0.035"**  —0.042***  —0.039***  —0.040***
(0.006) (0.006) (0.007) (0.006) (0.007) (0.007)
Male 0.070***  —0.029** 0.022* —0.022* —0.020 -0.018
(0.012) (0.012) (0.013) (0.012) (0.013) (0.013)
Constant 0.166**  —0.293"*  —0.234"*  —0.278"*  —0.117"*  —0.200"*
(0.012) (0.012) (0.013) (0.013) (0.013) (0.013)
Observations 25,594 25,594 25,594 25,594 25,594 25,594
R? 0.136 0.074 0.036 0.071 0.016 0.039
Adjusted R? 0.135 0.074 0.036 0.070 0.015 0.039
Residual Std. Error 0.930 0.962 0.982 0.964 0.993 0.982
F Statistic 502.328*** 255387 120.607* 242757  51.366"*  129.460"**
Note: *p<0.1; **p<0.05; **p<0.01

Table 2.19: WHO SAGE data - Linear regression results (controlling for age and

gender).
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Dependent variable:

Average SD Rel.SD RMSSD TKEO PAC
(D (2 (€©)) 4) (5) (6)
Income 0.172%* —0.040** —0.038*** —0.038** —0.014* —0.023***
(0.007) (0.007) (0.007) (0.007) (0.008) (0.007)
Average Happiness —0.363"** 0.100*** —0.347>  —0.161"*  —0.257*
(0.006) (0.007) (0.006) (0.007) (0.006)
Age 0.016** —0.039*** —0.036** —0.036%** —0.036*** —0.036**
(0.006) (0.006) (0.007) (0.006) (0.007) (0.006)
Male 0.070*** —0.004 0.015 0.002 —0.009 —0.001
(0.012) (0.012) (0.013) (0.012) (0.013) (0.012)
Constant 0.166*** —0.233%* —0.250*** —0.221** —0.091*** —0.158***
(0.012) (0.012) (0.013) (0.012) (0.013) (0.012)
Observations 25,594 25,594 25,594 25,594 25,594 25,594
R? 0.136 0.188 0.045 0.175 0.038 0.096
Adjusted R? 0.135 0.188 0.045 0.175 0.038 0.095
Residual Std. Error 0.930 0.901 0.977 0.909 0.982 0.952
F Statistic 502.328**  657.993***  133.954**  602.233"*  112.931™*  300.843***

Note:

*p<0.1; *p<0.05; **p<0.01

Table 2.20: WHO SAGE data - Linear regression results (controlling for age,
gender and average happiness).
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2.5.6. Note 6: Point and Collective Anomalies

To jointly identify anomalous happiness moments and sequences, we used a Col-
lective and Point Anomaly Detection (CAPA, Fisch et al., 2019) machine learning
algorithm. Figure 2.8 exemplifies the results of this procedure for 3 participants in
our “58 seconds” dataset. We restricted our analyses to individuals with a MAD
(Mean Absolute Deviation) in happiness larger than 0 (as the CAPA procedure
relies on a robust normalization that requires a positive MAD). The final sample
consisted of 5002 participants and a minimum of 50 happiness observations per
participant.

Anomalous moments

Table 2.21 presents the results of the frequency analyses. To compute the fre-
quency with which an individual experiences anomalous happiness reports, we
estimated the proportion of an individuals’ happiness reports that were identified
as anomalous momentary reports. All numeric variables are standardized before
estimating the regression. To avoid potential confounds, we control for age, gen-
der and country of residence (coefficients not reported for brevity) in all our sub-
sequent analyses. To ensure that our results were not driven by individuals with
extremely high or low average happiness, we dropped from our our analyses of
anomalous moments those individuals with an average happiness of over 90 or
below 10. This resulted in dropping approximately 2% of the individuals in our
sample. Table 2.22 presents the estimated OLS coefficients of income on the hap-
piness levels of positive (above and individual’s average happiness) and negative
(below average) anomalous happiness observations. All models include clustered
standard error at the individual level. All numeric variables are standardized be-
fore estimating the regression.
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Dependent variable:

Frequency (Neg.)  Frequency (Pos.)

(D (2)
Log Income 0.006 —0.005
(0.016) (0.016)
Age 0.004 —0.004
(0.015) (0.015)
Male 0.031 —0.015
(0.032) (0.032)
Constant 0.147 —0.035
(0.224) (0.224)
Observations 4,896 4,896
R? 0.001 0.0003
Adjusted R? —0.001 —0.001
Residual Std. Error 1.000 1.000
F Statistic 0.393 0.189
Note: “p<0.1; **p<0.05; **p<0.01

Table 2.21: Frequency of negative and positive anomalous moments of happiness.

The coefficients of numeric variables are standardized.
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Dependent variable:

Happiness (Neg.)

Happiness (Pos.)

) 2)
Log Income 0.121* —0.056
(0.036) (0.096)
Age 0.007 —0.177
(0.037) (0.14)
Male 0.084 0.064
(0.086) (0.201)
Constant —0.857* 1.137**
(0.222) (0.201)
Observations 1471 206
R? 0.023 0.049
Adjusted R? 0.019 0.019
Note: *p<0.1; *p<0.05; **p<0.01

Table 2.22: Happiness of negative and positive anomalous moments. Coefficients
of numeric variables are standardized. Standard errors are clustered at the partici-

pant level.
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Happiness

Happiness

Figure 2.8: Results of PACA algorithm for 3 individuals. Intervals in blue repre-
sent anomalous periods of happiness. Points in red indicate anomalous moments
of happiness. The horizontal solid line represents the individual’s average happi-
ness and the dotted lines the average happiness +1/-1 standard deviation.




Anomalous Sequences:

We categorized the anomalous periods experienced by the participants using a
k-means clustering algorithm. Before performing the clustering algorithm, we
centered the mean and SD in happiness of each sequence. In order to do so,
we subtracted from a sequence’s average and SD in happiness, the mean and SD
across all observations of happiness of the individual experiencing the anomalous
sequence. In doing so, our clustering procedure takes into account the sequence
characteristics as compared to the typical mood of the individual experiencing
it. We also standardized these centered variables to ensure the robustness of our
procedure. Before running the clustering algorithm, we determined the optimal
number of clusters using the average silhouette method. The silhouette method
suggested an optimal partition consisting of 3 clusters (see Figure 2.9). Then, we
performed the k-means algorithm and classified the sequences into three clusters.
Figure 2.10 and Table 2.23 present the resulting clusters based on the centered
variables and the summary statistics of the anomalous period of happiness con-
tained in each cluster.

We included three metrics of interest as dependent variables in the following anal-
yses. First, we considered the frequency of each type of anomalous period. We
measured frequency as the number of anomalous sequences divided by an individ-
ual’s total number of happiness reports. We measured a sequence intensity using
its average happiness. Finally, we measured a sequence duration as its length (in
number of happiness reports). Considering length in terms of actual time (hours)
does not affect our results. Tables 2.24-2.26 presents the results of our analyses of
frequency (Table 2.24), intensity (Table 2.25) and duration (Table 2.26) of anoma-
lous happiness periods. All models control for country of residence (coefficients
not reported for brevity).

Average Happiness  Std. Deviation in Happiness =~ Median Duration (in hours)

Cluster 1 52.876 16.055 116.38
Cluster 2 84.356 2.410 50.46
Cluster 3 34.468 4.266 47.15

Table 2.23: Median duration, average happiness and standard deviation (SD) of
happiness for each cluster of anomalous sequences. Average and SD in happiness
are first estimated at the sequence level. Then the resulting mean happiness and
happiness SD are averaged across sequences within each cluster.
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Dependent variable:

Frequency (Volatility)

Frequency (Pos.)

Frequency (Neg.)

(D () (3)
Log Income 0.017 —0.023 —0.045%*
(0.015) (0.015) (0.015)
Age 0.045*** —0.035** —0.049***
(0.015) (0.015) (0.015)
Male 0.083*** —0.024 0.004
(0.032) (0.032) (0.032)
Constant —0.050 —0.358 —0.037
(0.223) (0.224) (0.223)
Observations 5,002 5,002 5,002
R? 0.006 0.004 0.007
Adjusted R? 0.005 0.002 0.005
Residual Std. Error 0.998 0.999 0.997
F Statistic 4,234 2.586™* 4.803***

Note:

*p<0.1; **p<0.05; **p<0.01

Table 2.24: Frequency of anomalous periods of increased volatility (Model 1),
sustained happiness (Model 2) and sustained unhappiness (Model 3). Coefficients

of numeric variables are standardized.
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Dependent variable:

Happiness (Volatility) ~ Happiness (Pos.)  Happiness (Neg.)

(1) (2) 3)
Log Income 0.031 0.046* 0.101**
(0.024) (0.024) (0.028)
Age 0.017 —0.05* 0.021
(0.024) (0.024) (0.029)
Male 0.206*** 0.06 —0.076
(0.052) (0.048) (0.063)
Constant 0.046 —0.685"** —0.294
(0.295) (0.165) (0.383)
Observations 5,084 8,739 4,280
R? 0.014 0.006 0.013
Adjusted R? 0.012 0.005 0.011
Note: *p<0.1; **p<0.05; **p<0.01

Table 2.25: Intensity (happiness) of anomalous periods of increased volatility
(Model 1), sustained happiness (Model 2) and sustained unhappiness (Model 3).
Coefficients of numeric variables are standardized. All standard errors are clus-
tered at the participant level.
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Dependent variable:

Duration (Volatility)  Duration (Pos.)

Duration (Neg.)

(D) () (3)
Log Income —0.015 —0.009 0.022*
(0.017) (0.013) (0.013)
Age 0.010 0.082*** 0.027
(0.015) (0.018) (0.018)
Male 0.014 0.001 —0.001
(0.035) (0.028) (0.036)
Constant —0.256*** —0.104 —(0.233***
(0.039) (0.108) (0.045)
Observations 5,084 8,739 4,280
R? 0.001 0.006 0.003
Adjusted R? —0.001 0.005 0.001
Note: “p<0.1; *p<0.05; **p<0.01

Table 2.26: Duration of anomalous periods of increased volatility (Model 1), sus-
tained happiness (Model 2) and sustained unhappiness (Model 3). Coefficients of
numeric variables are standardized. All standard errors are clustered at the partic-

ipant level.
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Figure 2.10: Clusters of anomalous sequences. Results of k-means clustering
over our 18,103 anomalous sequences. Cluster 1 (blue) represents sequences with
a higher emotional variability than an individual’s typical variability. Cluster 2
(green) represents sequences that are on average happier than an individual typical
mood. Cluster 3 (red) represents sequences that are lower on happiness than an
individual’s typical mood.
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2.5.7. Note 7: Robustness of CAPA Results

Results from the CAPA analyses are robust to alternative, more conventional,
ways to identify extreme observations. In this section, we show that focusing
on the bottom 1%, 5%, and 10% of all happiness observations - either across indi-
viduals or within subjects - yields similar conclusions. In order to do so, we focus
on our larger sample size of 17,278 individuals.

To ensure the robustness of our CAPA results, for each individual, we estimated
the proportion of his or her happiness moments that fall within the bottom 1%,
5%, and 10% of all happiness observations across individuals. For those individ-
uals that had at least 1 happiness report in the bottom 5% or 10% of all happiness
observations across individuals, we also estimated the intensity (average happi-
ness) of those extreme moments. We do not estimate the intensity of observations
in the bottom 1% as these observations always take a value of 0. Table 2.27
presents the results (OLS coefficients) of regressing the proportion of extreme
happiness observations on the logarithm of income (controlling for demographic
characteristics). Table 2.28 presents the results of regressing the intensity (average
happiness) of these extreme observations on income (controlling for demographic
characteristics).

To further ensure the robustness of these results, we take a within-individual ap-
proach. For each participant in our sample, we estimated the intensity (average
happiness) of the bottom 1%, 5%, and 10% of his or her happiness observations.
Table 2.29 presents the results of regressing the intensity of these observation on
income (controlling for demographic characteristics). For brevity, we don’t report
“country of residence” coefficients.
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Dependent variable:

Proportion 1%

Proportion 5%

Proportion 10%

(€)) 2 3)
Log Income —0.046* —0.049** —0.059*
(0.008) (0.008) (0.008)
Age —0.057* —0.051* —0.050"**
(0.008) (0.008) (0.008)
Male —0.014 —0.054"* —0.072**
(0.016) (0.016) (0.016)
Constant 0.264** 0.135 0.078
(0.118) (0.118) (0.117)
Observations 17,278 17,278 17,278
R? 0.008 0.009 0.011
Adjusted R? 0.008 0.008 0.010
Residual Std. Error 0.996 0.996 0.995
F Statistic 18.422%** 18.583*** 23.821™*

Note:

*p<0.1; *p<0.05; ***p<0.01

Table 2.27: Proportion of observations per individual that belong to the bottom
1%, 5%, and 10% of all happiness observations across individuals. Coefficients

of numeric variables are standardized.

87



Dependent variable:

Happiness (Obs. in 5%)  Happiness (Obs. in 10%)

(D (2)
Log Income 0.026** 0.040***
(0.012) (0.010)
Age 0.086"** 0.085***
(0.012) (0.010)
Male —0.065** 0.016
(0.025) (0.020)
Constant —0.267 —0.062
(0.182) (0.144)
Observations 7,941 11,671
R? 0.011 0.012
Adjusted R? 0.010 0.011
Residual Std. Error 0.995 0.994
F Statistic 10.823*** 17.449**
Note: *p<0.1; *p<0.05; ***p<0.01

Table 2.28: Intensity (average happiness) of observations belonging to the bottom
5% and 10% of all happiness observations across individuals. Coefficients of
numeric variables are standardized.
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Dependent variable:

Happiness (1%)

Happiness (5%)

Happiness (10%)

(D) (2) (3)
Log Income 0.066*** 0.072*** 0.076***
(0.008) (0.008) (0.008)
Age 0.081*** 0.111* 0.109***
(0.008) (0.008) (0.008)
Male 0.242%** 0.212%** 0.206***
(0.016) (0.016) (0.016)
Constant —0.144 —0.139 —0.136
(0.116) (0.116) (0.116)
Observations 17,278 17,278 17,278
R? 0.031 0.037 0.037
Adjusted R? 0.030 0.037 0.037
Residual Std. Error 0.985 0.981 0.982
F Statistic 68.750*** 83.600*** 83.107***

Note:

Table 2.29: Intensity (average happiness) of observations belonging to the bottom
1%, 5% and 10% of happiness observations within individuals. Coefficients of

numeric variables are standardized.
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2.5.8. Note 8: Temporal Variability of Anomalous Happiness
Observations and Periods

In the main text (Figure 2.4) we presented the GAM Smooth function of the
prevalence of anomalous happiness reports (happiness reports belonging to ei-
ther an anomalous happiness moment or an anomalous happiness period) across
the month. For completeness, Figure 2.11 presents a similar analysis focusing
exclusively on anomalous negative observations (either anomalous negative mo-
ments or period of sustained unhappiness). For low-income individuals, anoma-
lous negative observations are more common during the first week of the month
(i.e., when facing large expenditures such as rent or loan repayments) and dur-
ing the last few days of the month (i.e., when waiting for their monthly salary).
For high income individuals, the opposite picture arises, suggesting that the re-
lationship between income and the negative anomalous moments and periods of
unhappiness is causal.

0.08-

0.06

% Of Anomalous Observations

0 10 20 30
Day of Month

—— High Income —— Low Income

Figure 2.11: Differences in the proportion of anomalous negative observations
between high (more than 3000 euros per month) and low-income (less than 3000
euros per month) individuals.
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Chapter 3

INCOME, BOREDOM, AND
MENTAL HEALTH

Joint with Daniel Navarro-Martinez and Jordi Quoidbach

Abstract

Using information on 65,000 individuals across 28 countries, we show that low-
income individuals experience boredom more often - an emotional state linked
to anti-social behavior, poor decision-making, and the development of addictions.
Taking a network approach, we show that the experience of boredom is more
closely associated with depressed and anxious mood for low-income individu-
als. As a result, income moderates the relationship between boredom and the
experience of clinical depression episodes. On average, experiencing high levels
of boredom is associated with an increase in the probability of suffering clinical
depression of 10.9%. For each decrease of 1 SD in income, the difference in inci-
dence of depression episodes across low and high-boredom individuals increases
by 1.4%. Evaluating 13 different depression symptoms, we find a particularly ro-
bust association between boredom and the experience of morbid thoughts. Our
results portray boredom as a potential poverty self-reinforcing mechanism, con-
tribute to better understand the mental health consequences of this emotion, and
open a venue to future research and policies that address the full extent of the
emotional tax exerted by financial hardship.
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3.1. Introduction

Understanding the relationship between income and well-being is key to com-
prehend people’s daily behaviors and motivations, identify the full extent of a
financially deprived life, and develop public programs and policies that actively
improve people’s lives. While decades of research seek to clarify this relation-
ship, past work has either focused on hedonic (i.e. happiness) or eudaimonic (i.e.
meaning) operationalizations of well-being. Yet, people not only want to live a
happy or meaningful life, but a life that is filled with interesting experiences and
novel or unique emotional moments - a “psychologically rich life” (Oishi et al.,
2020; Oishi and Westgate, 2021). In other words, people are not only motivated
to pursue happy or meaningful experiences in their everyday lives, but actively
seek to avoid a life that is monotonous, uneventful, and boring (Oishi et al., 2020;
Oishi and Westgate, 2021). Hence, in order to fully comprehend the relationship
between income and well-being, we need to move past happiness or meaning, and
also consider how income relates to boredom.

Beyond being an important part of a person’s well-being, boredom shapes our
everyday lives through a plethora of behavioral, motivational, and mental health
consequences. Research on the consequences of boredom has demonstrated that
this emotion leads to impulsivity and present bias (Moynihan et al., 2017; Watt
and Vodanovich, 1992), noise and decision errors (Wolff et al., 2022; Yakobi and
Danckert, 2021), aggression and antisocial behavior (Dahlen et al., 2004; Pfatthe-
icher, Lazarevic, Nielsen, et al., 2021; Pfattheicher, Lazarevic, Westgate, et al.,
2021; Rupp and Vodanovich, 1997; Yucel and Westgate, 2021), and the devel-
opment of addictions (Blaszczynski et al., 1990; Iso-Ahola and Crowley, 1991;
Sommers and Vodanovich, 2000). This line of research has also shown that bored
individuals tend to engage more often in risky behaviors such as gambling, unpro-
tected sex, or risky driving (Biolcati et al., 2018; Blaszczynski et al., 1990; Dahlen
et al., 2005), but do not show reduced risk aversion in economic choices (Pirla and
Navarro-Martinez, 2021). In addition to poor decision-making, boredom has been
linked to an array of mental health issues (Farmer and Sundberg, 1986; Goldberg
and Danckert, 2013; Masland et al., 2020; Sommers and Vodanovich, 2000; Tod-
man, 2007; Vodanovich et al., 1991), including the development of depression
and anxiety disorders.

Several reasons indicate that low-income individuals are more likely to suffer from
the negative consequences of boredom. First, low-income individuals tend to hold
more repetitive and monotonous jobs. Second, low-paying jobs are also char-
acterized by a lack or individual agency, an important determinant of boredom
(Raffaelli et al., 2018; Struk et al., 2021). Third, compared to high-income earn-
ers, low-income individuals have a limited ability to outsource boring tasks (i.e.
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pay someone to clean the kitchen). Finally, laboratory evidence suggests that con-
sumers can predict the experience of boredom in advance (Dal Mas and Wittmann,
2017). Accordingly, these consumers adjust their willingness to pay for stimula-
tion when expected to get bored (Dal Mas and Wittmann, 2017). Given budget
constraints, low-income individuals have a smaller choice set when it comes to en-
tertainment and stimulation that high-income individuals. Altogether, low-income
individuals encounter boredom more often in their daily lives.

Yet, past work has only identified a very small or non-existent relationship be-
tween income and boredom (Chin et al., 2017; Robinson, 1975). In this paper,
we contribute to past literature by showing a robust association between income
and boredom. Using data from 40,819 individuals across 22 European countries,
we show that low-income individuals experience boredom more often than high-
income earners. Beyond experiencing boredom more often, the affective experi-
ence of boredom is more closely associated with other negative emotions (espe-
cially depressed and anxious mood) for low-income individuals. The relationship
between income and boredom is not unique to our European sample. Employ-
ing an additional dataset of over 25,000 individuals from 6 developing countries,
we are able to replicate our main findings. As this dataset contains information on
mental health outcomes, we further demonstrate the practical consequences of our
results by showing that income moderates the relationship between boredom and
depression. On average, experiencing high levels of boredom is associated with
an increase in the probability of suffering clinical depression of 10.9%. For each
decrease of 1 SD in income, the difference in incidence of depression episodes
across low and high-boredom individuals increases by 1.4%. Finally, focusing on
a reduced subset of 1,907 individuals that experienced a depression episode in the
last 12 months, we outline the specific symptoms associated with boredom. High-
boredom individuals experience 6 depression symptoms significantly more often
than low-boredom individuals. Specifically, high-boredom individuals are more
prone to suffer from loss of appetite, sleeping problems, and feelings of hopeless-
ness, anxiety, and restlessness. Across symptoms, boredom is particularly linked
to morbid thoughts. On average — and controlling for other negative emotions and
demographic characteristics — high boredom levels are associated with a relative
increase in the prevalence of morbid thoughts of 30% (30% for low-boredom indi-
viduals vs. 39% for high-boredom individuals). Our results portray boredom as a
potential poverty self-reinforcing mechanism, contribute to better understand the
mental health consequences of this emotion, and open a venue to future research
and policies that address the full extent of the emotional tax exerted by financial
hardship.
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3.2. Methods

3.2.1. European Social Survey
Participants:

The European Social Survey (ESS) is a publicly available multi-country survey.
In its 2006 wave, the ESS included information on 47,099 participants from 25
European countries. As information on income is missing from 3 countries, our
final sample size consists of 40,819 participants from 22 countries. The ESS has
been used to study a wide array of topics ranging from immigration attitudes (Card
et al., 2005) to the determinants of physical health (Verbakel et al., 2017).

Income:

The ESS contains a self-reported measure of income. Participants disclosed their
household income on a 12-point bracket scale. Missing responses (approximately
25% of the income observations) were imputed using a random forest approach
and over 50 demographic, social, affective, and labor market variables (see Sup-
plemental Materials Note 1 for details). Note that our main results remain un-
changed when using only non-missing income reports (see Supplemental Materi-
als Note 2).

Boredom and other affective states:

Affective states were measured on a 4-point Likert scale representing the preva-
lence of an emotion during the past week (from 1 — “None or almost none of the
time” to 4 — “All or almost all of the time”. In this study, we use information on
boredom (exclusively collected in the ESS 2006 wave) and 7 additional negative
emotions measured on the same scale (“Depressed”, “Effortful”, “Lonely”, “Sad”,
“Anxious”, “Tired”, and “Could not get going”).

3.2.2. World Health Organization Study on Global Aging and
Adult Health

Participants:

The World Health Organization Study on Global Aging and Adult Health (WHO
SAGE) gathers information on 25,739 participants from 6 low and middle-income
countries (China, Ghana, India, Mexico, Russia, and South Africa). This dataset
has been previously used to study, for instance, the relationship between income
and emotional volatility (see Chapter 2).
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Income:

In the WHO SAGE study, income is estimated indirectly using information on an
individual’s access to services and ownership of durable goods. More specifically,
each participant provides information on a country-specific list of 21 items (e.g.,
do you own a refrigerator?). Using this information, households are positioned on
an “asset ladder” and a measure of permanent income is obtained using a post-
Bayesian estimator. In developing countries, this measure of permanent income
is more reliable than self-reported questions (Ferguson et al., 2003).

Boredom and other affective states:

Boredom and other affective states (including worried, angry, or depressed mood)
were measured on a binary scale, representing whether the participant experienced
(or not) a specific feeling for much of the past day.

Depression Episodes:

The WHO SAGE dataset includes a module on depression and depressive episodes.
Participants are asked whether in the last 12 months they experienced a feeling of
depression, loss of interest, or increased tiredness during most of the day for a
period of more than two weeks. Using this information, we constructed a binary
measure indicating whether an individual experienced a depression episode in the
last 12 months. A total of 1,907 individuals experienced depression episodes.
For this subset of participants, the WHO SAGE dataset contains information on
the prevalence of 13 different depression symptoms (measured on a binary scale).
The list of symptoms and consequences includes physical and physiological issues
(slowing down in your moving around, loss of appetite, decreased interest in sex),
cognitive problems (slowing down in your thinking, difficulties concentrating),
sleeping problems (falling asleep, waking up too early), affective issues (feeling
anxious, restless, hopeless, or losing confidence), morbid thoughts (thinking or
wishing to be dead), and suicide attempts.

3.2.3. Linear Models

Cultural, institutional, and social differences might impact baseline levels of re-
ported boredom across countries. Similarly, cross-counties differences might af-
fect the strength of the relationship between income and boredom. To account
for this structure of random and fixed country-level effects, we use Linear Mixed
Models (LMM, Bates, 2007). That is, our LMM estimates accommodate the ex-
isting variability in baseline differences in boredom and allow the effect of in-
come on boredom to vary across countries. We also use LMM to account for the
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country-level structure of our WHO dataset in both our moderation analysis and
our assessment of the impact of boredom on specific depression symptoms.

3.2.4. Non-linear Models

We confirm our Linear Mixed-Models effects using non-linear Generalized Ad-
ditive Models (GAM, Hastie and Tibshirani, 1987; Wood, 2003; Wood and Au-
gustin, 2002). This approach allows us to model the participants’ levels of bore-
dom as a linear combination of non-linear effects. In doing so, we are able to
precisely estimate the shape of the relationship between income and boredom and
its satiation points. As in our LMM models, our GAM specifications include
country-specific random and fixed effects.

3.2.5. Lasso-Regularized Partial Correlation Network

Using data from the ESS, we estimate a Lasso-regularized Partial Correlation Net-
work of negative emotions for low and high-income individuals. In order to test
differences across income groups, we fist split our sample by selecting the top and
bottom 10% of income earners for each country in our dataset. In doing so, we
respect the country composition of our ESS dataset and ensure that the size of the
different income groups is similar - a condition needed to perform valid permuta-
tion tests (Epskamp et al., 2018; Epskamp and Fried, 2018). This leads to a sample
of 7,508 individuals in the low-income group and 8,210 in the high-income group.
For each group, we estimate a lasso-regularized partial correlation network. That
is, for each pair of emotions, we estimate their Lasso correlation controlling for
all other negative emotions. We test differences across groups using a permutation
test (Epskamp et al., 2018; Epskamp and Fried, 2018).

3.3. Results

To provide a first approximation at whether earning a higher income is associ-
ated with living a less boring life, we used data from a sample of over 40,819
individuals included in the European Social Survey (EES 2006). Consistent with
previous literature on the impact of income on emotional states (Brown and Gath-
ergood, 2020; Ferrer-i-Carbonell, 2005; Quispe-Torreblanca et al., 2021), we took
the logarithm of income as our main explanatory variable. Using mixed-models
(to account for country random and fixed-effects), we find that a higher income
is associated with experiencing boredom less often (ﬁzog(lncome)) =-.135,t=-
9.303, p < .00001) . This relationship is robust to including additional control
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variables such as demographic information (age, gender, and education), employ-
ment status, and job characteristics (job interestingness and agency at work) —
see Supplemental Materials Note 2. The logarithmic relationship between income
and boredom (confirmed with non-linear Generalized Additive Models, see Sup-
plemental Materials Note 2) suggests that this relationship is stronger for lower
levels of income. For example, we find a difference of 0.3 SD in boredom fre-
quency between those with a monthly income of less than 1,000 euros and those
earning between 1,000 and 2,000 euros per month. On the other hand, those
making between 2,000 and 3,000 euros per month only experience a reduction in
boredom frequency of 0.13 SD compared with those making between 1,000 and
2,000 euros per month. Using non-linear methods (see Figure 3.1), we estimate
the satiation point of the relationship between income and boredom at an average
of 30,000 euros in yearly income.

—~ 0.254

0.00 -

Boredom (Standardized

-0.251

30000 ' 60000 ' 90000
Yearly Income (in Euros)

Figure 3.1: Predicted boredom frequency across income groups. Data: EES Sur-
vey (N = 40,819). Predicted boredom frequency is obtained using non-linear
methods (Generalized Additive Models) accounting for country-level fixed and
random effects.

Looking at the data from each country independently, we find a similar pattern
of results. The zero-order correlation between the logarithm of income and the
frequency of experienced boredom is negative and significant for 16 of the 22
countries included in the European Social Survey (see Figure 3.2). The median
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correlation coefficient across countries is r= - .09, with the correlation ranging
from r = - .13 (Finland) to r = .08 (Latvia). We only find a positive and significant
relationship between income and boredom for the Latvian sample.
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Figure 3.2: Pearson’s correlation coefficient (with 95% confidence intervals) for
the zero-order relationship between the logarithm of income and boredom across
22 countries.

Beyond experiencing boredom more often, low-income individuals might en-
counter more difficulties when regulating the intensity of this emotion. As intense
boredom has been shown to lead to both depressed and anxious mood (Elhai et al.,
2018; Goldberg and Danckert, 2013; Sommers and Vodanovich, 2000), this fail-
ure to regulate boredom would imply that this emotion is more closely associated
with experiencing depressed and anxious mood for low-income individuals. To
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investigate this hypothesis, we take a complex systems approach to analyze the
effect of income on the structure of affect across individuals. Using data from
8 different negative emotional states (depressed, effortful, lonely, sad, could not
get going, anxious, tired, bored), we estimated a Lasso-regularized partial corre-
lation network of negative emotions for individuals in the bottom and top 10% of
the income distribution of each country (see Figure 3.3). Running a permutation
test, we find that boredom is more central to the network of negative emotions
for low-income individuals than for high income earners (p = .038). That is, for
low-income individuals, experiencing boredom is more closely associated with
their propensity to experience other negative emotions. Looking at the specific
relationship between emotions, we find that the difference in centrality of bore-
dom across income groups is driven by the association of boredom with anxious
and depressed mood. In fact, boredom is significantly more closely associated
with depressed (Diff = .057, p = .034) and anxious mood (Diff = .066, p = .016)
for low-income individuals. The lasso-regularized partial correlations between
boredom and depressed or anxious mood are three times larger for low-income
individuals (rgepressed = -093, Tanxious = -095) than for high-income earners (7gepressed
=.036, 7anxious = -029).

A: Low-Income Individuals B: High-Income Individuals

Brd Brd Lnl

Figure 3.3: Networks of negative emotions for low (A) and high-income individu-
als (B). Each node represents an affective state. Affective states include depressed
(Dpr), effortful (Eff), lonely (Lnl), sad (Sad), anxious (Anx), tired (Trd), bored
(Brd) and “could not get going” (NtG). The thickness of the links between nodes
represents how closely associated two emotions are.

Our results not only prove that boredom is more often experienced among low-
income individuals, but also show that boredom is more closely associated with
depressed or anxious mood for these individuals. These results suggest that the
relationship between boredom and poor mental health might be moderated by in-

99



come. While our sample of European individuals does not contain information
on mental health outcomes, we can further investigate the relationship between
income, boredom, and mental health outcomes using a sample of 25,000 indi-
viduals from 6 developing countries (WHO SAGE dataset). Using this sample
of individuals, we are able to replicate our main relationship of interest — low-
income individuals are more likely to experience high levels of boredom (Spucome
=-.031, t=-15.598, p < .00001) - a relationship that holds when controlling for
demographic characteristics (such as age or gender) and similarly valenced emo-
tions such as anxiety, worry, or depressed mood (Sycome = - -017, t =-9.314, p <
.00001). To put these numbers in context, on average, those with an income of 1
SD above their national average experience high levels of boredom with a prob-
ability of 9.78%. On the other hand, those individuals with an income of 1SD
below the national average experience high boredom levels with a probability of
13.2%. Hence, compared with those making 1SD above the national average,
those with an income of 1SD below the mean experience a 35% relative increase
in their propensity to experience high levels of boredom. Within countries, we
find a significant correlation between income and boredom for Russia (r = -0.12,
t =-5.744, p < .00001), India (r = -0.12, t = -10.709, p < .00001), China (r =
-0.11, t=-10.925, p < .00001) and South Africa (r =-0.05, t =-2.25, p = 0.0245).
We also find negative but non-significant correlations for Mexico (r = -0.05, t =
-1.235, p =0.217) and Ghana (r =-0.03, t =-1.531, p = 0.126).

For participants in the WHO SAGE dataset, apart from data on income and bore-
dom, we have information on whether they experienced a depressive episode in
the last 12 months (i.e. a period lasting a minimum of two weeks during which
the individual experienced depressed mood, loss of interest, or lack of energy dur-
ing most of the day). Using Linear mixed-models (and controlling for age and
gender) we analyze how income, boredom, and their interaction are related to
the experience of depression episodes. As expected, low-income individuals are
more prone to experience depression episodes (Bcome = - -004, t = - 2.710, p =
.0067). On average, those with an income 1SD above the national average expe-
rienced a depression episode in the last 12 months with a probability of 5.2%. On
the other hand, those individuals with an income 1SD below the national average
experience a depression episode with a probability of 6%. Boredom is also as-
sociated with the experience of depression episodes (Oporedom = -109, t = 23.823,
p < .00001). Crucially, this relationship is significantly moderated by income
(BBoredom x Income = - -014, t = -3.118, p = .0018). For example, for high income
earners (1SD above the national average), experiencing high levels of boredom is
associated with an increase in an individual’s propensity to experience depression
episodes of 9.5 percentage points (13 ow Boredom = 4.4%, Phigh Boredom = 13.9%). For
low income earners (1SD below the national average), experiencing high levels of
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boredom is associated with an increase in an individual’s propensity to experience
depression episodes of 12.3 percentage points (13 ow Boredom = 3-2%, Prigh Boredom =
17.5%). That is, the relationship between boredom and the experience of depres-
sion episodes is 30% stronger for low-income individuals than for high-income

earners.

We can further analyze the effect of boredom on mental health by analyzing its
relationship with specific depression symptoms. Our dataset includes information
on the prevalence of depressive symptoms across 1907 individuals who reported
experiencing periods of sustained depressed mood, loss of interest, or increased
tiredness. Figure 3.4 presents the coefficient of income on each of the 13 symp-
toms of depression included in our dataset. All the models include demographic
controls (age, gender, and income), country-level fixed effects, and affective con-
trols (depressed, worried, and stressed mood). Experiencing boredom is signifi-
cantly associated with 6 of the 13 symptoms of depression included in our dataset.
The relationship between boredom and depressive symptoms is particularly robust
when looking at an individual’s feelings of hopelessness or restlessness, and when
considering whether an individual thought or wished to be dead. Controlling for
the previously mentioned demographic and affective characteristics, depressed in-
dividuals reporting high levels of boredom are 9.3% more likely to think about
death or wish they were dead (29.8% to 39%, over a 30% relative increase in the
prevalence of morbid thoughts).

3.4. Discussion

Decades of research seek to understand what it means to live in financial scarcity.
Our results suggests that, by ignoring the relationship between income and bore-
dom, past work has overlooked an important aspect of what constitutes a finan-
cially deprived life. Across a set of 28 countries and over 65,000 individuals,
we find a robust association between income and boredom. Compared with high-
income earners, low-income individuals not only experience boredom more often,
but their experience of boredom is more closely associated to other negative emo-
tions such as depressed or anxious mood. Finally, while experiencing high levels
of boredom is predictive of poor mental health outcomes for both high and low-
income individuals, we find a stronger association between boredom and depres-
sion for low-income earners. Across depression symptoms, our results point at
a particularly robust association between boredom and the experience of morbid
thoughts.

Our results carry important theoretical and practical implications. First, our re-
sults suggest that - through worsened decision-making - boredom might act as a
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Figure 3.4: Association between boredom and depression symptoms controlling
for country-level fixed effects, demographic information (age, gender, and in-
come), and affective variables (depressed, worried, and stressed mood). Point
estimates represent the increase in the prevalence of each symptom for high (vs.
low) boredom individuals.
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poverty self-reinforcement mechanism. Bored individuals are more prone to make
impulsive choices (Moynihan et al., 2017; Watt and Vodanovich, 1992), fall prey
to decision errors (Wolff et al., 2022; Yakobi and Danckert, 2021), behave antiso-
cially (Dahlen et al., 2004; Pfattheicher, Lazarevic, Nielsen, et al., 2021; Pfatthe-
icher, Lazarevic, Westgate, et al., 2021; Rupp and Vodanovich, 1997; Yucel and
Westgate, 2021), and develop addictions (Blaszczynski et al., 1990; Iso-Ahola and
Crowley, 1991; Sommers and Vodanovich, 2000). As boredom is more commonly
experienced among low-income individuals, our results suggest that this emotion
contributes to the perpetuation of financial scarcity. Our findings, therefore, con-
tribute to the literature on psychologically driven poverty traps (Haushofer, 2019;
Haushofer and Fehr, 2014; Ridley et al., 2020), illustrating a promising new area
of research and opening a venue to the design of public policies that consider the
full extent of the emotional tax exerted by financial scarcity. Second, our results
improve our understanding of the mental health consequences of boredom. While
past literature has established a link between boredom and poor mental health out-
comes (Farmer and Sundberg, 1986; Goldberg and Danckert, 2013; Sommers and
Vodanovich, 2000; Vodanovich et al., 1991), the mechanisms linking this emo-
tion to the experience of psychopathologies remain unclear. By considering the
relationship between boredom and each depression symptom independently, our
results illuminate several potential mechanisms linking the experience of boredom
to depression disorders. Third, given the robust association between boredom and
the experience of depression symptoms, our results can be of practical relevance
in forecasting and treating depression episodes — especially among low-income
individuals and chronically bored populations - i.e., after a traumatic accident, see
Goldberg and Danckert (2013). In fact, as presented in the Supplemental Ma-
terials Note 3, the relative importance of boredom in explaining the presence of
depression episodes is statistically indistinguishable in size from that of stress and
significantly larger than that of income, age, or gender. Finally, our results show
that boredom is especially problematic among low-income individuals. Future re-
search aimed at understanding the situational and contextual determinants of bore-
dom among low-income individuals would pave the way to a better understanding
of the relationship between financial scarcity and mental health outcomes.

Our findings, nevertheless, present a number of limitations. First, the observa-
tional nature of our data does not allow us to make causal inferences. Second,
our measures of income and boredom represent imperfect estimates. Boredom
is measured either as a 4-point or a binary scale. Similarly, income in our ESS
dataset is measured on a 12-point interval scale. Although imperfect measures
should not lead to biased estimates, it can lead to mitigated effect sizes. Third,
we find substantial heterogeneity in the effect of income on boredom across coun-
tries. Although some of these differences might be due to sampling variability
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or measurement error, further work needs to investigate the cultural, social, and
institutional factors shaping this relationship. Fourth, while our network approach
allows us to analyze how boredom is - on average - associated with other negative
emotions, our cross-sectional data does not allow us to evaluate the dynamic asso-
ciations between boredom and other affective states. Further work needs to clarify
the dynamic associations between boredom and other negative emotions, and its
relationship to both income and mental-health outcomes. Fifth, recent work has
identified different boredom profiles streaming from distinct combinations of at-
tention and meaning deficits (Westgate, 2020; Westgate and Wilson, 2018). Our
network approach suggest that the affective experience of boredom is different
across income groups, but further research needs to clarify the origins — in terms
of attention and meaning — of these differences and its impact on mental health.
Finally, while our main findings replicate across 28 countries and over 65,000 in-
dividuals, our investigation on the relationship between boredom and depression
symptoms is performed on a limited sample of 1,907 participants that experience
a depression episode in the past 12 months. Future research needs to clarify the
generalizability of the associations found on this limited subset of participants.

Recent work shows that people not only want to live a happy or meaningful life,
but an exciting one (Oishi et al., 2020; Oishi and Westgate, 2021). Our result show
that boredom plays a major role in explaining the relationship between income,
well-being, and mental health.

3.5. Supplemental Materials

3.5.1. Note 1: Summary Statistics
Main Summary Statistics
Imputation Procedure

Approximately 25% of the income observations are missing. Removing these ob-
servations from our analyses could bias our results (Schenker et al., 2006). To gain
a more robust understanding of the relationship between our variables of interest,
we impute the missing income observations using a random forest approach. In
Note 2, we show that our main results are robust to removing our missing obser-
vations.

To impute income, we selected a set of 57 variables from the European Social
Survey. These variables included demographic information (e.g., age, gender, ed-
ucation), employment status and characteristics (e.g., job status, past unemploy-
ment spells, job satisfaction), and well-being and emotion measurements (e.g.,
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Variable N Mean Std.Dev. Min Pctl. 25 Pctl. 75 Max
Age 41,626 47.321 18.573 14.17 32.25 61.58 101.33
Income 31,237 28,178 27,093 900 9,000 48,000 150,000
Boredom 41,281 1.471 0.681 1 1 2 4
Depressed Mood 41416 1.518 0.703 1 1 2 4
Sadness 41,475 1.616 0.71 1 1 2 4
Anxious Mood 41.428  1.655 0.745 1 1 2 4
Effortfulness 41,518 1.754 0.804 1 1 2 4
Loneliness 41,492  1.483 0.749 1 1 2 4
Could not get going 41.016  1.615 0.732 1 1 2 4
Tiredness 41,618  2.048 0.749 1 2 2 4
Table 3.1: Summary Statistics: Main Numeric Variables

Variable N Percent
Gender 41,825

... Female 22,801  54.5%
... Male 19,024  45.5%
Education 41,713

.. Less than lower secondary education (ISCED 0-1) 5,661 13.6%

.. Lower secondary education completed (ISCED 2) 7,744 18.6%
... Post-secondary non-tertiary education completed (ISCED 4) 981 2.4%
... Tertiary education completed (ISCED 5-6) 11,287  27.1%

.. Upper secondary education completed (ISCED 3) 16,040 38.5%

Table 3.2: Summary Statistics: Main Categorical Variables
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life satisfaction, boredom, sadness). Using these variables, we imputed the miss-
ing income observations using a random forest approach. We implemented our
imputation procedure using the missRanger package in R (Mayer, 2019). Table
3.3 presents an overview of the income distribution before and after imputation.

Variable N Mean Std. Dev. Min Pctl. 25 Pctl. 75 Max
Income (before imputation) 31,237 28,178 27,093 900 9,000 48,000 150,000
Income (after imputation) 41,925 26,676 25,757 900 9,000 33,000 150,000

Table 3.3: Income summaries before and after imputation.

3.5.2. Note 2: Robustness Checks (Main Results, ESS)

As stated in the main text, we use Linear Mixed models with country-level random
and fixed effects to derive our main results. In this note, we show that our results
are robust to including job characteristics and employment status as additional
control variables. We also show that our main results hold when we focus on
the smaller subset of individuals with non-missing income responses. Finally, we
show that our results are robust to using non-linear methods (Generalized Additive
Models).

Additional Control Variables

Table 3.4 presents our main robustness checks. The coefficients of all numeric
variables are standardized. Our results show that the relationship between in-
come and boredom is significant even when controlling for employment status
or job characteristics such as job interestingness (Job Int) or agency at work (Job
Agency). As shown in Model 4 of the same table, the relationship between income
and boredom is significantly stronger for the unemployed.

Excluding Imputed Observations

A similar pattern of results emerges when we focus exclusively on complete ob-
servations. Table 3.5 presents the results of these analysis. If anything, the rela-
tionship between income and boredom is stronger when focusing exclusively on
complete observations.
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Non-Linear Methods

In this section, we confirm our main results using non-linear methods. More
specifically, we use Generalized Additive Models (GAMs) to estimate the same
set of models but allowing for a non-linear relationship between all our explana-
tory numeric variables and boredom. As in our previous sections, all our models
include country-level fixed and random effects. Table 3.6 presents the main re-
sults. Note that the coefficients obtained using generalized additive models are
hardly interpretable. Yet, one can readily see that the relationship between in-
come and boredom is significant in all models. To gain a better understanding of
the nature of this relation, we plot the non-linear marginal effects of income on
boredom for all our models in Figure 3.5. The variables included in each model
are those of the corresponding model in the previous section. Hence, model 5 of
table 3.6 (or plot E of Figure 3.5) represents the marginal effects of income on
boredom when controlling for job characteristics (as in model 5 of table 3.5).

3.5.3. Note 3: Robustness Checks (WHO SAGE Dataset)

In this section, we provide a more detailed overview of the analyses conducted us-
ing the WHO SAGE dataset. Note that boredom (as the other emotion measures)
is a binary variable. Our measure of permanent income was scaled to represent
a within-country standardized measure of income. The income coefficients rep-
resent, therefore, the marginal increase in the probability to report large levels of
boredom for a 1 SD increase in within-country income.

Robustness Check - Main Results

We present the main robustness checks in Table 3.7. Our models include country-
level fixed effects. Given the small number of countries, we abstained from in-
cluding random effects in our specifications.

Moderation Analysis

Table 3.8 presents our moderation analyses. Again, our specifications include
country-level fixed effects. The dependent variable is a binary indicator represent-
ing whether an individual experience a depression episode in the last 12 months.
Hence, the regression coefficients represent the marginal effect of each variable in
the probability to experience depression episodes.
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Dependent variable:

Boredom
(1) @) 3) “) &)
Income —0.135"* —0.117** —0.089*** —0.118*** —0.058***
(0.015) (0.013) (0.012) (0.013) (0.018)
Education —0.119** —0.091** —0.091** —0.048*
(0.012) (0.010) (0.010) (0.008)
Age —0.070*** —0.099*** —0.100*** —0.088***
(0.005) (0.005) (0.005) (0.007)
Female —0.025"* —0.043 —0.042" —0.043*
(0.010) (0.010) (0.010) (0.013)
Income*Employed 0.058***
(0.010)
Employed —0.214* —0.213"
(0.011) (0.011)
Job Int. —0.125"*
(0.007)
Job Agency —0.058***
(0.007)
Constant 0.006 0.013 0.134** 0.129*** 0.046
(0.049) (0.049) (0.050) (0.050) (0.052)
Observations 40,819 40,348 40,246 40,246 21,479
Log Likelihood —56,052.980 —55,088.810 —54,755.890 —54,743.840  —29,232.270
Akaike Inf. Crit. 112,118.000 110,201.600 109,537.800 109,515.700 58,492.540
Bayesian Inf. Crit. 112,169.700 110,304.900 109,649.600  109,636.100 58,604.190

Note:

*p<0.1; **p<0.05; **p<0.01

Table 3.4: Robustness Checks - Main Results ESS. Standard errors are in paren-

thesis.
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Dependent variable:

Boredom
e)) (2) (3) ) 5)
Income —0.177* —0.161* —0.129*** —0.158** —0.067*
(0.021) (0.021) (0.020) (0.021) (0.025)
Education —0.107*** —0.083*** —0.083*** —0.051
(0.011) (0.009) (0.008) (0.009)
Age —0.089*** —0.124*** —0.125% —0.100***
(0.006) (0.006) (0.006) (0.007)
Female —0.044*** —0.060*** —0.059** —0.060"**
(0.011) (0.011) (0.011) (0.015)
Income*Employed 0.058***
(0.012)
Employed —0.214* —0.212**
(0.013) (0.013)
Job Int. —0.136"**
(0.008)
Job Agency —0.064***
(0.008)
Constant 0.003 0.020 0.147** 0.143** 0.057
(0.048) (0.045) (0.047) (0.047) (0.051)
Observations 30,489 30,264 30,199 30,199 17,000
Log Likelihood —41,821.970 —41,287.910 —41,063.650 —41,055.850 —23,118.160
Akaike Inf. Crit. 83,655.940 82,599.820 82,153.300 82,139.700 46,264.320
Bayesian Inf. Crit. 83,705.890 82,699.640 82,261.400 82,256.110 46,372.690

Note:

*p<0.1; **p<0.05; **p<0.01

Table 3.5: Robustness Checks - Complete Observations Only. Standard errors are

in parenthesis.
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Figure 3.5: Plots of non-linear marginal effects of income on boredom for the
five different models presented in this section. Shaded areas represent the 95%

confidence interval of the effect.
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Dependent variable:

Boredom
(1) (2) (3) “4) (5)
Income Statistics:
Edf 8.531 8.5066 8.3973 8.3284 6.9617
Ref.df 8.917 8.908 8.866 8.836 7.810
F 27.24 21.307 16.58 14.01 4.406
P Value <0.00001 <0.00001 <0.00001 <0.00001 0.00006

Table 3.6: Robustness Checks - Generalized Additive Models

Relative Importance of Boredom in Predicting Depression Episodes

In the discussion section, we claim that “the relative importance of boredom in
explaining the presence of depression episodes is statistically indistinguishable
in size from that of stress and significantly larger than that of income, age, or
gender”. In this section, we present the analyses that lead to this conclusion.

To analyze the relative importance of different variables in explaining the pres-
ence of depression episodes, we use a relative importance approach (Genizi, 1993;
Groemping, 2007; Groemping and Matthias, 2021). In short, this method allow us
to estimate the average marginal variance in the dependent variable explained by
each independent regressor across model permutations. We implement our anal-
yses using the “relaimpo” package in R (Groemping and Matthias, 2021). We
construct the confidence intervals of the relative importance of each independent
variable by taking 1000 bootstrap samples. Table 3.9 presents the relative impor-
tance of each regressor (proportion of variance in variable “depression” explained
on average) and its 95% confidence intervals.
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Dependent variable:

Boredom
(D) (2) (3)
Income —0.031*** —0.029*** —0.017***
(0.002) (0.002) (0.002)
Male —0.022*** —0.010**
(0.004) (0.004)
Age 0.017*** 0.014***
(0.002) (0.002)
Stressed Mood 0.085***
(0.006)
Depressed Mood 0.247**
(0.008)
Worried Mood 0.148***
(0.007)
Constant 0.109*** 0.117*** 0.063***
(0.016) (0.018) (0.010)
Observations 25,595 25,555 25,523
Log Likelihood —6,714.045 —6,684.681 —4,896.586
Akaike Inf. Crit. 13,436.090 13,381.360 9,811.172
Bayesian Inf. Crit. 13,468.690 13,430.250 9,884.498

Note:
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Table 3.7: WHO SAGE Dataset - Robustness Checks.
parenthesis.

*p<0.1; *p<0.05; **p<0.01

Standard errors are in



Table 3.8: WHO SAGE Dataset - Moderation Analysis. Standard errors are in

parenthesis.

Dependent variable:

Depression
(D) (2)
Boredom 0.112*** 0.109***
(0.004) (0.005)
Income —0.006*** —0.004***
(0.001) (0.001)
Male —0.011*** —0.011***
(0.003) (0.003)
Age 0.016*** 0.016***
(0.001) (0.001)
Boredom*Income —0.014***
(0.004)
Constant 0.052*** 0.052***
(0.015) (0.015)
Observations 25,443 25,443
Log Likelihood 1,980.479 1,980.843
Akaike Inf. Crit. —3,946.958 —3,945.686
Bayesian Inf. Crit.  —3,889.948 —3,880.533

Note:

“p<0.1; *p<0.05; **p<0.01
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Ind. Variable Variance Explained 95% CI Lower Limit

95% CI Upper Limit

Worried Mood 0.0277
Depressed Mood 0.0242
Boredom 0.0142
Stressed Mood 0.0130
Age 0.0027
Income 0.0006
Gender 0.0004

0.0225
0.0189
0.0105
0.0101
0.0017
0.0003
0.0001

0.0329
0.0299
0.0186
0.0169
0.0038
0.0012
0.0009

Table 3.9: Proportion of variance in Depression variable explained by each inde-
pendent regressor (with 95% confidence intervals).
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