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Abstract

There have been significant advances in organic bioelectronic devices in recent
years. These devices are capable of stimulating excitable cells and can generate
data to facilitate disease diagnostics and monitoring. Electrolyte-gated organic
field-effect transistors (EGOFETs) are powerful organic bioelectronic devices.
EGOFETs are a group of thin-film transistors used as the sensing units within
organic bioelectronic devices due to their ability to strongly amplify the signal
and natural biocompatibility [1]. EGOFETs can detect minor voltage variations of
electrically excitable cells [2] or when analyzing biomarkers. Organic semicon-
ductors offer various advantages over inorganic ones, such as low-cost production,
flexibility, printability as well as allowing easy integration into sensing devices or
textiles [3].

Due to the lack of specific physical-mathematical modeling of EGOFETs, they
are often approximated using ideal field-effect transistor (FET) models. Whilst
these models can be useful, they are not capable of accommodating ionic diffusion
effects generated by nanoscale variations at the electrolyte/semiconductor and
electrolyte/gate interfaces within EGOFETs. This thesis presents the a finite
element model of EGOFETs to provide a deeper physical understanding of these
devices. We show the changes in the macroscale current correlated to the nanoscale
conductivity when changing the device geometries. Further, we observe the voltage
shifts due to ionic concentrations and evaluate the role of interfacial layers and
fixed charges at the gate electrode.

Different levels of complexity of the models have been considered. The
simpler Helmholtz model, where the electrolyte is mimicked as a Helmholtz
capacitance, was selected initially. Using this, we determined that many of the
transfer and output current-voltage curves of EGOFETs could be reproduced. This
enabled the identification of local conductivity changes in the different operating
regimes.
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We subsequently expanded the physical model by incorporating the elec-
trolyte’s ionic diffusive effects and compact interfacial layers’ presence using the
Nernst-Planck-Poisson (NPP) framework. Initially, a one-dimensional capacitor
structure model was used to gain fast results without neglecting the physics of the
device. This model demonstrated the change in device characteristics following
the addition of biorecognition layers to the gate electrode for biosensing applica-
tions. Developing this further, we considered the NPP model in two-dimensional
structures, which allowed investigating changes to device geometry, including
channel and gate length in the NPP framework. This provides a deep insight
into the voltage and charge density distributions to reveal the formation of space
charge layers, including accumulation and ionic diffusive layers. The potential pro-
files over semiconductors and electrolytes demonstrate the differences in charge
accumulation for gate modifications with self-assembled monolayers, ion concen-
trations, and material parameters. We correlate the charge accumulation along
the conductive channel with the distribution of ions. The results of these studies
allowed us to provide further explanations of the behavior of EGOFETs and have
opened the door to a rational design and characterization of the devices for future
biosensing applications.



Resumen

Los dispositivos bioelectrónicos orgánicos han avanzado enormemente en los
últimos años. Estos dispositivos se están desarrollando para estimular células ex-
citables y controlar y detectar analitos para el diagnóstico de enfermedades. Entre
los distintos dispositivos electrónicos orgánicos que se están desarrollando, los
transistores orgánicos de efecto de campo con electrolitos (EGOFET) desempeñan
un papel esencial. Los EGOFET se utilizan como dispositivos de detección ya
que tienen un carácter de amplificación grande y son naturalmente biocompatibles
[1]. Los EGOFET forman parte de un grupo de transistores de una capa fina que
utilizan un semiconductor orgánico rodeado por una solución iónica. Son capaces
de registrar pequeñas variaciones de voltaje cuando se detectan biomarcadores o
se monitorizan células eléctricamente excitables [2]. Un semiconductor orgánico
ofrece varias ventajas, como el bajo coste de producción, la flexibilidad y la posi-
bilidad de impresión, lo que permite una integración fácil en dispositivos o tejidos
[3].

Actualmente, no existen modelos físico-matemáticos específicos para modelar
los EGOFET. Debido a esto, su caracterización y descripción se realiza común-
mente utilizando modelos de transistores de efecto de campo (FET) ideales. Sin
embargo, en los EGOFET, las variaciones a la nanoescala en las interfaces elec-
trolito/semiconductor y electrolito/puerta controlan la respuesta del dispositivo,
incluidos los efectos de difusión iónica. El modelo ideal de los FET no tiene en
cuenta estos efectos y, por tanto, no es adecuado para reproducir toda la física de
los EGOFET.

Esta tesis presenta un modelo físico de los dispositivos EGOFET con el fin
de proporcionar una comprensión física más profunda de estos dispositivos. Se
han considerado diferentes niveles de complejidad de los modelos. El punto de
partida fue el modelo de Helmholtz en dos dimensiones, en el que el electrolito
se modela como una capacitancia de Helmholtz. Demostramos que, con esta
simplificación, ya podemos reproducir muchas de las curvas de transferencia y de
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corriente-tensión de salida de los dispositivos EGOFET y permite visualizar los
cambios locales de conductividad en los diferentes regímenes de funcionamiento.
A continuación, generalizamos el modelo físico de Helmholtz incorporando los
efectos iónicos difusivos en el electrolito y la presencia de capas interfaciales
compactas, modelando los EGOFET en el marco de la teoría de Nernst-Planck-
Poisson (NPP). En el primer paso, consideramos un modelo para una estructura
unidimensional con el fin de obtener resultados rápidos sin descuidar la física del
dispositivo. Este modelo permitió investigar ya los cambios en las características
del dispositivo cuando se usa en aplicaciones biosensoras, como por ejemplo,
cuando se añaden capas de bioreconocimiento al electrodo de puerta. En un
segundo paso, consideramos el modelo NPP en estructuras de dos dimensiones.
Con este modelo, pudimos investigar los efectos de la geometría del dispositivo,
incluyendo la longitud del canal y de la puerta en el marco de la teoría NPP,
y obtener una visión profunda de las distribuciones de voltaje y densidad de
carga dentro del dispositivo, que revelan la formación de capas de carga espacial,
como capas de acumulación y capas iónicas difusivas. Con estos estudios, hemos
podido ofrecer una comprensió física más amplia sobre el comportamiento de los
EGOFET y hemos abierto la puerta a poder realizar un diseño y caracterización
racionales de estos dispositivos para futuras aplicaciones como biosensores.
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Chapter 1
Introduction

Semiconductor-based technologies are one of the great advances of the last cen-
turies. Our everyday electronics, like computers and phones, are made possible
by this innovation. Semiconductors can act as a conductor, allowing an electrical
current to flow like in metal and similarly stopping the electrical current, acting as
an insulator. The semiconductor market is still rising, predicted to be doubled in
the next ten years [4]. Inorganic semiconductors dominate the market, whereas
silicon is the most common.

In 2000 when the Nobel Prize for chemistry was awarded for discovering con-
ducting polymers [5], a new era for organic semiconductors began. Conducting
polymers combines two major technological inventions of the last century: plastics
and electronics. Organic semiconductors paved the way for future applications
that will resolve everyday problems or improve existing solutions. Organic elec-
tronics offer several advantages: they are cheap, flexible, printable, and naturally
biocompatible [6]. Organic materials contain carbon-hydrogen bonds or consist of
carbon-rich compounds [7]. Recently, organic electronics made the step to real-life
applications, like organic light-emitting diode (OLED) displays [8, 9]. OLEDs are
self-illuminating, which leads to energy-efficient, thin, lightweight, and flexible
displays. OLED displays are a rising multibillion-dollar industry [10]. So what are
the future opportunities organic electronics are offering? Currently, researchers
are exploring the field of organic transistors and their use in bioelectronics.

Transistors in electronic devices usually contain inorganic semiconductors.
Substituting the inorganic with an organic semiconductor allows the transistor to
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4 Chapter 1. Introduction

attach biological components like cells and proteins. Organic thin-film transistors
(OTFTs) are easy to produce, even at room temperature, cheap, and printable [11].
Different types of OTFTs are organic field-effect transistors (OFETs), electrolyte-
gated field-effect transistors (EGOFETs), and electrochemical transistors (OECTs).
This thesis focuses on EGOFETs, where a more detailed description is given in
Section 1.2.

Biosensors based on organic transistors are of particular interest for healthcare
monitoring [12] as their advantages offer a variety of cheaper and faster solutions,
as there is a wide range of biocompatible organic semiconductors, making them
suitable for next-generation medical technologies [3, 13] . With these applications,
organic semiconductor devices can fill a niche in healthcare devices, where con-
ventional inorganic electronics are reaching their limits. The following sections
give an overview of the motivation and functionality of EGOFETs as a biosensor
and the open questions addressed in this thesis.

Plastic electronics

Figure 1.1: Plastic electronics offer printability, flexibility, and low-cost fabrication. Elec-tronic devices like transistors are used daily in phones and computers and recently in or-ganic light-emitting diodes (OLEDs) [8].
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1.1 EGOFETs as Biosensors

OFETs are promising in healthcare applications as they are cheap, flexible, and
naturally biocompatible. Of particular interest is the usage of EGOFETs and
OECTs as biosensors. A biosensor provides an output signal corresponding to
a biological signal [14]. Examples of biosensors are pregnancy tests or glucose
meters to monitor diabetic patients. A biosensor is a device composed of i) a
biorecognition unit/element, ii) a transducer that converts the binding event into
a measurable signal, and iii) the read-out that displays the sensor response. A
biorecognition element (e.g., antibody, enzymes, aptamers) binds specifically to
the analyte of interest in those applications. The transistor transduces the binding
event into an electrical signal. Ultimately, this allows the detection of diseases by
employing an electrical signal. This approach can simplify and speed up prognosis
and disease detection at a low cost.

Since the signal from biorecognition events is very low, researchers try to
amplify it by introducing novel transistor configurations based on conductive
polymers. One example of this new architecture is the EGOFET [15]. This
transistor type offers fast response and high stability [3] while it can be intimately
coupled with biological matter [16] compared to inorganic transistors. EGOFETs
can be used to detect biomarkers, and it has been shown that monitoring electrically
active cells is also possible, along with studying the effect of different drugs [2].

Organic electronics have gained widespread attention in the scientific and
industrial community. However, we still require a deeper understanding of its
functionalities to make EGOFET-based biosensors reliable and suitable for real-
world applications.

SensorBiological signal Electrical signal
Figure 1.2: A biosensor transforms biological signals into an electrical or optical signal.
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1.2 Operating Principle of an EGOFET

A field-effect transistor (FET) contains three electrodes: source, drain, and gate.
The source-drain voltage drives the current between source and drain, whose
magnitude is controlled electrically by the source-gate and source-drain voltage.
To understand the principle of a FET, Figure 1.3 shows an analogy based on a pipe
with a gate-controlled water flow. (a) When the gate between source and drain is
closed, no current flows. (b) A current from the source to the drain flows when the
gate is opened. The more the gate opens, the higher the current. (c) To increase
the current further, the source-drain gradient has to be increased. This reaches a
limit where the current is no longer dependent on the source-drain potential and
only on the gate’s opening.

Gate closed

Source Drain

Gate open

Source Drain

Gate open

Source

Drain

(a)

(b)

(c)

Figure 1.3: Principle of gating the current between source and drain. (a) The gate is closed,and no current flows. (b) The gate is opened. The current depends on the channel’s opencross-section and the source and drain potential. (c) The potential between source anddrain increases because the current only depends on the gate.
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The characteristic structure of an EGOFET is shown in Figure 1.4. The organic
semiconducting material is placed between source and drain, while an electrolyte
(instead of a solid dielectric like in conventional FETs) is placed between the
gate and the semiconductor film. In an EGOFET, the gate electrode is usually
immersed in the electrolyte [17]. A transversal electric field is built up when a
voltage of the appropriate value and sign is applied at the gate electrode, promoting
the injection of holes from the source to the semiconductor film. Consequently,
the semiconductor conductivity varies, and so does the electrical current flowing
between the source and drain in response to a source-drain voltage.

Because of the amplifying behavior of a transistor, a small voltage change at
the gate electrode results in a large current variation between source and drain
according to the principle of gating amplification. This behavior makes the
transistor interesting for biological applications like biosensors.

Vg

Vd Id

Source

Gate
Electrolyte

Semiconductor
Drain

Figure 1.4: Electrolyte-gated organic field-effect transistor (EGOFET) connected via source,drain, and the gate electrode.

The current depends on the channel width to length ratio, so the aspirations
often go towards big widths. To fit these big widths on a small surface, the
electrodes can be interdigitated, in which source and drain appear alternately
in the cross-section while the semiconductor covers the whole area. The gate
electrode is not necessarily flat; wires or fibers are also possible (see Figure 1.5).
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GateSource

Drain

Semiconductor
Electrolyte

Figure 1.5: EGOFET with interdigitated electrodes.

In a simplistic description, when the voltage at the gate is VGS = 0 V, the
ions inside the electrolyte are evenly distributed (see Figure 1.6, a). If a negative
voltage at the gate electrode is applied, the positive ions move towards the gate.
At the same time, the negative ions accumulate on the opposite side, towards
the surface of the semiconductor film (see Figure 1.6, b). The negative charge
accumulation at the interface between the semiconductor-electrolyte interface
leads to an attraction of the positive charge carriers (holes) towards the interface.
With the accumulation of holes, the semiconductor forms a conductive channel,
where an electrical current between the source and drain can flow [18]. For a
p-type semiconductor, the gate voltage has to be negative to turn the transistor
to the on-state; for an n-type semiconductor, a positive gate voltage is required.
In general, EGOFETs work in accumulation mode, where the charge carriers
accumulate at the semiconductor/electrolyte interface. In contrast, metal-oxide-
semiconductor FET (MOSFET), works in inversion mode. To achieve this, the
MOSFETs require both types of doped semiconductors (n- and p-doped), whereas
organic semiconductors usually work with a single carrier, due to the injection
contact. EGOFETs exist in various geometries, where the distance L between the
electrodes, the channel width W, and the semiconductor’s thickness vary (thin-film
semiconductors). Different configurations considering the position of the gate are
possible depending on the use case. EGOFETs as biosensors which are top gated
[18], side gated [19] floating gated [20] or bottom gated [21] are used, whereas
the latter is relatively common. Direct contact with liquid opens possibilities
to embed the EGOFET for studies in blood, saliva, tears, sweat, or cells in an
aqueous environment. There are several interfacial physical phenomena at the
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gate electrode-electrolyte and electrolyte-semiconductor interfaces dictating the
modulation the electrical current flowing in an EGOFET, for example

◦ Interfacial capacitance variations
◦ fixed charge variations
◦ electrode work function variations.

How these different mechanisms induce modulations on the current is explained
in more detail in what follows.

VGS = 0 V

VDS IDS ≈ 0 A
(a)

VGS < 0 V

VDS IDS > 0 A
(b)

Figure 1.6:Working principle of an EGOFET. (a)When no gate voltage is applied, the ions inthe electrolyte (red and blue) and the holes (red) in the semiconductor are evenly distributed.The semiconductor is not conductive, and nearly no current between source and drain isflowing. (b) When a negative gate voltage is applied, the positive ions accumulate at thegate interface. Meanwhile, the negative ions accumulate at the electrolyte/semiconductorinterface, which promotes the injection of positive carriers and attracts the positive chargecarriers to the semiconductor surface. These form the conductive channel.
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1.2.1 Electrical Double Layer

The electrical double layer (EDL) appears when a charged solid is immersed in
an electrolyte [22]. In the case of an EGOFET, the double layers are induced at
the gate/electrolyte and the electrolyte/semiconductor interfaces. The electrolyte’s
positive ions are attracted to the negatively charged gate. A well-ordered layer of
ions covers the metal-like skin. This layer is the compact layer, also called the
Stern layer [23]. The Stern layer does not entirely neutralize the surface charge
of the metal, so more positively charged ions are attracted toward the surface.
A second layer is formed around the Stern layer, the diffuse ionic layer. As the
attraction gets less with increasing distance to the surface, this layer is less ordered.

Diffuse layerCompact layer/Stern layer

Me
tal

Inner Helmholtz plane
Outer Helmholtz plane

Bulk

Bulkpotential

Potential (V)Surfacepotential

Debye length
Distance (m)

Figure 1.7: The double-layer formation scheme with the corresponding potentials at thesurface. The compact layer/Stern layer caused a significant voltage drop. The voltage dropin the diffusive layer bridges toward the bulk potential. The characteristic decay distanceof the potential from the surface is the Debye length [22].

In an ideal case, the voltage drop in the Stern layer is linear. The Stern
layer is characterized by the Stern capacitance, which, due to its compact nature
(thickness below 1 nm), usually takes relatively large values of 10 µF/cm2 [24]
to 20 µF/cm2 [24]. In the diffuse layer, the voltage gradually decreases up to the
transition to the bulk potential following an exponential decay (see Figure 1.1). In
the Gouy-Chapman model of the EDL, the characteristic distance to the interfacial
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layer where the bulk potential is reached is called the Debye length λD. It is
defined by

λD =

√
ε0εrkBT

ne2 (1.1)
whereas ε0 is the vacuum permittivity, εr relative permittivity of the elec-

trolyte close to the surface, kB is the Boltzmann constant, T is the temperature,
n is the density of ions, and e is the elementary charge. As seen above, the
Debye length depends on the ionic strength of the solution (see Figure 1.8).
Usually, the capacitance of the diffusive layer also takes relatively large val-
ues of 10 µF/cm2 to 20 µF/cm2. Due to the double layer’s large capacitance of
10 µF/cm2 to 20 µF/cm2, the EGOFET can be operated with low gate voltages
< 1V [25, 26].

The Gouy-Chapman-Stern theory predicts the EDL capacitance CEDL to be
the same as the equivalent parallel plate capacitor, consisting of the Stern and
diffusive layers of thicknesses, dSternLayer and dDiffuseLayer, respectively

CEDL =

[(
εrε0

dDiffusiveLayer

)−1

+

(
εr,Sε0

dSternLayer

)−1
]−1

(1.2)
with εr and εS being the corresponding electric permittivities. These capaci-

tance values correspond to zero applied voltages. When a voltage is applied, the
accumulation of ions increases and the diffusion capacitance increases exponen-
tially [27].
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Figure 1.8: Debye length for different ionic solutions.
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1.2.2 Interfacial Capacitances and Fixed Charges

The EDL is not the only interfacial capacitance that can be present in EGOFETs.
When using the EGOFET as a biosensor, a functionalization layer is added to the
gate or semiconductor surface, whose thickness and fixed charges can vary upon
ligand binding. Consequently, the device response is modulated by interfacial
capacitances and fixed charges. Additionally, the semiconductor material can have
interfacial layers due to phase separations [28]. When a material is immersed
in liquid, it is common to have fixed charges, which can be influenced by the
ion concentration or the pH of the solution [23, 29–31]. In this case, a capacitor
structure is present. A capacitor is an electrical device able to store electrical
energy. The capacitance C is given by

C =
q
V

(1.3)
where V is the applied voltage, and q is the charge. The capacitance of a

parallel plate capacitor (see Figure ) depends on the capacitor’s geometry with
the surface A, the distance d between the plates, the relative permittivity εr of the
dielectric in-between, and the vacuum permittivity ε0:

C = ε0εr
A
d
. (1.4)

d
A
εr

Figure 1.9: Parallel plate capacitor, where A is the surface of the plates with the distance dand a dielectric with the relative permittivity εr.
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The interfacial layers on the functionalized electrode are defined by their
relative permittivity εr. In the case of various interfacial layers, like in the case
with an antigen and antibody, the capacitances act like individual capacitors Ci

connected in series, defined by the equivalent capacitance Ceq by

1
Ceq

=
N

∑
i=1

1
Ci

. (1.5)
Additional interfacial layers are also possible at the semiconductor/electrode

interfaces. It has been shown that self-assembled monolayers on the source
and drain electrode improve the device performance by better aligning the work
function of the electrode to the energy levels of the organic semiconductor [32].
The work function describes the needed energy to move an electron outside
the material. Organic semiconductors work with an intrinsic charge injection,
where the current depends on the contact resistance at the electrode/semiconductor
interface [33]. Materials have different work functions, whereas some are more
suitable for the device’s electrode metal (see Section 1.3).

1.2.3 Current-Voltage Characteristics of an EGOFET

EGOFETs are available in various configurations by different geometries, mate-
rials, and electrolytes. The performance of the devices is measured electrically
in the current-voltage (I-V) transfer and output characteristics (see Figure 1.10).
The transfer curves are obtained by keeping the source-drain voltage constant
(VDS1,VDS2,VDSx) and sweeping the source-gate voltage Vg. The output curves are
acquired by keeping the gate voltage (VGS1,VGS2,VGSx) constant and sweeping the
drain voltage VDS.

In region (i) of the transfer I-V curve (see Figure 1.10, a), the transistor is in
the off-state. The gate voltage is too low to accumulate enough charges at the
interface. Hence there is no conductive channel in the semiconductor. However,
the off-state current IDS,off is typically not zero, as there is a low amount of free
charge carriers intrinsically in the material. When the gate voltage increases, the
conductive channel becomes more populated and conductive as more charges
accumulate at the interface—the current increases by increasing gate or drain
voltage. The transistor is turned on (ii). From the transfer curve, we can extract an
important quantity that defines the modulation efficiency and amplification of the
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signal, called transconductance gm, which is defined as the slope of the transfer’s
on-state curve at the set gate voltage given by

gm =
∆Id

∆Vg
. (1.6)

The transconductance is a function of both VGS and VDS. The linear regime is
independent of VGS (if the transistor behaves ideally). In practice, the maximum
transconductance is of interest as an operating region for biosensing purposes.

The output curve (see Figure 1.10, b) is likewise parted in different regions:
in (iii) linear regime, the transistor response is proportional to the increase of the
drain voltage; in (v) saturation regime, the current saturates; and in (iv) there is
wide non-linear transition regime. In the saturation regime, a further increase in
the drain voltage does not increase the current; only an increase of the gate voltage
gives further changes. In the transfer I-V curves, the saturation region can also
be found with the highest VDS =VDS4, where it becomes independent from VDS.
In EGOFET biosensors, the linear regime’s operation point is often chosen to get
analog signals [34].

Id, off
Vd4

Id

Output curves

Vd

Id

Transfer curves

Vg

(iii) Linear (v) Saturation

Vg1

Vg2

Vg4
Vg3Vd1

Vd2

Vd4Vd3

Pinch-offVsat = Vg - Vth(i) Off

Vg4

Id, onmax

Vth

∆ Vg

∆ Id

(ii) Linear (iv) Transition
Vd saturation

(a) (b)

Figure 1.10: Typical transfer and output curve of a FET. The curves are divided into sub-threshold, linear, and saturation regimes.
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The device’s threshold voltage V th is generally a phenomenological parameter
that gives the characteristic gate voltage when the transistor is turned on. It can be
extracted as the linear regime’s intercept to the horizontal axis (see Figure 1.11, a).
There are, however, several methods to extract V th. The method mentioned above
is applied in the linear regime, where V th is the tangent’s intercept in the maximum
slope of the transfer curve. Another method in the linear regime is given by the
peak of the second derivative (see Figure 1.11, a). The saturation regime’s transfer
characteristic has a quadratic dependency. Hence, V th is the tangent’s intercept in
the maximum slope of the transfer curve’s square root (see Figure 1.11, b) [35].

d
dx

VGS(V )

I DS
(A
)

d2

dx2

(a)

|I DS
(uA

)|0.5

d
dx

VGS(V )

|I DS
(A
)|0

.5

(b)

Figure 1.11:Methods to extract the threshold voltage. (a) Methods in the linear regime. V this the tangent’s intercept in the maximum slope of the transfer curve. V th is the positionof the peak of the second derivative. (b) A method in the saturation regime. V th is thetangent’s intercept in the maximum slope of the transfer curve’s square root.

The pinch-off line in Figure 1.11 (b) defines the beginning of the saturation
region (vi). Each gate voltage has a corresponding drain voltage where the pinch-
off in the conductive channel is happening. The pinch-off points indicate when the
conductive channel extends the length between the source and the drain electrode
(see Figure 1.12). With a drain voltage lower than the pinch-off point, there is a
lack of free charge carriers (holes) close to the drain. However, the electric field
between the channel and the drain electrode is high enough for conduction to
occur with the few carriers remaining. For sensing devices, this is advantageous,
as the current is weakly dependent on the drain voltage and is mainly controlled
by the gate voltage.
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(iv) Linear regime

(v) Pinch-off

(vi) Saturation regime

Source Drain
Figure 1.12: Scheme for pinch-off point.

The inorganic transistors model, like metal-oxide-semiconductor field-effect
transistor (MOSFET) and thin-film transistors (TFT), is used to describe and fit
experimental data mathematically [36, 37]. It describes two regions corresponding
to the output curve for a VDS higher or lower than the pinch-off voltage for VGS

above the threshold. The current VDS for a p-type semiconductor is described by

IDS =


µp

W
L cDL

[
−(VGS −V th)VDS +

1
2V 2

DS
]
, VGS <V th ,VGS −VDS <V th ,

−1
2 µp

W
L cDL(VGS −V th)

2 , VGS <V th ,VGS −VDS >V th ,
W
L µpc0V 2

SS exp
(
−VGS−V th

VSS

)(
exp

(
VDS
VSS

)
−1

)
, VGS >V th ,VGS −VDS >V th .

(1.7)

which contain a number of adjustable phenomenological like the double
layer capacitance cDL, the threshold voltage V th, the sub-threshold capacitance c0,
and the sub-threshold sloped voltage V SS. V SS is sometimes expressed in terms
of the sub-threshold slope S as VSS = S/ln(10). The relationship between the
phenomenological parameters and the physical device parameters is not always
clear or established. This fact has introduced ambiguity in interpreting the results
and limited reproducibility and predictability. However, in these approximations,
the physics of the electrolyte is not described explicitly as it is not needed to explain
MOSFET operational principles. Consequently, despite their wide use, these
models are insufficient to describe the properties of EGOFETs. In experimental
setups, the mobility is often also a phenomenological parameter extracted from
the slope of the transfer curve.
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1.3 Physics of Organic Semiconductors
Devices

The physics of inorganic and organic semiconductors differ considerably. In the
following sections, organic and inorganic semiconductors are compared regarding
their material behavior, while the charge transport in organic semiconductors is
explained.

1.3.1 Inorganic and Organic semiconductors

FETs can be fabricated using inorganic and organic semiconductors [3]. Although
inorganic semiconductors offer higher carrier mobility, which means a higher cur-
rent can easily flow through the semiconducting channel, organic semiconductors
have a series of competitive advantages. OFETs can be fabricated using 3D print-
ing techniques under low temperatures. They can occur in low temperatures and
even through 3D printing techniques. Using polymer printing to fabricate organic
electronics significantly reduces the cost of production. Even more importantly,
the flexibility and biocompatibility of the organic devices allow direct interfacing
with skin and excitable cells (i.e., brain-electronics interfacing) [38].

Inorganic semiconductors have a crystalline structure, whereas organic semi-
conductors are disordered solids creating a completely different charge transport
scheme that results in different charge carrier mobility. Table 1.1 compares the
electrical and mechanical properties of inorganic and organic semiconductors.

Table 1.1: Differences between inorganic and organic semiconductors.
Material Inorganic Organic
Charge Band transport HoppingCarrier mobility 1000 cm2/(Vs) 1 cm2/(Vs)Mechanical property Strong and rigid Weak and flexible
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1.3.2 Charge Transport in Organic Semiconductors

A device’s electrical current is measured when the charge carriers in the semicon-
ductor move from the source to the drain. The type of the main charge carriers
depends on the material: In n-type semiconductors, the conduction is driven by
electrons; in p-type material, the main charge carriers are holes. The holes behave
similarly to electrons, whereas the direction of the electric field is opposite.

To fully grasp the movement of the charged carriers in semiconductors, we
should use the Quantum Mechanical theory, which describes explicitly and pre-
dicts the location of electrons in a probabilistic fashion through electronic orbitals.
Any electron movement in a sensing unit can be described as an effort of the
electron to move in the neighboring atom if the energy barrier allows this hopping.
In crystals/solids, the collection of atoms generates an orbital overlap, and con-
sequently, the available energy states appear as a continuous energy band. The
energy band filled with electrons is called the conduction band, while the band
with no occupying electrons is named the valence band. The bandgap separates
the two energy regions and refers to the energy range where no electronic state
exists (see Figure 1.14).

As soon as the valence band and the conduction band overlap, the electrons
have enough energy states to move, and the material is conductive (i.e. metals).
The conductivity of semiconductors lies in between those of insulators and conduc-
tors, whereas organic semiconductors are generally less conductive than inorganic
semiconductors (see Figure 1.13).

100 105 101010-510-1010-1510-2010-25

Insulator Semiconductor Conductor
inorganicorganic

P3HT Silicon GoldGlassS/m

Figure 1.13: Conductivity range of insulators, semiconductors, and conductors. The mag-nitude of the conductivity at room temperature of the organic semiconductor P3HT [39],the inorganic semiconductor silicon [40], the insulator glass [41], and the conductor goldare shown.
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The highest energy level that an electron can occupy in a material at absolute
zero temperature is named Fermi level. When the valence and conduction bands lie
apart, two different situations can occur. When the Fermi level lies in the bandgap,
electrons cannot move from the conduction band to the valence band, and since
the electrons cannot be excited to higher energy states, no electron-free carriers
are transforming the material into an insulator. In a semiconductor, the Fermi
level lies in the bandgap; however, the bands are so close that the highest occupied
molecular orbital (HOMO) electrons can move to the lowest unoccupied molecular
orbital (LUMO) due to some external low energy excitation. The density of states
(DOS) defines the number of available energy states depending on energy. The
mobility µ of charge carriers is dependent on the electric field E⃗ and carriers’
velocity:

µ =
v
E⃗
. (1.8)

The conductivity σ is the proportionality constant between the current J, and
the electric field E⃗, (Ohm’s law) and defines the ability of a material to transport
electricity. It depends on the mobility µ , the density of free charge carriers n, and
the elemental charge e,

J = σE (1.9)
where

σ = neµ . (1.10)
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Figure 1.14: The bandgap of an insulator is large, whereas in metals, the conduction bandand the valence band overlap. There is essentially no bandgap in metals, making themfully conductive, as electrons can easily move from one band to another. In insulators, thebandgap is large, so the electrons cannot overcome the energy barrier, and there are no freecarriers. In semiconductors, the bandgap is small enough to allow for possible excitations ofelectrons from the highest occupied molecular orbitals (HOMO) to the lowest unoccupiedmolecular orbitals (LUMO). The density of states (DOS) describes the number of availablestates at a certain energy level.
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1.3.3 The Drift-Diffusion Transport Model for
Semiconductor Devices

The physical modeling of semiconductor devices is usually carried out through
the drift-diffusion model [42]. In this model, the free carrier transport in the
semiconductor is described by the electric potential φ and free carrier density
(assumed to be holes) p, through the equations

ε0εr,sem∇
2
φ = ep , (1.11)

∂ p
∂ t

+∇ · J⃗p = 0 , (1.12)

J⃗p =−µp p∇φ −Dp∇p . (1.13)
Here, e is the electron charge, J⃗p the hole number flux density, and Dp is the

hole diffusion coefficient, which is assumed to be related to the hole mobility,
µp, by Einstein’s relation for non-degenerate semiconductors, Dp = µpkBT/e,
where kB is Boltzmann’s constant and T the temperature. For simplicity, we have
assumed the semiconductor is not doped.

1.3.4 Nernst-Plank-Poisson Model

As mentioned in Section 1.2, the commonly used approximations describing the
EGOFET’s response adapted from MOSFETs and TFTs do not describe the ionic
behavior. Hence, it is impossible to investigate the effects of ionic concentration,
ultrathin interfacial, or functionalization layers. To cope with this limitation,
EGOFET has been modeled by coupling the semiconductor drift-diffusion model
to the Nernst-Planck-Poisson (NPP) theory of electrolytes. The Gouy-Chapman
theory of the EDL (see Chapter 1.2.1) is equivalent to the NPP framework at equi-
librium. In the electrolyte (assumed to be 1:1), the electric potential φ(z), and ion
number densities n± are described using the Nernst-Planck-Poisson model, which
is formally identical to the drift-diffusion model for semiconductors, although the
underlying transport physics is different:

−ε0εsol∇
2
φ = e(n+−n−) , (1.14)
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∂n±
∂ t

+∇ · J⃗± = 0 , (1.15)

J⃗± =∓µ±n±∇φ −D±∇n± . (1.16)
Here J⃗± are the ions number transversal flux densities, µ± the ionic mobilities,

and D± the ionic diffusion coefficients, related through Einstein’s relation for di-
luted ionic solutions D± = µ±kBT/e. We assumed the electrolyte to be symmetric,
that µ+ = µ− = µion. The initial concentration of both ionic species is assumed to
be the same and equal to n0.

To solve the system of equations in the Helmholtz or NPP frameworks, one
needs to define the boundary conditions and the continuity conditions between
different materials based on certain assumptions. These assumptions often vary as
they determine the complexity of the solution. Often the electrodes are assumed
to be an ideal injecting diffusive contact [43]. The substrate can be taken as an
insulating boundary condition. For EGOFET models, zero charges and zero flux
can be assumed around the model, as well as zero flux between the electrolyte
and the semiconductor. This is the difference to OECTs, where ions can penetrate
into the semiconductor. However, solving the system numerically with zero flux
boundary conditions is challenging due to numerical instabilities when the EDL is
developed. In Chapter 2, we will discuss the applied boundary conditions further
and give the mathematical description.
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1.4 Finite-Element Numerical Modelling

For realistic geometries, the transport equations to describe the physics of semicon-
ductor devices can not be solved analytically, and one has to resort to numerical
resolution methods, like the Finite-element numerical method. Finite-element
modeling (FEM) is a numerical method to solve differential equations in various
engineering fields like electromagnetism, mass transport, heat transfer, fluid flow,
and structural analysis. Partial differential equations (PDE) describe a body’s
behavior. The body is the domain that is discretized in time and space. The
continuous domain is subdivided into smaller elements in the meshing process – a
finite number of elements (see Figure 1.15). The problem is simplified by solving
the equations only at the nodes of these elements. The equations are brought into
a larger system of discretized equations and are solved numerically.

Continous Discretized
Discretizationstep

Meshing

Definingtime steps

Domain Ω

Time

Boundary ∂Ω

Figure 1.15: Transforming a continuous domain to a finite number of elements in the mesh-ing process. For FEM, spatial and time discretization is required.
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1.4.1 Meshing

The meshing process results in the subdivision of the domain. The challenge
is to find the optimum between an accurate representation of the geometry and
simplifying the problem as much as possible to save calculation time. Meshes are
typically not uniformly distributed to capture local effects: in regions of significant
changes, more elements are needed to achieve a higher resolution of the problem.
The solution does not depend on the mesh when sufficiently fine-grained. Different
types of elements are available, depending on the dimension of the model and
the geometrical possibilities to define the mesh (see Figure 1.16). Rectangles
offer high numerical stability; however, it is often impossible to mesh just with
rectangles. Also, a combination of differently shaped elements is possible. The
quality of the mesh depends on the element’s geometry. More detailed information
about mesh generation is found in Okereke and Keates [44].

3D

2D

1D

0D

Figure 1.16: Element types for FEM techniques in different dimensions.
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1.4.2 Boundary Conditions

The system of equations obtained constitutes a boundary value problem, so the
solution is defined by the values defined at the domain’s boundaries and the
interfaces between different domains (materials). There are different types of
Boundary Conditions (BC):

(i) Dirichlet boundary conditions are fixed BCs, which specify the value the
equation needs to take at the boundary points. For u(x) = u being the
solution of the PDE, the Dirichlet boundary condition f (x) = f on the
boundary ∂Σ is defined as

u = f on ∂Ω . (1.17)
(ii) Neumann boundary conditions define the value’s derivative on the boundary

with its normal vector n:

∂y
∂n

= f on ∂Ω . (1.18)

Mixed BC, Cauchy BC, and Robin BC are combinations of Dirichlet and Neumann
BC. Both Dirichlet and Neumann boundary conditions are used to solve the set of
equations presented above.

1.4.3 Solving the Equations

Depending on the form of the PDE, different numerical methods are used to solve
the system. Initial values are required for each unknown variable as a starting
point. The residuum between the actual and the previous step is calculated in
every iteration. The solution’s approximation is calculated until the residuum is
sufficiently small. Convergence towards a solution is achieved.

The equations can be stationary or time-dependent. For time-dependent prob-
lems with stationary BC, a quasi-stationary solution can be reached. The time step
must be sufficiently small for time-dependent problems in explicit frameworks to
follow the physics behavior for achieving convergence.
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1.5 State of the Art in Numerical Modeling
of EGOFETs

MOSFET and TFT modeling is a broad field [45], which is essential to know
precisely the device behavior to have reliable devices when entering the mar-
ket. However, the MOSFET works without an electrolyte and is an inorganic
semiconductor, with its physical description instead of EGOFET characteristics
[46]. Due to the complexity of the physical model for EGOFETs, there have
been only a few attempts to address it [46–49]. Up to now, there is a lack of a
specific EGOFET model, so the MOSFET and TFT models are widely used to
fit experimental EGOFET data [36, 37]. Popescu et al. [48] highlight that an
analytical solution to the full problem is missing due to the complexity, where
the powerful numerical simulation options come into play. Melzer et al. [47]
mimicked the EGOFET in the Helmholtz approximation, where the electrolyte is
considered just by an equivalent Helmholtz capacitance between the gate electrode
and the semiconductor (see Figure 1.17). It mimics the voltage drop across the
electrolyte without considering ionic diffusive effects. On the same device, a back
gate configuration with an oxide layer was modeled, where they used experimental
data to extract the capacitances for different ion concentrations for input data for
the simulation. With this approach, the capacitances of thin interfacial layers are
considered, as they are included in the experimental measurements. However, this
approach requires experimental measurements instead of a standalone simulation
approach. To refine the model, Melzer stated that in future investigations, one
needs to include the Poisson-Boltzmann description of the electrolyte domain,
including the Stern layer.

Sou
rce DrainSemiconductor

OxideBack gate
Experimental data

Gate
(Helmholtz capacitance)

Figure 1.17: Scheme of modeling approach in [47]. The electrolyte is mimicked as aHelmholtz capacitance. The back gate configuration was used to fit the model to exper-imental data. The model does not represent the migration of ions in the electric field.
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Popescu et al. [48] couple two numerical software (MCLite and Centaurus) to
solve the electrolyte and the semiconductor, building up on the model mentioned
above in the Helmholtz configuration. To achieve a self-consistent coupling,
they calculate the potential at the interface in one software and feed it into the
other software until the difference drops under a certain tolerance (see Figure
1.18). A back gate configuration with source and drain electrodes on the side was
used to fit the system to experimental OFET data. The model includes voltage-
dependent mobility and traps and agrees with experimental results for different
ion concentrations. The Helmholtz approach is compared with the coupled model,
where the electrolyte is mimicked as an equivalent Helmholtz capacitance. It
was observed that the Helmholtz approach overestimates the source-drain current.
However, the model does not include the interfacial layer at the gate electrode.

Gate

Sou
rce DrainSemiconductor

Oxide
Back gate

Electrolyte

Software 1
Software 2

Interative couplingbetween softwares

Experimental data
Figure 1.18: Scheme of modeling approach in Popescu et al. [48]. Two software were cou-pled in a self-consistent way, where the potential at the interface acts as an input parameterfor the other software. The model treats only the interfacial layer with the help of experi-mental data feeding into the system.

Delavari et al. [46, 49] presented two EGOFET setups more completely and
compactly than the above models. They used the NPP framework, where the
movement of the charge carriers inside the semiconductors is directly coupled to
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the ion’s migration. To our knowledge, this is the first time an EGOFET model has
been presented in this framework realized in a single software. In the first model
(see Figure 1.19, a), a gate electrode is on top of the electrolyte, and a source and a
drain electrode are on the semiconductor’s bottom. This setup is representable for
typical geometries of EGOFET devices. This study allowed them to investigate
the potential distribution along with the device. The second model (see Figure
1.19, b) used interdigitated electrodes to compare with their experimental setup.
The model determines the gate size’s role with the electric field’s distribution. The
device could not be turned on for small gate electrodes as the electric field is low,
and the small gate acts as a point source with circular field lines. They achieved
a qualitative overlay with experimental data, showing the suitability of the NPP
framework. However, the above-mentioned interfacial layers are not present in
the model, leading to a mismatch of the physical material parameters while fitting
with experimental data. Further, the FEM was performed on a relatively coarse
mesh, which might influence the simulated device performance and distributions
of charge carriers inside the electric field. To find a physical solution, a time-
dependent solver was required. As numerical stability is challenging when directly
solving time-dependent, the model was first solved stationary with a constant
concentration boundary condition at the electrolyte interface. The solution was
then used as an initial condition for the time-dependent solver. Although a stable
solution could be achieved with this configuration, the ion concentration varies
between the simulations, which might not be accurate in an experimental setup.
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Electrolyte
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Figure 1.19: (a) Modeling approach in the NPP framework with a gate electrode on top ofthe electrolyte. Source and drain electrodes are on the button [49]. (b) Themodel scheme inthe NPP framework with interdigitated source and drain electrodes and a top gate variablein size [46]. Both models do not represent interfacial layers.
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1.6 Aim of the thesis

Computational models can help identify characteristic parameters and eventually
improve and optimize the response and efficiency of a device or an experimental
setup. Specifying the model as precisely as necessary to mimic the device response
accurately while keeping computational calculation time as short as possible is
crucial. Especially while fitting experimental data, fast calculations are needed as
often an array of simulations is performed to find the suitable parameters. Using
computational models, it is possible to predict the outcome or even replace in vitro
experiments quickly, cost-effectively and safely. Precise data fitting allows the
extraction and comparison of experimental setups and derivation of characteristic
material behavior.

Over the years, some models have been developed to emulate the behavior
of EGOFETs based on the Helmholtz approximation, where the effect of ionic
contribution is missing. To couple the electrolyte characteristics with the electrical
double layer formation, the few available EGOFET models use a Nernst-Planck-
Poisson (NPP) framework [46, 48, 49]. These models do not include the ultrathin
dielectric layer, which is crucial for the simulation of EGOFET biosensors when
overlaying with experimental results.

The main aim of this work is to develop a finite element numerical framework
for the modeling of EGOFETs. This enables us to consider realistic device geome-
tries due to the inclusion of the essential physics related to the transport of ions in
the electrolyte and the presence of compact interfacial layers. This consideration,
in turn, allows us to investigate the physical effects in the device performance and
its biosensing applications. To achieve the main objective, we have addressed the
following partial objectives:

◦ To set up a finite element numerical framework to model EGOFETs in 2D in
the Helmholtz approximation, in which ionic diffusive effects are neglected.
This implementation will be used as a baseline for the complete physical
model and a quick analysis of some effects.

◦ To set up a finite element numerical framework to model metal/electrolyte/
semiconductor capacitor 1D structures in the NPP framework to grasp the
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physics associated with ionic diffusive effects and compact interfacial layers.

◦ To set up a finite element numerical framework to model EGOFETs in 2D
in the NPP approximation, in which ionic diffusive and interfacial layer
effects are included. This model will calculate the potential and charge
distributions in a two-dimensional framework and the device’s current-
voltage characteristics to gain a complete electrostatic picture of the device.
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1.7 Structure of the Thesis

This thesis is organized into seven chapters.

Chapter 1 introduces organic electronics, the fundamental physical equations
used to describe the current transport in these systems, finite element numerical
modeling, and the current state of the art in the numerical modeling of EGOFETs.

Chapter 2 defines the methods used to implement the numerical frameworks
into the finite-element software COMSOL MULTIPHYSICS. It presents the model
validation, including mesh independency studies to determine the necessary mesh
resolution to mimic the electrical double layer.

Chapter 3 describes the results obtained for EGOFETs in the 2D Helmholtz
approximation, where the electrolyte is mimicked as a Helmholtz capacitance.
The current-voltage characteristics of the device are correlated to the conductivity
changes in the semiconductor film.

Chapter 4 describes the results obtained for the one-dimensional NPP frame-
work’s metal/electrolyte/semiconductor capacitor structures. We showcase the
role of the ionic concentration and the interfacial layers in the device operation and
spot the differences with conventional metal/insulator/semiconductor capacitors.

Chapter 5 describes the results obtained from EGOFETs in the 2D NPP
approximations. It provides the potential and the charge carrier concentration
distribution of an operating EGOFET. The two-dimensional model helps correlate
the macroscopic, measurable device response with processes inside the device.
We overlay the simplified model discussed in the previous chapter to validate it
with the two-dimensional one.

Chapter 6 discusses the results of this work and compares the outcome with
existing models.

Chapter 7 presents the conclusion of the current work and provides a perspec-
tive for future work.
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1.8 Summary

◦ EGOFETs are transistors gated by an electrolyte and they offer a strong
amplification of the electrical signal.

◦ EGOFETs can be used as biosensors by functionalizing the gate electrode
or the semiconductor.

◦ Interfacial capacitance induced by the electrical double layer or biorecogni-
tion layers modulates the device response.

◦ The Debye length gives the thickness of the double layer.
◦ The device response is measured in the current-voltage characteristics, so-

called transfer, and output curves.
◦ EGOFETs are often approximated using the definition of inorganic transis-

tors, which do not consider the formation of the double layer.
◦ In finite-element modeling, the domain is discretized in space (meshing)

and time. The equations describing the system are only solved in the mesh
nodes.

◦ Boundary conditions fix the solution of the equations to the specific problem.
◦ The Nernst-Planck-Poisson framework describes the movement of ions in

the electric field.
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EGOFETs

This chapter discusses the implementation we have carried out and the assump-
tions made for modeling EGOFETs using the finite-element software COMSOL
Multiphysics 5.5. We discuss the different levels of implementation: the 2D
EGOFET Helmholtz approximation, the 1D NPP capacitor model, and the 2D
EGOFET NPP model (see Figure 2.1).
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Figure 2.1: Overview of themodeling approach used in this thesis. The EGOFET is modeledin both theHelmholtz and theNernst-Planck-Poisson (NPP) framework. A one-dimensionalcapacitor model is also considered.
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2.1 Two-dimensional Helmholtz Model

The presence of the metal/electrolyte and semiconductor/electrolyte interfaces
makes modeling EGOFETs challenging. These interfaces depend on ionic strength,
electrochemical redox reactions, and ionic diffusive space charge layers, whose
accurate description may require using atomistic models [50]. Usually, simplified
descriptions based on continuum theories are considered, in which the interfaces
are described using electrical double layers (EDLs). The simplest of such con-
tinuum models is based on the Helmholtz theory of solid/electrolyte interfaces
[51], in which EDLs are simply treated as capacitors with a constant specific
capacitance cH.

2.1.1 Description of the Model

In the Helmholtz approximation, the electrolyte is substituted by just two Helmholtz
capacitances, corresponding to the gate/electrolyte and the semiconductor/elec-
trolyte interfaces, giving an overall equivalent Helmholtz capacitance of cH =

(c−1
H,G

+ c−1
H,sem

)−1, where cH,G and cH,sem are the respective gate and semicon-
ductor/electrolyte Helmholtz capacitances. In this approximation, EGOFETs are
equivalent to organic thin-film transistors (OTFT), with cH playing the role of the
gate insulator capacitance ci . An essential difference between them is that ci in
TFTs is well defined by the properties of the gate dielectric film, while in the case
of EGOFETs, the value of cH depends on several phenomena at the electrolyte
interface.

The values of cH are usually much higher, in the range of µF/cm2,as compared
to those of ci . In EGOFET biosensors [52] cH is one of the parameters that can vary
during the sensing process, together with the fixed charges and other parameters.
As a result, in EGOFETs, cH is usually treated as a phenomenological parameter.

Here, we implement a numerical model to calculate the current-voltage char-
acteristics of undoped EGOGETs in the Helmholtz approximation operating in the
accumulation mode suitable for its simple use in EGOFET biosensor applications.
The model continuously covers all the operating regimes (sub-threshold, linear,
and saturation) and the more relevant physical device parameters, including those
expected to vary during the biosensor response.



2.1. Two-dimensional Helmholtz Model 37

Figure 2.2 shows the EGOFET and its model in the Helmholtz approximation.
The electrodes are not explicitly inside the modeled domain; they are realized as
boundary conditions. Also, the electrolyte is modeled as implicitly as a distributed
capacitance boundary condition. The remaining modeled domain is, therefore, the
semiconductor domain with the

◦ insulator boundary condition (black lines),
◦ source and the drain electrode (yellow lines),
◦ and the distributed capacitance (blue field).
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Figure 2.2: Scheme of Helmholtz model with an equivalent Helmholtz capacitance at thegate electrode to mimic the electrolyte of the EGOFET.
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The semiconductor transport equations are given in Equations (1.11)-(1.13).
These equations must be complemented with appropriate boundary and continuity
conditions. At the bottom of the semiconductor film, we assume a fixed hole den-
sity boundary condition on top of the source and drain electrodes, corresponding
to an ideal injecting diffusive contact [43], and an insulating boundary condition
on top of the insulating substrate,

p
(
z+subs

)
= pS , Source and Drain, (2.1)

n̂ ·∇ϕ
(
z+subs

)
= 0 , Channel. (2.2)

We neglected non-ideal injection effects at the source and drain electrodes
related to interfacial polarization and disorder [53] interfacial states’ presence [54].
Within these approximations, pS can be taken as a constant independent of the
applied source-gate voltage. Zero flux boundary conditions are assumed at the
gate/electrolyte and semiconductor/electrolyte interfaces as

n̂ · J⃗p
(
z−int

)
= 0 . (2.3)

The Helmholtz simplification offers fast results in two dimensions, which
help compare with the Nernst-Planck-Poisson model, where we can capture ionic
diffusive effects. The following section explains the implementation in the finite
element software COMSOL Multiphysics 5.5.

2.1.2 Implementation of the Model in COMSOL
Multiphysics

In the Helmholtz simplification, the electrolyte is considered a distributed ca-
pacitance, which reduces computational costs. The device is realized with a top
gated electrode (see Figure 2.2), with the voltage V GS applied. The source and the
drain electrode are flat on the bottom of the semiconductor, realized as boundary
conditions with the voltage V S and V DS, whereas the source is grounded. The
carrier concentration at the source and drain electrode is set constant. To describe
the movements of the holes in the electric field, the COMSOL Multphysics 5.5
modules ‘Transport of Diluted Species’ and the ’Electrostatics’ are coupled.

The electrostatics’ boundary conditions (BC) include zero charged sides and
underneath the channel given by Equation (2.2), where n is the normal vector to
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the surface. The distributed capacitance in BC considers the applied voltage at the
electrode in

−n̂ ·∇φ
(
z+subs

)
= ε0εr

Vref −V
ds

, (2.4)
where Vref corresponds to the gate voltage VG, the source voltage VS, or the

drain voltage VD. The thickness of the layer is given by ds with the relative
permittivity εr of the interfacial layer, here the Helmholtz layer. The boundary
condition only depends on the specific capacitance, cH = ε0εr/ds .

The migration of the holes in the electric field is expressed by the Space
Charge Density Coupling’ according to Equation (1.11)-(1.13). The mesh is set to
rectangular elements, whereas the vertical resolution is higher at the interfaces at
z = zsubs, and z = zG (see Figure 2.3).

Figure 2.3: Mesh for the Helmholtz model. The interfaces at the domain’s top and bottomhave a higher resolution. A rectangular mesh discretizes the entire domain.
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2.2 Nernst-Planck-Poisson Model

The Nernst-Plank-Poisson (NPP) framework describes the movement, concentra-
tion, and balance of charges in an electrolyte. In the semiconductor, the charges
are transported by the holes and in the electrolyte by the ions. The advantage of
modeling the EGOFET using the NPP theory is the explicit description of the
electrolyte ions so that the electrical double layer (EDL) development is explicitly
represented. This section describes the implementation of the NPP model for
EGOFETs in COMSOL Multiphysics 5.5.

2.2.1 Description of the Model

The NPP model modifies the Helmholtz model described in Section 2.1. In the
Helmholtz model, the electrolyte is only presented as a distributed capacitance, so
ionic diffusive effects due to the migration of the ions in the electrolyte cannot be
captured. By contrast, the NPP framework gives the local ion concentration in the
electric field in the electrolyte. The following describes the implementation of the
electrolyte replacing the distributed boundary condition of the Helmholtz model.

In contrast to existing EGOFET models [49], we include the presence of
ultrathin dielectric layers with and without fixed charges in the model. Interfacial
layers are, for example, Stern layers, SAMs, or biorecognition layers. With the
same model, we can assume a thicker interfacial layer with charges, corresponding
to functionalized interfaces found in EGOFETs used as biosensors [55]. We im-
plemented the model without the interfacial layer at the electrolyte/semiconductor
interface. The electrolyte is assumed to be 1:1 symmetric with an equal concentra-
tion of positive and negative ions, equal to the initial concentration of ions n0. The
electrolyte is described as a fixed static domain. We first describe the system in two
dimensions since a three-dimensional FET can be described with two dimensions,
as the third dimension is only the system’s depth without any additional degree
of freedom. The schematic representation of the two-dimensional NPP model is
shown in Figure 2.4.
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Figure 2.4: EGOFET model with the NPP model in the electrolyte domain and the drift-diffusion descriptions of the holes in the semiconductor domain. The semiconductor withthe thickness hsem is connected to the source and drain electrode. The electrolyte with thethickness helec is connected to the gate electrode.

The two-dimensional NPP model describes the EGOFET with its ionic diffu-
sive effects and the formation of the EDL. However, the simulations are computa-
tionally expensive. Several studies with changing parameters are run to investigate
the influence of material parameters like hole concentration or ionic concentration.
These parameter studies can take days. To overcome this, we have also imple-
mented the model in 1D to gain fast but still reliable results. With the 1D model,
we can obtain capacitance, conductivity, and characteristics in less than a minute.
This makes the one-dimensional model suitable for investigating the role of inter-
facial layer, mobility, ion, and hole concentration to define promising experiments
and understand the EGOFET in more detail. In addition, we can assess the correct
implementation of the numerical model by comparing it with the exact analytical
solution for the one-dimensional model obtained in the course of this thesis by
my thesis supervisor [56, 57]. This allows us the validation of the numerical
implementation of the NPP models. The two-dimensional model is transformed
into a one-dimensional model by taking cross-sections in the 2D EGOFET model
(see Figure 2.5). Specifically, we define two cross-sections: cutline (I) models
the transistor’s behavior in the cross-section above the source, while cutline (II)
models the behavior in the middle of the channel above the insulator (see Figure
2.5). A cross-section above the drain is equivalent to the cross-section above the
source when the source-drain voltage is VDS = 0V. The cutline on the source
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corresponds to the behavior of a metal/electrolyte/semiconductor capacitor, which
has intrinsic interest and will be studied separately.

We describe the one-dimensional system with the ‘Coefficient From partial
Differential Equation (PDE)’ interface of COMSOL Multiphysics. This module
allows for inserting the system of equations while not being bound by predefined
options of the modules discussed in Section 2.1.2. Therefore, we could simply
insert interfacial capacitances at the electrolyte/semiconductor and gate/semi-
conductor interfaces and even at the source/semiconductor interface to model a
polarizable injecting electrode.

We have also modeled the one-dimensional model in the module-based setup
equivalent to the two-dimensional model. We introduced the models with and
without the interfacial capacitance at the source electrode for comparison. The
interfacial capacitance at the gate electrode (Stern layer) is present in all the
models.
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Figure 2.5: The one-dimensional models are obtained by taking cross-sections of the two-dimensional model. Two cutlines are defined to describe the potential and the charge dis-tribution in the EGOFET. Cutline (I) gives the behavior above the electrode, and cutline (II)in the middle of the conductive channel over the insulator.

n̂ · J⃗p
(
z−int

)
= 0; n̂ · J⃗±

(
z+int

)
= 0; n̂ · J⃗±

(
z−G

)
= 0 . (2.5)

According to these relationships, no exchange of charges (ions or electrons)
occurs at the semiconductor/electrolyte and gate/electrolyte interfaces, implying
the lack of faradaic reactions and gate leakage currents. Finally, the boundary
conditions set at the gate/electrolyte and semiconductor/electrolyte depend on
the assumptions made in the analysis. The boundary conditions can vary in
different models. The boundary conditions we present are partly used in previous
numerical EGOFET models [46–49]. The difference to these existing models
is that the electrolyte is a closed system with a defined ion concentration set to
n0. Further, we include fixed charges and interfacial layers at the interfaces. The
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interfacial dielectric layers are described using distributed capacitance boundary
and continuity conditions. For the gate electrode, one has

ε0εsoln̂ ·∇φ
(
z−G

)
=−cG

[
φ
(
z−G

)
−VGS +∆Vqfix

]
, (2.6)

where,

∆Vqfix = qfix,G/cG , (2.7)

ε0εr,semn̂ ·∇φ
(
z−int

)
= cint

[
φ
(
z+int

)
−φ

(
z−int

)]
, (2.8)

is the voltage shift due to the fixed surface charge at the gate interfacial
dielectric layer and VGS the potential of the gate electrode. For the semiconduc-
tor/electrolyte interface, one similarly has

εr,semn̂ ·∇φ
(
z−int

)
= εsoln̂ ·∇φ

(
z+int

)
. (2.9)

Since the source/semiconductor interface is assumed to be ideal and non-
polarizable and since we assumed no difference in the metal work functions of the
source and gate electrodes, the source-gate and source-drain voltages are given
by VGS =VG −VS and VDS =VD −VS. If a work function difference existed, the
corresponding shift in the VGS value should be included.

Equations (1.11)-(1.16) subject to the boundary and continuity conditions in
Equations (2.1)-(2.6), (2.8)-(2.9) constitute a complete set of equations to determine
the electric potential and free carrier concentrations in a 2D undoped EGOFET
in the NPP framework, including the presence of ultrathin interfacial dielectric
layers, and to calculate the current-voltage characteristics. The fact that the
magnitudes can vary along several orders of magnitude in space (from nanometers
to tens of micrometers) makes the numerical resolution of the problem particularly
challenging.

2.2.2 Implementation of the 1D Model in COMSOL
Multiphysics

COMSOL Multiphysics has no straightforward module to include all the physics
mentioned above. Instead, COMSOL Multiphysics offers an interface to define
the coefficients of a general partial differential equation (PDE) tool. Applied
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to the one-dimensional system of cutline (I) over the electrode, the system of
equations given in Chapter 1.3.4 with the boundary conditions described above is
transformed to

da
∂u
∂ t

+∇ · c∇u+β ·∇u = f , (2.10)
with

u =


φ1

J+
n+
J−
n−

, da =


0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

, c =


ε0εr,elec 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ,

β =


0 0 0 0 0
0 1 0 0 0

−µelecn+ 0 −Delec 0 0
0 0 0 1 0

µelecn− 0 0 0 −Delec

, f =


e(n+−n−)

0
J+
0

J−

 .

The semiconductor domain is only solved for the holes as majority charge
carriers by the following set of equations

u =

φ2

Jh

nh

, da =

0 0 0
0 0 1
0 0 0

, c =

ε0εr,sem 0 0
0 0 0
0 0 0

 ,

β =

 0 0 0
0 1 0

−µelecnh 0 −Dsem

, f =

enh

0
Jh

 .

To all interfaces, a no flux boundary condition is applied, which states at
interfaces (II), (III) and (IV)

Jh = 0 , (2.11)
in the semiconductor and at interfaces (I) and (II)

J± = 0 . (2.12)
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The potential transition between the two domains is described by

φ2 =
1

cint

(
−ε0εr,elec

∂φ1

∂ z
+ cintφ1

)
, (2.13)

where cint is the interfacial capacitance (II) between the electrolyte and the
semiconductor.

For the case of no interfacial capacitance, the value is set to a high value
(cint = 104 F/m2) as the capacitance term will tend to zero, and the transition
condition will be a continuous potential φ1 ∼= φ2.

The interfacial capacitance at the gate electrode is described by

φ1 =− 1
cG

ε0εr,elec
∂φ1

∂ z
+VGS, (2.14)

where cG is the interfacial capacitance and VGS is the applied gate voltage.
Likewise, the interfacial capacitance over the source electrode at cutline (I)

φ2 =− 1
cS

ε0εr,sem
∂φ2

∂ z
+VS, (2.15)

where cS is the interfacial layer at the source electrode and VS the source
potential, included here for generality. The cross-section over the drain can
be described with the same model, using the drain voltage and the interfacial
capacitance of the drain interfacial layer. This model corresponds to an organic
metal/electrolyte/capacitor model (OMES).

In the case of cutline (II), the boundary condition underneath the semiconduc-
tor mimics an insulator. This describes the transistor’s behavior at the cutline in
the middle of the channel. The potential is described by

∂φ2

∂ z
= 0. (2.16)

The hole density is fixed by the source, which is outside of the model, and
leads to the boundary condition

np = npe
−e(φ2−VS)

kBT (2.17)
Besides the coefficient form model, we also realized the 1D model with

the modules is equivalent to the two-dimensional model described in Chapter 5.
Cutline (I) is the same as the coefficient form model with the difference in the
interfacial layer (II). However, the coefficient form modeling provides us more
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freedom in implementing the boundary condition, whereas we could add the
interfacial layer and the configuration of cutline (II). The one-dimensional module-
based model allows an additional direct comparison with the two-dimensional
model, apart from the fast calculation time. We will show that the module-based
and coefficient form-based for cutline (I) are identical.

The spatial discretization of the one-dimensional model is done similarly to
the two-dimensional Helmholtz model. The spatial resolution is more fine-grained
at the interfaces, i.e., more nodes are inserted (see Figure 2.6). The mesh does not
need to have many nodes in the bulk electrolyte, saving computational time.
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coarsermesh inbulk

finer meshmesh at gateinterface
finer meshmesh atelectrolyte/semiconductorinterface

finer meshmesh at sourceinterface

Figure 2.6: One-dimensional mesh with a small element size at the interfaces and a coarsermesh in bulk.

2.2.3 Implementation of the 2D Model in COMSOL
Multiphysics

We describe the application of the NPP model for a two-dimensional model
of an EGOFET using the finite-element software COMSOL Multiphysics 5.5.
An overview of the applied formulas is given. The COMSOL Users Guides
provide more information [58? , 59]. The model is implemented using the
‘Electrostatics’ and ‘Transport of Diluted Species’ modules. The semiconductor



48 Chapter 2. Finite-Element Modeling of EGOFETs

domain’s realization is equivalent to the Helmholtz model, described in Section
2.1.2. The difference is the interface to the electrolyte described in this section.

Figure 2.7 shows the simplified geometry of the EGOFET for FEM modeling.
Domain (I) describes the electrolyte’s potential φ and carrier concentration n±
employing the equation of the NPP framework (see Section 1.3.4 At the same
time, domain (II) resolves the semiconductor’s potential and hole distribution.

BC
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BC (III) BC (IV)BC (I)

BC(I)Domain (I)

Domain (II)

lgate

lelectrode lelectrodechannellength
boxlength
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Figure 2.7: 2DFEMmodel transformation. Domain (I) describes the electrolyte, and domain(II) the semiconductor. The transition between the two domains is constrained by BoundaryConditions (BC) (V) and (VI). Further BCs include zero charged (I) sides and underneath thechannel, the gate voltage via a distributed capacitance boundary condition (II), the sourcevoltage via a distributed boundary condition (III), and the drain voltage via a distributedboundary condition (IV).

The electrostatics’ boundary conditions (BC) include zero charged sides and
underneath the channel, given by Equation (2.2). The distributed capacitance in
BC (II, III, IV) considers the applied voltage at the electrode in Equation (2.4). As
stated in the NPP framework, the coupling to the holes movement in the domain
(II) is expressed by the space charge density coupling in Equations (1.14)-(1.15).

The ion’s movement affected by the electric field of the domain (I) is described
in the ‘Multiphysics’ tool with the ‘Space Charge Density Coupling’ and the
‘Potential Coupling’, once performed for the ions and the holes, corresponding
to their domain. The holes and the ions dynamics are described in the ‘Transport
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of Diluted Species module’. The ‘No Flux’ BC condition is applied to BC (I),
(II), (V), and (VI). The initial concentration of the ions is set at the start and
is maintained due to the no flux boundary conditions around domain (I). In
domain (II), we set the initial hole concentration at the same value as the constant
concentration BC at the boundary (III) and (IV). The holes can therefore move in
and out. Table 2.1 summarizes the BC inside the modules.

Table 2.1: Overview of domain and boundary conditions (BC) in their corresponding mod-ules.
Electrostatics Module Transport of Diluted Species

Module

Domain(I) Potential CouplingCharge conservation Space charge density cou-pling of ions
Domain(II) Potential CouplingCharge conservation Space charge density cou-pling of holes
BC (I) Zero charge No fluxBC (II) Distributed capacitance withgate voltage No flux

BC (III) Distributed capacitance withsource voltage Constant concentration

BC (IV) Distributed capacitance withdrain voltage Constant concentration

BC (V) Continuous voltage No fluxBC (VI) Continuous voltage No flux

The EGOFET was discretized with a rectangular mesh equivalent to the
Helmholtz model. The electrolyte on the top and the bottom has a higher resolution
to solve the EDLs. We achieved a resolution of < 0.1nm at the interfaces at
z = {0nm,hsem,hsem +helec}.
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2.3 Solver and Time-Step Adjustment

COMSOL Multiphysics 5.5 provides different solvers and time-stepping methods.
Default settings are given in the COMSOL user guides. Here we want to highlight
the adjusted settings. To better understand the methods and the given default
settings, we refer to the COMSOL user guide [60].

All the models are solved with the backward differentiation formula (BDF)
operators automatically adjusted the time step, which showed good stability. The
models are solved with the parallel direct sparse solver (PARDISO) solver for
memory-efficient, high-performance, and robust system solving [61]. Due to the
highly non-linear character of the equations, PARDISO was found to be the most
robust available solver in COMSOL Multiphysics 5.5 to reach convergence.

The one-dimensional NPP model is calculated with the time-dependent solver
for 10 s for each VGS with VDS = 0V. The last solution is taken as the stationary
solution, as the EDL is fully envolved for t ≪ 10s calculation time. In the two-
dimensional NPP model, we observed numerical instabilities with this method, as
in this model, a drain voltage is applied as well. Therefore, for each drain voltage,
the gate voltage is time-dependent from positive to negative voltages, giving the
EDL time to envolve in each case (see Figure 2.8). This gives us the possibility
to calculate with no flux boundary conditions with a time-dependent solver in
contrast to the model presented in [46]. The Helmholtz model is calculated with
the same method.
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Figure 2.8: Time-dependent signal at the gate or drain electrode. The signal is changed forthe voltage of interest and kept constant for several time steps to ensure a static conditionfor each voltage.
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2.4 Model Validation and Verification

The computational Helmholtz and NPP models have been validated and verified.
Validation evaluates the extent to which the model presents the reality, whereas
verification identifies computational and numerical errors. In this section, we
verify the models toward the analytical solutions we developed that are valid
in some restricted conditions [56, 57, 62] and analyze the spatial discretization
(mesh). The solution of the model must be independent of the mesh. However, if
the mesh resolution is not high enough, the physics cannot be mimicked correctly.
Moreover, the shape and distributions of the elements might influence the error.
Below, we present simulations calculated on different meshes.

2.4.1 Verification of the 2D Helmholtz Model
Implementation

In implementing the 2D Helmholtz model, we used a built-in implementation in
COMSOL Multiphysics. This fact makes that much less effort must be devoted to
verifying the model. Here, the main effort was devoted to finding the appropriate
meshing conditions to obtain relatively fast results while maintaining accuracy.

We performed a mesh independency study on a mesh with 10 µm channel
length (see Table 2.2). We evaluated the transfer curve as the criteria to determine
mesh independency, as the macroscale current combines the nanoscale device
physics. Between mesh 1 and 2 we observed a significant difference in the transfer
curve. However, further spatial refinement did not give a significant difference
in the voltage range of VGS = [0.1,−0.6]V. We found that refinement in the
horizontal direction gives no significant difference, nor the absolute number.

Table 2.2: Spatial resolution for different meshes of the Helmholtz model.
Mesh Elements Max. mesh size interface Max. element size

1 87 8 2.5 nm2 87 100 2nm3 174 200 1nm4 87 1000 0.5 nm5 348 16 2nm
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The most influence has the vertical resolution of the elements close to the
interfaces, hence the ratio of the elements from the biggest to smallest in the
vertical direction. With channel lengths < 10µm, there is no significant difference
with higher ratios than 100 (see Figure 2.9). However, in longer channels, there is.
The final selected mesh for the long channel has a resolution of 2.2 pm at the top
and the bottom of the domain (87 elements with a ratio of 1000).
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Figure 2.9: Helmholtz model, calculated with different spacial resolution. Parameters ofthe calculation: ps = 6×1015 cm−3,εr,sem = 4,hsem = 30nm,cG = 0.1F/m2,T = 293.15K,L =
10µm,W/L = 500, lelectrode = 1µm,VDS =−0.4V

To verify the results, we have considered a one-dimensional analytical solution
to the model along the transversal direction [56] valid in the long channel limit for
VDS = 0V and a channel length of 60 µm (see Figure 2.10).

The solid continuous lines correspond to the 1D transversal analytical solution
derived in [62]. The predictions of the one-dimensional analytical model follow
those of the two-dimensional model, thus validating the assumptions made in its
derivation. The analytical solution is valid for the long channel limit, whereas the
numerical is used later on for models with shorter channel lengths. For longer
channels, it was found that the resolution at the interface has to be even finer than
for shorter channels to not accumulate computational errors over the long channel.
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(a)

(b)

(c)

Figure 2.10: (a) Electric potential and (b) hole concentration distributions across thetransversal direction of the semiconductor film in the mid point of the channel (x = L/2), fordifferent values of the source-gate potential VGS and zero source-drain voltage, VDS = 0V.The symbols correspond to the two-dimensional model numerically solved, while the solidlines to the one-dimensional model are analytically solved. (c) Sheet semiconductor conduc-tivity forVDS = 0V, in the mid point of the channel (x = L/2) as a function of the source-gatevoltage VGS. A detailed description of the analytical solution is given in [62]. Parametersused in the calculations: p = 6 × 1015 cm−3,εr,sem = 4,hsem = 30nm,cH = 1µF/cm2,qfix =
0C/m2,L = 60µm,LS = LD = 1µm,T = 293.15K. Figures taken from Huetter et al. [62].



54 Chapter 2. Finite-Element Modeling of EGOFETs

2.4.2 Verification of the 1D NPP Model
Implementation

We created the one-dimensional NPP model with the built-in modules ‘Electro-
statics’ and ‘Transport of Diluted Species’ of COMSOL Multiphysics and the
coefficient form of the ‘Mathematics’ module. The coefficient form gives more
freedom in applying the boundary conditions. However, the module-based form is
the same setup as the one we used in the two-dimensional model implementation,
allowing a direct comparison between them. We performed several studies to find
a mesh resolution that is fine enough to provide a mesh-independent solution.

We performed a mesh independence study, where the interface’s mesh size
was gradually refined. We compared the module-based one-dimensional model
to the two-dimensional model in the mesh independence study. The calculation
time in the one-dimensional case is, on average equal to 10 minutes, without any
significant deviations. We calculated the error of the potential distribution with
respect to the one corresponding to the mesh with the highest resolution. We
calculated the relative global error by

ErrorMesh,x =

∫
(φMesh,x −φMesh,7)dz∫

φMesh,7 dz
·100 , (2.18)

The mesh was gradually refined at the interfaces. For a resolution where the
element’s thickness at the interface is < 0.1nm, the error is under 3%.

In Figure 2.11, we compared the error of the solution for different mesh sizes.
We gradually refined the mesh from 2 nm mesh size to 0.5 pm and calculated the
error to the highest resolved mesh for different gate voltages. The error for positive
voltages, where the device would be in off-state, is around zero, as the device
response remains zero for all the meshes. When the device is in the on-state, the
error between the meshes is higher when the voltage is higher. The same behavior
is observed in the voltage drop at the interface to the gate at z = 1030nm (see
Figure 2.12).

The error does not decrease significantly for an element size of less than
0.1 nm. However, the number of elements increases exponentially (see Figure
2.11, red line). Also, in the conductivity curves (see Figure 2.12), which we will
analyze and explain later in detail, we can see that the curves overlay for a mesh
size less than 0.1 nm. Therefore an element size of 0.1 nm at the interface was
chosen.



2.4. Model Validation and Verification 55

00.511.52

Element size at interface (nm)

-10

0

10

20

30

40

50

60

100

150

200

250

300

350

400

450

E
rr

or
 (

%
)

Percentage error

Figure 2.11: The error for different mesh resolutions for the one-dimensional model. Thesize of the first element at the interfaces was gradually reduced with values of 2 nm, 1 nm,0.5 nm, 0.1 nm, 0.05 nm, 0.005 nm, and 0.0005nm. For an element size smaller than 0.1 nm,the error was under 3%. Parameters used in the calculations: nh = 6× 1015 cm−3,εr,sem =
4,hsem = 30nm,helec = 170nm,cG = 0.0243µF/cm2,cS = cint1E4µF/cm2,T = 293.15K. Figuretaken from [62].

0 0.2 0.4 0.6 0.8 1 1.2

z (m) 10-6

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

 (
V

)

Potential

Mesh 1: 2 nm
Mesh 2: 1 nm
Mesh 3: 0.5 nm
Mesh 4: 0.1 nm
Mesh 5: 0.05 nm
Mesh 6: 0.005 nm
Mesh 7: 0.0005 nm

VG = -1 V

VG = -0.4 V

VG = 0.2 V

(a)

-1 -0.8 -0.6 -0.4 -0.2 0 0.2

V
g
 (V)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

<
 (

S
/m

)

Conductivity

Mesh 1: 2 nm
Mesh 2: 1 nm
Mesh 3: 0.5 nm
Mesh 4: 0.1 nm
Mesh 5: 0.05 nm
Mesh 6: 0.005 nm
Mesh 7: 0.0005 nm

(b)

Figure 2.12: (a) Voltage distribution and (b) conductivity for 7 different mesh sizes at VG =
[0.2,−0.4,−1]V. The difference between the meshes increases with the voltage. Mesh 4, 5,6, and 7 overlays in all the graphs. Parameters used in the calculations: nh = 6×1015 cm−3,
εr,sem = 4, hsem = 30nm, helec = 170nm, cG = 0.0243µF/cm2, cS = cint = 1×104µF/cm2, T =
293.15K.

In the course of the thesis, an exact analytical solution (up to a quadrature) of
the 1D NPP model has been found [56]. We have used this solution to benchmark



56 Chapter 2. Finite-Element Modeling of EGOFETs

the implementation of the one-dimensional model. We have implemented three
one-dimensional numerical models for the cross-section (I) (see Figure 2.5):

(i) Module-based with the interfacial capacitance at the gate cG and no interfa-
cial capacitances at the source cS and semiconductor interface cint.

(ii) Module-based with an interfacial capacitances at the gate and source cG

and cS at the source, but no interfacial capacitance at the semiconductor
interface cint.

(iii) Coefficient-based with all interfacial capacitances present, source cS gate
cG and semiconductor interface cint.

The validation has been performed with the more general model (iii), and
then using it to validate the other two models, which are recovered by setting
respectively, (i) cS and cint ≪ 1, and (ii) cint ≫ 1. Here, c ≫ 1 means for instance,
1× 104 F/m2, so the effects of this interfacial layer become negligible. The
characteristics of the model (iii) for cint or/and cS > 1× 104 F/m2 overlap the
predictions of models (i) and (ii), thus validating them.

Figure 2.13 (a) and (c) show the electric potential and charge density dis-
tributions across the one-dimensional EGOFET in the source region. The blue,
red, and green lines refer to semiconductors, electrolytes, and compact interfacial
layers. The insets in Figure 2.13 (c) and (d) show the charge density distribution
in the semiconductor film. The symbols represent the results of the finite element
numerical calculations. The agreement with the analytical solution is perfect as it
corresponds to an exact solution to the problem [57], thus validating the numerical
implementation.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.13: (a), (c) and (e) Electric potential, charge densities and accumulated charges in anOMES capacitor for ps = 6×1017 cm−3,εr,sem = 4,εr,elec = 4,hsem = 30nm,helec = 170nm,cG =
7.3µF/cm2,cint = 3.65µF/cm2,T = 293.15K, and qint = 0C/m2 for different source gate volt-ages. The continuous lines correspond to the analytical solution [60]. The blue, green andred colors correspond to the semiconductor, interfacial dielectric layers and electrolyteregions, respectively. The symbols correspond to the numerical resolution of the model.Inset in (c): charge density in the semiconductor in a linear-log representation. (b), (e)and (f) same, but for ps = 6× 1015 cm−3. For the parameters used in the calculations onehas: LD = 9.6nm, csol = 7.2µF/cm, cint,eq = 2.43µF/cm2, cstray = 0.12µF/cm2, LDs = 3.0nm
and csem = 1.15µF/cm2 for pS = 3×1017 cm−3 (LDs = 21.8nm, csem = 0.16µF/cm2 for pS =
6×1015 cm−3). Figures taken from Huetter et al. [57].
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2.4.3 Verification of the 2D NPP Model
Implementation

We performed different simulations with different meshes compromising rectan-
gular or triangular elements. Table 2.3 gives an overview of the configurations.
First, we conducted four simulations with triangular elements, where we grad-
ually refined the mesh size at the interfaces. Mesh 4 is the direct refinement of
mesh 2. A further refinement of the mesh calculation was not possible due to
limited memory. The rectangular mesh has a higher resolution at the interfaces and
gradually increases the thickness of the elements towards the middle of the bulk
(z-direction). Mesh 5, 6, and 7 have the same distribution in the z-direction but are
refined in the x-direction. Mesh 9 has the same distribution in the z-direction as
the one-dimensional model for maximum element size at the interface of 0.1 nm.
We have also tried to include rectangular boundary layers followed by triangular
elements. This gives the possibility of a high-resolution mesh at the interface and
a coarse mesh in the bulk of the electrolyte or semiconductor. However, with this
configuration, the convergence of the solution was not achieved. Eventually, we
compare the results obtained on triangular and quadratic meshes.

The minimum element quality is measured by the condition number, which
is a commonly used number to evaluate the mesh quality. The calculation time
of an Intel®CoreTM i7-7700K CPU with 4.2 GHz bandwidth with four Cores,
eight logical processors, and 64 GB memory is given. We, also, present the error
towards the one-dimensional model, which was validated against the analytical
solution before. This was the resolution where we observed mesh convergence
with less than 3% error.
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Mesh Number elements Max. mesh size int. Form Condition nb. tcalculation Error

1 671 078 1 nm triangular 0.78 > 1 h 21 %2 1 471 412 0.5 nm triangular 0.74 > 7 h 9 %3 2 018 203 0.38 nm triangular 0.72 > 5 h 7 %4 5 885 648 0.25 nm triangular 0.74 > 25 h 4 %5 108 288 0.214 x 8 nm rectangular 1 > 30 min 14 %6 216 000 0.429 x 4 nm rectangular 1 > 2 h 14 %7 432 000 0.429 x 2 nm rectangular 1 > 4 h 13 %8 552 000 0.095 x 2.5 nm rectangular 1 > 6 h 6 %9 739 200 0.103 x 2.5 nm rectangular 1 > 9 h 3 %

Table 2.3: Comparison between different types of meshes, including maximum sizes, el-ement type, and mesh quality. As result, the error of the potential distribution over thesource electrode is calculated. Appendix A shows the corresponding meshes. The calcu-lation time refers to calculating one transfer curve from VGS = [0.1,−1]V. Parameters ofthe calculation: nh = 6×1015 cm−3,εr,sem = 4,εr,elec = 4,hsem = 30nm,helec = 1000nm,cG =

0.0243uF/cm2,cS = cint = 1×104 uF/cm2,T= 293.15K..

The simplified rectangular geometry of the EGOFET allows for using a
straightforward rectangular mesh with perpendicular element walls. Triangu-
lar meshes are used when complex geometries must be discretized. Moreover,
triangular meshes enable coarser elements to be in bulk without a high skewness
of the elements, leading to poor mesh quality. The model was calculated with the
time-dependent solver for 10 s at each voltage. The solution at t = 10s was taken
as the static solution.

As in the case of the 2D Helmholtz model, we use the fact that for long channel
lengths, the one-dimensional solution of the NPP model along the transversal
direction is also the solution of the two-dimensional NPP model for VDS = 0 V to
a good approximation (see Figure 2.14). The one-dimensional model has been
found numerically and analytically [56].
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(a) (b)

(c)

Figure 2.14: Electric potential and (b) charge carrier density distributions across thetransversal direction of the EGOFET channel for VDS = 0V for different source gate volt-ages −0.5V < VGS < 0.1V. The symbols represent the results of the two-dimensional nu-merical model, and the continuous lines correspond to the analytical one-dimensional so-lution The sharp lines at the edge represents the voltage drop at the interfacial layer. Insetin (b): charge carrier density in the semiconductor in linear-log representation. (c) Sheetsemiconductor conductivity σ for VDS = 0V as a function of VGS as obtained from thetwo-dimensional NPP numerical model (symbol) and the analytical NPP gradual channelapproximation model (continuous black lines). The black dashed lines correspond to thepredictions of the Helmholtz approximation, which neglect ionic diffusive effects. The bluecontinuous and dashed lines correspond to the "linear" approximations for the NPP andHelmholtz models, respectively. Figure is taken from Huetter et al. [56].

We compared the zero voltage conductivity curves of the one-dimensional
solution with those of the 2D solution. An error of less than 5% is observed for
the finest triangular mesh, whereas the error was less than < 3% for the finest
rectangular. The rectangular mesh is double as fast as the triangular mesh while
providing better accuracy. Therefore, Mesh 9 was selected for the calculations in
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the subsequent chapters. In Figure 2.15, we present the error concerning the 1D
model calculations for different meshes against the applied potential at the gate.
On average, for the finest triangular and rectangular meshes, we observe an error of
less than 5% and 3% compared to the analytical solution. To shorten the simulation
time and acquire good quantitative agreement with the analytical solution, we
selected mesh 9 for our subsequent calculations in the next sections of this work
for a channel length of < 3µm in the interval of VGS = [0.2,−0.7]V. For longer
channels or higher voltages, we selected the same number of elements. However,
we increased the ratio of the elements to achieve a higher resolution at the interface.
When we introduced an additional interfacial layer at the semiconductor/electrolyte
interface, the resolution is required to be higher. Therefore, we calculated these
models with 87 elements in the semiconductor with a ratio of 1000 from the
smallest to biggest model. These mesh independency studies enabled finding the
required resolution while keeping computational costs as low as possible.
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Figure 2.15: The error of the numerical solution of the conductivity at VDS = 0V of the 2Dcompared to the 1D model for 9 different meshes over the applied gate potential. Parame-ters used in the calculations: nh = 6×1015 cm−3,εr,sem = 4,hsem = 30nm,helec = 170nm,cG =
0.0243µF/cm2,cS = cint = 104µF/cm2,T = 293.15K.

2.4.4 Stationary Condition

The calculations presented until here and throughout the thesis are done with
a time-dependent solver, where the time-step is automatically adjusted with a
Runge-Kutta algorithm. Further information can be found in the COMSOL user
guide [60]. To investigate the time-response of the system, a voltage step of
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−0.1 V was applied, and every internal time step was evaluated. In Figure 2.16,
the measured current follows the input signal with a delay of 0.005 ms when
applying a step signal. When the model reaches a non-continuous part of the input
function, the output needs time to recover the solution. When applying a signal
with no discontinuities, the current follows the input signal with no significant
delay Figure 2.17.

0 0.2 0.4 0.6 0.8 1

t (s) 10
-6

-0.2

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

0

I D
S
 (

A
/m

)

-0.5

-0.45

-0.4

-0.35

-0.3

-0.25

V
G

S
 (

V
)

Figure 2.16: Step response of the model for a -0.1V step. COMSOL Multiphysics is adjust-ing the time-step internally. Parameters used in the calculations: nh = 6×1015 cm−3,εr,sem =
4,hsem = 30nm,helec = 170nm,cG = 0.0243µF/cm2,cS = cint = 104µF/cm2,T = 293.15K.
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Figure 2.17: Time-dependent continuous input signal at the gate electrode (blue line) withthe corresponding source-drain current (black line). Parameters used in the calculations:
nh = 6× 1015 cm−3,εr,sem = 4,hsem = 30nm,helec = 170nm,cG = 0.0243µF/cm2,cS = cint =
104µF/cm2,T = 293.15K.
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Above we showed that a discontinuous voltage signal leads to numerical
errors, which need a short time to recover towards convergency. To avoid this, the
steps are smoothened to avoid undefined derivatives of the input signal. Figure
2.18 displays the input signal (blue line) with the corresponding source-drain
current (black line). The voltage input at the gate is time-dependent, whereas the
voltages after each step are kept constant for 0.1 s until the next voltage step of
∆V =−0.1 V.
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Figure 2.18: Time-dependent input signal at the gate electrode and device response of thesource-drain current. The evaluation of the signal is done at the last time step of everyvoltage to ensure a static solution (marked with ‘x’). Parameters used in the calculations:
nh = 6× 1015 cm−3,εr,sem = 4,hsem = 30nm,helec = 170nm,cG = 0.0243µF/cm2,cS = cint =
104µF/cm2,T = 293.15K.

In Figure 2.19, we present the voltage cutline over the middle of the channel
for different voltages and time steps. The output is evaluated at the last time step
of each voltage step, ensuring the static solution at the given time step. When
we keep the voltage unchanged and alter the time-step, we observe an identical
potential distribution. This indicates that we are in a quasi-static condition.
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Figure 2.19: Voltage cutline over the middle of the channel for different voltages and timesteps. Parameters used in the calculations: nh = 6×1015 cm−3,εr,sem = 4,hsem = 30nm,helec =
170nm,cG = 0.0243µF/cm2,cS = cint = 104µF/cm2,T = 293.15K.

Figure 2.20 shows the dependence of the drain-source current against the
drain-source potential, namely the output curve of the EGOFET. The output
characteristics are calculated in two cases; altering the gate voltage and altering
the drain voltage. As evident from the graph, both studies’ outcomes coincide,
indicating that the output curve ends up in the same solution as a direct sweep over
the drain voltage. More importantly, the output curves of the following chapters
can be calculated from the transfer curves because the solution is the same for the
given set of voltages.
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Figure 2.20: Output characteristics calculated from the sweep of the gate voltages,overlayed with the direct calculation of the output characteristics (sweep of the drainvoltage). We give an example for VGS = −0.4V. Parameters used in the calculations:
nh = 6× 1015 cm−3,εr,sem = 4,hsem = 30nm,helec = 170nm,cG = 0.0243µF/cm2,cS = cint =
104µF/cm2,T = 293.15K.
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2.5 Summary

◦ The Helmholtz model is a simplified EGOFET model in two-dimensions,
where the electrolyte is described as a distributed capacitance.

◦ The NPP framework provides the system of equations that are solved.
◦ The positive and negative ions in the solution are equally concentrated,

defined by the initial concentration as on all boundaries there is a no flux
BC

◦ Only the majority charge carriers (holes) have been modeled in the semi-
conductor domain.

◦ The holes are injected into the semiconductor at the source electrode.
◦ The EGOFET has been modeled in a finite-element system in one and two

dimensions.
◦ The real three-dimensional device can be transformed into a two-dimensional

system, as the third dimension is just the system’s depth.
◦ The two-dimensional system can be described by two one-dimensional

approaches: one at the electrode and one in the middle of the channel.
◦ The one-dimensional model delivers fast results but still models the charge

and potential distribution in the EGOFET in some situations.
◦ We showed that in the one-dimensional case, mesh convergence is achieved

with an element size of 0.1 nm at the interface where the electrical double
layer is 0.5 nm.

◦ The module-based and coefficient-based numerical model match with less
than 3% error with an analytical solution.

◦ We observed a higher accuracy in meshing with quads than with triangles.
◦ Using rectangular meshes with a similar distribution in z-direction as in the

one-dimensional numerical model, the models match with an accuracy of
3% in the range of VGS = [0.2−1]V the exact analytical solution.



PART III

RESULTS





Chapter 3
EGOFET in the Helmholtz

Approximation

As we have mentioned before, the physical modeling of EGOFET can be addressed
at different levels of approximation, whereas the Helmholtz approximation is the
simplest one. In the Helmholtz approximation, the electrolyte is considered
a distributed boundary condition and not an explicit part of the model. This
reduces the computational cost due to fewer variables and smaller domains. We
implemented and validated the numerical resolution of the 2D Helmholtz model for
EGOFETs in chapter 2 with the analytical solution derived for long channel lengths
[62]. This chapter presents the results obtained with the numerical implemented
model. In particular, we analyze the predicted current-voltage characteristics and
the dependence on the channel length. This chapter aims to provide a baseline for
the analysis of more complex models treated in the subsequent chapters.

69
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3.1 Current-Voltage Characteristics

As we mentioned in the introduction, the current-voltage characteristics are typ-
ically measured in biosensing applications to characterize the device and give
the source-drain current flowing through the device as a function of the source-
gate voltage (transfer curves) or as a function of the source-drain voltage (output
curves). Figure 3.1 (a) shows, respectively, the transfer and (b) output current-
voltage characteristics corresponding to an EGOFET in the Helmholtz approxima-
tion simulated by the numerical method implemented in this thesis and described
in chapter 2.

Figure 3.2 (a) shows the transfer current-voltage characteristics plotted in
logarithmic-linear representation, while in 3.1 (b), we plot the square root of the
current as a function of VGS. The current-voltage characteristics show the typical
behavior of a FET device, as expected since the model is equivalent to a thin film
transistor (TFT) model. The device operates in the saturation regime for high drain
voltages of VDS >VGS +V th and VGS <V th (dashed line in Figure 3.1, b). In this
regime, the channel pinches off, as shown below in the analysis of the conductivity
profiles. The current scales with the square of VGS in the saturation regime (see
Figure 3.1, b), as usual in FET devices. The device has a linear dependency on
the drain voltage for low voltages (VDS ≪ VGS +V th), followed by a transition
regime. Finally, for VGS >V th, the device enters the sub-threshold regime, where
the I-V curve shows an exponential dependence on VGS (Figure 3.1, a). In the
subthreshold regime, the transfer curves are indifferent at negative drain voltages
(see Figure 3.1, a). In this Chapter, unless otherwise stated, the parameters of the
model are those reported in Table 3.1.

Table 3.1: Parameters of the Helmholtz model.
Parameter Value

Carrier concentration nh 6×1021 1/m3

Carrier mobility µsem 3.4×10−6m2/(Vs)Semiconductor thickness hsem 30nmElectrode length lelectrode 1µmRelative permittivity semiconductor εr,sem 4Channel length lchannel 10µmElectrolyte’s distributed capacitance cH 0.01F/m2
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Figure 3.1: (a) Transfer characteristics in linear scale. For voltages below the threshold,the device is in off-state. For low drain voltages, the device operates in the linear regime.For high drain voltages, the current saturates. (b) Output characteristics of the EGOFETin the Helmholtz approximation. The electrolyte is not explicitly described. However, thetypical output characteristics are observed. The linear and saturation regime with a broadtransition in-between is apparent. Parameters are given in Table 3.1.

The threshold voltage can be estimated from the transfer current-voltage
characteristics by either considering a VDS in the linear regime (as explained in
chapter 1) or by considering a VDS in the saturation regime and plotting ||IDS||0.5

vs. VGS (as in Figure 3.1 , b). In both cases, the threshold voltage is V th ≈−0.22 V.
Later, when considering diffusive effects in the NPP model, the definition of Vth is
more complex.
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Figure 3.2: (a) Transfer curve in log scale and (b) the root of the transfer curve in saturationwith VDS =−1V to obtain the threshold voltage V th. Parameters are given in Table 3.1.

For further analysis purposes, it is worth defining the "macroscopic" (or global)
conductivity of the device that can be obtained in experimental setups from the
conductance of the current-voltage characteristics as

σmacro (VGS,VDS) =
L

Whsem

∂ I (VGS,VDS)

∂VDS
. (3.1)

Figure 3.3 (a) shows the macroscopic conductivity for the current-voltage
output curve in Figure 3.1 (b) as a function of VGS for the different VDS. The
interesting property of the data is that when plotted against VGS −VDS, the curve
collapse for VGS <VDS to the conductivity characteristics at VDS = 0 V. This fact
is an indication that the device can be well described by means of the so-called
gradual channel and space charge transport approximations, which is at the basis of
the derivation of an analytical solution for the I-V characteristics in the Helmholtz
approximation (see [62] for further details).
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Figure 3.3: (a) Conductivity calculated from the output curve corresponding to Equation(3.1). (b) Conductivity curves shifted with respect to the applied drain voltage. Parameters:those in Table 3.1.

Besides the current-voltage characteristics, which can be measured in experi-
mental setups, the numerical simulations offer the possibility to analyze the spatial
distribution of the different physical magnitudes like the voltage, free carrier den-
sity, or sheet conductivity. Numerical models allow mapping these changes and
correlating them with the macroscale output. We analyze them in the following
subsection.
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3.2 Semiconductor Conductivity
Distribution and Voltage Dependence

In an EGOFET, the local conductivity σ (x,z) = eµp p(x,z) depends on the lon-
gitudinal and transversal directions. Figure 3.4 shows an example of a local
conductivity distribution inside the semiconductor film for VGS = −0.6 V and
different source-drain voltages. It demonstrates how the charges are strongly
accumulated towards the top surface of the semiconductor, below the gate. The
accumulation of free charge carriers is responsible for making the semiconductor
conductive. For low VDS, the conductivity is nearly uniform along the device. At
around VDS = −0.4 V, the charge accumulation above the drain electrode starts
to be lower until, for lower voltages, they practically do not accumulate there,
forming the so-called pinch-off.

Therefore, the numerical simulations allow observing the formation of the
conduction channel with the accumulation of a high density of holes at the surface
of the semiconductor and how the pinch-off is formed close to the drain region as
the drain voltage is high enough (negative) such that VGS <VDS +V th is satisfied.
In this range, the conductivity values at drain electrodes remain at the intrinsic
level.

Rather than analyzing the local conductivity, one usually analyses the local
sheet conductivity to eliminate the vertical dependencies since the variations along
it are much faster. The local sheet conductivity along the semiconductor channel
is defined by integrating the local conductivity along the vertical direction

σ (x) =
µp

hsem
e
∫ hsem

0
p(x,z)dz . (3.2)

where hsem is the thickness of the semiconductor film, µp is the hole mobility, e
is the elementary charge, and p is the local concentration of holes. The conductivity
along the semiconductor is directly correlated to the sheet accumulated charge.
The sheet conductivity for VGS =−0.6 V is displayed in Figure 3.5 for different
VDS. For VDS = 0 V and low (negative) VDS, the sheet conductivity is almost
uniform throughout the entire device. When VDS becomes more negative, the sheet
conductivity tends to decrease towards the drain. The lowered conductivity results
in the pinch-off effect at the drain electrode for VDS = −0.4 V and nearly zero
conductivity for more negative voltages.
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Figure 3.6 gives the electric field distribution to show its relevance to the
pinch-off point [46]. For the pinch-off voltage, the electric field over the drain
voltage becomes nearly zero.

Figure 3.4: (a) Conductivity map forVGS =−0.6V and differentVDS values. ForVDS =−0.6V,the holes do not accumulate anymore over the drain electrode (pinch-off). Parameters aregiven in Table 3.1.
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Figure 3.5: Sheet conductivity along the channel and above the source and drain electrode.For drain voltages in the saturation regime, the conductivity above the drain becomes closeto zero after the pinch-off point. Most free charge carriers close to the drain go over to thedrain electrode outside the system. Parameters are given in Table 3.1.
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Figure 3.6: Electric field in the semiconductor for VGS = −0.6V.Parameters are given inTable 3.1.
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The variations of the sheet semiconductor conductivity with the applied volt-
ages can be better visualized by plotting their variations in selected transistor
positions. Figure shows the sheet semiconductor conductivity in the middle of
the channel (x = L/2) against the gate voltage in linear and logarithmic scales for
different drain voltages.
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Figure 3.7: (a) Sheet conductivity for different drain voltages in the middle of the channelin linear and (b) log scale. Parameters are given in Table 3.1.

Figure 3.7 shows the sheet conductivity above in the middle of the source
electrode. It can be seen that it nearly does not vary with the drain voltage since the
source is always grounded. The conductivity is also linear for VGS−VDS >V th, but
it deviates from the pure exponential behavior conductivity at the source electrode
deviates from the pure exponential dependence for VGS −VDS >V th, showing an
inverse voltage dependence ultimately, as explained theoretically in [62].
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Figure 3.8: (a) Sheet conductivity for different drain voltages above the electrode in linearand (b) log scale. Parameters are given in Table 3.1.

Finally, over the drain electrode, the dependence as a function of VGS is
qualitatively similar to that of the source but with the values shifted by VDS (see
Figure 3.9).
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Figure 3.9: Conductivity for different drain voltages above the drain electrode in (a) linearand (b) logarithmic scale. (c+d) The corresponding VDS shifts the conductivity curves. Pa-rameters are given in Table 3.1.

The conductivity curves for VDS = 0 V are identical in the three positions since
the conductivity profiles are flat and constant throughout the device (see Figure
3.5). The dependence on VGS of the curves for VDS = 0 V can be theoretically
understood by considering one-dimensional metal/insulator/semiconductor/metal
and metal/insulator/semiconductor/insulator models, as was done in [57].
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The dependence on VDS is correlated to the potential drops along the channel
due to the current. Therefore, the local gate voltage at each position is the actual
gate voltage minus the voltage drop along the channel. For VDS <VGS −V th, the
local potential is nearly zero around the drain, thus making the carrier density very
low (pinch-off regime). The pinch-off point is defined for each gate voltage as the
point where the source-drain current is no longer dependent on the drain voltage.
Then the device operates in a saturation regime. The corresponding voltage is
given by the correlation of

VDS =VGS −V th , (3.3)
where V th is the threshold voltage, marked in Figure 3.1 (intercept of dotted

line). Finally, the relationship between the macroscopic conductivity calculated
above and the sheet conductivity discussed is worth mentioning. In the transistor,
the magnitudes along the transversal direction of the semiconductor channel vary
more rapidly than along the longitudinal direction. Under these conditions, one
can apply the gradual channel and space charge limited approximations in which
diffusive effects can be neglected along the horizontal direction and transversal
variations integrated out. Under these approximations, the source-drain current
IDS can be calculated as

IDS (VDS,VGS) =−Whsem

L

L∫
0

σsheet (x)
∂V (x)

∂x
dx, (3.4)

where W and L are the width and length of the semiconductor channel, and the
local sheet semiconductor conductivity is obtained by integrating the accumulated
charge along the transversal semiconductor direction. The spatial variation of the
conductivity along the semiconductor channel for a given applied source-drain
voltage VDS is approximated by the conductivity at VDS = 0 V evaluated at the
corresponding local "gate" voltage by

σ (x) = σsheet,0 (VGS −V (x)) , (3.5)
where V (x) is the electric potential drop along the channel and σ0(VGS) the

zero source-drain voltage sheet semiconductor conductivity. By substituting
Equation (3.4) into Equation (3.5) and making a change of variables, one obtains
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IDS (VDS,VGS) =−Whsem

L

VGS−VDS∫
VGS

σsheet,0 (V ) dV . (3.6)

Accordingly, the relation between both conductivities should be

σmacro (VGS,VDS)≈ σsheet,0 (VGS −VDS) . (3.7)
This result explains why the macroscopic conductivity data shifted and col-

lapsed in a single curve. The single curve is the local conductivity at VDS = 0 V,
which is uniform. Figure 3.10 compares the two types of conductivities for the
device analyzed. We observe that for VDS = 0 V, the two conductivities agree, as
shown above. However, when VDS is different from 0 V there is some discrepancy
between both of them. This discrepancy is due to access series resistance effects,
which are still relevant in a device with L = 10µm, as shown below.
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Figure 3.10: Comparison of the macroscale conductivity σmacro with the local conductivity
σ local,0. The conductivity σlocal,0 over source, drain and gate is indifferent. Parameters aregiven in Table 3.1.

As we mentioned, access series resistance effects can play a relevant role in
staggered EGOFETs. We have conducted numerical calculations for different
channel lengths to demonstrate it. Figure 3.11 (symbols) shows output (VGS =

−0.6 V) and transfer (VDS = −0.8 V) current-voltage characteristics calculated
numerically with the 2D Helmholtz model for an EGOFET with different channel
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lengths and the same W/L ratio. The continuous black line corresponds to the
long channel limit, which only depends on the W/L ratio, hence, it is the same in
all cases since the ratio W/L is kept constant. The source-drain current markedly
deviates (reduced) from the prediction of the long channel limit for L < 30µm.
We have shown that the deviation is due to the presence of series access resistance
effects, i.e. the series resistance associated with the path of the carriers from
the injecting electrode at the bottom of the semiconductor film to the conducting
channel at its top surface [62]. The access resistance becomes relevant for small
channel lengths since the channel resistance becomes comparable to the access
resistance and a significant part of the applied voltages drop at it. For long channel
lengths (e.g. L > 60µm), the series resistance effects become negligible, and the
current only depends on the W/L ratio.

(a) (b)

Figure 3.11: (a) Output (VGS =−0.6V) and (b) transfer (VDS =−0.8V) I-V characteristics forEGOFETs with different channel lengths, L, and same W/L ratio numerically calculated bysolving the 2D Helmholtz model (symbols). The continuous lines correspond to the analyt-ical solution valid in the long channel limit.
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3.3 Summary

◦ This chapter showed that the Helmholtz model can be used as a simplified
EGOFET model. It can properly mimic the EGOFET’s current-voltage
characteristics. This model is suitable for investigations where the gate
electrode’s ionic strength and geometries (e.g. surface and distance) do not
play a role.

◦ We correlated the output characteristics with the saturation regime and the
pinch-off points in the conductivity across the channel.

◦ We showed the variability of the conductivity behavior over the channel,
source and drain electrode.

◦ We analyzed the role of the channel length in relation to the series access
resistance.



Chapter 4
MES Capacitor in the NPP

Framework

In the previous chapter, we showed the simulation of an EGOFET, where the elec-
trolyte was considered a Helmholtz capacitance. While this saves computational
costs, it does not mimic the effects related to electrolyte coupling. To overcome
these limitations, one needs to include the transport physics of the electrolyte,
which can be done by considering the NPP framework, as discussed in chapter 2.
Before addressing the two-dimensional modeling of EGOFET in this framework,
we will consider first the one-dimensional metal/semiconductor/electrolyte (MES)
capacitor structure, which includes a lot of the physics required to model complete
EGOFET devices. As explained in chapter 2, one-dimensional MES structures rep-
resent transversal cut-lines of the EGOFET transistor, which describe the physics
for VDS = 0 V and long channels. In addition, they can also represent stand-alone
capacitive devices for testing purposes. The one-dimensional model can be solved
analytically [57], thus offering a perfect situation to benchmark the implemented
numerical calculations. Finally, since the model can be run in a few minutes,
it is well suited for systematic parametric studies. In this chapter, we investi-
gate several device parameters and elaborate on the dependency of the different
phenomenological parameters on them. This allows comparing the changes in
capacitance and threshold voltage in the classical biosensing applications, where
biorecognition layers are added. The details of the model implementation have
been given in Chapter 2, and here we present the results.
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4.1 Potential and Charge Distribution

In Chapter 2, the three different implementations, which give identical results, are
described. Here, we use the one based on the equation-based modeling with the
PDE interface, which is the one that offered the largest versatility. Throughout this
chapter, unless otherwise stated, we will consider the parameters in Table 4.1 in
the calculations. All parameters in the Table are characteristic of EGOFET except
the electrolyte thickness, which is much larger. Here we used this small value to
evidence the space charge layers but also considered more significant and more
physically relevant values to analyze the macroscopic magnitudes (e.g. device
capacitance or conductivity). It should be noted that the device properties become
independent from the electrolyte thickness for thickness above a few micrometers.

Table 4.1: Parameters used in the calculations of the one-dimensional NPP model, if nototherwise stated.
Parameter Value

Carrier concentration nh 6×1021 m−3

Carrier mobility µh 3.4×10−6 m2/(Vs)Ion concentration n0 1mMIon mobility µelec 3.9×10−8 m2/(Vs)Semiconductor thickness hsem 30nmElectrolyte thickness helec 1000nmRelative permittivity semiconductor εr,sem 4Relative permittivity electrolyte εr,elec 78Gate distributed capacitance cG 0.0243F/m2

Interfacial distributed capacitance cint 1×104 F/m2

Source distributed capacitance cS 1×104 F/m2

The ions move under the influence of the electrical field inside the electrolyte.
Likewise, the free charge carriers (holes) migrate in the semiconductor film,
contributing to the electric potential distribution. For the parameters reported in
Table 4.1, the potential and charge carrier distributions are displayed in Figure 4.1.
Figure 4.1 (a + b) gives the distributions across the MES structure above the
channel, whereas (c + d) displays the voltage and charge distribution above the
MES structure above the source electrode. We remind that the difference between
them is the bottom layer below the semiconductor, in one case an insulator, and
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the other metal. Since the one-dimensional model is only valid for VDS = 0 V, the
distribution over the source and drain electrode is the same.

The distributions over the semiconductor correspond to 0nm < z < 30nm
and for the electrolyte to 30nm < z < 200nm (for this calculation, we used
helec = 170nm to better evidence all the space charge layers). At z = 200 nm,
the linear voltage drop is caused by the interfacial layers’ distributed capacitance
(Stern layer), plotted by the black line. However, this layer is only implicitly
constrained by a boundary condition in the simulation. Interfacial layers consist of
the capacitance between the electrolyte and the semiconductor cint, the capacitance
at the gate electrode cG, and the capacitance at the source electrode cS. In the
simulations shown in Figure 4.1, the capacitance of cint and cS are set to a very
high value (> 1×104 F/m2), so they do not influence the system. The capacitance
of cG is set to the Stern layer capacitance. The holes form a space charge layer for
higher negative gate voltages, expressing the presence of the transistor’s conductive
channel. At the same time, the electrolyte absorbed a part of the potential forming
diffusive ionic space charge layers (see Figure 4.1 a + b). The electric potential and
the hole density form an almost uniform distribution over the device for positive
voltages. The ionic diffusive space charge layers are not significantly developed
for these voltages, and nearly no voltage drops at the electrolyte interfaces.

The semiconductors’ voltage distribution above the electrode and the chan-
nel show significant differences due to the electrode’s fixed voltage and hole
concentration. Above the channel, this boundary is defined by the voltages out-
side the system. In Figure 4.1, the voltage at z = 0 nm shows fewer changes for
higher negative gate voltages. The simulations over the channel are given for
VGS = {0.1,0,−0.1,−0.2}V; convergence was not achieved for higher negative
gate voltages. In the following chapter, we will discuss this behavior also for
higher voltages in the two-dimensional simulation.

In the charge distribution (see Figure 4.1, c + d), the strong amplification
character of EGOFET devices can be observed. A small change in the gate voltage
induces a substantial change in the charge accumulated at the semiconductor
surface, leading to a high increase in its conductivity and hence current between
source and drain. Figure 4.1 (e + f), the charge accumulation in the semiconductor
on a logarithmic scale is displayed to visualize the behavior in small gate voltages.
For VGS = 0 V, there is no charge accumulation at the interface.
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Figure 4.1: (a - b) Electrical potential and (c - d) charge carrier density above the electrode.The distribution in the semiconductor is displayed for 0nm < z < 30nm and for the elec-trolyte for 30nm < z < 200nm. The black lines at z = 200nm visualize the linear voltagedrop caused by the distributed capacitance of the Stern layer. The charge carrier distribu-tion demonstrates the strong amplification character of an EGOFET. (e - f) show the chargeaccumulated in the semiconductor on a logarithmic scale. Here, the absence of accumu-lated charges for VGS > 0V is seen. Parameters of the calculation in Table 4.1, with thechange of helec = 170nm.
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4.2 Ionic Diffusive Effects on the Sheet
Semiconductor Conductivity

We have seen in Chapter 3 that the sheet semiconductor conductivity at zero source-
drain voltages σsheet,0 contains valuable information for understanding the physics
of EGOFETs. Here, we have analyzed this magnitude with the one-dimensional
model for both the electrodes (MES structure with a bottom metal) and the channel
(MES structure with a bottom insulator). Figure 4.2 (continuous lines) displays
the conductivity of the semiconductor film over the channel for VDS = 0 V as a
function of the source gate voltage VGS for both one-dimensional models. The
sheet conductivity obtained with the 2D Helmholtz model for VDS = 0 V and
10 µm length is displayed, where the presence of diffusive effects is neglected. The
prediction in the NPP shows a lower conductivity, resulting from the ionic diffusive
effects. The three regimes of the output characteristics (see Chapter 1) are reflected
in the conductivity, namely weak, moderate and strong accumulation regimes.
The weak accumulation is due to the depletion of holes in the semiconductor film,
where the conductivity shows an exponential dependence on the gate voltage. The
transition from weak to the moderate regime is marked by a critical voltage Vc.
The conductivity depends almost linearly on the source-gate voltage in the strong
accumulation regime. However, a true linear dependency is not attained in the
NPP model in the usual operational range of voltages (up to −1 V), as discussed
in the following subsection. The sub-threshold regime, instead, is the same in the
NPP and Helmholtz models, confirming that ionic diffusive effects do not play
any role in this regime.
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Figure 4.2: The conductivity in the NPP framework for an ion concentration of 1mM asa function of the gate voltage shows a lower conductivity than the one predicted by theHelmholtz model in (a) linear and (b) logarithmic scale. The conductivity curves match theanalytical solution [57]. Parameters of the calculation are in Table 4.1 and 3.1 for the 1DNPP and the 2D Helmholtz models, respectively.
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4.3 Threshold Voltage Dependency on
the Source-Gate Voltage

To evaluate the linearity of the capacitance versus source-gate voltage curve, we
analyzed the tangent line to this function, where the slope of the tangent reflects
the phenomenological capacitance cEDL and its intercept reflects the threshold
voltage, V th. Usually, the phenomenological capacitance cEDL is calculated from
the tangents of the conductivity at VDS = 0 V and the tangent’s intercept at the
threshold voltage V th (see Chapter 1.2.3). However, this is based on the assumption
that the transfer curve, and therefore the conductivity curve, assumes a linear
behavior for high enough negative gate voltages. As we show in this chapter, this
is only an assumption that does not reflect the actual EGOFET behavior when
the diffusive effects are considered. Figure 4.3 gives the tangent lines to the
conductivity predicted by (a) the Helmholtz and (b) the NPP model at different
gate voltages. The red crosses correspond to the intercepts.
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Figure 4.3: Sheet semiconductor conductivity predicted by the 1D MES model with thetangent and the intercept as the threshold voltage of the EGOFET in the (a) Helmholtzmodel and the (b) one-dimensional NPP model.

Figure 4.4 shows the dependency of cEDL (slope) and V th (intercept) on the
source-gate voltage. An accurate linear behavior only exists when both become
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independent from the applied gate voltage. In the case of the Helmholtz model
(red lines) for moderately negative gate voltages (roughly below ≈−0.5 V here),
the capacitance and threshold voltage vs. gate-voltage approach asymptotically
to approximately constant values cH

EDL and V H
th , which allow defining a linear

dependency of the form

σ
H ≈ cH

DL(−VGS +V H
th t), (4.1)

characteristic for FET devices. In Huetter et al. [57] analytical expressions
for these asymptotic values were given, plotted as horizontal dashed lines in
Figure 4.4.

However, we cannot find this asymptotic behavior for the NPP model inside
the common operational voltages of EGOFETs. Therefore, a true linear behavior
is not reached, reflecting the corresponding current-voltage characteristics (see
following chapters). This result shows that the interpretation of the characteristics
of EGOFET devices utilizing ideal models may fail when ionic diffusive effects
play a significant role (low ionic concentrations or high interfacial capacitances)
[63].
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Figure 4.4: (a) Capacitance and (b) threshold voltage dependency on the applied gate volt-age. The dashed horizontal lines represent the asymptotic Helmholtz values.
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4.4 Effect of the Interfacial Layers on the
Semiconductor Conductivity

In the previous chapters, we discussed how the sheet conductivity provides the
main information about the phenomenological device parameters. This section
will show how the conductivity of an EGOFET gets influenced, primarily when
used as a biosensor. EGOFETs are used as biosensors to transform biological
signals into electrical signals. One example of an application is detecting multiple
sclerosis [64]. The presence of the disease is detected by biomarkers, most often
specific proteins such as antigens, peptides, and enzymes [65–70]. Antigens bind
to their specific antibodies once they are in close contact. Due to its architecture
and strong capacitive coupling [25], an EGOFET provides high sensitivity to these
small capacity changes at the biorecognition event.

In a biosensor, the antibodies are attached to the electrode’s surface, the
so-called functionalization of the gate (see Figure 4.5). When the electrolyte
contains the specific antigens, the antigens bind to the antibodies. The additional
molecule attached to the surface modifies the interfacial layer. As discussed in
Chapter 1.2.2, the equivalent capacitance describing the interfacial layer changes is
reflected in the measured source-drain current Id. The modeling of the physics of
antibody/antigen layers can be complex since they can extend several nanometers
and can include the presence of moving ions (conductivity) and bulk and surface
charges [15]. For simplicity, we will consider a simpler model system based on
self-assembled monolayers, whose description can be made employing the simple
interfacial layers considered in this thesis work.

Antibody Antigen

Figure 4.5: EGOFET as a biosensor. The gate electrode (gold) is functionalized by attachingantibodies to the interface. When antigens are present in the electrolyte/analyte, they bindto the specific antibodies.
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4.4.1 Self-Assembled Monolayer Interfacial Layers

Usually, when EGOFETs are functionalized with self-assembled-monolayers
(SAMs) [32], the functionalization can be made on the gate electrode to take ad-
vantage of the chemistry of metallic materials, usually gold. The SAM molecules
can react with the electrode material (e.g., gold) by using thiol-ended groups. This
way, one forms a layer that consists of one-molecular thickness, the so-called self-
assembled monolayer. The SAMs form an interfacial layer at the gate electrode,
influencing the conductivity. In Figure 4.6(a), molecules with different carbon
lengths and corresponding capacitance illustrate different possible configurations.
The parallel plate expression can approximate the specific capacitance of the SAM
layer as

cSAM =
ε0εSAM

dSAM
(4.2)

where the dielectric constant is typically εSAM = 2 and the thickness dSAM,
obtained with the CULGI Simcenter software for molecular modeling. Figure 4.6
shows the interfacial capacitance values predicted by Equation (4.2). In this
section, we discuss the influence of SAMs of different lengths on the EGOFETs
conductivity by using the one-dimensional model.
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Figure 4.6: (a) Molecules with an increasing number of carbons. Attached to the gold elec-trode, they form a self-assembled monolayer. When treated as a compact layer, the ca-pacitance can be calculated with a parallel plate capacitor formula. (b) The capacitancecorresponds to the different carbon lengths.

Figure 4.7 portrays the changes in the sheet semiconductor conductivity pre-
dicted by the one-dimensional NPP model on the source of the channel. When
having different SAMs of one, three, seven, and ten carbon lengths attached to the
gate electrode (as shown in Figure 4.6 (b), the interfacial layer becomes thicker,
so the lower the distributed capacitance. The SAMs are calculated as capacitors
in series at the gate electrode. The data are plotted in linear and logarithmic
scales (see Figure 4.7). The conductivity in Figure 4.7 (b) shows that all curves
overlap in the low accumulation regime. Hence, adding a capacitive layer ab-
sorbs small voltage in this voltage range. Figure 4.8 (a) shows that instead, in
the strong accumulation regime (negative voltages) significant variations occur,
with thicker interfacial layers, implying lower conductivities and smaller slopes
(phenomenological capacitance). Figure 4.8 (a) shows the capacitance calculated
as

celec =
∂qelec

∂VGS
with qelec = ε0εr,elec

∂φelec

∂y
. (4.3)

It is observed that for high interfacial capacitance values, an asymptotic
constant value is not reached. However, for the low interfacial capacitances, it
does, meaning that in those cases, a linear dependency can be defined and that the
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Helmholtz approximation is a good approximation. The low capacitance value
depends on the geometric capacitance of the semiconductor and the interfacial
capacitance. It does not involve the contribution of any space charge layer, which
is not present in this voltage range [57].

-1-0.8-0.6-0.4-0.200.2

V
GS

 (V)

0

0.2

0.4

0.6

0.8

1

1.2

<
 (

S
/m

)

Conductivity

cG=0.024F/m2

cG=0.019F/m2

cG=0.015F/m2

cG=0.011F/m2

cG=0.0087F/m2

(a)

-1-0.8-0.6-0.4-0.200.2

V
GS

 (V)

10-3

10-2

10-1

100

<
 (

S
/m

)

Conductivity

cG=0.024F/m2

cG=0.019F/m2

cG=0.015F/m2

cG=0.011F/m2

cG=0.0087F/m2

(b)

Figure 4.7: Conductivity changes on (a) linear and (b) logarithmic scales for different carbonlengths of the self-assembled monolayers. The tangent to the conductivity lines at highnegative voltage gives the capacitance and intercepts the threshold voltage (red crosses).
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We can also analyze the effect of modifying the interfacial capacitance in the
voltage distribution. As expected, the voltage drop at the interfacial layer becomes
significant (see Figure 4.9 black lines) with lower interfacial capacitances.
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Figure 4.9: Potential along the one-dimensional EGOFET cutline above the source elec-trode. Between z = 0nm and z = 30nm, it shows the potential of the semiconductor. Be-tween z = 30nm and z = 1030nm, the potential in the electrolyte is seen with the long flatpotential in the bulk electrolyte. The voltage distributions are given for (a) VGS = 0V, (b)
VGS =−0.2V, (c) VGS =−0.6V, and (d) VGS =−1V. Parameters are given in Table 4.1.
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4.4.2 Localization of the Distributed Interfacial
Capacitances

The biorecognition layer can be placed at the gate electrode and/or on the semi-
conductor. To analyze the effects of the different locations, we reproduced the
experiments of the last section with the capacitances of the SAM and an additional
capacitance at the electrolyte/semiconductor film. In a second study, we changed
the location of the different SAMs to the semiconductor/electrolyte interface.
The voltage drop caused by the interfacial capacitance is given by Equation (1.3),
whereas the location between the functionalization of the gate and the semiconduc-
tor is indifferent to the conductivity behavior (see Appendix C). However, the bulk
potential is influenced because the significant voltage drop is either at the gate
electrode (see Figure 4.10, black line) or at the interface to the semiconductor (red
line). It can be advantageous to functionalize one or the other in an actual biosen-
sor, depending on the surface properties and the possible reactions of molecules
and electrode/semiconductor materials. Although the potential distribution in the
semiconductor is the same in both cases for VDS = 0 V, in a non-uniform regime,
there might be a difference. This needs to be analyzed with a two-dimensional
model, as the one-dimensional structures are only valid for VDS = 0 V.

0 0.2 0.4 0.6 0.8 1 1.2

z (m) #10-6

-1

-0.9

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

?
 (

V
)

Potential at V
GS

 = -0.2 V

cG=0.024F/m2

cG=0.019F/m2

cG=0.015F/m2

cG=0.011F/m2

cG=0.0087F/m2

(a)

0 0.2 0.4 0.6 0.8 1 1.2

z (m) #10-6

-0.2

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

0

?
 (

V
)

Potential

cint=0.027F/m2

cint=0.018F/m2

cint=0.015F/m2

cint=0.012F/m2

cint=0.009F/m2

(b)

Figure 4.10: (a) Potential above the electrode for first case when the interfacial capacitance
cint = 0.243F/m2 and (b) the SAMs are on the gate electrode and for second case when theSAMs are placed on the semiconductor, and the interfacial capacitance on the gate is heldconstant at cG = 0.243F/m2.
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4.4.3 Influence of Fixed Charges at the Gate
Electrode Functionalization Layer

When EGOFET biosensors detect biomarkers, specific antigens are attached to the
gate electrode functionalization layer. These biomarkers have a certain thickness
and charge. In the previous section, we investigated the influence of the thickness,
which corresponds to different gate distributed capacitances cG, without any
fixed charges. This section investigates the influence of fixed charges at the gate
electrode qG. In Figure 4.11, the conductivity over the gate voltage is plotted with
the tangent at VGS =−0.8 V. The conductivity curves are shifted over the voltage
∆VGS by following the relation

∆VG =
qG

cG
(4.4)

as it is apparent from the boundary condition in . The fixed charges at the gate
electrode then act like an applied gate voltage shift, through which the conductivity
curves are shifted accordingly (and hence also the threshold voltage is shifted,
red dashed line Figure 4.11 (a). Here, the red dashed lines are the tangents at the
transfer curve at VGS =−0.8 V.
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Figure 4.11: (a) Conductivity over gate voltage for different fixed charges qG. (b) The con-ductivity curves are shifted according to Equation (4.4).
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The capacitances are accordingly shifted as the conductivity curves (see Fig-
ure 4.12). The endpoints at VGS = 0.1 V and VGS = −1 V seem to not follow
exactly this trend. However, this might be due to the numerical differential
method, which becomes less exact at the borders.
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Figure 4.12: (a) Electrolyte capacitance for different fixed charges qG. (b) The capacitanceis mainly shifted according to Equation (4.4). Parameters are given in Table 4.1.

In the voltage distribution (see Figure 4.13), the shift of the bulk potential is
seen for (a) VGS = 0 V, (b) VGS =−0.2 V, (c) VGS =−0.6 V, and (d) VGS =−1 V.
The influence of the fixed charges on the bulk potential is higher for lower VGS.
For higher VGS, the voltage drop at the interfacial layer becomes large, whereas
the influence of the fixed charges has less impact.
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Figure 4.13: Potential distribution above the source electrode for (a) VGS = 0V, (b) VGS =
−0.2V, (c) VGS = −0.6V, and (d) VGS = −1V. The potential in the semiconductor is plottedbetween z = [0,30]nm and in the electrolyte for z = [30,1030]nm. The black line at z =
1030nm mimics the voltage drop at the interfacial layer. Parameters are given in Table 4.1.
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4.5 Influence of the Ionic Strength of the
Electrolyte

In EGOFETs, the electrolyte’s ionic strength is an important parameter to analyze
since the application type can broadly vary. For sensing applications with a
biorecognition layer, the ionic strength can be bound to a specific pH-value or a
particular distribution of ions, e.g., when a sweat sensor is used [71]. The ionic
strength influences the EGOFETs characteristic and reaches a maximum for high
ionic concentrations [47]. Figure 4.14 shows the conductivity over the gate voltage
for different ionic strengths. The one-dimensional model becomes numerically
unstable for high ionic strength, whereas not the entire voltage range is given for
each concentration. For high ionic strength, the conductivity curve approaches
the characteristics of the Helmholtz model, in which the ionic diffusive effects
become negligible due to the extremely high ionic diffusive capacitances.
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Figure 4.14: Conductivity and capacitance changes for different ion concentrations pre-dicted by the 1D NPP model. Parameters are given in Table 4.1, with the change of lengt
helec = 10000nm, to calculate with very low concentrations.

Figure 4.15 shows the potential distribution for different ionic strengths at
VGS = [0,−0.2,−0.6]V. The voltage drop in the electrolyte is higher for lower ion
concentrations. In very high concentrations, the voltage drop on the electrolyte is
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negligible. The NPP framework approaches the Helmholtz model, if we treat the
electrolyte as a distributed capacitance.
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Figure 4.15: Potential distribution for different ionic strengths. The voltage drop in the elec-trolyte is higher for lower ion concentrations, which shifts the electrolyte’s bulk potential.Parameters are given in Table 4.1.
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4.6 Summary

◦ In this Chapter, we analyzed one-dimensional metal/semiconductor/elec-
trolyte one-dimensional structures in the NPP framework to gain insight
into the physics of EGOFETs.

◦ We discuss how the ionic diffusive effects limit the conductivity by compar-
ing the Nernst-Planck-Poisson model with the Helmholtz model.

◦ We reveal the dependency of the threshold voltage on the source-gate
voltage. For high negative voltages, the Helmholtz model tends to exhibit
linear behavior. When including ionic diffusive effects, the actual behavior
in the typical operational voltage window of EGOFET devices is not linear.

◦ We examine the role of interfacial layers in the conductivity and capacitance
changes for different self-assembled monolayers.

◦ We show the threshold voltage shift induced by fixed charges at the gate
electrode.

◦ We investigate the effects of the ionic strength, which converges to the
Helmholtz model for high ionic strength. The high ionic strength diffu-
sive effects become negligible due to the extremely high ionic diffusive
capacitances.



Chapter 5
EGOFET two-dimensional

model in the NPP framework

In Chapter 3, we analyzed the physics and current-voltage characteristics of
EGOFETs in the two-dimensional Helmholtz model. In Chapter 4, we incor-
porated the diffusive effects of the electrolyte in one-dimensional models using
the Nernst-Planck-Poisson (NPP) framework. In this chapter, we present the
two-dimensional NPP model for an EGOFET, including the presence of interfacial
layers and fixed charges. We will demonstrate the nanoscale’s voltage and charge
carrier distributions in the devices and explain how the macroscale current-voltage
characteristics match the real-life EGOFET behavior.

We compare potential profiles over the source, channel, and drain obtained
with the two-dimensional model and compare them with those predicted by the one-
dimensional model for VDS = 0 V. The previous chapter showed the influence of ion
concentrations, distributed capacitances, and fixed charges. Some parameters, like
the gate and channel length, require a two-dimensional model for their analysis, as
these are not reflected in the one-dimensional model. In Section 5.6, we address
the influence of these geometric parameters.

105
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5.1 Current-voltage characteristics

As mentioned in Chapter 1, EGOFETs are experimentally characterized through
the measurement of their transfer and output current-voltage (I-V) characteristics
and, in the case of a biosensor, they are evaluated for changes associated with the
biosensing process. In the present subsection, we present the predictions for the
I-V characteristics of an EGOFET in the 2D NPP theoretical framework. If not
otherwise stated, the parameters in Table 5.1 have been used.

Table 5.1: Parameters used in the 2D EGOFET simulations in the NPP framework used inthis chapter if not otherwise stated.
Parameter Value

Carrier concentration nh 6×1021 1/m3

Carrier mobility µsem 1.3×10−4 m2/(Vs)Ion concentration n0 1mMIon mobility µelec 1.5×10−6 m2/(Vs)Semiconductor thickness hsem 30nmElectrolyte thickness helec 1µmElectrode length lelectrode 1µmRelative permittivity semiconductor εr,sem 4Relative permittivity electrolyte εr,elec 78Channel length lchannel 3 µmWidth to lengthW/L ratio 167Gate distributed capacitance cG 0.0243F/m2

Figure 5.1 shows the (a) output and (b) transfer current-voltage characteristics
of an EGOFET predicted by the two-dimensional NPP model for the parameters
listed in Table 5.1. Figure 5.1 (a) shows the transfer curves in log-linear scale,
while Figure 5.1 (b) shows the square root of the source-drain current as a function
of the source gate voltage for VDS =−0.7V (saturation regime). The NPP model
predicts current-voltage characteristics for EGOFET typical of FET devices (see
Chapter 1), with sub-threshold (exponential), "linear", and saturation regimes.
Even though neither the linear regime is fully linear nor the saturation does appear
saturated, we can obtain approximate phenomenological parameters from the
current-voltage characteristics by using the ideal FET model given in Equation (1.7).
For instance, from the sub-threshold regime, we can obtain the sub-threshold slope
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voltage VSS and the subthreshold capacitance c0, assuming µsem is known and
equal to the simulation parameter, giving VSS = 0.028 V and c0 = 0.19µF/cm2.

Moreover, by plotting the current’s square root in the saturation regime (see
Figure 5.2, b), we can obtain the threshold voltage V th =−0.053V. Finally, we
can obtain the device capacitance cDL = 1.1µF/cm2 from the slope of the transfer
curve in the saturation regime (see Figure 5.2, b). However, these parameters can
vary depending on the exact position from where they are extracted.
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Figure 5.1: Current-voltage characteristics of an EGOFET with the parameters given inTable 5.1. The current is calculatedwith aW/L= 167. As the simulation has two dimensions,the system’s depth is just a factor applied to the end result of the simulated two-dimensionalsheet.
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Figure 5.2: (a) Transfer curve in log-scale and (b) the transfer curve in saturation plottedin the square root to visualize the linear behavior at higher voltages. (c) From the transfercurve in the linear regime, the double layer capacity CDL can be extracted.

For comparison, in Figure 5.1 and 5.2 (a), we have also plotted the predictions
of the Helmholtz model for this device (dashed lines) to evaluate the effects of the
ionic diffusive effects in the current-voltage characteristics. The presence of ionic
diffusive effects is seen to reduce the current levels considerably, in agreement
with the results obtained with the 1D NPP model, where it was observed that the
sheet semiconductor conductivity was smaller in the NPP model as compared
to the Helmholtz model due to the voltage drops in the ionic diffusive layers.
Here, the current level reduction looks even more relevant, which could indicate
an additional reduction effect associated with the non-uniform ionic distribution
along the channel surface when there is a source-drain current flowing in the
device. Further research is necessary to clarify this aspect.
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5.2 Electric Potential Distribution

Figure 5.3 (a) and (b) show the electric potential distribution along the transversal
cutline in the center of the source electrode and channel for VDS = 0 V (red
continuous lines). For VDS = 0 V, the voltage distribution above the drain is the
same as on the source. The position of the cutlines is shown in the potential
distribution in Figure 5.3 (b). The electric potential distributions followed the
predictions of the 1D model analyzed and discussed in Section 4.1 (small symbols),
further validating the two-dimensional model implementation. We refer to that
subsection for a discussion on the main features of these transversal profiles.
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Figure 5.3: Potential distribution for VDS = 0V and VGS = [0.1,−1]V with a step size of
∆V =−0.1V on (a) the source electrode and (b) the middle of the channel. The continuouslines refer to the two-dimensional and the symbols one-dimensional NPP models. The two-dimensional model matches the one-dimensional model over the source electrode and thechannel. Parameters are given in Table 5.1.

The two-dimensional potential distribution in the whole device (semiconductor
and electrolyte) is visualized for VDS = [0,−0.2,−0.6]V and VGS = −0.2 V in
Figure 5.4. The voltage drop in the transversal direction in the semiconductor
is high, whereas in the electrolyte is relatively small, having a long, constant
potential with the formation of the EDL at the interfaces to the gate electrode and
the semiconductor, as already seen in Figure 5.3.
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The color map (a) shows the potential distribution in the semiconductor cross-
section with cutlines at z = [1,14,29] nm. The two-dimensional electric potential
distribution in the semiconductor film is shown in Figure 5.4 (c), while (c) shows
the potential profiles along the horizontal direction taken at the bottom (green),
middle (red), and the surface (blue) of the semiconductor film. Close to the
electrodes (z = 1 nm), the potential distribution is non-uniform due to the before-
mentioned contact with the electrodes. Close to the electrolyte interface (z =
29 nm), the potential is uniform in a horizontal direction. The potential on top
of the electrodes and the channel is nearly constant. However, the values differ
except close to the electrolyte/semiconductor interface. The potential drop along
the vertical direction is different on the electrodes and the channel since the
semiconductor is in contact with the electrode metal and the channel with an
insulating substrate. This fact can also be seen from the transversal profiles in
Figure 5.4. For VDS = 0 V, the horizontal potential distribution is symmetrical.

As soon as a drain voltage is applied, the voltage distribution is no longer
uniform and symmetric along the channel, and a current between source and drain
starts flowing. The potential drop along the semiconductor from source to drain is
non-linear, meaning that the electric field is not uniform along the semiconductor
channel (space charge limited transport). The transversal voltage drop on the
source, channel, and drain are now different.

We note that close to the semiconductor surface (z = 29nm) at the interface
with the electrolyte, the potential distribution appears non-uniform. In the bulk
electrolyte, the potential distributions appear relatively uniform in the longitudinal
direction and with the formation of space charge diffusive layers at the gate and
semiconductor interfaces.



5.2. Electric Potential Distribution 111
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Figure 5.4: Potential distribution of the 2D model for VGS = −0.2V and (a-b) VDS = 0V,(c-d) VDS = −0.1V and (e-f) VDS = −0.6V. (a,c,e) visualize the potential distribution in thesemicondcutor. The cutlines at z = [1,15,29]nm are plotted. (b, d, f) show the potential φover the semiconductor z = [0,30]nm and the electrolyte z = [30,1030]nm. Parameters aregiven in Table 5.1.
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5.3 Free Carriers Concentration
Distribution

When a gate voltage is applied, the semiconductor’s free charge carriers (holes)
get attracted to the interface with the electrolyte. Figure 5.5 shows the charge
accumulation for the cutline above the drain (a) and in the middle of the channel (b)
for VDS = 0 V. The 2D simulation matches the one-dimensional simulation again.
For low (and positive) gate voltages, where no holes accumulate at the interface,
the semiconductor behaves like an insulator or dielectric since the hole density
becomes very small inside the semiconductor film (see insets in Figure 5.5).
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Figure 5.5: Hole concentration distribution in the semiconductor for VDS = 0V and VGS =
[0.1to−1]V at the electrode and VDS = 0V and VGS = [0.1to−0.4]V at the channel. Param-eters are given in Table 5.1.

The ions in the electrolyte migrate due to the presence of an electric field, like
the holes in the semiconductor, with the difference that they cannot leave or enter
the electrolyte. For negative gate voltages, the positive ions get attracted to the
negative gate electrode at z = 1030 nm (see Figure 5.6,a + b), and therefore, the
negative ions accumulate at the interface with the semiconductor at z = 30 nm (see
Figure 5.6, c + d). The higher the gate potential gets, the stronger the accumulation
of ions. The distribution over the source electrode and the channel is different.
The agreement with the one-dimensional solution is excellent (black points).
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Figure 5.6: Distribution of the positive ions at the cutlines above the electrodes (a) and thechannel (b) for VDS = 0V and likewise for the negative ions (c+d). Parameters are given inTable 5.1.

When a VDS potential different from zero is applied, the free carrier charges in
the semiconductor and the electrolyte show non-uniform distributions in response
to the previous non-linear voltage distributions. In the following subsection, we
discuss these non-uniform distributions by resorting to the sheet accumulated
charges (or to the sheet conductivity, which is proportional to it). In Figure 5.7,
we show the sheet net charge accumulated in the electrolyte along the longitudinal
direction of the device for different VDS and VGS. As mentioned before, for VDS=0V,
the distribution is uniform, but when VDS is different from zero, it is highly non-
uniform. Moreover, the net sheet charge is non-zero, being negative close to the
source and positive close to the drain. This means that due to VDS, there is a charge
transfer from the source to the drain region in the electrolyte. The overall (total)
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ionic charge is, however, still zero as should be since no ionic exchange is allowed
(and initially, the net total ionic charge was null).
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Figure 5.7: Charges distributed by the sum of ions integrated in vertical direction over theelectrolyte. Parameters are given in Table 5.1.
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5.4 Local Sheet Semiconductor
Conductivity Distributions

The distribution of free carriers in the semiconductor film for VDS different from
zero is qualitatively similar to the ones described in the case of the Helmholtz
model (see Figure 3.5). Therefore, the behavior of the sheet semiconductor
conductivity defined in Equation (3.5) is expected to be also similar. Figure 5.8
shows the data obtained for the parameters in Table 5.1 for different VDS and VGS.

The conductivity increases with the concentration of free charge carriers,
increasing when the gate voltage gets negative enough. With no gate voltage
applied (or below the threshold), the semiconductor behaves like an insulator,
and with the rise of the gate potential, the semiconductor becomes a conductor.
Especially at the interface with the electrolyte, the substantial accumulation of
holes leads to the highly conductive channel, which ultimately allows the drain-
source current to flow. The characteristic conductivity drop along the channel
when VDS increases until the pinch-off is formed on the drain, with a minimum
conductivity. Compared to the Helmholtz model, the formation of the pinch-
off appears earlier than expected, probably due to the self-consistent interaction
between the electrolyte and the semiconductor. Further work is necessary to
understand this effect.

Figure 5.9 shows the sheet conductivity in the middle of the channel as a
function of gate voltage VGS for different VDS. Qualitatively the behavior is like
the one described when analyzing the Helmholtz model (dashed lines in Figure 5.9)
(see Chapter 3), but there are quantitative differences between them. When the
drain voltage increases, it shifts more, up to a limit, when the saturation regime is
reached. For negative gate voltages, the conductivity in the subthreshold regime
has few differences (see Figure 5.9, b).
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Figure 5.8: Sheet semiconductor conductivity along the channel in an EGOFET modeledwith the 2D NPP model. Parameters are given in Table 5.1.
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Figure 5.9: Sheet semiconductor conductivity in the middle of the channel as a function ofthe source gate voltage for different source-drain voltages in linear scale (a) and log scale(b). The dashed lines correspond to the predictions of the Helmholtz model. Parametersare given in Table 5.1.

Figure 5.10, shows the sheet semiconductor conductivity in the middle of the
source electrode. The main interesting result is that, contrary to what happens
in the Helmholtz approximation (dashed lines), in the NPP approximation, the
source sheet semiconductor conductivity depends on the source-drain voltage,
although the source is kept at the ground all the time. The effect is produced
indirectly through the distribution of the ions in the electrolyte. The non-uniform
distribution of holes along the channel produces a non-uniform distribution of ions
in the electrolyte, implying the "transfer" of negative ions from the drain region to
the source region. These additional negative ions attract further positive charges in
the semiconductor in this region, resulting in a higher conductivity dependent on
VDS, as seen in Figure 5.10. The sheet conductivity in the source can reach even
higher values than the ones predicted by the Helmholtz approximation. This effect
may be magnified by the relatively short length of the simulation domain and the
strict charge conservation conditions imposed on the electrolyte.
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Figure 5.10: Conductivity over the source electrode in linear scale (a) and log scale (b). Thedashed lines represent the predictions of the Helmholtz model (in this model, the sheetconductivity on the source is independent of VDS). Parameters are given in Table 5.1.

Figure 5.11 provides the sheet semiconductor conductivity above the drain
electrode. By increasing the drain voltage, the electric field over the drain electrode
decreases, and fewer charge carriers accumulate, leading to the pinch-off (see
Chapter 3). The sheet conductivity curves appear to shift when VDS is varied, but
the shift is not as simple as in the case of the Helmholtz model, probably due to the
complex self-consistent interaction between the electrolyte and the semiconductor
mentioned above.
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Figure 5.11: Conductivity over the drain electrode in linear scale (a) and log scale (b). Thedashed lines represent the predictions of the Helmholtz model (in this model the sheetconductivity on the drain just shiftes with VDS). Parameters are given in Table 5.1.
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5.5 Influence of Material Parameters

The previous section showed the characteristics of an EGOFET in operation as
predicted by the NPP model. We indicated how the transfer curves are correlated
to the conductivity maps. In the Chapter 4, we used the 1D model to investigate
the influence of interfacial layers and ion concentration. Here, we investigate
the effects of some additional device parameters (hole mobility and injected hole
density).

5.5.1 Hole Mobility of the Semiconductor

The free charge carrier mobility is a material parameter of the semiconductor,
which depends on its electronic structure. The conductivity is proportional to
the mobility. Given the structure of the drift-diffusion model and for constant
mobilities, the current is expected to scale up with the mobility and the sheet
accumulated charges, for instance, to be independent of it. Figure 5.13 gives the
sheet semiconductor charge qsem at VDS =−0.2 V for different mobilities, showing
its independency from mobility, as long as the mobility is field independent.
However, even with the same charge distribution, the current-voltage characteristic
depends on mobility (see Figure 5.12) since the conductivity is proportional to the
accumulated charge and mobility. The upward shift of the conductivity curves in
Figure 5.12 (b) shows this direct proportionality.
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Figure 5.12: Transfer curve in both linear and logarithmic scale at VDS = -0.4 V for the holemobility sem = {3.4 × 10−4 m2/(Vs),3.4 × 10−5 m2/(Vs),3.4d −6m2/(V s)}. Parameters aregiven in Table 5.1.
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Figure 5.13: Accumulated charges in the semiconductor of the EGOFET sheet above thechannel, source and drain electrode as a function of the gate voltage for VDS =−0.2V. Pa-rameters are given in Table 5.1.
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5.5.2 Injected Hole Concentration in the
Semiconductor

The injected hole concentration is defined as the initial value and as the Dirichlet
BC at the source and the drain electrodes (fixed hole concentration corresponding
to an ideal diffusive injecting contact). We remember that this hole concentration
is related to the injection energy barrier. Figure 5.14 shows the transfer curve
for VDS =−0.4 V for different hole injected densities nh. The current increases
with increasing hole concentration, as expected. We observed that for the hole
concentrations nh = {6× 1013,6× 1015,6× 1017}1/m3 the current increase is
directly proportional to the hole concentration in the whole range of VGS voltages.
The calculated current at VGS = 0.1 V for nh = 6×1015 1/m3 might be a numer-
ical artefact. For the hole concentrations of nh = {6×1019,6×1021}1/m3, the
proportionality is kept in the subthreshold regime, but there is a tendency in the
on-state to become independent from nh. In this regime, the effect of nh can be
interpreted as a shift in the threshold voltage, in agreement with the predictions
made by the analytical expression derived from the Helmholtz model [56].

In Figure 5.15, the bulk potential shift of the electrolyte depending on the
injected hole concentration for VDS =−0.4 V is visualized. The increase in the
hole concentration leads to a higher potential in the semiconductor in the channel
at the semiconductor/electrolyte interface above the source electrode. This leads to
an increase in the electrolytes’ bulk potential. For low concentrations, the potential
above the channel is nearly flat (see Figure 5.15, right), which is also reflected in
the accumulated charges.
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Figure 5.14: Transfer curve in both linear and logarithmic scale at VDS = −0.4V for thehole concentrations of nh = 6× 1013 1/m3, 6× 1015 1/m3,6× 1017 1/m3, 6× 1019 1/m3, 6×
1021 1/m3. Parameters are given in Table 5.1.

There is no conductive channel formation at the interface for the semicon-
ductor’s lowest injected hole densities (see Figure 5.16, black line). For higher
concentrations with nh > 6×1019 1/m3, a strong accumulation of charge carriers
at the interface is seen, which is responsible for the amplification character of the
EGOFET device.
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Figure 5.15: Potential cutlines over the source electrode and over the channel at VGS =
−0.4V for the hole concentrations of nh = 6× 1013 1/m3, 6× 1015 1/m3,6× 1017 1/m3, 6×
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Figure 5.16: Hole concentration distribution in the cross-section above the source elec-trode and the channel atVDS =−0.4V for the hole carrier concentrations nh = 6×1013 1/m3,
6×1015 1/m3,6×1017 1/m3, 6×1019 1/m3, 6×1021 1/m3. Parameters are given in Table 5.1.Colors referring to the same concentration as in Figure.
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5.6 Influence of Device Geometry

EGOFETs can be produced in many different geometries, including different
channel and gate lengths. Often these geometries are constrained by the sensing
system into which the EGOFET is to be integrated. In this section, we will
investigate the influences of the channel length and gate lengths. The study of
the geometric parameters requires intrinsically of a 2D device model like the one
implemented in this thesis.

5.6.1 Influence of the Channel Length

The channel length influences the source-drain current, as we have already seen
in the case of the Helmholtz model. In the ideal case, for a given width, one
expects a 1/L dependence (see Equation 1.7). The lower the distance between
source and drain, the higher the current will be. Figure 5.17 shows the transfer
curves (normalized by the width W ) for VDS = −0.4 V for different channel
lengths, plotted in linear and logarithmic forms. It is observed how indeed, the
current seems to scale with 1/L for L > 1µm. To better evaluate this dependency,
we have plotted in Figure 5.17, (c) and (d), the current values by keeping the
W/L ratio constant (i.e. changing W the same amount as L, that is, we plot
IDS(A/m)×W/L×L(m). In this case, one would expect that the variation of the
channel length L (and the width accordingly) will be independent of the actual
value of L and only be dependent on the ratio W/L, which is kept constant. We
observe that the curves depend on L for L < 2µm, meaning there are short channel
effects in this range of values. Figure 5.18 shows the source-drain current over
the channel length for different VGS and VDS =−0.2 V, confirming what was said
before, although with some dependency on the actual value of VGS. As discussed in
the case of the Helmholtz model, these effects are probably related to the relevance
of access series resistance effects. We note that in the NPP model, the transition
to the long channel limit seems to be reached for a lower channel length value.
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Figure 5.17: (a) and (b) Transfer curves in both linear and logarithmic scale at VDS =−0.4Vfor the channel lengths lchannel = {0.1µm,0.5µm,1µm,2µm,3µm}. (c) and (d) Same data butkeeping the W/L ratio constant and equal to 167. Parameters are given in Table 5.1.
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5.6.2 Influence of the Gate Length

In an EGOFET, the gate size will be tailored depending on the device integration.
Figure 5.19 (a) shows the transfer curve at VDS =−0.4V corresponding to three
different gate sizes, namely, lgate = {5.8µm,4.35µm,2.9µm}, while keeping the
channel and electrodes lengths constant at lchannel = 3µm, lS = lD = 1µm. As
expected, the larger the gate surface, the larger the source drain-source current
since the coupling is more effective (of course when the overlap with the electrodes
exceeds the electrode lengths, a further increase does not improve the current
anymore. The effect of the lower coupling can be evidenced by plotting the charges
accumulated above the channel and source and drain electrodes (see Figure 5.19
(b)). A small gate does not induce a strong enough electrical field to attract enough
charge carriers to form a conductive channel, hence no significant current flow
[49].
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Figure 5.19: Transfer curves and accumulated charges at VDS =−0.4V for the gate length
lgate = {5.8µm,4.35µm,2.9µm}. Parameters are given in Table 5.1.
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5.7 Summary

◦ In this chapter, we revealed the importance of ionic diffusive effects when
modeling EGOFETs with the two-dimensional model. The current-voltage
characteristics are significantly lowered with the NPP model compared to
the Helmholtz model.

◦ We overlayed the potential distribution with the one-dimensional model,
which is in excellent agreement.

◦ The two-dimensional NPP model allows the comparison of the potential
distribution along the channel. We compared the potential distributions
for linear, transition, and saturation regimes for different heights in the
semiconductor film. For VDS = 0V, we could see a uniform distribution
which transforms to a non-uniform distribution, even directly at the interface
with the electrolyte.

◦ The ion distribution shows the expected formation of the electrical double
layer which is also in perfect agreement with the one-dimensional solution.
We exhibit the electrolyte’s net charge distribution in a longitudinal direction.
A two-dimensional model which includes the electrolytes-free carriers is
necessary to obtain these results.

◦ The pinch-off effect could be seen in the sheet semiconductor conductivity
along the channel. This correlated with the electric field maps.

◦ We compared the conductivity behavior in the vertical direction with the
results obtained by the Helmholtz simplification. As expected from the
results of the voltage-current characteristics, the conductivity was lowered.
However, a dependency on VDS was observed for the conductivity over the
source electrode, which must be studied further.

◦ The advantage of such a model is the easy access to parametric study to
reveal material parameters and geometry dependencies. This will help to
explain and plan experimental outcomes to save valuable time and costs.
We give examples of such parametric studies to reveal the dependency on
the hole mobility, injected hole concentration, channel, and gate length.
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Chapter 6
Discussion

This thesis presented EGOFET physical models in the Helmholtz and the NPP
frameworks and implemented its numerical resolution.

Our modeling approach to the Helmholtz model is similar to the one reported
in Melzer et al. [47], where the electrolyte is modeled as the Helmholtz capacitance
cH. In contrast to their model, we assumed a planar source and drain electrodes
on the bottom of the device, a typical configuration in fabricated EGOFETs.
This allows us to investigate the conductivity changes over the source and drain
for the three operation regimes and correlate them with the output curves (see
Figure 3.8). We analyzed the transfer and conductivity behavior in detail, allowing
us to compare it later with the more detailed NPP model. Although we cannot
mimic the ionic diffusive effects in the electrolyte in this simplification, the model
accurately reproduces the current-voltage characteristics of an actual EGOFET
device. The subthreshold, linear, and saturation regimes are identified in the output
characteristics, and it provides a more accurate description than the usual ideal
FET model, which fails in accurately describing the cross-over from subthreshold
to the linear regimes.

The implementation of the EGOFET NPP model has been realized with the
same domain equations as in Delavari et al. [46]. They reported convergence
issues with the time-dependent solver and the electrolyte’s ‘no flux’ boundary
conditions, representing a contained electrolyte with a fixed ion concentration.
Their approach was to first apply a boundary condition with a fixed concentration
at a boundary and calculate the time-dependent behavior, which reflects the more
physically accurate device outputs, as they reported. In contrast to their model, we
used a continuous bias voltage defined as an additional function to calculate the
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transfer and output curves (see Section 2.3). This keeps the ion concentration at
the amount of the initial concentration, which reflects the actual device properties
under static operation.

Moreover, we could show that a very high mesh resolution at the interface
is required ≈ 0.1nm to achieve mesh independency. The conductivity becomes
values were lower for a coarser mesh at the interface, which leads to unphysical
phenomenological device parameters.

Additionally, we modeled EGOFETs properties using 1D models, reflecting
the behavior above the electrolyte and the channel. We demonstrated that many
applications could already be modeled with this simplified approach, which gives
results in minutes. This is crucial for fitting experimental data and running
parameter studies with many variations, as many simulations are needed.

Further, we added the Stern layer as a distributed capacitance in the NPP model,
which was not present in previous implementations. Without this additional layer,
the hole concentration at the interface increases unphysically, leading to wrong
device parameters while overlaying with experimental data. In Figure 4.1, the
voltage drop at the gate interface responsible for this restraint is visualized.

When an EGOFET is used as a biosensor, the current-voltage characteristics
change. When the biomarker binds to the biorecognition layer, the interfacial ca-
pacitance changes due to the thickness of the molecule. Moreover, these molecules
are usually charged, adding fixed charges to the gate voltage. As in experimental
setups, these sources of changes are combined; having a model gives the advantage
of studying these effects separately.

With the one-dimensional model in the NPP framework, we showed that
these fixed charges shift the device response by ∆V = σG/cG . For practical data
analysis, this means that by measuring the voltage shift, one can estimate the
fixed charges of a molecule and vice versa. This shift is usually correlated with
the threshold voltage V th, the intercept of the tangent of the linear part of the
transfer curve. However, we show that true linearity in the operational window is
not reached, whereas V th strongly depends on the gate voltage. In contrast, the
Helmholtz model shows an asymptotic approach toward this linear behavior when
this classical definition of a threshold voltage becomes a better approximation.

We also simulated the changes due to the thickness of the interfacial layer by
assuming the presence of SAMs with molecules of different carbon lengths. For
lower distributed capacitances at the gate interface, the capacitance approaches a
maximum gate-source capacitance asymptotically. As the system capacitance is
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correlated with the derivative of the conductivity over voltage, one can say that
when the capacitance becomes constant, the conductivity has a linear part. Also,
then, the voltage threshold definition is valid again.

To sum up, we can say that the threshold voltage definition is a valid approxi-
mation in some specific cases. The definition was initially adapted from the ideal
FET model, where the different regimes are well defined, whereas EGOFETs
show broader transition regimes or are even prevented from having an actual linear
part in the transfer characteristics.

In Section 4.5, we showed the dependency on the ionic strength in the conduc-
tivity changes of the semiconductor using the 1D NPP model. We showed that
there is a dependency on the ion concentration inside the electrolyte for low con-
centration, whereas it reaches an upper limit for higher concentrations. This upper
limit is equivalent to having the electrolyte modeled in the Helmholtz framework.
The Helmholtz framework states that there is no voltage drop over the electrolyte,
whereas it can be modeled as the Helmholtz capacitance cH. In Figure 4.11, it can
be seen that for ion concentrations > 100mM, the voltage drop over the whole
electrolyte (including the diffusive ionic layers) is neglectable, and the Helmholtz
approximation is valid. Then the approximation of the V th becomes valid. The
results derived in the present work contribute to a more quantitative and reliable
interpretation of EGOFET biosensor data.

Although the one-dimensional models are helpful for many applications, they
have limitations due to numerical stability, device geometry, and carrier mobility.
For this reason, we introduced our most complex model, the two-dimensional
model in the NPP framework. We confirmed the dependency of the transistor
current on the gate area as reported in Delavari et al. [46, 49]. They report
how a small gate electrode acts like a point source, where the electric field is
not built up to the strength that charges in the semiconductor are attracted to the
interface. We add to the report of the channel length influence (see Figure 5.17) the
visualization of the shifting of the electrolyte’s bulk potential, hence the limited
charge accumulation at the interface.

Overall, we give a deeper understanding of the nanoscale dependencies while
reflecting the current-voltage characteristics’ macroscale behavior. We optimized
the underlying numerical model to directly calculate the characteristics without
intermediate steps in a resolution lower than a micrometer. We integrated the
Stern layer into the framework, giving more reliable solutions. The limitations of
the classical models with the threshold voltage dependency on the gate voltage
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were disclosed. Finally, we gave some examples of parameter studies for device
optimization, which will help to save valuable experimental time and costs. We
showed the separated influences of the biorecognition layers in a sensing unit.
This thesis gives another step towards detailed and relevant physical modeling for
developing a fast, cheap, and reliable EGOFET biosensor.



Chapter 7
Conclusion and Perspectives

Numerical models help us to better understand physical behavior with less effort,
time, and cost. However, there is no such thing as a universal model. Each model
is tailored to a particular purpose by making assumptions and simplifications,
mainly to keep the computational cost within reasonable limits. Before actual use,
every model must be validated and verified against the intended purpose to ensure
quantitative agreement with experiments.

In this thesis, we presented several models to study the behavior of EGOFETs.
First, we showed the EGOFET in the Helmholtz simplification. Here, the elec-
trolyte is not modeled explicitly. Instead, it is given by an equivalent capacitance
introduced as a distributed capacitance at the gate electrode. This assumption
reduces the computational cost drastically, while still supplying potential and
charge carrier maps in two dimensions. For experiments with a high ionic strength,
where the impact of the electrolyte’s ionic diffusive effects is neglectable, this
model provides sufficient detail. Second, we present an EGOFET model in the
Nernst-Planck-Poisson (NPP) framework, where charge carriers (holes) in the
semiconductor and ions in the electrolyte are described explicitly. This model
offers the possibility to study geometrical effects such as the influence of the gate
size, including the effect of the electrolyte. One simplification of the computa-
tional expensive NPP model are the one-dimensional models: These represent
the cross-section above the electrode (source or drain) and the second the cross-
section above the channel. The models include explicit descriptions of holes and
ions. Although the one-dimensional models are only valid for VDS = 0 V, we
show that the main features are already given at this voltage. We showed how
the conductivity curves calculated within this model represent the macroscale
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behavior and correlate the results with the two-dimensional model. Therefore,
this simplification is suitable for providing results within significantly shortened
computational time for different experimental configurations.

Finally, with the two-dimensional NPP model, we were able to provide infor-
mation on the influence of the device’s geometry and material parameters while
calculating current-voltage characteristics directly. To our knowledge, no other
existing model has been able to include both ionic diffusive effects as well as
the Stern layers. Two models [47, 48] made use of the Helmholtz simplification.
Delavari et al. [49] used the NPP framework, but did not include the Stern layer.
We showed that this interfacial layer limits the charge accumulation in the semi-
conductor interface, implying a voltage drop directly at the electrolyte’s interfaces.
To limit computational costs, we made the assumptions of the absence of traps and
constant mobility. Voltage-dependent mobility could be introduced by taking the
voltage at each point coupled with an additional PDE in the ’Definitions’ section
of COMSOL Multiphysics 5.5 or by coupling the equations to a Matlab input. In
future research, this could improve the consistency with experimental data. The
simulations shown in this thesis are made in one- and two-dimensional settings. To
include the exact device setup and study the influence of interdigitated geometries,
a three-dimensional model might be required, depending on the setup. Due to the
multiscale nature of the work, this would introduce a high number of degrees of
freedom.

The diffusion effects can be modeled using the NPP framework with its explicit
description of ions. This is relevant when interfacing with cells in setups with brain
connections for epilepsy [72] or the recording of cardiac cells [2]. When recording
cardiac cells, the cleft between the cell and the semiconductor plays a role in the
amplitude of the signal. The distributed capacitance influences the conductivity
at the electrolyte/semiconductor interface. When ions stream outside of the cells,
they modify the interface locally. The bigger the cleft is, the more room is left
for ionic diffusion into the bulk electrolyte, which lowers the measurable signal.
The presented framework can be extended to model a cell inside the electrolyte by
coupling the cell surface with models of the action potential raised in a cardiac
cell and its distribution of ions into the electrolyte. With a parameter study of
different distances, the measurable signal can be calculated as a function of the
cell’s distance to the surface (see Figure 7.1).

Another possible extension of the developed framework would be to model the
penetration of ions into the semiconductor film. This could mimic the behavior of
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organic electrochemical transistors (OECT), which are currently gaining interest
among researchers. Although they have a lower switching time, they offer a high
on-off ratio with high absolute currents.

Vd Id

Source

Gate
Electrolyte

Semiconductor

DrainVg
Cardiac cell

(a)

(b)

Figure 7.1: (a) Scheme of cardiac cells on an EGOFET for cell recording. (b) Illustration ofthe problem of the cleft distance (B to A) in horizontal direction and (C to A) in verticaldirection, when the cells are not on top of the electrode.

In this thesis, we overcome some limitations of understanding EGOFET
biosensors, which are promising elements for healthcare devices that detect dis-
eases quickly, easily and cheaply. We provide tools for supporting research in this
field to eventually bring these devices into daily clinical practice and home testing
devices.
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The three model option mentioned in Section 2.2.2 overlay of the distributed
capacitance is higher than 1×104 F/m. The overlay is in perfect agreement (see
Figure A.1).

We performed a mesh independency study for the one-dimensional and two-
dimensional models in the Nernst-Planck-Poisson framework. Following, we
present the meshes we investigated. We kept a high resolution at the interfaces of
interest in all the meshes: gate/electrolyte, electrolyte/semiconductor, semiconduc-
tor/source, and semiconductor/drain. We first meshed with triangular elements,
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Figure A.1: (a) Overlay of the potential along the EGOFET of the one-dimensional models .Twomodels are with themodules ‘Electrostatics’ and ‘Transport of Diluted Species’ and onemodel with the coefficient form PDE tool of COMSOL Multiphysics 5.5. For an interfacialcapacitance of cInt = cS > 1 × 104 F/m, the difference is less than %. (b) The overlay ofconductivity shows no significant difference.
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having a high ratio of smallest to largest element while having a good element
quality. The quality can get less if the elements get skewed (having a large side
and a small side). However, the triangular elements could not give the required
accuracy while keeping computational costs low, so rectangular elements have
been chosen. Further explanations are found in Chapter 2.

(a) (b)

(c) (d)

Figure A.2: Mesh 1-4 for mesh independency study.
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(a) (b)

(c) (d)

(e)

Figure A.3: Mesh 5-9 for mesh independency study.
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Figure A.4: Percentage error to the one-dimensional model considering the potential distri-bution over the drain cutline.
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Figure A.6: (a) The concentration of the negative ions forVGS =−1V along (z-direction) theEGOFET. No significant difference between the meshes was observed. (b) The hole con-centration inside the semiconductor along the model is shown in the right. At the interfaceto the electrolyte at z = 3×10−8 m, a difference between the meshes is observed.
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In Chapter 4, we investigated the influence of the distributed capacitance on the
device output. In the following, we show the threshold voltage shift for the studies
performed in Chapter 5.

Figure B.2 shows the conductivity and capacitance over the gate voltages
for different distributed capacitances. The distributed capacitance and the elec-
trolyte/semiconductor interface cint is kept constant. In Section 4.4.2, we discuss
the differences in the placement of the self-assembled monolayer when attached
to the source and drain electrode, semiconductor/electrolyte interface, and gate
electrode.
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Figure B.1: (a) The influence of distributed capacitance on the threshold voltage is definedin the usual understanding of different distributed capacitances and (b) different ion con-centrations.
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Figure B.2: Distributed capacitance of SAM at the gate and cint = 0.0243F/m2.
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Figure B.3: Conductivity over gate potential for different source interfacial capacitances
cS. The threshold voltage remains the same. The corresponding potential distribution for
VGS =−0.2V is given, where little changes in the bulk potential can be seen.

We repeated the study to place the SAM at the source and drain electrode.
Figure B.3 demonstrates that the SAM has no significant influence in the absence
of the metal work function for VDS = 0 V. However, this remains to investigate for
an applied drain voltage.
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The potential distribution in the EGOFET is defined by the electrostatics and the
concentration of the charge carriers. In the following, the potential distribution of
the device with the parameters shown in Chapter 5 is shown. The graphs in Figure
C.1 together with the those shown already in Section 5.3 provide the potential
distributions in the typical operational range of an EGOFET.
The conductive channel between source and drain is formed by the high accu-
mulation of charge carriers (holes). In the following, we show the evolution of
charge accumulation at VGS == {−0.2,−0.4}V. for VDS = {0,−0.2,−0.6}V. In
the Figures C.2 and C.3, it is observed that the formation of the conductive channel
is local at the interface to the electrolyte, as expected. There is nearly no additional
carrier accumulation in the areas close to z = 0m.
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(a)
(b)

(c)
(d)

(e)
(f)

Figure C.1: Potential distribution in 2D for VGS = −0.4V and the evolution over the gatevoltage for VDS = {0,−0.4,−0.6}V. In the right the potential over the full device is shown.In the graphs in the right, the potential inside the semiconductor with horizontal cutlinesat z = 1,14,29nm is displayed.
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Figure C.2: Conductivity inside the semiconductor for VDS = {0,−0.4,−0.6}V and VGS =
−0.2V . The colormaps in (a), (b) and (c) 2nm of the semiconductor next to the interfacewith the electrolyte. Horizontal cutlines of z = [25,27,29]nm are shown on the left side.
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(a)
(b)

(c)
(d)

(e)
(f)

Figure C.3: Conductivity inside the semiconductor for VDS = {0,−0.4,−0.6}V and VGS =
−0.4V . The colormaps in (a), (b) and (c) 2nm of the semiconductor next to the interfacewith the electrolyte. Horizontal cutlines of z = [25,27,29]nm are shown on the left side.
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Chapter 5 shows the influence of the hole concentration on the transfer curve. The
transfer curves are correlated with the conductivity changes in the semiconductor.
These conductivity changes are calculated from the accumulated charges qsem in
the semiconductor. Figure D.1 gives the charge accumulation above the source
and drain electrode and the channel. For lower hole concentrations, we observe
a proportional increase in the current in relation to the increase of the hole con-
centration, whereas, for higher concentrations, it tends to reach a maximum (see
Section 4.5).

In Chapter 4, we discussed the influence of the ion concentration in the
one-dimensional model in the NPP framework. We repeated the simulations in
the two-dimensional framework in the following, finding the same conclusions.
However, transfer curves are calculated directly, whereas only conductivity curves
have been analyzed in the one-dimensional framework.

We checked the independency of the electrode length to the simulation. In real
devices, the electrode is usually longer. However, as we assume an ideal contact,
the electrode length does not influence distributions in the performed studies. In
the two-dimensional studies, we used an electrode length of 1 µm.

We repeated the parameter study for the role of the distributed capacitance at
the gate electrode. We found that for higher distributed capacitances, the current
also increases. All the studies are performed with a gate distributed capacitance
of cG = 0.0243F/m2, which corresponds to the distributed capacitance of the
Stern layer. If the capacitance is high, it acts like an absence of the Stern layer.
This leads to unphysical results. The distributed capacitance at the gate limits the
current.
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Figure D.1: Accumulated charges in the semiconductor sheet above the channel, sourceand drain electrode at VDS = −0.4V for the hole concentrations of nh = {6× 1013 1/m,6×
1015 1/m,6×1017 1/m,6×1019 1/m,6×1021 1/m} in (a) linear and (b) logarithmic scale.
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Figure D.2: (a) Transfer curves in both linear and (b) logarithmic scale at VDS = −0.4V fordifferent ion concentrations n0 = {0.01,0.1,1,10,100} mM.
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Figure D.3: Accumulated charges in the semiconductor sheet above the (a) sourceand (b) channel electrode at VDS = −0.4V for different ion concentrations n0 =
{0.01,0.1,1,10,100}mM.
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Figure D.4: Potential distribution above the (a) source and (b) channel electrode at VDS =
−0.4V for different ion concentrations n0 = {0.01,0.1,1,10,100}mM. For very high concen-trations, the double layers of the gate/electrolyte interface and the semiconductor/elec-trolyte interface are overlapping.
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Figure D.5: Hole concentration distribution in the semiconductor sheet above the(a) source electrode and (b) at VDS = −0.4V for different ion concentrations n0 =
{0.01,0.1,1,10,100}mM.
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Figure D.6: Transfer curves (left) and potential cutline above the channel (right) at VDS =
−0.4V for different electrode length of lelectrode = {1.25,1,0.5}µm.
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Figure D.7: Transfer curves in both (a) linear and (b) logarithmic scale at VDS = −0.4V fordifferent distributed capacitance cG = {0.0243,0.243,2.43,24.3243}F/m2.
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Figure D.8: Accumulated chares in both (a) linear and (b) logarithmic scale at VDS =−0.4Vfor different distributed capacitance cG = {0.0243,0.243,2.43,24.3243}F/m2.
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Figure D.9: Hole concentration above the (a) source electrode and (b) the channel at VDS =
−0.4V for different distributed capacitance cG = {0.0243,0.243,2.43,24.3243}F/m2.
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As modeling tools are demanded while designing and explaining experiments, we
developed a modeling app for EGOFET interpretation and experimental evalua-
tion. The app is based on MATLAB application tools and can be installed with
MATLAB compiler.

Figure E.1: Modeling EGOFET app, based on a MATLAB application.
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Appendix F
Constants and Units

Parameter Description Value Unit
ε0 Vacuum permittivity 8.8541 ×10-12 F/mkB Boltzmann constant 1.3806×10-23 J/Ke Elementary charge 4.8032×10−10 CNA Avogadro constant 6.0221 × 1023 1/mol

Parameter Description UnitL Channel length mW Channel width mDelec Electrolyte diffusion coefficient m2/shelec Electrolyte length mµelec Electrolyte mobility m2/(Vs)
εr,elec Electrolyte relative permitivitty -cG Gate distributed capacitance F/m2

cInt Interfacial distributed capacitance F/m2

εr,int Interfacial relative permitivitty -
εr,SAM SAM relative permitivitty -dSAM SAM thickness mhelec Semiconductor length mµsem Semiconductor mobility m2/(Vs)
εr,sem Semiconductor relative permitivitty -cS Source distributed capacitance F/m2

T Temperature KVDS Source-drain voltage VVGS Source-gate voltage V
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