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Abstract 

Metal-halide perovskites have emerged as a promising semiconductor material for a 

variety of potential applications. They originated primarily as a new photovoltaic 

technology with potential to become a candidate to compete with the well-established 

silicon solar cells, due to their intrinsic properties and their low-cost fabrication methods. 

In fact, perovskite solar cells have reached efficiencies higher than 25% in just a decade. 

Their intrinsic properties have enabled the development of new applications such as Light 

Emitting Diodes (LEDs), Lasers, Ultra-Violet (UV) detectors or memristors. Despite 

these promising prospects, perovskites still have some issues to solve before they become 

a commercial technology. 

In order to get the most out of perovskite materials, it is indispensable to have a deep 

understanding of the fundamental operation principles of the devices that we want to 

optimize. Small perturbation techniques are powerful methods of characterization that 

have been widely used to investigate device properties of solar cells and electrochemical 

cells. The most used of such techniques is Impedance Spectroscopy (IS) and although it 

has been widely used in perovskite solar cells, obtaining the electronic parameters for 

diffusion and recombination in perovskites has been so far elusive, since the measured 

spectra do not directly display the diffusion of electrons. In this thesis, we combine IS 

with other small perturbation methods: Intensity Modulated Photocurrent and Photo-

Voltage Spectroscopies (IMPS and IMVS). By using a combination of techniques, we are 

able to explore the electronic properties of perovskite solar cells. We show that, under 

conditions of generation of carriers far from the collecting contact, IMPS and IMVS 

spectra of perovskite solar cells display a high frequency spiralling feature determined by 

the diffusion-recombination constants. From the high-frequency part of the IMPS spectra 

we are able to extract the electronic diffusion parameters of perovskite solar cells for the 

first time with small perturbation methods. We also demonstrate how the values of these 

constants prevent the diffusion trace from being distinguishable in impedance spectra.  

We also present an analysis of memristors and neural systems in the frequency domain 

by IS. We start from the constitutive equations for the conductance and memory effects, 

and we derive and classify the IS spectra. We first provide a general analysis of a 

memristor and demonstrate that this element can be expressed as a combination of simple 

parts. We derive a basic equivalent circuit for such devices where the memory effect is 

represented by an RL branch, which has been a repeated feature in perovskite spectra. We 

show that this model is quite general and describes the inductive/negative capacitance 

response in halide perovskites and other systems, linking the previous IS studies of 

perovskite devices to the IS response of memristors. On the basis of these insights, we 

provide an interpretation of the varied spectra that appear in neuron models such as 

Hodgkin–Huxley model, to establish the criteria to determine the properties that must be 

found in a material to be a candidate for neuromorphic computation.  
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Chapter 1 

Introduction 

1.1 Thesis style 

This thesis is presented in a format as a thesis by publications or by articles. This format 

consists of a compilation of journal article publications that are divided into chapters that 

correspond to each one of the publications preceded by a chapter summarizing the 

objectives of the thesis as well as the state of the art. Chapter 1 involves a review of the 

literature to present the current state of knowledge in the field and is then followed by a 

critical overview of the studied research problems and the main results obtained, 

describing their context, interpretation and significance. Chapters 2-5 contain the full 

results and conclusions in the form of the author’s final version of the manuscript prior 

to publication, with a preliminary statement of contribution provided before each 

publication. Finally, a section of general conclusions summarises all the findings and their 

implications for the current and future understanding of the field. 

1.2 State of the art 

Global energy consumption has increased continuously over the past decades, and global 

energy demand is projected to continue to grow for years to come.1 At the same time, the 

effects of climate change caused by greenhouse gas emissions from fossil fuels are 

becoming increasingly apparent. In spite of this, global energy production continues to 

come from sources that emit these gases in more than 50%.2 As the world population 

continues to grow and has reached 8 billion people in 2022,3 both the energy demand and 

the resources consumption do not seem to stop increasing. Therefore, urgent measures 

must be taken to curb the effects of global warming. 

Renewable energies and other low emission energy sources must be implemented quickly 

to achieve the proposed objectives of reducing climate change. The most used renewable 

energies are hydroelectric power, wind power and solar energy, and the most abundant of 

these sources is the sunlight. Solar energy can be captured using photovoltaic systems, 

which transform the energy from solar photons into electricity. In fact, the market of solar 

photovoltaics is growing year after year.2 Silicon based solar cells are the main 

technology dominating the photovoltaic field, with still 95% share of production 

worldwide.4 Other technologies present in the market are the thin-film technologies such 

as CdTe, CzTs or CIGS, however, there has not been any alternative technology able to 

compete with silicon due to its high efficiency and its low-cost production. While some 

of the low-cost emerging photovoltaic technologies, such as dye-sensitized and organic 

solar cells are not able to reach efficiencies close to silicon technologies, highly efficient 

technologies like GaAs can not compete with the costs of production of silicon. 
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In this environment, perovskites revolutionized the photovoltaic field since their 

emergence in the work by Miyasaka et al. in 2009.5 They were first used as a sensitizer 

on TiO2 in a dye-sensitized solar cell, i.e., in an electrochemical cell with an electrolyte. 

From this first moment, the perovskites proved to be an excellent light absorber and a 

candidate for photovoltaic technology. However, it was not until 2012 when the 

perovskite community started spreading thanks to the first all-solid thin film perovskite 

solar cell, reaching a Power Conversion Efficiency (PCE) of 9,7%.6 Less than ten years 

after the first thin film perovskite solar cell, this technology has achieved efficiencies 

above 25% in single junction solar cells7 and above 31% in tandem configurations, 

according to NREL Efficiency Chart, in Figure 1. Perovskites have demonstrated that 

they can be a good alternative to silicon technologies with their rapid development. 

 

Figure 1. Evolution of efficiencies of several photovoltaic technologies. The circle 

highlights the efficiency rise of perovskite solar cells. Data obtained from National 

renewable energy laboratory (NREL), https://www.nrel.gov/pv/cell-efficiency.html. 

Perovskites originated as a hybrid organic-inorganic material that satisfy the chemical 

formula ABX3, where the A is usually an organic molecule (such as methylammonium 

or formamidinium), B is a metallic cation (such as Pb2+ or Sn2+) and X is a halide anion 

(such as I- or Br-). An example of perovskite structure is shown in Figure 2. Nevertheless, 

all inorganic compositions have also been proposed where the A organic cation has been 

substituted by inorganic cations such as Cs+.8 In addition to the high PCEs achieved, 

another factor that makes perovskites a suitable candidate for solar cells 

commercialization is their low cost production and the abundance of the precursors.9 In 

fact, the most common fabrication methods in laboratories are solution processed low-

temperature methods, which require neither expensive equipment nor a long time. 

Besides, some of those methods are scalable and familiar to industry.10, 11 
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Figure 2. Structure of a ABX3 perovskite. Reproduced from Ref. 11, licensed by CC BY 

3.0, https://creativecommons.org/licenses/by/3.0/. 

The chance to use different compositions of the same chemical formula comes with 

another benefit, since the changes in, e.g., the halide anion X, cause a shift in the band 

gap of the material. Therefore, the band gap of perovskites is tunable by only changing 

the stoichiometry of the perovskite.12 This possibility comes with a number of good 

opportunities. Regarding solar cell applications, the band gap of the material is of real 

importance. First, the Shockley-Queisser limit, which depends on the band gap of the 

material, indicates which band gaps are most suitable for high efficiency solar cells.13 

Second, when building a tandem solar cell, the combination of two or more 

semiconductor materials must be optimized to get the maximum absorption from the solar 

spectrum.14 In Figure 3, we can see the band gap for the most relevant photovoltaic 

technologies with their theoretical limit.15  

Moreover, this characteristic opened the door to other applications, such as Light-

Emitting Diodes (LEDs)16, 17 and Lasers18 with a wide range of wavelengths. Recently, 

perovskites with a wide band gap have been also used as UV-detectors.19 Memristors are 

another alternative application that has been recently explored,20, 21 proving the versatility 

of this materials and opening their perspectives. 
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Figure 3. Efficiency for Different Band Gap Materials. Solid line represents the radiative 

power conversion efficiency limit for single-junction photovoltaics under AM 1.5 

illumination as per the Shockley–Queisser limit. Circles correspond to present record 

efficiency reports for various types of solar cells at active areas greater than or equal to 1 

cm2. Reproduced with permission from ref. 15. © 2020 Published by Elsevier Inc. 

Perovskites have a number of both optical and electrical characteristics that have led them 

to such a successful growth in the number of both the applications and the efficiency 

improvement. First, they have a high absorption coefficient, which permits the absorption 

of the full incident solar spectrum in a few hundred nanometers.22 The loss in non-

radiative recombination losses can be sorted out by minimizing defects in perovskite 

layers towards the radiative limit.23 Electronically, perovskites show a good ambipolar 

carrier transport, having both a high charge carrier mobility and a long diffusion length.24  

In contrast, perovskite have shown some issues regarding the stability of their 

performance, and it is that these materials present an unusual characteristic that has led to 

some difficulties in manufacturing stable solar cells.25 This characteristic is the intrinsic 

ionic conductivity of perovskite materials.26, 27 In the first years of perovskite solar cells 

development, this characteristic was manifested by means of the dynamic hysteresis of 

the current-voltage curves.28-30 Figure 4 shows a variety of the types of hysteresis 

observed in perovskite solar cells. This hysteresis led to problems in the reliability of 

performance measurements of perovskite solar cells since the efficiency of solar cells is 

extracted from current-voltage curves.31 Therefore, the efficiencies of perovskite solar 

cells could vary depending on the scan-direction, the scan-rate or the pre-treatment of the 

solar cell by both voltage and light application. The efforts of the scientific community 

have solved the hysteresis problems by the optimization of both the perovskite layer and 

the selective contacts. However, the ionic conductivity is still present in perovskites and 

it manifests in other ways, such as inductive behaviors.32 In fact, this combined electronic-

ionic conductivity which is problematic for some applications can be a desirable 

characteristic when using perovskites for building memristors instead of solar cells, since 

some perovskite devices show similar impedance behavior as theoretical memristors and 

neurons.33 
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Figure 4. Characteristic patterns of hysteresis behavior in perovskite solar cells. The large 

arrows on the solid black lines indicate the scan sense. The black dashed lines show the 

steady-state curve (a, c). In panels b and d, the auxiliary dashed lines signal jsc and zero 

applied bias respectively, while in panel e, it represents a typical diode curve. Reproduced 

with permission from ref. 30. Copyright © 2016, American Chemical Society. 

In order to address perovskite device issues such as energy conversion efficiency, stability 

of operation, current-voltage responses or emission/absorption performances we need to 

understand the internal operation of such material both electronically and ionically. The 

characterization by current-voltage curves gives a direct value of current for each given 

voltage without revealing mechanisms such as charge transport, recombination or 

polarization. We believe that the characterization by Impedance Spectroscopy (IS) is 

more adequate to understand the operation of perovskite devices, since it permits 

measuring at a given point of voltage and applying a small perturbation of voltage around 

this point, as shown in Figure 5, to extract the current response at a wide range of 

frequencies from the MHz to the mHz scale. Therefore, the mechanisms occurring at 

different time-scales can be separated and some phenomena that are not visible in the 

current-voltage curves can be uncovered. The analysis of IS data is done by looking at 

both the real value and the phase of the generated IS transfer function. While the real 

values are related to resistances inside the devices, i.e., voltage drops caused by 

recombination or transport, the phase lags are related to capacitive behaviours related to 
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polarization at interfaces or the bulk. Therefore, the study of IS response is carried out by 

constructing an equivalent circuit with the same amount of resistive and/or capacitive 

elements as those given by the IS data of a device and then extract the resistor and 

capacitor values.34 One thing that complicates the successful understanding of IS is the 

fact that different equivalent circuits can give the same response, so it is important to give 

a good interpretation of the selected equivalent circuit. As mentioned earlier, the IS can 

be measured at different points of voltage. By measuring along the current-voltage curve 

points, we obtain the values of those resistors and capacitors against the voltage, and we 

can explore what the meaning of those elements are.35 For example, a series resistance or 

a geometrical capacitance will not depend on voltage, while a recombination resistance 

and an interfacial capacitance will depend exponentially. From those capacitances and 

resistances, we can extract physical parameters such as doping densities36 or 

recombination lifetimes.37 

 

Figure 5. Schematic representation of the voltage and current oscillations at a given point 

of a current-voltage curve carried out in an IS measurement. 

Nevertheless, the analysis of IS that was so successful in devices such as organic38 or dye-

sensitized39 solar cells has been elusive in perovskite solar cells. In fact, after several 

years of debate, there are still a variety of exotic responses of perovskite solar cells that 

are not clearly understood. The difficulty of the interpretation of IS of perovskite solar 

cells is more than likely caused by the complexity of mixed ionic-electronic phenomena. 

In certain configurations and dark conditions, the ionic diffusion has been obtained in 

perovskite single crystals.40 This is shown in Figure 6a, where the diffusion of ions is 

extracted via a transmission line in a finite layer. The most repeated IS spectra found in 

perovskite solar cells is shown in Figure 6b.41 It is formed by two arcs in the complex 

plane plot that vary with voltage accordingly. From these spectra, two resistances and two 
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capacitances can be extracted. The resistances at high and at low frequencies are mainly 

linked with recombination phenomena since they vary equally with voltage. They are 

attributed to bulk recombination42 and surface recombination,41 respectively, due to the 

capacitance they have in parallel. The high frequency capacitance is the dielectric 

capacitance and does not depend on voltage. The low frequency capacitance is related to 

interfacial polarization and has a strong dependence with voltage and illumination.43 

Although the interpretation of these two arcs is well established, there is another 

phenomenon which interpretation is not straight away: the so-called inductive loop or 

negative capacitance,44 which is discussed later. We can observe two examples of the 

inductive behaviours in Figures 6c45 and 6d.32 Moreover, in some cases, there appears a 

third arc at intermediate frequencies which would add complexity to the interpretation of 

IS of perovskite solar cells.46 Figure 6 represents the difficulty to find a unique equivalent 

circuit to evaluate and interpret the IS response of perovskite solar cells. 

Solar cells and related devices have three main variables that are important to determine 

their performance. These magnitudes are the illumination or light intensity, the applied 

voltage and the extracted current. In fact, the current-voltage curves, which are used to 

determine the solar cell efficiencies, are dependent on these three variables (see Figure 

7). For a given illumination, we will have a given current-voltage curve, and if we change 

the light intensity, we will get a different curve. The IS considers only two of these 

variables. Although we can measure IS at different light intensities, the illumination 

remains constant during the whole measurement. Therefore, we aim to get a broader 

picture about the operation of perovskite devices by using similar techniques which 

include the third variable, the light intensity, to get the electronic properties of perovskites 

that so far had not been obtained. 
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Figure 6. Summary of equivalent circuits used for the analysis of impedance spectra of 

perovskite solar cells with examples of representative spectra for each circuit. (a) 

Transmission line showing the impedance of ion diffusion in a finite layer used for ionic 

transport quantification in perovskites, highlighted in red. (b) Equivalent circuit used for 

two arc spectra. Here we show capacitance spectra depending on light intensity. (c) 

Equivalent circuit used for three arc spectra and intermediate frequency loops; here, 

resistances appear in series. d) Equivalent circuit used for spectra with two arcs that vary 

in concordance which have exotic features such as inductive loops or negative 

capacitances; here, resistances appear in parallel. (e) Equivalent circuit obtained from the 

analysis of both IS and IMPS data together; here we have resistances in parallel as well 

as in series. Reproduced from ref. 47 with permission from the Royal Society of 

Chemistry. 

As we have already mentioned, IS consists of applying a small voltage perturbation to the 

sample, to measure the perturbed extracted current through a range of different frequency 
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orders of magnitude while the illumination remains constant. The techniques that we 

combine with IS follow a similar scheme. We maintain constant one of the three variables, 

while we apply a small perturbation to another one and we measure the response of the 

third one. The techniques that we have used throughout this thesis are Intensity-

Modulated Photocurrent Spectroscopy (IMPS) and Intensity-Modulated photo-Voltage 

Spectroscopy (IMVS). Both techniques have in common that the perturbation is applied 

to the light intensity. In IMPS, the response is measured in the extracted current while the 

voltage remains constant. Oppositely, in IMVS the extracted current remains constant, 

and we measure the voltage response at the contacts. 

 

Figure 7. Steady-state performance of a solar energy conversion device in terms of 

electrical current je, voltage V, and illumination flux Φph. When these variables are taken 

in pairs, the slope of the curve is given by the zero frequency value of the transfer 

functions. In the figure, slopes are shown in the main 2D planes, but the same analysis 

can be performed at any point of the surface (when the three variables are not zero), as 

indicated by the circular tangent plane. Reproduced with permission from ref. 48. 

Copyright © 2017, American Chemical Society. 

The technique of IMPS has been widely used for the investigation of the operation of 

planar semiconductor-electrolyte interfaces.49, 50 Later, the technique was used to 

investigate the transport and recombination of electronic charges in mesoporous layers of 

dye-sensitized solar cells.51-53 IMPS has also been used for the characterization of 

perovskite solar cells, as seen in Figure 8.54, 55 Although it has given important 

information about the External Quantum Efficiency (EQE),56 it has not been useful for 

the study of electronic parameters of perovskite devices. 
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Figure 8. IMPS response for PSCs indicating an excursion to the second quadrant in the 

case of a and b and staying in the first quadrant for c. Reproduced with permission from 

ref. 57. Copyright © 2021 American Chemical Society. 

 To define the IMPS transfer function, we may take the light intensity in terms of photon 

flux and convert it to a pseudo-current by multiplying the photon flux 𝛷 by the electronic 

charge 𝑞. In that case, we can define the IMPS transfer function 𝑄 as: 

𝑄(𝜔) =
𝑗𝑒̂

𝑞𝛷̂
  (1) 

where 𝑗𝑒 is the extracted current and the circumflex is for small perturbations. This 

definition of the IMPS transfer function leads to a dimensionless magnitude 𝑄 that, as it 

has been discussed in the literature, can be used for the calculation of the External 

Quantum Efficiency (EQE).56 In fact, it is important to ensure that the EQE measurements 

when using AC perturbations are not dependent on the frequency and IMPS can be a 

useful method to check this effect. Figure 9 shows how the EQE measurements are 

frequency dependent and the IMPS real part follows a similar trend.  
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Figure 9. Variation in EQE at (a) 0 DC white light bias and (b) 10 mW·cm–2 DC white 

light bias for different optical chopper frequencies with respect to spectra measured at 

500 Hz. (c) IMPS spectra measured at 33 mA·cm–2 DC blue light bias and (d) evolution 

of the real part of the IMPS transfer function versus frequency at 470 nm. Reproduced 

with permission from ref. 56. Copyright © 2018, American Chemical Society. 

Otherwise, IMVS is a technique mainly used to investigate the recombination 

mechanisms in photovoltaic systems.58-60 This method has also been used for the study of 

other electrochemical systems.61 IMVS has also been applied to perovskite solar cells.54 

In fact, a study by Pockett et al. demonstrated that, in the same way as IMPS, IMVS 

transfer function  of perovskite solar cells could uncover an intermediate frequency 

feature which was not present in IS.62 
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Figure 10. (a) Nyquist plot showing EIS at 73 mW cm−2; (b) IMVS at three different light 

intensities; (c) Bode plot showing a comparison of EIS and IMVS, where the IMVS has 

been converted by dividing by the ac photocurrent at VOC obtained using an IMPS 

measurement. Inset shows the corresponding Nyquist plot. Reproduced from ref. 62 with 

permission from the Royal Society of Chemistry. 

If we use the same photocurrent that we defined for the IMPS transfer function, the 

definition of the IMVS transfer function 𝑊 is: 

𝑊(𝜔) = −
𝑉

𝑞𝛷̂
  (2) 

where 𝑉 is the voltage at the contacts. Thereby, 𝑊 has units of impedance and, in the 

same way as IS, the real part of IMVS transfer function corresponds to resistive 

mechanisms. Therefore, the comparison between IS and IMVS is direct, since they have 

the same dimensions. 

1.3 Critical overview 

The work of this thesis started with the aim of understanding the mechanisms of 

perovskite solar cells via IS experiments and an exhaustive drift-diffusion modelling of 

the structure of a full device, including the perovskite active layer, the Electron 

Transporting Layer (ETL) and the Hole Transporting Layer (HTL). This drift-diffusion 

model included the influence of mobile ions inside the perovskite layer, as well as the 

electronic effects of the heterojunction interfaces.63 The intended approach of this strategy 

was to understand the distribution of charge carriers inside the perovskite layer, as well 

as the distribution of mobile ions, to understand how this distribution would affect the 

accumulation of charge in the interfaces,64 and correlate this simulations with the 

capacitance values extracted from IS measurements. 
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The advances in the understanding of perovskite/ETL and perovskite/HTL interfaces 

were fruitful, and we got to understand in which conditions the ionic charges accumulated 

in the interfaces and which conditions were more favorable for a distributed allocation of 

mobile ions. Specifically, we were able to correlate the occurrence of hysteresis in 

perovskite solar cells with the band alignment of perovskite layer and HTL.65 The 

accumulated charge depending on perovskite/HTL alignment is outlined in Figure 11. 

  

Figure 11. Band diagram scheme of a simulated perovskite/HTL interface in the dark. 

a,b) At equilibrium conditions Vapp = 0 V and c,d) under applied voltage bias of 1.1 V. 

a,c) A perovskite/PDCBT interface with energy level alignment of valence band of 

perovskite with HOMO level of HTL when no hysteresis is observed. b,d) A 

perovskite/DPP interface represents a system with and energy level offset of 0.3 V that 

shows strong hysteretic behavior. Reproduced with permission from ref. 65. © 2018 

WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. 

At the same time, we were able to go forward in the understanding of the IS response of 

perovskite solar cells and its exotic features. Many advances were being developed in the 

understanding of perovskite solar cells hysteresis.30, 66-68 However, the proposed 

mechanisms were varied and different. Hysteresis could be attributed to trapping and de-

trapping processes; however, the timescales of perovskite hysteresis were too large and 

such hypothesis were unrealistic. Ferroelectric mechanisms were also proposed, but they 

have been later discarded by several studies,69, 70 and their contribution to hysteresis, 

too.71 Finally, the most cited cause for hysteresis in perovskite solar cells is ionic 
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mobility,27, 54, 71-75 but it is not clear how they exactly affect the current-voltage 

measurements. Some of these reports advocate for the screening of the electric field,74 

while others suggest an accumulation of interfacial ionic charge that affect the operation 

of the solar cell.43, 73 Ravishankar et. al set up a model for the dynamic hysteresis of 

perovskite solar cells, named “Surface Polarization Model”, that was able to reproduce 

hysteretic trends thanks to the introduction of an internal voltage.30 This internal voltage 

is induced by the surface polarization of accumulated ions at the interfaces, and follows 

the applied external voltage according to a relaxation equation as follows: 

d𝑉𝑠

d𝑡
= −

𝑉𝑠−(𝑉−𝑉𝑏𝑖)

𝜏𝑘𝑖𝑛
  (3) 

Based on this approach, we calculated the response of such model to small perturbations 

of voltage, and we derived the IS transfer function that it generated. From the result of 

the transfer function, we were able to derive an equivalent circuit that generated the 

responses of the Surface Polarization Model. This equivalent circuit, shown in Figure 

12a, contains an inductive element. The inductor had been an element added in the 

equivalent circuits used to evaluate the IS data of perovskite solar cells that contained 

data points going into the fourth quadrant. However, there had not been any explanation 

for the use of an inductive element apart from the need to fit the IS experiments. For the 

first time, an inductive element emerged directly from a model, giving significance to it. 

It appears that the delayed time of the surface voltage 𝑉𝑆 to get to its steady-state value is 

the responsible for the inductor. In fact, equation 3 has served as inspiration for models 

for hysteresis of perovskite memristors as well as the IS response of such devices.76-79 
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Figure 12. a) Equivalent circuit generated by the Surface Polarization Model. b,c) 

Complex plane plots of the IS response of the equivalent circuit in (a) going into the 

fourth quadrant. d) Impedance complex plane plot from experimental data of a perovskite 

solar cell (points), fitted with the equivalent circuit in (a) and e) bode plot for the 

capacitance corresponding to (d). Adapted with permission from ref. 32. Copyright © 

2017, American Chemical Society. 

 From the equivalent circuit in Figure 12a, we were able to generate IS spectra that 

reproduced the exotic shapes of experimental IS data going into the fourth quadrant, as 

well as more common the two arc spectra, depending on the values of the kinetic 

characteristic time 𝜏𝑘𝑖𝑛 from Equation 3. Two examples of such spectra are shown in 

Figures 12b and 12c. Moreover, we got satisfactory fittings of experimental data from 

perovskite solar cells showing the inductive loops in the IS complex plane plots, as in 

Figure 12d. In Figure 12e, we can see how this feature manifests in the bode plot of 
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capacitance vs. frequency, spiking at the frequencies where the real axis of the complex 

plane plot is crossed.  

The inductive loop in perovskite solar cells is more than likely caused by the ionic 

conductivity of such material. The fact that it appears in the low frequency region of IS 

measurements points in that direction, since the electronic mechanisms such as diffusion, 

transport, extraction and recombination are orders of magnitude faster than those of the 

characteristic time of the inductive loop. Therefore, the comprehension of such 

phenomenon and the models for this feature can help understand how the ions affect the 

internal operation of perovskite devices. From that initial model, we can understand that 

there exists an internal voltage led by the mobile ions that follows the applied external 

voltage through a relaxation equation that has a characteristic kinetic time constant. 

Despite the advances in both the device modelling and the IS of perovskites, the efforts 

to obtain electronic parameters for the operation of perovskite solar cells did not pay off, 

and other alternatives had to be sought. Inspired by the works of Pockett et al.62 and 

Ravishankar et al.55 where additional features were found in IMVS or IMPS spectra in 

contrast with IS spectra of perovskite solar cells as in Figures 6e and 10, we aim to 

investigate the response of the three techniques in such devices and see how the transfer 

functions are related.  

For that purpose, we have chosen a particular configuration of perovskite solar cells, 

which are carbon-based perovskite solar cells. These solar cells are very promising for a 

future commercialization due to their scalable method of fabrication (screen printing) and 

the low cost of production through the absence of expensive HTL.80 Although the 

efficiencies mesoporous solar cells are not as high as those of the planar perovskite solar 

cells, they show an outstanding stability in comparison, sorting out one of the most 

important drawbacks of perovskite devices.81 

Both the applications regarding solar cells and the perovskite memristors are of the 

interest of this thesis, and therefore understanding the electronic and the ionic 

mechanisms that affect the operation of these devices is key for the optimization of their 

performance and for troubleshooting. The experimental tools used here are frequency 

dependent, small perturbation methods. This type of methods allows the separation of 

phenomena occurring at different time scales and, therefore, the analysis of these 

phenomena can be treated independently. Our approach is based on the calculation of the 

responses of both voltage and light modulated techniques using theoretical models. We 

classify the given responses depending on the parameters of the models and we estimate 

the values of the perovskite devices by comparing the experimental response with the 

theory. The fitting of the experimental data with theoretical models can give key 

parameters for the operation of devices. 

The main objective is to understand the response of perovskite devices to small 

perturbation techniques as well as the relation between these responses. Through the 

comparison of the responses of the three mentioned techniques (IS, IMPS and IMVS) we 
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get a broader picture of electronic and ionic phenomena within perovskites than what we 

had only with IS. Our investigation has made it possible to link the mid-frequency spectral 

characteristics with the perovskite layer thickness. It has demonstrated that the hidden 

charge carrier diffusion of perovskites in IS measurements is observable in IMPS 

measurements and, in fact, it can be extracted by proper modeling. Moreover, we further 

explain how diffusion manifests both in IMVS and IMPS but in IS, and we find the factor 

that uncovers the trace of diffusion. These discoveries are collected in the first three 

chapters of this thesis.  

In the first work, we carried out the measurements of the three techniques on three 

different groups of carbon-based perovskite solar cells. These groups of solar cells are 

identical in their configuration, with the same kind of perovskite material and contacts. 

The only change between these groups is the perovskite layer thickness. This small 

change allows for a controlled basis for analyzing the effects of perovskite thickness on 

IS, IMPS and IMVS spectra. Since one of our goals is to compare the results of the three 

experiments, we made the three measurements under the same conditions of steady-state 

voltage and illumination. Specifically, we carried out the measurements at open-circuit 

voltage (IMVS) conditions or applying the open-circuit voltage (IS and IMPS). 

From our first observations on the three techniques, we could see how the IMPS spectra 

spiral around the four quadrants at the highest frequencies, although we still could not 

give an explanation to this feature. The spectra of the three techniques have a several 

number of arcs in both first and fourth quadrants, but only IMPS went to the negative side 

of the real part. In fact, we believed this spiraling loop at high frequencies was an artefact 

of the measurement, and the spectra shown in the original publication do not show the 

negative side of the spectra. Here, in Figure 13, we show the full spectra of IMPS crossing 

the four quadrants in the three cases. Later on, we realized those were not a problem of 

the measurement, but a real feature of this kind of perovskite solar cells. 
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Figure 13. Complex plane plots of the IS (red), IMPS (blue), and IMVS (green) transfer 

functions (Z, Q, and W, respectively) for the three devices measured under 0.1 sun of 

illumination, for a frequency range of 1 MHz to 0.01 Hz and at open circuit voltage. (a–

c) are the spectra for Cell 1 (normal perovskite layer thickness); (d–f) are the spectra for 

Cell 2 (double perovskite layer thickness); and (g–i) are the spectra for Cell 3 (triple 

perovskite layer thickness). Adapted with permission from ref. 82. Copyright © 2020 

American Chemical Society. 

Although we were not able to give an explanation to these features yet, we managed to 

get an equivalent circuit able to fit the IS data. The existence of inductive features required 

using an inductive element in the equivalent circuit. Moreover, the IS spectra showed up 

to three arcs in the first quadrant, thus requiring the insertion of three capacitances. For 

the placement of the third capacitance, we relied on the work made by Ravishankar et al., 

where they introduced a mid-frequency capacitor in order to explain the additional feature 

that they found in IMPS measurements.55, 83 For the inductive element, we followed the 

aforementioned Surface Polarization Model to introduce a Resistor-Inductor (R-L) 

additional branch. The equivalent circuit that we built can be seen in Figure 14, 

accompanied with some examples of fitted spectra of the three types of carbon-based 

perovskite solar cells. 
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Figure 14. (a) Equivalent circuit for the data fitting of IS of carbon-based perovskite solar 

cells. (b) Capacitance–frequency plot of Cell 2 showing three capacitances at different 

frequencies. (d–f) Impedance complex plots at open circuit conditions. Red and yellow 

points are experimental data, and the straight black line is the fitting given by the EC. (c) 

is for Cell 1, (d,e) are for Cell 2, and (f) is for Cell 3. Reproduced with permission from 

ref. 82. Copyright © 2020 American Chemical Society. 

From the fitting results, we could conclude that the perovskite layer thickness affects 

mainly the mid-frequency part of the IS spectra, by increasing the mid-frequency 

capacitance. We also demonstrate experimentally the theoretical relation between the 

transfer functions of the three techniques, that was previously proposed by Bertoluzzi et 

al.,48 by the formula: 

𝑍(𝜔) =
𝑊(𝜔)

𝑄(𝜔)
  (4) 

After such results and thanks to exhaustive work by Pockett and collaborators, they made 

a study about the IMPS and IMVS spiraling through the four quadrants.84 In this work, 

they designed a custom-built system to measure both IMPS and IMVS, in order to avoid 

any artifacts of the commercial systems that have limitations at high frequency ranges. In 

fact, they did not only measure both techniques, but supplemented these measurements 

with Transient Photo-Current (TPC) and Transient Photo-Voltage (TPV) experiments. 

Therefore, they were able to link the results of the time-dependent measurements (TPC 

and TPV) with the frequency-dependent experiments (IMPS and IMVS, respectively). 
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Specifically, they were able to match the evolution of the high frequency value of the 

negative real part of the IMPS and IMVS transfer functions with the change in the short-

time negative spike of TPC and TPV measurements, respectively. We can see this 

phenomenon in Figure 15. 

 

Figure 15. a) Progression of IMPS response of meso-C device at 1 min intervals (inset: 

10 s intervals for first 1 min after illumination). b) Progression of TPC response at 1 min 

intervals. c) Comparison of the relative magnitude of the negative photocurrent signal 

from IMPS and TPC measurements for a meso-C device. Adapted with permission from 

ref. 84. © 2021 The Authors. Solar RRL published by Wiley‐VCH GmbH. 

After confirmation that this feature was real, and not a failure of the experiment, the 

second work dealt with the explanation of this high-frequency spiral characteristic of the 

IMPS. In fact, we observed this feature in another kind of configuration (lateral contacted) 

and experimental set-up that lead us to the proper explanation for this feature. We found 

out that the spiraling at high frequency is due to a non-uniform generation profile that 

forces one of the charge carriers to diffuse until its selective contact. We model both 

configurations, (lateral contacted and the carbon-based solar cell), and we found a 

compromise between the absorption length and the diffusion length that governs the shape 

of the IMPS spectra and whether it would spiral or not. Finally, we achieve the extraction 

of charge carrier diffusion by the fitting of IMPS transfer functions, and we demonstrated 
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that the diffusion of perovskites can be ascertained with small perturbation techniques. 

For the first time, we got values for the diffusion length of perovskites that are coherent 

with those of the literature. An example of the fitting of such measurements is shown in 

Figure 16. 

 

Figure 16. IMPS data (point) and fit (line) for a perovskite cell of 5.3 μm thickness 

illuminated with blue and red light, with an estimated absorption length of 40 and 140 

nm, respectively. (34) The series resistance is 10 Ω cm2, and the geometrical capacitance 

is 36 nF cm–2 as determined by impedance spectroscopy. The effect of RC attenuation is 

negligible. Reproduced with permission from ref. 57. Copyright © 2021 American 

Chemical Society. 

In the third work relating the three techniques we aim to explain why voltage-modulated 

measurements do not have the same information as light-modulated techniques. For that 

purpose, we calculated the response of charge carrier diffusion for the voltage-modulated 

technique, the IS, and the two light-modulated techniques, the IMPS and the IMVS. From 

these results, we concluded that while in IS both the perturbation and the response take 

place at the same contact, in IMPS and IMVS it is possible to apply the perturbation far 

from the collecting contact of one of the charge carriers, disclosing the diffusion of these 

particles along the film. We corroborated these results with experimental evidence that 

put together the three spectra showing how both the IMPS and the IMVS drew the spiral 

through various quadrants at high frequency, while the IS drew directly an arc. Figure 17 

is a recap of such results, and it contains the three techniques in one panel, by normalizing 

their transfer functions dimensionless. We found and defined the factor that provokes the 

spiraling of the spectra, which is present in both the IMPS and IMVS calculated transfer 

functions, but missing in the IS. The details of such factor are found in Chapter 4. 
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Figure 17. Experimental complex plane plots of (a) IS, (b) IMPS, and (c) IMVS for a 

carbon-based perovskite solar cell measured with illumination of 0,11 sun and at open 

circuit voltage (V = 0.85 V). (d) shows the three normalized spectra together. Reproduced 

from ref. 85 with the permission of AIP Publishing. 

To validate this results, we tested the relation between the transfer functions in Equation 

4 by dividing both theoretically and experimentally the IMVS and IMPS transfer 

functions, and we get a successful result, since the result of the division is comparable to 

the IS experimental spectra. 

The last chapter of this thesis comes back to the IS characterization alone and is mainly 

focused on the exotic behavior of perovskite devices, the inductive loop or negative 

capacitance. This characteristic is displayed in the complex-plane plot of IS transfer 

function as a third arc going into the fourth quadrant either at a lower frequency after the 

low frequency positive arc or between the two arcs above.86-88 This arc in the fourth 

quadrant goes in the direction of decreasing resistance with decreasing frequency, 

resulting in a lower dc resistance. Usually, this feature is not present at low voltage bias 

but appears when increasing the voltage to values close to the open-circuit voltage.89 In 

fact, the low frequency first-quadrant arc can be sometimes substituted by a fourth-

quadrant arc with increasing voltage.78 Although there is not a consensus regarding the 

name of this feature, we will call it inductive loop instead of negative capacitance. The 

“negative capacitance” designation arises from the bode plot of capacitance vs. 
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frequency, where the negative values of the imaginary part of the IS transfer function give 

an apparent negative capacitance. 

 

Figure 18. (a) Impedance plot and corresponding (b) capacitance spectra, measured under 

dark conditions and at 1.1 V. Solid lines correspond to fits using the equivalent circuit 

from Surface Polarization Model. Reproduced with permission from ref. 88. Copyright © 

2020, American Chemical Society. 

The capacitance is calculated from the IS transfer function as: 

𝐶′(𝜔) =
−1

𝜔𝑍"(𝜔)
  (5) 

Therefore, any IS data going into the fourth quadrant will give an apparent negative 

capacitance, as in Figure 18b. However, we know, from calculations, that a negative 

capacitance with a parallel resistance gives an arc in the fourth quadrant in the direction 

of increasing resistances with decreasing frequency, i.e., opposite to the experimental 

spectra. In order to reproduce the experimental data from perovskite solar cells with a 

negative capacitance, the parallel resistance must be negative as well. Instead, introducing 

a parallel branch with a resistance and an inductor gives exactly the kind of spectra that 

is generated by a variety of perovskite devices. For this reason, we shall refer to this 

feature as inductive loop. 

Recently, the concept of the chemical inductor was proposed by Bisquert.90 This concept 

is based in an additional current component which is controlled by an internal variable of 

the device. This internal variable has a relaxation equation of the form: 

𝜏𝑘
d 𝑥

d 𝑡
= 𝑔(𝑥, 𝑢)  (6) 

where u es the applied voltage. When calculating the equivalent circuit generated by this 

equation, we obtain a branch containing a resistance and an inductor parallel to the rest 

of the circuit. Although the chemical inductor has been introduced recently as a general 

concept, we had previously worked on models that satisfy the form of Eq. 6, such as the 
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Surface Polarization Model. As mentioned above, the hysteresis of perovskite solar cells 

has been an issue and the modelling of such behavior has challenged researchers. 

Ravishankar et al. proposed the surface polarization model that, as we previously 

explained, is based on an internal surface voltage that is governed by a relaxation equation 

(Equation 3) capable of reproducing the hysteretic current-voltage curves.30 The 

calculation of the impedance response of such model, resulted in an equivalent circuit 

with a parallel branch including a resistance and an inductor directly from the model.32 

The discovery of such equivalent circuit has been the precedent of the last chapter of the 

thesis and, as we shall see, it has similarities with the equivalent circuits of both 

memristors and various models describing the action potentials in neurons, such as 

Hodgkin-Huxley model. Hence, this work demonstrates that perovskites are a strong 

candidate for memristor devices and for building artificial neuromorphic networks, all by 

means of their IS characteristics. In like manner, this justifies the “inductive loop” 

denomination or chemical inductor for the fourth quadrant arc of perovskites solar cells, 

since the R-L branch in the equivalent circuit is common in a variety of systems and 

models. 

Perovskite memristors have shown systematically inductive loops in the IS measurements 

connected with inverted hysteresis in current-voltage characteristics.76 Since memristors 

are one of the most promising candidates for the realization of artificial neuromorphic 

computation, we aim to compare their IS characteristics with those of natural systems. 

Therefore, in this last chapter, we calculated the impedance response of a generic 

memristor, as well as the responses of other complex models that describe the operation 

of neuron spiking. We derived the equivalent circuits that generate such responses, and 

we immediately found the well-known R-L branches from the perovskite models or the 

chemical inductor. In fact, some neuron models included several R-L branches in their 

equivalent circuit. We carried out an exhaustive study of the responses of such models 

depending on the parameters of the models. In the case of the Hodgkin-Huxley model, 

for example, we found a rich variety of spectra depending on the applied voltage, as seen 

in Figure 19. 
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Figure 19. Impedance complex plane plots for voltages (a) above the upper limit of the 

negative impedance region, (b) around the upper limit VM = −42.99 mV, (c) in the 

negative impedance region, and (d) around the lower limit VM = −60.25 mV. Reproduced 

with permission from ref. 91. Copyright © 2021 American Chemical Society. 

It is important to remark that, despite the complexity of the equivalent circuits generated 

by such models, the values of the electrical elements that form these equivalent circuits 

are determined by variables such as the applied voltage, and the spectra that they can 

generate are not infinite. In fact, as we shall see in chapter 5, some of the elements depend 

on the other elements and evolve with voltage. This can be seen in Figure 20, where we 

show the dependence of some circuit elements with voltage. 
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Figure 20. Impedance details of the Na channel of the Hodgkin-Huxley model. (a) EC 

used for the Na channel. (b and c) Values of the resistances and inductors for the range 

of membrane voltages, respectively. Reproduced with permission from ref. 91. Copyright 

© 2021 American Chemical Society. 

In summary, the work carried out in this thesis has resulted in a broad picture about the 

small perturbation techniques characteristics of perovskite solar cells and perovskite 

memristors. In the case of perovskite solar cells, we have made extensive research with 

both light-modulated and voltage-modulated techniques that has resulted in three main 

conclusions. First, the electronic diffusion of perovskites can be extracted from small 

perturbation techniques under conditions of non-uniform generation profiles. 

Specifically, we have calculated the diffusion parameters of perovskites from the 

spiraling feature of the high frequency part of IMPS spectra. Second, we have identified 

the factor that allows the display of the diffusion trace in light-modulated techniques in 

contrast with voltage-modulated ones, and we have demonstrated experimentally how 

they are manifested. Third, we have proved the relation between the techniques and we 

have been able to distinguish the features that occur at different time-scales. In the case 

of perovskite memristors, we have developed a systematic method for the analysis of the 

similarity of their IS characteristics with neuron models, broadening the possibilities to 

study these devices as a possible candidate for applications in neuromorphic networks. 
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Introduction 

This work presents the spectra of IS, IMPS and IMVS of carbon-based perovskite solar 

cells. It compares the response from three different kinds of perovskite solar cells, based 

on the perovskite layer thickness, concluding that the perovskite layer thickness affects 

mainly the mid-frequency part of the spectra. The correlation of the three techniques is 

also studied. 
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Abstract 

 

Small perturbation techniques have proven to be useful tools for the investigation of 

perovskite solar cells. A correct interpretation of the spectra given by impedance 

spectroscopy (IS), intensity-modulated photocurrent spectroscopy (IMPS) and intensity-

modulated photovoltage spectroscopy (IMVS) is key for the understanding of device 

operation. The utilization of a correct equivalent circuit to extract real parameters is 

essential to make this good interpretation. In this work, we present an equivalent circuit, 

which is able to reproduce the general and the exotic behaviors found in impedance 

spectra. From the measurements, we demonstrate that the midfrequency features that may 

appear to depend on the active layer thickness, and we also prove the spectral correlation 

of the three techniques that has been suggested theoretically. 
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Perovskite solar cells’ record efficiencies have rapidly risen over the last decade thanks 

to advances and progress in the device design and engineering. The improvements in the 

active layer, the selective contacts, and their interfaces have made perovskite solar cells 

a real candidate for commercialization. Understanding the electronic and ionic processes 

taking place in the bulk and contact layers is key for the control of the device quality and 

for the development of this technology.  

Impedance spectroscopy (IS) is a useful technique to characterize physical processes in 

solar cell devices, and it has been applied extensively in perovskite solar cell research. 

However, the interpretation and analysis of IS results requires the use of a suitable 

equivalent circuit (EC). The search for an appropriate EC has been an aim among the 

perovskite community in the past years,1-5 given the fact that a suitable EC would allow 

extraction of important parameters of the operation of perovskite solar cells. The wide 

variety of different spectra reported in the literature makes the convergence to a unique 

EC a complicated objective. 

The majority of perovskite IS complex plots show two distinguishable arcs. However, the 

combination of both IS and intensity-modulated photocurrent spectroscopy (IMPS) has 

led to a better distinction of three different features.6 This work introduced a novelty in 

the EC to explain the midfrequency arcs. In addition, the combination of time transient 

and capacitive methods shows an evolution of capacitance related to ionic dynamics.7, 8 

Another important feature to take into account in IS spectra is the negative capacitance.9-

12 This feature has been reported in a variety of publications and its meaning is still under 

debate.5, 13-15 It usually appears in the lowest frequency region of the spectra and it shows 

up under different conditions, which makes it more complex to interpret. Different ECs 

have been proposed for the reproduction of experimental data.5, 9, 10, 12, 13, 16 A negative 

capacitance could have a response due to distinct classes of phenomena. On the one hand, 

it is the interaction of ionic and electronic effects that conspires to produce delayed 

dynamics. On the other hand, it is a possible intrinsic instability of the device during the 

time of measurement of IS. This last phenomenon is clearly observed in perovskite 

memristors.17 

The aim of this paper is to describe joint experimental measurements of IS, IMPS and 

intensity-modulated photovoltage spectroscopy (IMVS) in carbon-based perovskite solar 

cells with IS spectra that include negative capacitance features under open circuit 

conditions. Based on the observations, we wish to point out the distinct spectral features 

that are obtained in the combination of methods. Due to the lack of previous systematic 

studies, the election of a proper EC is not an easy question. Here, we propose a new EC 

that is able to reproduce spectra with midfrequency arcs and negative capacitances, based 

on previous studies.6, 13 Earlier studies have also shown results of the use of the three 

techniques together for perovskite solar cells.18 Here, we aim to clarify how the 

occurrence of the negative capacitance will affect the shape of the IMPS and IMVS 

spectra as a tool for interpretation of experiments.  
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For this work, we chose carbon-based perovskite solar cells, because although they take 

some time to stabilise, once they are stabilised, they are more stable than other 

architectures, and therefore, the reproducibility of the measurements is optimal. 

Moreover, they are a good candidate for addressing issues regarding large scale 

production. These solar cells consist of a scaffold of mesoporous TiO2 and ZrO2 layers 

infiltrated with perovskite and do not require a hole-conducting layer; see the structure of 

the cell in Figure S1.19 These devices have a thicker perovskite active layer than regular 

devices and this could help see interesting spectra. In fact, carbon cells have shown very 

slow dynamic phenomena in voltage decay methods20, 21 and tuneable hysteresis.22 In this 

work, we used three kinds of devices with the same structure where the only change was 

the thickness of the zirconia layer and, therefore, the perovskite layer. We have chosen 

three thicknesses: Cells 1, 2 and 3 correspond to regular, double and triple thicknesses, 

respectively. Since the contacts and configuration are the same in all cells, any change in 

the spectral shapes can be directly related to the perovskite thickness. The current-voltage 

characteristics of the cells are detailed in Figure S2. 

 

Figure 1. Complex plane plots of the IS (red), IMPS (blue) and IMVS (green) transfer 

functions (Z, Q, and W, respectively) for the three devices measured under 0.1 sun of 

illumination, for a frequency range of 1 MHz to 0.01 Hz and at open circuit voltage. (a-

c) are the spectra for Cell 1; (d-f) are the spectra for Cell 2; and (g-i) are the spectra for 

Cell 3. 
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The spectra of IS, IMPS and IMVS for each cell are shown in Figure 1. If we want to 

compare all the measurements of the three techniques, it is important that all of them are 

made under the same conditions. Since IMVS measures the photovoltage change under a 

small perturbation in the light intensity, it takes place at open circuit conditions. 

Therefore, all the measurements were made at open circuit voltage. 

The IS measurements were performed in the first instance. The fact that the literature 

about this technique is much more extensive makes it is easier to distinguish common 

features. A representative spectrum of each cell is shown in Figure S2. In general, a big 

high-frequency arc is common for the three cells, attributed to the geometrical capacitance 

and the recombination resistance. However, the features that appear next are not as 

common. We can immediately see inductive loops, negative capacitances, and 

intermediate frequency arcs. The analysis of the extracted parameters from IS is presented 

below. As mentioned above, the combination of more than one small perturbation 

technique has been demonstrated to help distinguish features happening at different 

frequencies in perovskite solar cells.6 After negative capacitance features were detected 

in every device, it is a great opportunity to study how the presence of the negative 

capacitance affects the shape of IMPS and IMVS spectra. 

In the second instance, we measured IMPS. The complex plane plots of the IMPS transfer 

function Q are shown in Figure 1(b,e,h) (blue). Again, we have a common feature in the 

high-frequency region: a bigger arc coming from the second quadrant. We find 

differences in the midfrequency region. Cell 1 shows another small arc with an 

intermediate loop in the first quadrant. Cell 2 goes into the fourth quadrant forming an 

intermediate frequency arc there and then coming back to the first quadrant, where it 

forms a low frequency arc. Cell 3 forms another arc in the first quadrant, and the lowest 

frequency points go slightly into the fourth quadrant, although this measurement is noisy 

at low frequency, and the points do not form a clear shape. Unlike the previous studies,6, 

23, 24 the low frequency part of the spectra remains or comes back to the first quadrant; 

this could be linked to the negative capacitance in IS spectra. 

In the third instance, we measured IMVS. This is a technique for which spectra are not 

usually shown in the literature when talking about perovskite solar cells; instead, they 

only extract time constants. However, when converting the illumination intensity into 

current units, the IMVS transfer function (W) takes the same units as the IS transfer 

function (Z),25 so their spectra may be comparable. In fact, we found spectra with similar 

shapes to those of IS, as we see in Figure 1(c,f,i) (green). Although the size of the different 

features changes somewhat, when comparing Z (red) with W (green), we see a significant 

correlation regarding the amount and kind of characteristics of the spectra. The change in 

the size of IMVS features compared to IS has previously been observed for midfrequency 

characteristics.26 

Usually, impedance spectra of perovskite solar cells show only two well-separated arcs. 

The high frequency arc is related to bulk recombination and the geometrical capacitance, 
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while the low frequency arc is related to interfacial phenomena. The large capacitance at 

low frequency has been interpreted as an accumulation of both ionic and electronic charge 

in the interfaces of the perovskite with the selective contacts.27 The most widely used 

equivalent circuit for impedance spectra data fitting is shown in Figure 2. We will call 

this circuit Standard EC. Here, the low-frequency resistance and capacitance are R1 and 

C1, respectively, and R3 is the high frequency resistance. Cg is the geometrical 

capacitance, and RS is the series resistance. 

 

Figure 2. Standard EC used for the analysis of impedance spectra of perovskite solar 

cells. 

 

This circuit is only able to produce impedance spectra with one or two arcs in the complex 

plane plot. However, perovskite spectra showing more features, either at intermediate or 

at low frequency, are not unusual, as we have seen in Figure S3. In fact, intermediate 

frequency features that can be hindered in impedance spectra may appear in IMPS spectra 

of the same cell. This is due to the fact that the time constants of IS features are different 

from those of IMPS (τHF,IMPS = RSCg, τHF,IS = R3Cg), so that features that appear distinct 

in one technique become combined in the other one, as previously discussed.6 The 

standard EC is able to produce IMPS spectra with only two arcs,23 as shown in Figure S4. 

Therefore, we can conclude that the Standard EC is too simple for explaining complex 

spectra with more features, as remarked in the literature.9 
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Figure 3. (a) Equivalent circuit for the data fitting of IS of carbon-based perovskite solar 

cells. (b) Capacitance-frequency plot of Cell 2 showing three capacitances at different 

frequencies. (d-f) Impedance complex plots at open circuit conditions. Red and yellow 

points are experimental data, and the straight black line is the fitting given by the EC. (c) 

is for Cell 1, (d) and (e) are for Cell 2 and (f) is for Cell 3. 

 

As remarked above, the observation of negative capacitance is very common, but the 

physical origin remains uncertain.5, 13-15 One hypothesis is that the interaction of ionic and 

electronic effects generates delayed dynamics, either by charge accumulation at the 

interface13 or by ionic redistribution controlling charge injection.28 It may also be an 

intrinsic instability of the device during the time of measurement of IS17 or only an 

apparent effect.14 Based on these approaches, we adopt the model proposed by 

Ghahremanirad et al. for including the negative capacitance features in the EC,13 shown 

in the lower branch of Figure 3a.  This method is based on a surface polarization model29 

that provides a quantitative description of the slow dynamics associated with the ionic-

electronic coupling at the interface. The model describes the evolution of an internal 

surface voltage sV  (related to interfacial polarization) towards equilibrium dictated by 

the external voltage V and the built-in potential 𝑉𝑏𝑖 according to the relaxation equation 

kin

biss VVV

dt

dV



)( −−
−=    (1) 
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The EC parameters (including the inductor element) are determined from the physical 

parameters as described by Ghahremanirad et al.13 The time constant kin  has been found 

in the range 1-10 s, and it has been linked to ionic binding phenomena at the interface.30 

This EC is able to fit both negative capacitances at low frequency and inductive loops at 

midfrequency values, and both features appear in the solar cells that we are presenting.  

However, this circuit is not able to reproduce midfrequency arcs like the circuit proposed 

by Ravishankar et al.6 for IMPS and IS. Therefore, we propose in Figure 3a a generalized 

EC able to reproduce all these features, altogether. 

The generalized EC has three parallel branches with three different capacitances that are 

able to generate three separated features. The elements are ordered according to the 

frequency in which they appear, i.e. number 1 goes with the lowest-frequency elements, 

and number 3 goes with the highest; number 2 is for midfrequency, following the 

established convention.9 Figure 3b shows a capacitance-frequency (C-f) plot that clearly 

shows the appearance of three capacitances in the impedance measurements. This C-f plot 

corresponds to the impedance plot in Figure 3d. The proper functioning of the circuit is 

demonstrated in Figure 3c-f, where we can see how the same circuit gives a good fitting 

for a variety of spectra showing different phenomena at mid and low frequencies, such as 

inductive loops, midfrequency arcs or negative capacitances. Here, the red points are the 

experimental data measured for different cells, at different illuminations and at open-

circuit voltage, and the straight line is the fitting given by the EC in Figure 3a. 

By being able to fit all these different spectra, this EC proves to be appropriate for the 

study of perovskite solar cells. From the fitted spectra, we can extract some conclusions. 

In Figure 4a (orange), we can see that the value of C2, i.e., the midfrequency capacitance, 

depends on the cell thickness. The values are several orders of magnitude lower for Cell 

1, in comparison with Cell 2 and Cell 3, which have much thicker perovskite layers. In 

contrast, C1 (yellow) takes similar values for all the cells. This means that the intermediate 

frequency capacitance depends on the perovskite layer thickness, while the low-

frequency capacitance does not and can be attributed to surface phenomena.27 Moreover, 

if we look into the values of R3 and R2 (Figure 4b), we can clearly see that the high-

frequency resistance does not depend on the thickness, while the midfrequency 

resistances are normally higher for Cells 2 and 3. Therefore, the midfrequency elements 

change with the perovskite thickness. 
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Figure 4. Values of C1 and C2 (a) and R2 and R3 (b) depending on the light intensity for 

the three cells. 

 

The resistances and the arcs from IS spectra vary from one cell to another. However, the 

evolution of all the resistances in one cell with voltage is similar for all the resistances. 

Therefore, there is a concordance with all the resistances in each cell. This can be seen in 

Figure S5. 

Coming back to Figure 1, when comparing IS and IMVS spectra, the similarities are 

easily seen. Interestingly, we have found that the IMVS spectra are similar to the IS 

spectra in the number and the type of characteristics they have, although they are not 

exactly equal. Moreover, the low-frequency features, which are key for the correct 

understanding of perovskite solar cell operation, seem to be amplified and more easily 

distinguishable. Therefore, IMVS can help support the results obtained in IS 

measurements as well as improve the analysis of those mid- and low-frequency loops and 

arcs. 

The fact that we are doing all measurements under the same conditions, and the three 

measurement perturbation variables (V, je and jph) appear in pairs in the three different 

techniques, suggests that the three techniques may be linked. This has been previously 

suggested for dye-sensitized solar cells31 and shown with a general derivation by 

Bertoluzzi et al.25 When taken in the same conditions, the three techniques are related by 

the following equation: 

𝑄(𝜔) =
𝑊(𝜔)

𝑍(𝜔)
  (2) 

Therefore, if the measurements are correct, the values for the IMPS transfer function Q 

should be similar when obtained directly from the measurement and by calculating it from 

eq 2. 
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We have calculated IMPS transfer function Q by dividing IMVS and IS transfer functions, 

W and Z, respectively, for each cell. The comparison between the IMPS experimental 

transfer function from direct measurements and the IMPS calculated transfer function 

from W and Z is shown in Figure S6. For all cells, both experimental and calculated 

spectra have the same number of features with similar shapes. This result indicates the 

good relation between the techniques, giving truthfulness to the results obtained in these 

measurements. 

In summary, we have measured IS in three similar perovskite solar cells with only one 

difference: the perovskite layer thickness. From the measurements, we conclude that the 

effects of the intermediate frequency features are amplified by the perovskite thickness 

as well as the negative capacitance, which is bigger in the thickest cell. Based on the 

measurements of IMPS and IMVS in perovskite solar cells that show negative 

capacitance in IS measurements, we have been able to see how this feature manifests in 

IMPS and IMVS spectra. In the case of IMPS, we see how the fourth quadrant low-

frequency common feature ends up coming back to the first quadrant. Regarding IMVS, 

the spectra look similar to those of IS. We have built an EC for impedance spectra of 

perovskite solar cells that is able to reproduce and explain intermediate frequency arcs, 

inductive loops, and negative capacitances. This EC is based on previous studies that have 

explained these features separately, and here, we aim to unify this feature in one complete 

EC. Moreover, it has been able to fit a wide variety of spectra shown by a group of 

perovskite solar cells. Finally, we have checked the relation between the transfer 

functions of the three techniques by dividing IMVS and IS transfer functions, obtaining 

a calculated IMPS transfer function, which is comparable with the measured IMPS 

spectra. 
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Experimental methods 

 

Figure S1. Scheme of the carbon cell. Brown colour represents the infiltrated perovskite 

through the mesoporous layers. 

 

Materials: PbI2 (99%, Sigma-Aldrich), MAI (CH3NH3I, anhydrous, Dyesol), 5-

ammonium valeric acid iodide (5-AVAI, Dyesol) and  γ-Butyrolactone (Sigma Aldrich) 

were used as received for preparation of perovskite precursors. Stacks were prepared 

using the following: anhydrous 2-propanol (IPA, 99.5%), carbon paste (Gwent electronic 

materials), ZrO2 paste (Solaronix), TiO2 paste (30NR-D, Dyesol), terpineol (95%, Sigma-

Aldrich), and titanium diisopropoxide bis (acetylacetonate) (TAA, 75% in IPA, Sigma-

Aldrich). 

mailto:bisquert@uji.es
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Device fabrication: Τhe FTO substrate was initially patterned with a Nb:YVO4 laser 

(532nm), then cleaned with a solution of Hellmanex in deionised water, rinsed with 

acetone, IPA, and finally plasma cleaned in an O2 atmosphere for 5 min. A compact TiO2 

blocking layer was sprayed with a solution of 10% Titanium di-isopropoxide bis 

(acetylacetonate) in IPA on the FTO substrate, which was kept at 300 oC on a hot plate. 

Mesoporous layers of TiO2, ZrO2, and carbon were sequentially screen printed. The 

annealing of each layer occurred at 550 oC for TiO2, and 400 oC for ZrO2 and carbon. For 

devices with double and triple ZrO2, the layers were printed two and three times 

respectively after drying each printed layer at 100 oC. The paste for the TiO2 layer was 

diluted in terpineol in a 1:1 ratio by weight. The other pastes were used as bought. The 

precursor perovskite solution was synthesized by dissolving 0.439 of PbI2, 0.1514 of MAI 

and 0.0067 g of 5-AVAI in 1 ml γ-butyrolactone at 60 oC. In case of devices with one 

ZrO2 layer, 15 μL of the solution drop casted on the 1 cm2 active area of the cells through 

the carbon layer, while in the case of devices with double and triple ZrO2 the amount of 

the infiltrated perovskite precursor solution was 20 and 25 μL respectively. Allowing 10 

minutes time for the solution to percolate throughout the stack, the devices were annealed 

in a fan oven for 1 h at 50 oC. The finished solar cells were then exposed to 70% relative 

humidity at 40 °C for 24 hours to induce a recrystallisation and then dried in a vacuum 

oven before measuring to reach their final efficiency. 

Films thicknesses were measured with a DEKTAK 150 profilometer system and found 

as follows (average values): 

• Standard: ZrO2=1.5 μm, total stack= 17 μm 

• Double ZrO2, ZrO2=2.9 μm, total stack= 18.3 μm 

• Triple ZrO2, ZrO2=4.5 μm, total stack= 19.5 μm 

 

 

 

 

 

 

 

 

 

 

 



Chapter 2. Supporting Information  51 

 

 

 

 

JV characterization: Masked devices (0.5 cm2 were tested under a class AAA solar 

simulator (Newport Oriel Sol3A) at AM1.5 100 mW cm−2 illumination conditions 

(calibrated using a KG5 filtered reference cell) using a Keithley 2400 source meter. The 

devices were scanned from Voc to Jsc and vice versa at a scan rate of 330 mV s-1, after 3 

min of light soaking. 

 

 

Figure S2. J-V curves of Cell 1 (a), Cell 2 (b) and Cell 3 (c). (d) shows the characteristic 

values of J-V curves. 
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Characterization: Impedance spectroscopy (IS), intensity-modulated photocurrent 

spectroscopy (IMPS) and intensity-modulated photovoltage spectroscopy (IMVS) 

measurements were performed on unmasked devices using a Zahner CIMPS-X 

photoelectrochemical workstation with 630 nm LED illumination. The frequency range 

for these measurements was 1 MHz to 0.01 Hz and all the measurements were performed 

at open-circuit voltage. 

 

 

Impedance Spectra 

 

Figure S3. Impedance Spectroscopy complex plane plot for the Cell 1, Cell 2 and Cell 3 

at open circuit conditions. 
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Standard Circuit Simulations 

 

Figure S4. a) Standard EC shown in Figure 1 with the addition of the generator in parallel 

with R3. The EC is accompanied by IS (b), IMPS (c) and IMVS (d) spectra for the 

following values of the circuit elements: RS = 10Ω, Cg = 0.2µF, R3 = 60Ω and R1 = 50Ω, 

C1 = 1mF. 
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Resistances from IS Fittings 

 

Figure S5. Resistance-Voltage plots, extracted from IS measurements. 

 

 

 



Chapter 2. Supporting Information  55 

 

 

 

 

 

 

 

Experimental vs Calculated IMPS Transfer Function 

 

Figure S6. Experimental IMPS complex plane plots (left) vs Calculated IMPS complex 

plots (right). 
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Introduction 

This work achieves for the first time the extraction of charge carrier diffusion parameters 

of perovskites directly from small perturbation techniques. The method is based on the 

IMPS measurements of two kind of perovskite device configurations that present a non-

uniform generation profile. The IMPS spectral shape is discussed in terms of the relation 

of different physical parameters. 
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Abstract 

Frequency resolved methods are widely used to determine device properties of perovskite 

solar cells. However, obtaining the electronic parameters for diffusion and recombination 

by impedance spectroscopy has been so far elusive, since the measured spectra do not 

present the diffusion of electrons. Here we show that Intensity Modulated Photocurrent 

Spectroscopy displays a high frequency spiraling feature determined by the diffusion-

recombination constants, under conditions of generation of carriers far from the collecting 

contact. We present models and experiments in two different configurations: the standard 

sandwich-contacts solar cell device, and quasi-interdigitated back-contact (QIBC) device 

for lateral long-range diffusion. The results of the measurements produce the hole 

diffusion coefficient of 𝐷𝑝 = 0.029 cm2/s  and lifetime of 𝜏𝑝 = 16 μs for one cell and 

𝐷𝑝 = 0.76 cm2/s, 𝜏𝑝 = 1.6 μs for the other. The analysis in the frequency domain is 

effective to separate the carrier diffusion (at high frequency) from the ionic contact 

phenomena at low frequency. This result opens the way for a systematic determination of 

transport and recombination features in a variety of operando conditions. 

mailto:Felix.Deschler@wsi.tum.de
mailto:bisquert@uji.es
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Metal halide perovskites (MHP) have raised enormous research efforts as a future high 

efficiency low-cost photovoltaic platform and also for various semiconductor electronics 

and photonics applications. Consequently, a priority of current research is the 

characterization of electronic parameters such as the electron diffusion coefficient, 𝐷𝑛, 

and the electron recombination lifetime, 𝜏𝑛. There have been presented a large number of 

evaluations of the diffusion length 𝐿𝑛 =  (𝐷𝑛𝜏𝑛)1/2 measured by time transient methods 

in the archetype perovskite solar cells (PSC) with methylammonium (MA) cation, namely 

MAPbI3 and MAPbBr3.
1,2 There have been also abundant determination of carrier 

mobilities by a range of techniques: Space-charge limited-current (SCLC), Hall effect, 

THz frequency measurements, etc. The results span a variety of values from 𝐷𝑛 = 0.01 

cm2 s-1 to 4 cm2 s-1.3,4  

In this letter we address the observation of electronic diffusion characteristics in the 

framework of small perturbation frequency modulated techniques, that allow to study the 

full device operation in a wide range of scales from very low mHz frequencies to MHz 

phenomena. These methods yield us the important advantage that they can be applied in 

full efficient devices (in contrast to contactless methods such as THz spectroscopy) 

avoiding effects of ionic polarization that plague other techniques, as it has been well 

described recently,5 provided that the diffusion effect is observed at high frequency, far 

from the low frequency ionic polarization. Therefore, it is important to find the spectral 

signatures of diffusion in PSCs. 

As a reference, the diffusion of electrons was distinctly observed by Impedance 

Spectroscopy (IS)6 and Intensity Modulated Photocurrent Spectroscopy7 and these 

became dominant methods of analysis in dye solar cells. The diffusion effect is usually 

manifested as a 45º inclined line at high frequency in the complex plane representation of 

the spectra. This is the Warburg impedance with the square root dependence on the 

angular frequency as 𝑍(𝜔) ∝  (𝑖𝜔)−1/2, clearly indicating the presence of a diffusion 

transport resistance.8 An enormous number of papers have analyzed the IS response of 

PSCs and such response has not been observed. The usual reason to explain the absence 

of such observation is that the transport resistance it too small due to the large electron 

mobility/diffusion coefficient, and becomes absorbed in the series resistance. 

Observations of low frequency Warburg elements in IS studies9,10 have been attributed to 

ionic diffusion. There have been also a significant number of studies of MHP using 

IMPS,11-16 but the spectral observation of Warburg features has not been achieved.  

Often, the IMPS transfer function in MHP shows the curious feature that the spectra turn 

to real negative values (second quadrant) at high frequency, as indicated in Fig. 1. (It is 

different from the negative value observed at very low frequency.17-19) The high frequency 

feature has been often explained in the literature as the effect of RC attenuation,7,11,14 that 

is, the large frequency negative feature is associated to the impedance of series and 

parallel elements in addition to diffusion. This type of effect is obviously uninteresting 

for the observation of diffusion. In any case, it provides a correction of the spectra by the 

impedance elements that can be measured independently. However, another effect 
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associates a negative spiraling IMPS feature to the photocurrent created by carriers 

generated far from the collecting contact.20,21 The observations of Fig. 1 indicate an 

opportunity where the diffusion-recombination effect dominates the frequency response 

of a PSC and enables the determination of the physical parameters. These experimental 

responses have been recently observed in a systematic fashion and related to negative 

transient photocurrent spikes.22 

 

Figure 1. IMPS response for PSCs indicating an excursion to the second quadrant in the 

case of a and b, and staying in the first quadrant for c. a) Reproduced from 11. b) 

Reproduced from 16. c) Reproduced from 12. 

 

Interestingly, the excursion to the second quadrant in Figure 1b, in which the real part of 

the IMPS transfer function becomes negative, is found in a configuration with a large 

perovskite layer that provokes a non-uniform generation profile. In this case, the 

generation profile is that represented in Figure 2a, where the generation of one kind of 

carriers is localized far away from their collecting contact. This is not the case of Figure 

1c, where the thin film configuration allows the electron-hole pair generation to take place 

throughout the entire perovskite layer, and then the IMPS real part remains positive up to 

high frequency. 

In this paper we will carry out a systematic investigation of models and experiments on 

the high frequency negative loop in the diffusion-recombination systems applied to halide 

perovskite solar cells. We derive the model for two independent experimental 

configurations, indicated in Fig 2: the standard sandwich solar cell for diffusion 

perpendicular to the electrodes, Fig. 2a, and a quasi-interdigitated back-contact (QIBC) 

for lateral diffusion, Fig. 2b.23 This last structure has also been used by multiple groups 

for the fabrication of all back contacted solar cells with efficiencies up to 11.2%.24-30 A 

number of papers have studied lateral diffusion of electronic carriers in perovskites, using 

time transient methods.31-33 Excitation frequency-dependent photocurrent studies on 

QIBC devices have, however, never been performed, and could yield valuable insights 

on charge carrier dynamics for both a better understanding of intrinsic material and 

interface properties, as well as optimization of the back-contact structures for even higher 

efficiency solar cells. We show that electron diffusion coupled to recombination is clearly 
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observed in both methods, and we provide a fitting method that allows us to extract the 

main parameters. 

 

 

Figure 2. Scheme of the IMPS measurement for illumination far from the collecting 

contact. (a) The solar cell configuration. (b) Planar sample with lateral contact illuminated 

from above. 

Method 1. Diffusion between parallel contacts. 

The analysis of the IMPS spectra requires to solve the system of the scheme of Fig. 2a. 

Incident photon flux Φ arrives at the solar cell at 𝑥 = 𝑑. The equation for the excess 

electron density 𝑛 (over the equilibrium concentration 𝑛0) is 

𝜕𝑛

𝜕𝑡
= 𝐷𝑛

𝜕2𝑛

𝜕𝑥2
−

𝑛

𝜏𝑛
+ 𝐺(𝑥, 𝑡) (1) 

where 𝐺(𝑥) = 𝛼 Φ exp (𝛼(𝑥 − 𝑑)) is an exponential profile of generation dependent on 

the absorption coefficient 𝛼. The boundary conditions at short-circuit conditions are 

𝑛(𝑥 = 0) = 0 and 

𝜕𝑛

𝜕𝑥
(𝑥 = 𝑑) = 0 (2) 

The photocurrent density 𝑗𝑒 at the collecting contact at 𝑥 = 0  is  

𝑗𝑒(𝑥 = 0) = +𝑞𝐷𝑛
𝜕𝑛

𝜕𝑥
 (3) 
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The IMPS transfer function 𝑄(𝜔) = 𝑄′(𝜔) + 𝑖𝑄′′(𝜔) is obtained by the quotient of the 

small modulated input/output  

𝑄 =
𝑗̃𝑒

𝑞𝛷̃
 (4) 

This problem is solved in Ref. 7 and a broad variety of illumination conditions are 

presented in 21. For the sake of completion, we describe the solution in SI. The result is 

𝑄(𝜔) =
1−𝑒−α𝑑[𝑒

𝑧𝑑
𝐿𝑛+(

𝑧

𝐿𝑛α
−1) sinh(

𝑧𝑑

𝐿𝑛
)]

[1−(
𝑧

𝐿𝑛α
)

2
] cosh(

𝑧𝑑

𝐿𝑛
)

 (5) 

where 

𝑧(𝜔) = (1 + 𝑖𝜔𝜏𝑛)1/2 (6) 

The shapes of the IMPS spectra generated by Eq. (5) depend on the light absorbance mode 

and the diffusion-recombination features of the material. The physical parameters for 

absorbance and extraction affecting the form of the spectra are the light absorption length, 

𝛼−1, and the diffusion length, 𝐿𝑛, respectively. These parameters transform the spectral 

shape depending on whether they are shorter or longer than the cell thickness 𝑑, and the 

different kind of spectra that are obtained are shown in Figure 3. In the spectra we show 

the characteristic time constants8 for diffusion across the layer thickness 

𝜔𝑑 =
𝐷𝑛

𝑑2  (7) 

and for recombination 

𝜔𝑟𝑒𝑐 =  𝜏𝑛
−1 (8) 

Note the proportions between characteristic distances and frequencies 

𝜔𝑑

𝜔𝑟𝑒𝑐
= (

𝐿𝑛

𝑑
)

2

 (9) 

A Warburg-like spectral feature at high frequencies (𝑖𝜔)−1/2 is obtained when the light 

is generated across the full thickness (𝛼−1 > 𝑑), either for short or long 𝐿𝑛 (top row of 

Fig. 3). In the bottom rows, it is noted that looping spectra producing a negative 𝑄′ at 

high frequency (NHF) appear only when the absorption length is much shorter than the 

cell thickness. Another required condition for this feature is the diffusion length being 

longer than the absorption. These conditions are expressed respectively   𝛼−1 ≪ 𝑑, and 

𝛼−1 < 𝐿𝑛.  Then, loops appear in the 𝛼−1 < 𝑑 < 𝐿𝑛 case and also in the 𝛼−1 < 𝐿𝑛 < 𝑑 

case. This analysis confirms that the NHF loop is associated to collection of charges 

generated only far from the collecting contact. When the light is absorbed in a distance 

comparable to that of the cell (second row), no negative values of 𝑄′ are obtained but the 

spectra turn from Warburg like into a semicircle as the 𝐿𝑛 increases. 

 



Chapter 3. Publication 2  62 

 

 

 

 

Figure 3. Complex plane plots of the IMPS transfer function for several relative values 

of light absorption distance and diffusion length. Rows are for equal absorption length 

and columns for equal diffusion length. Red points indicate the characteristic time 

constant for diffusion, 𝜔𝑔 = (𝜋2/2)𝐷𝑛/𝑑2, and the black ones are the characteristic time 

for recombination, 𝜔𝑟𝑒𝑐 = 1/𝜏𝑛. No RC attenuation is considered. 

 

To better appreciate the analytical shape of the function of interest we present in the 

Supporting Information some approximations that can be obtained when the diffusion 

length is longer that the cell thickness (𝐿𝑛 > 𝑑) and the light is completely absorbed in a 

short region. The high frequency limit is 

𝑄(𝜔) ≈
2

(1−𝑖𝜔𝜏𝑛
1

𝐿𝑛
2 α2)

exp (−
𝑑

𝐿𝑛
√𝑖𝜔𝜏𝑛) (10) 
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The spectral dependences of this function are shown in Figure SI.1. The complex 

exponential function that depends on √𝑖𝜔𝜏𝑛 is the one that loops and spirals into the 

negative 𝑄′ axis.  

In order to understand the negative values of the real part of the transfer function 𝑄, we 

calculated the excess charge carrier concentration 𝑛̃ along the cell associated to the small 

ac illumination, see the analytical expressions in the Supporting Information. We choose 

different representative regions of frequencies in the characteristic spectrum with the 

NHF loop, shown in Fig. 4.  

 

Figure 4. (a) IMPS complex plane plot for 𝛼𝑑 = 10 and 𝐿𝑛 𝑑⁄ = 1 2⁄ , indicating the 

angular frequencies for the concentration profiles in (b). (b) Plot of the spatial distribution 

of ∆𝑛 = 𝑛̃(𝜔, 𝑥), the excess charge carrier concentration induced by an ac flux 

perturbation of 𝛷̃ = 1.58 · 1015 s-1cm-2, for an angular frequency representative of each 

quadrant, as indicated in (a), inset zooms the region close to the contact at 𝑥 = 0. 
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The excess carrier concentration profiles at the frequencies of different quadrants, as 

indicated in Fig. 4a, are shown in Fig. 4b. The extracted current is proportional to the 

gradient of carrier concentration at the contact. We observe that the frequencies in the 

first and fourth quadrants give a positive current, which agrees with a positive real value 

of 𝑄′. In contrast, for frequencies in the second and third quadrants, the gradient is 

negative, meaning that we have a negative current, and thus, a negative real value of 𝑄′. 

In summary according to Fig. 4 the negative 𝑄′ occurs because the carriers generated at 

the contact decay rapidly at high frequency and make an upturn before the arrival to the 

collecting contact. 

As mentioned earlier, it has been suggested in the literature that the additional impedances 

in the solar cell can produce a negative loop in the measured IMPS response, 𝑄𝑚𝑒𝑎𝑠. The 

previous transfer function due to diffusion only is modified as 

𝑄𝑚𝑒𝑎𝑠(𝜔) = 𝐴(𝜔) 𝑄(𝜔)                                                                               (11) 

In the case of series resistance 𝑅𝑠 and geometrical capacitance 𝐶𝑔, the attenuation factor 

𝐴(𝜔) is7,21 

𝐴(𝜔) =
1

1+𝑖𝜔𝑅𝑠𝐶𝑔
                                                                                              (12) 

The RC attenuation can produce a considerable effect in high frequencies, as it can be 

seen in Figure SI2. The RC attenuation with high RC values turns positive theoretical 

IMPS responses into the 𝑄′ negative axis as it is seen in Figure SI.2a. This effect makes 

the loop and Warburg IMPS responses undistinguished, whether light is completely 

absorbed or not. However, due to the fact that the RC values can be measured by 

impedance spectroscopy technique, the RC attenuation can be controlled and removed to 

obtain the pure diffusion features.  

In order to observe the diffusion-recombination parameters we take the results of IMPS 

previously published16 for a mesoporous carbon-based perovskite solar cell of 𝑑 =

5.3 μm illuminated with different wavelengths, related to the transport of holes. The data 

clearly show a large NHF loop feature as observed in Figure 5. The fit to Eq. (5) describes 

well the experimental data, including the spiraling feature to the origin at high frequency. 

We obtain values of 𝜏𝑝 = 16 μs for the lifetime and a diffusion coefficient of 𝐷𝑝 =

0.029 cm2/s for the blue light fitting and values of  𝜏𝑝 = 20 μs and 𝐷𝑝 = 0.034 cm2/s 

for red light, which are in agreement with the values for perovskite solar cells in the 

literature.3 These values produce diffusion lengths of 𝐿𝑝 = 2.6 μm and 𝐿𝑝 = 2.2 μm. 

These diffusion lengths match with the predictions from Figure 3, where we expected a 

diffusion length comparable to the length of the perovskite layer for looping spectra. As 

the value of the lifetime is much larger than the RC factor, the attenuation is not highly 

relevant in this case. It introduces a relative difference in the estimated values lower than 

5% . 
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Figure 5. IMPS data (point) and fit (line) for a perovskite cell of 5.3 μm thickness 

illuminated with blue and red light, with estimated absorption length of 40 nm and 

140 nm respectively.34 The series resistance is 10 Ω 𝑐𝑚2 and the geometrical capacitance 

is 36 nF cm-2 as determined by impedance spectroscopy. The effect of RC attenuation is 

negligible. 

Method 2. Lateral diffusion 

We consider the experimental configuration illustrated in Fig. 2b, measured on the quasi-

interdigitated back-contact (QIBC) structure shown in Fig. 6. The QIBC configuration is 

particularly useful for the measurement of carrier diffusion, as upon local excitation of an 

electron-hole pair over either electrode, one carrier will be immediately extracted while 

the other will need to diffuse laterally towards its respective electrode over a distance 

much larger than the width of the excitation spot. Such measurements have been 

demonstrated in the past by Tainter et al.23 It has also been shown by Lamboll et al. that 

is valid to treat diffusion as one-dimensional in photocurrent measurements on the QIBC 

device structure.35  
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Figure 6. False-colour optical micrograph of the quasi-interdigitated back contact device 

structure used for measuring lateral diffusion. Here a pattern of an Al2O3/Au bilayer is 

formed on top of a continuous ITO/SnO2 bilayer. A thin-film of perovskite is then 

deposited over the entire back-contact structure that remains visible under an optical 

microscope. Long-distance hole diffusion is measured by exciting carriers away from the 

last (hole-collecting) Au electrode (a) on the edge of the structure illustrated in (b).  

 

Here a sample with a back contacted geometry is illuminated from above by a pulsed 

laser with a variable excitation frequency. Charges are generated in a spot of thickness   

at a distance d from the collecting contact, as illustrated in Fig. 2b and Fig. 6a. The 

photogenerated electrons are immediately extracted through the underlying SnO2 layer, 

while the holes need to diffuse laterally over a distance d to reach the nearest gold 

electrode. The experimental setup is described in more detail in the Supplementary 

Information. Here we provide a theoretical model for this experiment. We solve Eq. (1) 

with the generation profile 𝐺(𝑥) = 𝛽−1Φ  ,where 𝛽 is an absorption coefficient, only for 

𝑑 ≤ 𝑥 ≤ 𝑑 + 𝛿 , and 𝐺(𝑥) = 0  elsewhere. The boundary condition is 𝑛(𝑥 = 0) = 0. 

This problem is solved in the SI and the result is 

𝑄(𝜔) =
1

𝐿𝑝

𝛽𝑧𝐷𝑝
sinh(

𝑧𝑑

𝐿𝑝
)+

1

𝛽𝛿
𝑒

𝑧𝑑
𝐿𝑝

                                                                           (13) 

The IMPS function is plotted for different cases of the diffusion length in Figure 7. Loops 

appear whatever the chosen diffusion length is. In the low diffusion length case, a shell 

shape is obtained. A small value of the EQE is obtained as the carriers are mainly 

recombined in the material. The IMPS function crosses over to the second quadrant with 

a complex exponential dependence like the dependences of the first method. When we 

increase the diffusion length, the EQE increases as the carriers easily diffuse in the 

sample. The shapes become longer than higher, but the function still leaves the first 

quadrant spiraling to the origin as in the other cases. 
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Figure 7: Complex plane IMPS function plots for different diffusion lengths. The 

absorption depth has been fixed to 𝛽−1 = 0.01 𝜇𝑚 and the diffusion length also, 𝐿𝑛 =

1 𝜇𝑚. The cell thickness is considered to be the same as the absorption depth. The 

characteristic time constants are defined in Fig. 3. 

 

For the analysis of the data the diffusion transfer function is complemented by other 

standard elements:36 𝑅𝑠 series resistance, 𝑅𝐻𝐹 high-frequency resistance, 𝐶𝑔 geometrical 

capacitance. The overall transfer function can then be written as in Eq. (11) with the 

attenuation factor: 

𝐴(𝜔) = (1 +
𝑅𝑠

𝑅𝐻𝐹
+ 𝑖𝜔𝑅𝑠𝐶𝑔)

−1

                                                               (14) 

The measured IMPS spectrum from the configuration in Fig. 2b exciting 10 μm away 

from the collecting electrode is shown in Fig. 8, along with a fit to the product of 

Equations (13) and (14). Importantly, in the regime of excitation far away from the 

collecting electrode and 𝐿𝑝 ≈ 𝑑  we can again clearly observe an NHF loop indicating a  

strong diffusive contribution to the IMPS spectrum.  The fitting details are described in 

the Supplementary Information. From the fit we extract 𝐿𝑝 = 11 μm, 𝜏𝑝 = 1.6 μs and a 

corresponding 𝐷𝑝 = 0.76 cm2/s. These values are once again consistent with those 

reported previously in literature, and the improvement in diffusivity can be attributed to 

the use of a triple cation, mixed halide perovskite in the back contacted configuration as 

opposed to MAPbI3 in the sandwich structure. In particular the correspondent room-

temperature hole mobility 𝜇𝑝 = 30 cm2 V-1 s-1 measured here shows good 

correspondence to the combined electron and hole mobility (𝜇 = 𝜇𝑝 + 𝜇𝑒) obtained for 

MAPbI3 polycrystalline thin films by THz spectroscopy, which also measures in-plane 
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movement of charge carriers, where 𝜇 = 33 cm2 V-1 s-1.4 The hole mobility being higher 

by roughly a factor of two for the measurement in this study can once again be attributed 

to triple cation mixed halide perovskite composition used instead of MAPbI3. 

 

 

Figure 8. IMPS data (point) and fit (line) for a back contacted perovskite cell excited by 

a ~1 μm wide pulsed laser illumination spot 10 μm away from the nearest hole collecting 

electrode.  

 

Now that we have completed the description of measurement and data analysis let us 

discuss the significance for a better understanding of halide perovskite solar cells. In Fig. 

5 and 8 we have shown the measured data for the range of frequencies that obey the 

diffusion model. As mentioned, the data are affected by some additional electrical 

elements 𝑅𝑠, 𝑅𝐻𝐹 and 𝐶𝑔. These elements form part of a wider equivalent circuit that 

includes additional elements that describe also the low frequency data. The equivalent 

circuit for perovskite solar cells including the required elements has been discussed in 

other publications,16,36 and a full spectrum showing the low frequency features is shown 

in Fig. SI.3 and SI.4. The remarkable fact is that the diffusion part of the spectra in Fig. 5 

is nicely separated from the low frequency arcs that relate to surface recombination and 

ionic polarization. In other measurement methods for the diffusion parameters in a full 

device, for example the SCLC, it is unavoidable that measured dc current is influenced 

by the state of the contacts (especially by the application of large voltages).5 The high 

frequency IMPS method has the unique feature that it is applied in an operating device 

but it is not strongly affected by the conditions of contacts. Nevertheless, the overall 

polarization can form an electrical field and charge extraction conditions, and produce 

modifications that modify the IMPS measurement. The method is then a powerful tool to 

investigate in situ the mechanisms of transport and recombination. An exploration of 

these more complex conditions is left for future investigations. 
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In summary, we have associated a negative loop spiraling to the origin of IMPS transfer 

function at high frequencies, to the generation of electronic carriers in a thin region and 

the subsequent transport across the sample thickness to the collecting contact. This 

spectrum occurs under the conditions (1) the absorption length is much shorter than the 

cell thickness and (2) is the diffusion length is longer than the absorption distance. We 

showed that the application of diffusion-recombination models enables a quantitative 

determination of the carrier diffusion coefficient and lifetime. This is the first consistent 

determination of electron diffusion by small amplitude spectral method, since these 

features have not been obtained in Impedance Spectroscopy and emerge in Intensity 

Modulated Photocurrent Spectroscopy. 
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IMPS Function for sandwich solar cell configuration (Fig. 2a) 

Carrier generation in the right side of the cell with an exponential profile has the 

expression 

𝐺̃(𝑥, 𝑡) = 𝛼Φ̃(𝑡)exp (𝛼(𝑥 − 𝑑))                                                                                        (A1) 

where Φ̃(𝑡) = Φ̃0 exp (𝑖𝜔𝑡) is the small ac perturbation of the incident photon flux. The 

excess electron density has the form 

𝑛̃(𝑥, 𝑡) = 𝑢(𝑥, 𝜔)exp (𝑖𝜔𝑡)                                                                                                (A2) 

Equation 1 is reduced to the following expression 

𝜕2𝑢

𝜕𝑢2
=

𝑧(𝜔)2

𝐿𝑛
2 𝑢 − 𝛼

Φ̃0

𝐷𝑛
exp (𝛼(𝑥 − 𝑑))                                                           (A3) 

with 𝑧(𝜔) = (1 + 𝑖𝜔𝜏𝑛)1/2. The solution is 

𝑢(𝑥, 𝜔) = 𝐴 exp (𝑧
𝑥

𝐿𝑛
) + 𝐵 exp (−𝑧

𝑥

𝐿𝑛
) + 𝐶 exp(+𝛼𝑥)                                    (A4) 

as it has been previously shown in literature.1 𝐴, 𝐵 and 𝐶 are constants that can be 

calculated with the use of the boundary conditions: 

𝐴 + 𝐵 =  −𝐶                                                                                                                       (A5) 

𝐴 exp (𝑧
𝑑

𝐿𝑛
) − 𝐵 exp (−𝑧

𝑑

𝐿𝑛
) =  −𝐶

𝛼𝐿𝑛

𝑧
exp (𝛼𝑑)                                             (A6) 

Therefore  
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𝐴 =  −𝐶
𝑧 exp(−𝑧

𝑑

𝐿𝑛
)+𝛼𝐿𝑛 exp(𝛼𝑑)

𝑧 [exp(𝑧
𝑑

𝐿𝑛
)+exp(−𝑧

𝑑

𝐿𝑛
)]

                                                                             (A7) 

𝐵 =  𝐶
−𝑧 exp(𝑧

𝑑

𝐿𝑛
)+𝛼𝐿𝑛 exp(𝛼𝑑)

𝑧 [exp(𝑧
𝑑

𝐿𝑛
)+exp(−𝑧

𝑑

𝐿𝑛
)]

                                                                              (A8) 

The 𝐶 constant is obtained introducing the solution into the differential equation. 

𝐶 =
𝛼𝐿𝑛

2 (Φ̃0/𝐷𝑛)

𝑧2−𝛼2𝐿𝑛
2 exp(−𝛼𝑑)                                                                                   (A9) 

The IMPS transfer function is obtained with 

𝑗𝑒̃(𝑥 = 0) = +𝑞𝐷𝑛
𝜕𝑢

𝜕𝑥
 (3) 

𝑄 =
𝑗̃𝑒

𝑞𝛷̃
 (4) 

 The excess electron density can be obtained by taking real part of the Equation A4. 

 

IMPS Function for lateral transport configuration (Fig. 2b) 

Similarly to the problem of the parallel contacts, we use Equation 1 for holes, with carrier 

generation in this case defined by: 

𝐺̃(𝑥) = {
0 0 < 𝑥 ≤ 𝑑

𝛽Φ̃ 𝑑 < 𝑥 < 𝑑 + 𝛿
0 𝑑 + 𝛿 ≤ 𝑥 < +∞

                                                                                         (A10) 

Then, we have three separated regions (1, 2, 3 from right to left). To calculate the IMPS 

transfer function, we need to know the extracted current at the collecting point 𝑥 = 0,  

𝑗𝑝̃(0) = 𝑞𝐷𝑝
𝜕𝑝̃

𝜕𝑥
|

𝑥=0
                                                                                   (A11) 

The small perturbation transform of equation 1 for regions 1 and 3 gives 

𝑠𝑝 = 𝐷𝑝
𝜕2𝑝̃

𝜕𝑥2
−

𝑝̃

𝜏𝑝
                                                                                    (A12) 

The solution for excess density of holes in region 1 is: 

𝑝(𝑥) = 𝑀𝑒
𝑥

𝐿⁄ + 𝑁𝑒−𝑥
𝐿⁄                                                                                    (A13) 

Given that the boundary condition at the collecting contact is 𝑝(0) = 0, this gives 𝑁 =

−𝑀, and therefore 

𝑝(𝑥) = 𝑀(𝑒
𝑥

𝐿⁄ − 𝑒−𝑥
𝐿⁄ )                                                                                   (A14) 

Substituting the value of 𝑝(𝑥) in equation A14 we get 

𝐿 =
𝐿𝑝

√1+𝑠𝜏𝑝
=

𝐿𝑝

𝑧
                                                                                   (A15) 

Similarly, the solution for excess density of holes in region 3 is: 
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𝑝(𝑥) = 𝑅𝑒
𝑥

𝐿⁄ + 𝑆𝑒−𝑥
𝐿⁄                                                                                    (A16) 

Here, as a boundary condition, we apply 𝑝(+∞) = 0, which gives 𝑅 = 0, and the excess 

hole density is 

𝑝(𝑥) = 𝑆𝑒−𝑥
𝐿⁄                                                                                     (A17) 

Assuming uniform density at the generation spot, 𝑝(𝑑) = 𝑝(𝑑 + 𝛿), we get 

𝑆 = (𝑒
𝑑

𝐿⁄ − 𝑒−𝑑
𝐿⁄ ) 𝑒

𝑑+𝛿

𝐿 𝑀                                                                         (A18) 

And solving small perturbation transform of equation 1 in the illuminated region 2, we 

get: 

𝑀 =
𝛽𝛿

2(𝑠𝛿 sinh(
𝑑𝑧

𝐿𝑝
)+

1

𝛽𝛿
𝑒

𝑑𝑧
𝐿𝑝)

Φ̃                                                                         (A19) 

Which gives the extracted current: 

𝑗𝑝̃(0) = 𝑞𝐷𝑝
𝜕𝑝̃

𝜕𝑥
|

𝑥=0
= 2𝑞

𝑧𝐷𝑝

𝐿𝑝
𝑀 =

𝑧𝐷𝑝

𝐿𝑝

𝛽𝛿

𝑠𝛿 sinh(
𝑑𝑧

𝐿𝑝
)+

1

𝛽𝛿
𝑒

𝑑𝑧
𝐿𝑝

𝑞Φ̃                        (A20) 

In this case, the definition of the IMPS transfer function 𝑄 will be slightly different from 

Equation 4, since the illuminated and collecting areas are not the same. Therefore, we 

will define it as: 

𝑄 =
𝑎

𝛿

𝑗̃𝑒

𝑞𝛷̃
= 𝑘

𝑗̃𝑒

𝑞𝛷̃
                                                                         (A21) 

Where 𝑎 and 𝛿 are the collecting and illumination transversal length, respectively. Since 

𝑘 is an experimental factor that depends on the configuration, we calculate the IMPS 

transfer function for 𝑘 = 1 in equation (16). In practice a normalizing factor in Q can be 

used as a fitting parameter, since obtaining the EQE is not a priority in this configuration. 

 

Fitting the IMPS Function for sandwich solar cell configuration (Fig 2a) 

The RC attenuation 𝐴(𝜔) describes that the diffusion is accompanied by a larger 

equivalent circuit.  

𝑄𝑚𝑒𝑎𝑠(𝜔) = 𝐴(𝜔)𝑄(𝜔)                                                                         (15) 

For the sandwich solar cell configuration, the series resistance and the geometrical 

capacitance can be measured via Impedance Spectroscopy. The absorbance length is 

obtained from bibliographic sources.2 The list of fitting parameters, used for the 

elaboration of Fig. (5), is indicated in Table S1. 

 

Table S1. Parameters used in IMPS fitting function in Fig. (5) for sandwich solar cell 

configuration. 
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Light  
𝛼−1 

(nm)   

d 

(μm) 

RS 

(Ω cm2) 

Cg 

(𝑛F/cm2) 

Blue 40 
5.3 10 3.6 

Red 140 

 

Fitting the IMPS Function for lateral transport configuration (Fig. 2b) 

In addition to attenuation, two more fitting parameters had to be introduced. Firstly, since 

the photocurrent amplitude for IMPS in the lateral transport configuration was measured 

in arbitrary units, a normalization factor N had to be introduced such that 

 𝑄𝑚𝑒𝑎𝑠(𝜔) = 𝑁 × 𝐴(𝜔) 𝑄(𝜔).                                                                                (A21) 

Secondly, in order to account for possible anomalous diffusions effects3 a power law in 

frequency is introduced such that   

𝑄𝑚𝑒𝑎𝑠(𝑖𝜔) = 𝑄𝑚𝑒𝑎𝑠[(𝑖𝜔)𝑝].                                                                                (A22) 

The full list of fitting parameters extracted of Fig. 8 can be found in Table S2 below.  

  

Table S2. Parameters extracted in IMPS fitting function in Fig. (8) for the lateral transport 

configuration. 

N p 
RS 

(Ω cm2) 

R3 

(Ω cm2) 

Cg 

(𝜇F/cm2) 

Lp 

(μm) 

Dp 

(cm2/s) 

3.4 × 105 1.26 19 3.8 1.1 11 0.76 

 

Spectral Shapes of the Limiting Functions  
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Figure SI.1. Complex plane plots of the IMPS transfer function (black line) for 𝐿𝑛 =

10𝑑 and different absorption lengths (a) 𝛼𝑑 = 4/3 and (b) 𝛼𝑑 = 10. The limiting 

functions are represented in the high frequency limit (blue dashed line) and in the low 

frequency limit (red dashed line). No RC attenuation is considered. 

 

To better appreciate the analytical shape of the function of interest we present some 

approximations that can be obtained when the diffusion length is longer that the cell 

thickness (𝐿𝑛 < 𝑑) and the light is completely absorbed in a short region. The high 

frequency limit is 

𝑄(𝜔) ≈ 2
 exp(−

𝑑

𝐿𝑛
√𝑖𝜔𝜏𝑛)−  

1

2
exp(−αd)(1+

1

𝐿𝑛α
√𝑖𝜔𝜏𝑛)

(1−𝑖𝜔𝜏
1

𝐿𝑛
2 α2)

                                           (A26) 

It represents a positive arc as it is shown in Figure SI.1a. The low frequency limit is  

𝑄(𝜔) ≈ 2
1−exp(−αd)(1+

𝑑

αLn
2 (1+𝑖𝜔𝜏𝑛))

(2+
𝑑2

𝐿𝑛
2 −

𝑑2

𝐿𝑛
4 α2)+𝑖𝜔𝜏(

𝑑2

𝐿𝑛
2 +

2𝑑2

𝐿𝑛
4 α2)

                                                               (A27) 

This function forms a semicircle that starts in the negative axis. As the absorption length 

becomes shorter, 𝛼𝑑 ≫ 1 the terms with the negative exponential become irrelevant. The 

limiting functions for high and low frequency turn into the following expressions, 

respectively: 

𝑄(𝜔) ≈
2

(1−𝑖𝜔𝜏𝑛
1

𝐿𝑛
2 α2)

exp (−
𝑑

𝐿𝑛
√𝑖𝜔𝜏𝑛) (A28) 

𝑄(𝜔) ≈
2

(2+
𝑑2

𝐿𝑛
2 −

𝑑2

𝐿𝑛
4 α2)+𝑖𝜔𝜏𝑛(

𝑑2

𝐿𝑛
2 +

2𝑑2

𝐿𝑛
4 α2)

                                                                (A29)

  

The spectral dependences of these functions are shown in Figure SI.1b. The complex 

exponential function that depends on √𝑖𝜔𝜏𝑛 is the one that loops and spirals into the 

negative 𝑄′ axis.  
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The RC attenuation effect 

 

Figure SI.2. Complex plane plots of the simulated IMPS transfer function considering 

RC attenuation in different absorption and diffusion lengths (Eq.12,13). The black line is 

the theoretical IMPS transfer function (𝑅𝐶 = 0), the red line is for a high RC factor (𝑅𝐶 =

102𝜏𝑛), the green line is for an intermediate value (𝑅𝐶 = 𝜏𝑛) and the blue line represents 

the low limit value (𝑅𝐶 = 10−2𝜏𝑛). (a) Cell distance 𝑑 = 10−6μm, diffusion coefficient 

of 𝐷 = 0.001 cm2/s , absorption length of 𝛼𝑑 = 4/3 and recombination lifetime 𝜏𝑛 =

1 μs. (b) absorption length of 𝛼𝑑 = 10 and lifetime 10 μs.  

 

Measured IMPS Function for all the whole measured frequency range 

 

Figure SI.3. Complex plane plot of the measured IMPS transfer function as fitted in Fig. 

5 for blue light. Measurements are shown for a wider frequency range down to 0.1 Hz. 

Red points denote specific frequencies as written. 
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Figure SI.4. Complex plane plot of the measured IMPS transfer function as fitted in Fig. 

8. Measurements are shown for a wider frequency range down to 5 Hz. 

 

Methods 

Interdigitated back contact solar cell fabrication 

ITO was deposited by sputter coating 150 nm on SiO2 (10 μm thick) on Si chips. SnO2 

was deposited by diluting a colloidal dispersion (15% in H2O, purchased form Alfa Aesar) 

to 2% and spincoating for 30 s at 3000 rpm and baking on a hot plate at 150 ∘C for 30 min. 

An insulating layer of AlOx (150nm) was deposited by atomic layer deposition on the 

chips. The quasi-interdigitated electrode pattern was written using e-beam lithography. 

After development, Cr/Au (2/70 nm) was deposited by thermal evaporation followed by 

lift-off. The chips were then placed in the TMAH-based AZ726 MIF developer, which 

etched the AlOx not covered by the electrodes, leaving the Au electrodes electrically 

insulated whilst exposing the SnO2 

The organic cations (FAI and MABr) were purchased from GreatCell solar, the lead 

compounds (PbI2 and PbBr2) were purchased from TCI and the CsI was purchased from 

Sigma Aldrich. The mixed cation perovskite solution was prepared by mixing FAI (1 M), 

MABr (0.2 M), PbI2 (1.1 M) and PbBr2 (0.2 M) in anhydrous DMF:DMSO 4:1 (v:v). 

After that, 5% of 1.5 M CsI was added to the prepared mixed cation perovskite solution 

to achieve triple cation perovskite solution. Before depositing perovskite the patterned 

electrode substrate was cleaned with UV-ozone treatment for 15 min. The film perovskite 

was spin-coated with a two-step program at 1000 and 6000 rpm for 10s and 20s 

respectively. During the second step, 100 μl of antisolvent anhydrous chlorobenzene was 

dropped on the substrate, 5 second before the end of program. After spin-coating, the 

substrate was annealed on a hotplate at 100 °C for 1h. The spin-coating and annealing 

steps were performed in a N2-filled glovebox.  
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IMPS measurement in lateral transport configuration 

A HP 8116A 50 MHz programmable function generator was used to generate two 

synchronous signals - one with a 50% duty cycle which allowed for comfortable reference 

signal phase locking with the lock-in amplifier and a second TTL signal with an on-time 

of < 40ns and with voltage limits set to appropriately trigger the laser system. The laser 

system used was a Pico Quant picosecond pulsed diode laser driver PDL 800-D with a 

LDH405 pulsed laser diode head (405 nm excitation wavelength, pulse length of 20ps) to 

appropriately excite above the bandgap of perovskite being studied. A Zurich Instruments 

HF2LI 50 MHz Lock-in Amplifier was used for the lock-in amplification of the current 

signal from the device and the HF2 LabOne software was used for frequency, lock-in 

signal and phase acquisition. The stage on which the sample was placed, and the confocal 

microscope was part of a WITec alpha 300 s setup. The incident power over the range of 

repetition rates studied was between 7nW and 5uW and the photocurrent extracted had 

an expected linear dependence of the average power on frequency. The maximum fluence 

studied (at 2MHz) by the air objective focused 1.5um laser spot was about 300 W/cm^2. 

The excitation frequency was swept between 20 kHz to 500 kHz.  
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Introduction 

This work models the IS, IMPS and IMVS responses of perovskite solar cells. It 

demonstrates that, in the case of non-uniform generation profiles, the trace of electron 

diffusion can be visible in light-modulated techniques, while hidden in voltage 

modulation techniques. The models are supported by experimental data, which fulfil the 

relation between the three techniques.  
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Abstract 

Impedance Spectroscopy (IS) has proven to be a powerful tool for the extraction of 

significant electronic parameters in a wide variety of electrochemical systems, such as 

solar cells or electrochemical cells. However, this has not been the case of perovskite 

solar cells which have the particular ionic-electronic combined transport that complicates 

the interpretation of experimental results due to an overlapping of different phenomena 

with similar characteristic frequencies. Therefore, the diffusion of electrons is 

indistinguishable on IS and there appears the need to use other small perturbation 

experimental techniques. Here we show that voltage-modulated measurements do not 

provide the same information as light-modulated techniques. We investigate the 

responses of perovskite solar cells to IS and Intensity Modulated Photocurrent and 

Photovoltage Spectroscopies (IMPS and IMVS). We find that the perturbations by light 

instead of voltage can uncover the electronic transport from other phenomena, resulting 

in a loop in the high-frequency region of the complex planes of the IMPS and IMVS 

spectra. The calculated responses are endorsed by experimental data that reproduce the 

expected high frequency loops. We finally discuss the requirement to use a combination 

of small perturbation techniques for a successful estimation of diffusion parameters of 

perovskite solar cells. 
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Impedance Spectroscopy (IS) has been a valuable technique for the analysis of the 

electrical response of a wide variety of semiconductor devices,1-5 and specifically solar 

cells.6-7 In fact, IS has led to the determination of carrier diffusion and recombination, 

charge transfer coefficient and carrier lifetimes in silicon solar cells,8 dye sensitized solar 

cells9-10 and organic solar cells.6, 11 This important technique has also been widely used 

for the characterization of Perovskite Solar Cells (PSC).12-14 Although the IS 

characteristics of PSC display a rich diversity of features,15 the interpretation of such 

spectra is not straightforward and the extraction of important parameters, such as the 

electronic carrier diffusion, has not been achieved. 

One of the reasons for the complex interpretation of IS data on PSC is the influence of 

ionic motion inside the perovskite layer. The mobile ions can cause interface 

polarization,16 affecting the charge transfer rates or inducing capacitive accumulation of 

electronic carriers. These phenomena affect the IS spectra hindering the electronic 

information that is coupled with ionic phenomena and preventing the extraction of 

electronic information. However, the combination of IS and other small perturbation 

techniques has demonstrated to be effective in the understanding of PSCs.17-19 Recently 

it was shown that electron diffusion parameters can be extracted from Intensity-

Modulated Photocurrent Spectroscopy (IMPS).20 However, this is not possible with 

voltage-modulated techniques such as IS.  

Here we want to explain why voltage-modulated measurements do not have the same 

information as light-modulated techniques. For that purpose, we calculate the response of 

charge carrier diffusion for one voltage-modulated technique, the IS, and two light-

modulated techniques, the IMPS and the Intensity-Modulated photo-Voltage 

Spectroscopy (IMVS). From these results, we conclude that while in IS both the 

perturbation and the response take place at the same contact, in IMPS and IMVS it is 

possible to apply the perturbation far from the collecting contact of one of the charge 

carriers, disclosing the diffusion of these particles along the film. 

Following the methods that have been used for the calculation of the transfer functions of 

IS, IMPS and IMVS,20-23 we solve the conservation equation in the frequency domain. 

The equation for carrier density 𝑛(𝑥, 𝑡) including recombination and Beer-Lambert 

generation is as follows 

𝜕𝑛

𝜕𝑡
= 𝐷𝑛

𝜕2𝑛

𝜕𝑥2
−

𝑛 − 𝑛0

𝜏𝑛
+ 𝛼𝛷(𝑡)𝑒𝛼(𝑥−𝑑) 

(1) 

where 𝐷𝑛 is the diffusion coefficient, 𝑛0 is the equilibrium density under dark conditions, 

𝜏𝑛 is the recombination lifetime, 𝑑 is the active layer thickness, and 𝛼 is the light 

absorption coefficient.  

Since the solution has been already derived in the above references, we skip the 

calculation details and directly show the solutions for the three techniques, in order to 

focus on the relationship between the solutions that provides new physical insight. We 
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follow the notation used in ref 22, where the transfer functions have been expressed in 

terms of three characteristic frequency parameters that determine all possible spectral 

shapes. The solution of Eq. (1) in the frequency domain for the IS is 

𝑍(𝜔) = 𝑅𝑑 (
𝜔𝑑

𝑝
)

1
2⁄

𝑐𝑜𝑡ℎ ((
𝑝

𝜔𝑑
)

1
2⁄

) 
(2) 

where 𝑅𝑑 is the diffusion resistance, 𝑝 is defined as 

𝑝 = 𝑖𝜔 + 𝜔𝑟𝑒𝑐 (3) 

and the two characteristics frequencies are defined as 

𝜔𝑑 =
𝐷𝑛

𝑑2
 

(4) 

𝜔𝑟𝑒𝑐 = 𝜏𝑛
−1 (5) 

The solution of Eq. (1) in the frequency domain for the IMPS is 

𝑄(𝜔) =
𝐹(𝜔)

cosh [(
𝑝

𝜔𝑑
)

1/2

]

 (6) 

and for IMVS it is 

𝑊(𝜔) = 𝑅𝑑

𝐹(𝜔)

(
𝑝

𝜔𝑑
)

1/2

sinh [(
𝑝

𝜔𝑑
)

1/2

]

 (7) 

The transfer functions of IMPS and IMVS have a common factor 𝐹(𝜔) and is defined as 

𝐹(𝜔) =
1 − 𝑒−α𝑑 {𝑒(𝑝/𝜔𝑑)1/2

+ [(
𝑝

𝜔𝛼
)

1/2

− 1] sinh [(
𝑝

𝜔𝑑
)

1/2

]}

[1 −
𝑝

𝜔𝛼
]

 
(8) 

The absorption coefficient 𝛼 occurs in Eq. (8) and enables to define the third frequency 

𝜔𝛼, as 

𝜔𝛼 = 𝐷𝑛𝛼2 (9) 

The extraction of diffusion parameters from the IS is done via the high frequency part of 

the spectra. There appears a 45º line and a turnover followed by an impedance arc that 

allows to extract the diffusion resistance 𝑅𝑑,23 and the diffusion frequency 𝜔𝑑.24 This 

method was widely exploited to obtain the electron diffusion coefficient and electron 

recombination lifetime in dye-sensitized solar cells.25-27  
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Figure 1. (a) IS, (b) IMPS and (c) IMVS spectra for typical values of a carbon-based 

perovskite solar cell. The values of the parameters are 𝑅𝑑 = 1Ω, 𝜔𝑑 = 1.2 × 105 s−1 

(green), 𝜔𝛼 = 1 × 105 s−1 (red), and 𝜔𝑟𝑒𝑐 = 5 × 104 s−1 (blue). The inset in (a) shows 

the IS spectrum at high frequency. 

 

Here we calculate in Fig. 1 the different spectra with the characteristics of carbon-based 

perovskite solar cells.19 In Figure 1a we see that the 45º line of Eq. (2) indicating the 

transport resistance appears at very high frequency but with very small values, due to the 

high diffusion coefficient of PSC.28-29 Hence, it has not been possible to distinguish 

conclusively electron diffusion from other phenomena via the impedance spectra in 

perovskite solar cells. 
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However, if we look at the common factor 𝐹(𝜔) of IMPS and IMVS, the diffusion 

frequency 𝜔𝑑 appears coupled with 𝜔𝛼. This opens a door to an alternative pathway to 

the extraction of diffusion and recombination parameters via light-modulated techniques. 

In Figure 1b and 1c we calculate the IMPS and IMVS spectra for the typical frequency 

values of carbon-based perovskite solar cells.19 The coupling of both 𝜔𝑑 and 𝜔𝛼 results 

in a looping spiral at high frequency crossing the real and/or imaginary axes and going 

through several quadrants, as shown previously in refs. 20 and 22.  

Following these results, we aim to prove these theoretical predictions by the measurement 

of the three distinct frequency domain small perturbation methods of PSC. However, we 

note that the appearance of the looping spectra in IMPS and IMVS spectra is not a 

guaranteed result, and neither is the coupling between the frequencies 𝜔𝑑 and 𝜔𝛼. It has 

been demonstrated that the loop at high frequency depends on the relation between these 

frequencies.22 This means, experimentally, that the generation inside the perovskite film 

needs to be non-uniform, i.e., the absorber has to be longer than the absorption length.20 

Therefore, we have chosen carbon-based perovskite solar cells with perovskite film 

thicknesses above 1 µm and a blue light illumination source which has a short absorption 

length.30 

We have measured IS, IMPS and IMVS at open circuit conditions for a variety of light 

intensities. The region of interest inside the spectra is in the high frequency region. 

Therefore, we have used a Zahner system for the IS that allows up to 10 MHz bias 

perturbation. However, the results at such high frequencies using standard set-ups have 

been proven to be obscured by instrument limitations. Therefore, we have chosen a 

previously used technique capable of solving these problems and obtaining satisfactory 

results.31 To facilitate the correct measurement at high frequencies, our experimental 

system uses a current amplifier that introduces a series resistances of 50 Ω to the extracted 

current in the IMPS measurements. 

 We have obtained the expected results for the entirety of the different conditions used, 

i.e., IS spectra that remain in the positive real part of the complex plane, while the IMPS 

and IMVS stable responses looped at high frequency crossing the imaginary axis. To 

illustrate this, we have put together three representative spectra in Figure 2. The rest of 

the measured spectra can be found in the SI.  

We see in Figure 2a that the IS spectrum draws only a positive real arc where the Warburg 

element shown in the inset in Figure 1a cannot be distinguished. This can be caused by 

the interference of other equivalent circuit elements that are orders of magnitude larger 

than the diffusion resistance.12, 15  Contrarily, both the IMPS and IMVS spectra cross the 

second quadrant in Figures 2b and 2c, respectively, clearly showing the effects of 

diffusion. For the sake of clarity, we show the three spectra in a normalized complex 

plane plot, Fig. 2c, where the shape of the different techniques can be clearly 

distinguished.  
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Figure 2. Experimental complex plane plots of the (a) IS, (b) IMPS and (c) IMVS for a 

carbon-based perovskite solar cell. (d) shows the three normalized spectra together. 

 

In the combined plot of Figure 2d, we see there is a relation in the responses of the three 

techniques, both in the number of features and in the spectral shape. Previous works have 

already explained the relation of the three techniques.19, 32-33 The relation between IMPS 

and IMVS transfer functions must give the IS transfer function as follows 

𝑍(𝜔) =
𝑊(𝜔)

𝑄(𝜔)
 (10) 

However, none of the previous has treated spiral IMPS and IMVS spectra due to 𝜔𝑑 and 

𝜔𝛼 coupling. From the expressions of Eqs. (6) and (7), the factor 𝐹(𝜔), which is the cause 

of the looping spectra, is cancelled by the division, and the IS transfer function is free of 

this factor. This is a demanding experimental test since the spiraling of the light-

modulated spectra of IMPS and IMVS must disappear in the division of Eq. (10). We 

must show experimentally that the 𝐹(𝜔) factor is cancelled. 

As mentioned earlier, the experimental set-ups for IMPS and IMVS is different from the 

one we have used for IS. Therefore, the quotient must be corrected by displacing the 

points in the complex plane point 50 Ω leftwards in the real axis. For further checking 

that this method is correct, we have introduced additional series resistances to the system, 

proving that the effect of the series resistance in the quotient between 𝑊(𝜔) and 𝑄(𝜔) 
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produces a displacement to the right. This is clearly seen in Figure 3a, where the 

subsequent addition of a series resistances moves the experimental points of 𝑊/𝑄 to the 

right side of the complex plane. The corrected spectra in Figure 3b show that the 

experimental quotient (color points) gives a similar response to the experimental IS 

measured directly (black points). In fact, the looping into the second quadrant gets 

cancelled, therefore proving that the factor 𝐹(𝜔) including the 𝜔𝛼 does not appear neither 

in the IS response nor in the quotient. We note that the resulting quotient crosses the real 

axis into the fourth quadrant at high frequency, which we think is likewise caused by the 

experiment. 

 

Figure 3. Experimental complex plane plots of the directly measured IS (black points) 

and the experimental quotient of IMPS and IMVS given by Eq. (10) (coloured points). 

The IMPS and IMVS measurements include a series resistance of 50 Ω from the 

experimental set-up plus added resistances as indicated in the legend. (a) shows the 

quotients as it is while (b) shows the corrected spectra by moving leftwards the 

corresponding series resistance value. 

 

Figure 3 confirms that the attainment of diffusion parameters cannot be achieved only by 

IS, since it is hidden by other phenomena. Therefore, it is convenient to use a combination 

of techniques, which will allow a further extraction of operation parameters. IS is still an 
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important technique, since the series resistance and bulk capacitance obtained at high 

frequency affect the IMPS response.20 Hence, a full analysis of perovskite devices 

requires the utilization of more than one frequency technique with both light and voltage 

perturbations. In fact, the addition of time-dependent techniques with similar 

perturbations could bring light on the high frequency response of IMPS and IMVS.34-36 

In conclusion, although the experimental extraction of diffusion parameters via IS has 

been achieved in other kind of devices, such as dye-sensitized solar cells, it is not 

normally possible in perovskite solar cells, due to the infimum feature that it leaves in the 

IS spectra. However, the obtention of diffusion parameters can be achieved via light-

modulated techniques due to the larger spectral trace that is due to the coupling of 

diffusion and absorption parameters in the high frequency part of the experimental IMPS 

and IMVS spectra. 

 

Supporting Information:  

The Supporting Information includes the experimental details regarding both device 

fabrication and characterization methods, and additional IS, IMPS and IMVS spectra at 

different illumination conditions. 
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Experimental Methods 

Materials: PbI2 (99%, Sigma-Aldrich), MAI (CH3NH3I, anhydrous, Dyesol), 5-

ammonium valeric acid iodide (5-AVAI, Dyesol) and  γ-Butyrolactone (Sigma Aldrich) 

were used as received for preparation of perovskite precursors. Stacks were prepared 

using the following: anhydrous 2-propanol (IPA, 99.5%), carbon paste (Gwent electronic 

materials), ZrO2 paste (Solaronix), TiO2 paste (30NR-D, Dyesol), terpineol (95%, Sigma-

Aldrich), and titanium diisopropoxide bis (acetylacetonate) (TAA, 75% in IPA, Sigma-

Aldrich). 

Device fabrication: Τhe FTO substrate was initially patterned with a Nb:YVO4 laser 

(532nm), then cleaned with a solution of Hellmanex in deionised water, rinsed with 

acetone, IPA, and finally plasma cleaned in an O2 atmosphere for 5 min. A compact TiO2 

blocking layer was sprayed with a solution of 10% Titanium di-isopropoxide bis 

(acetylacetonate) in IPA on the FTO substrate, which was kept at 300 oC on a hot plate. 

Mesoporous layers of TiO2, ZrO2, and carbon were sequentially screen printed. The 

annealing of each layer occurred at 550 oC for TiO2, and 400 oC for ZrO2 and carbon. The 

ZrO2 layer was printed three times to increase thickness with drying at 100 oC for each 

layer. The paste for the TiO2 layer was diluted in terpineol in a 1:1 ratio by weight. The 

other pastes were used as bought. The precursor perovskite solution was synthesized by 

dissolving 0.439 of PbI2, 0.1514 of MAI and 0.0067 g of 5-AVAI in 1 ml γ-butyrolactone 

at 60 oC. 25 μL of the solution was drop casted on the 1 cm2 active area of the cells 

through the carbon layer. Allowing 10 minutes time for the solution to percolate 

throughout the stack, the devices were annealed in a fan oven for 1 h at 50 oC. The finished 

solar cells were then exposed to 70% relative humidity at 40 °C for 24 hours to induce a 

mailto:acatala@uji.es
mailto:bisquert@uji.es


Chapter 4. Supporting Information  95 

 

 

 

recrystallisation and then dried in a vacuum oven before measuring to reach their final 

efficiency. 

Films thicknesses were measured with a DEKTAK 150 profilometer system and found 

as follows (average values): 

• TiO2=0.8 μm, ZrO2=4.5 μm, total stack= 19.5 μm 

Characterization: Electrochemical impedance spectroscopy (EIS) measurements were 

performed on unmasked devices under 470 nm LED illumination using a Zahner CIMPS-

X photoelectrochemical workstation. Measurements were performed at open-circuit with 

an AC amplitude of 10 mV over the frequency range 10 MHz to 1 Hz. 

IMPS/IMVS measurements were performed using a custom built system described in 

ref.1 A 470 nm LED (Broadcom) was driven directly from the sinusoidally modulated 

voltage output of an Agilent 33522B waveform generator (WFG). To provide an 

additional higher intensity DC offset a 470 nm LED (Thorlabs) was driven by a Thorlabs 

LEDD1B driver. The total DC intensity was adjusted to give a 1 Sun equivalent Jsc from 

the device under test, and the AC intensity was adjusted to be approximately 5% of this 

intensity. A silicon reference photodiode (Newport 818-UV) was used to calibrate the 

light intensity. Lower intensities were achieved using a series of calibrated neutral density 

filters. 

For IMPS measurements the photocurrent response of the cell under test was connected 

to the input of a lock-in amplifier (Stanford Research Systems SR865A), via a Femto 

DHPCA 100 transimpedance amplifier (TIA). A voltage bias was applied to the device 

through a DC bias tee to hold the cell at open-circuit. For IMVS measurements the cell 

was connected directly to the lock-in amplifier input (10 MΩ input impedance).  

Measurements were performed over the frequency range 4 MHz to 1 Hz. 

The attenuation and phase shift of the modulated LED illumination at high frequency was 

measured using a high bandwidth, small area PIN photodiode (Hamamatsu S5971) via 

the TIA. At each frequency, the amplitude of the modulated voltage signal from the WFG 

was increased until the amplitude of the LED illumination matched the predetermined 

value (5% of DC intensity). The phase shift of the WFG to lock-in reference signal was 

also adjusted to ensure that the lock-in was measuring in phase with the modulated light 

intensity (rather than the LED driving signal). Hardware was controlled by custom 

LabView software. 
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Additional Simulations 

 

Figure S1. Simulated complex plane plot of both the IS of the diffusion-recombination and the ratio 

of the IMVS and IMPS given by Eq. 10 

 

 

 

 

J-V characteristics 

 

Figure S2. Current-Voltage characteristics of the measured carbon-based perovskite solar cell. 
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IS, IMPS and IMVS spectra at different illumination intensities 

 

Figure S3. IS complex plane plots for a carbon solar cell at open circuit voltage and at different 

light intensities from 1sun (highest VOC) to 0.01 sun (lowest VOC) 

 

Figure S4. IMPS complex plane plots for a carbon solar cell at open circuit voltage and at different 

light intensities from 1sun (highest VOC) to 0.01 sun (lowest VOC) 
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Figure S5. IMVS complex plane plots for a carbon solar cell at open circuit voltage and at different 

light intensities from 1sun (highest VOC) to 0.038 sun (lowest VOC) 
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Introduction 

This work studies theoretically the IS response of neural elements, with the aim of 

knowing the experimental responses to be sought in artificial devices that seek to copy 

these biological elements. The work derivates the equivalent circuits from basic elements, 

such as memristors, to other complicated neuron models, finding similarities with the 

responses of perovskite devices. 
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Abstract 

Understanding the operation of neurons and synapses is essential to reproduce biological 

computation. Building artificial neuromorphic networks opens the door to a new 

generation of faster and low energy consuming electronic circuits for computation. The 

main candidates to imitate the natural biocomputation processes, such as the generation 

of action potentials and spiking, are memristors. Generally, the study of the performance 

of material neuromorphic elements is done by the analysis of time transient signals. Here, 

we present an analysis of neural systems in the frequency domain by the technique of the 

small amplitude ac impedance spectroscopy. We start from the constitutive equations for 

the conductance and memory effect, and we derive and classify the impedance 

spectroscopy spectra. We first provide a general analysis of a memristor and demonstrate 

that this element can be expressed as a combination of simple parts. In particular we 

derive a basic equivalent circuit where the memory effect is represented by a RL branch. 

We show that this ac model is quite general and describes the inductive/negative 

capacitance response in many systems such as halide perovskites and organic LEDs. 

Thereafter we derive the impedance response of the integrate-and-fire exponential 

adaptative neuron model, that introduces a negative differential resistance and a richer set 

of spectra. Based on these insights, we provide an interpretation of the varied spectra that 

appear in the more general Hodgkin-Huxley neuron model. Our work provides important 

criteria to determine the properties that must be found in material realizations of neuronal 

elements. This approach has the great advantage that the analysis of highly complex 

phenomena can be based purely on the shape of experimental impedance spectra, 

avoiding the need for specific modelling of rather involved material processes that 

produce the required response. 
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1. Introduction 

Biological intelligence co-localizes memory and computing, enabling the brain to carry 

out robust and efficient parallel computation with extremely low-power consumption. 

Neuromorphic networks consist of large arrays of nanoscale inorganic and hybrid 

materials components. They can reach high levels of integration density to provide 

compact low power electronic circuits for autonomous intelligence adapted to buildings, 

vehicles, and equipment.1-6 These bioinspired artificial computation networks open the 

opportunity to overcome the “Von-Neumann bottleneck” related to the time and energy 

spent transporting data between memory and processor.7 

Neurons and synapses are the main elements of biological computation. Neurons operate 

by gating mechanisms controlled by voltage-gated ion channels that modify the 

membrane potentials. Voltage-gated sodium channels are proteins which transfer sodium 

ions across the membrane depending on the electrochemical potential gradient controlled 

by the transmembrane difference of ion concentration. Opening of the sodium channel 

results in an increased electrochemical potential inside the membrane and leads to 

depolarization. When the potential exceeds a positive threshold value there is a positive 

feedback of Na+ influx that provokes a large depolarization burst termed the action 

potential. At the same time voltage-gated potassium channels become activated and 

produce an outward flux of K+ that leads to the repolarization completing a negative 

feedback loop. Neurons realize communication with these electrical signals by receiving 

trains of voltage spikes at synapses, integrating these inputs, and firing spikes consisting 

of repetitive action potentials in turn. The synapses are able to change the strength of 

connectivity, what regulates biological learning, memory and analog computation. The 

synchronicity of spike trains produces either potentiation or depression of synaptic 

weights, in the spike-timing dependent plasticity which occurs as a short time plasticity 

or long-time plasticity mechanism, according to the duration of the change. Additional 

mechanisms of learning are the Hebbian correlational learning, reinforcement, 

habituations, and others. 

Understanding the mechanisms of generation of action potentials, spiking, and the 

adjustment of the weights of connections in time-dependent plasticity and learning 

mechanisms are the basic building blocks to realize the neuromorphic computation. For 

the construction of neural networks, it is necessary to build basic material components 

and circuits that emulate the underlying biophysical switching mechanisms of neurons 

and synapses and reproduce their detailed real-time dynamics.2,8-10 The temporal response 

of the electrical signal in terms of the biological structure has been well described by a 

variety of models, from the integrate-and-fire model to the Hodgkin-Huxley model.11-13 

These models provide a fundamental target reference to reproduce the time dynamics 

with material components. There have been intensive efforts to build an electronic device 

with properties similar to the Hodgkin–Huxley axon, such as the neuristor.14 
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In order to obtain a fundamental understanding of the dynamic response of neurons and 

synapses, here we propose that important insight can be gained by analyzing the candidate 

material elements in the frequency domain, as outlined in Figure 1. 

 

 

Figure 1. Scheme for the IS analysis of artificial synaptic devices (right) with respect to 

the response of the natural synapsis (left). 

 

In the next Section we explain important basic aspects of the technique of impedance 

spectroscopy (IS) and lay out the general tasks of the method proposed. Thereafter we 

will follow a ladder of increasing complexity, starting with the analysis of elementary 

memristors, and then addressing the IS response of the models for neurons, first for the 

two variable adaptative integrate-and-fire model, and then for the four-dimensional 

Hodgkin-Huxley model that describes the operation of neuron spiking by the concerted 

actions of the sodium and potassium ion channels. 

 

2. Impedance spectroscopy 

2.1. Introduction to impedance spectroscopy 

The technique of small amplitude IS is widely used in electrochemistry and material 

science to determine the electrical response of a system.15,16 It is an important tool for the 

characterization of emergent solar cells16,17 and perovskite solar cells.18-20 It is also used 

for many applications in biophysics21,22 such as research in cells23, antimicrobials,24 

medicine and healthcare,25,26 and biosensorics.27 The impedance of the intrinsic neuronal 

response determines the cooperation in a network.28  
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The impedance is measured by a small perturbation over a steady state at angular 

frequency 𝜔, and it can be presented in terms of the real and imaginary parts 

𝑍(𝜔) = 𝑍′(𝜔) + 𝑖𝑍″(𝜔)  (1) 

The complex capacitance 𝐶(𝜔) is defined from the impedance as 

𝐶(𝜔) =
1

𝑖𝜔𝑍(𝜔)
 (2) 

It can be separated into real and imaginary parts as 

𝐶(𝜔) = 𝐶′(𝜔) − 𝑖𝐶″(𝜔) (3) 

When we study the impedance response of any system, we aim to find the equivalent 

circuit (EC) that best describes the impedance spectra generated by the system, for 

extracting all the information provided by the spectra. Therefore, figuring out which is 

the EC of the system we are studying is key for having a satisfactory analysis and a proper 

interpretation of the measurements. IS gives insight about physical properties and 

mechanisms: given a type of spectra and EC model, one can learn about the system that 

generated it. 

The impedance measured in a system is not constant and the spectra evolve as we change 

the applied voltage. This is not a problem since a single EC with variable elements is able 

to reproduce a wide variety of spectra as we will see in Section 2.2. These variable 

elements hold valuable information about the operation of the systems, therefore knowing 

which is the dependence of the elements with voltage is key to uncover internal 

mechanisms. 

In order to clarify this method, we show an example of measured impedance spectra in a 

perovskite solar cell at different applied voltages from a previous work in Figure 2a.29 

This set of spectra are fitted with the EC shown in Figure 2c. It is observed that the 

elements of the circuit are not constant, in fact the vary with the applied voltage. Figure 

2b shows the exponential variation of both resistances and the inductor with voltage, 

which is a common behavior in solar cell devices. 
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Figure 2. (a) Impedance complex plane plot of a perovskite solar cell at different applied 

voltages fitted with the same EC. (b) Extracted resistances from (a) fitting showing an 

exponential dependence. Adapted from 29. 

 

When a satisfactory EC model has been found, one has to take into account that there are 

several alternative arrangements that describe the same model.30 The selection of the EC 

needs to be done on the basis of the physical interpretation of the elements and the 

experimentation of a variety of samples with different morphologies and materials 

combinations. 

 

2.2. IS model with capacitor and inductor 

We show a complete analysis of an EC containing a capacitor and an inductor. It will be 

shown later that this model is representative of a simple memristor, and of interest for the 

subsequent analysis of neuron models. In this section, we will see the shape of the spectra 

depending on the values of the elements of the circuit. Later, we will do a further analysis 

considering the parameters of the kinetic models, which govern the elements of the 

circuit. A full interpretation of EC and model parameters is presented in SI. 

The circuit that we are going to use is represented in Figure 3. The impedance generated 

by this circuit is  

𝑍(𝜔) = [𝑅𝑏
−1 + 𝐶𝑚𝑠 + (𝑅𝑎 + 𝐿𝑎𝑠)−1]

−1
 (4) 
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Figure 3. Equivalent circuit with an inductor and a capacitor, representative of a 

memristor. 

 

The circuit is able to generate a wide variety of spectra, depending on the relation between 

the elements of the circuit. 

The dc resistance of the circuit, which is a key parameter for the shape of the spectra can 

be calculated as 

𝑅𝑑𝑐 = (
1

𝑅𝑎
+

1

𝑅𝑏
)

−1

 (5) 

First of all, we consider the case where both resistances in the EC are positive. Therefore,  

𝑅𝑑𝑐 will be positive. In this case we have two possibilities depending on whether the 

spectra cross the real axis or not. These spectra are shown in Figure 4 indicating the 

relation between some of the elements and the time constant 𝜏𝑘, characteristic of the RL 

branch and defined as 

𝜏𝑘 =
𝐿𝑎

𝑅𝑎
 (6) 

 When 𝜏𝑘 is greater than the product 𝑅𝑎𝐶𝑚 we get a spectrum of the type of Figure 4a, 

i.e. an arc in the first quadrant that loops into the fourth quadrant. Otherwise, we obtain 

the spectrum in Figure 4b, an arc in the first quadrant that can loop or not, but never goes 

into the fourth quadrant. 

 

Figure 4. Complex plane impedance spectra for EC in Figure 3. (a) 𝑅𝑎= 2, 𝑅𝑏 = 10, 𝐶𝑚= 

10, 𝐿𝑎= 200. (b) 𝑅𝑎= 10, 𝑅𝑏 = 10, 𝐶𝑚= 10, 𝐿𝑎= 1000. The arrow indicates the direction 

of increasing frequency. 



Chapter 5. Publication 4  108 

 

 

 

 

We now look at the conditions for having a positive dc resistance but a spectrum that 

crosses the imaginary axis. This means that there will be a region where the real part of 

the impedance is negative, although the total resistance of the circuit 𝑅𝑑𝑐 is positive. The 

condition for the impedance to cross the imaginary axis is: 

−𝑅𝑎 > 𝑅𝑏 (7) 

This means that one or both the resistances must be negative. However, to maintain the 

condition that the dc resistance is positive, we need one of the resistances to be positive. 

This kind of spectra have a part of the real impedance in the real negative side, although 

the impedance at zero frequency is positive. This is defined by Koper as the “hidden 

negative impedance”31-33 and it is a condition for the generation of spiking signals. 

Therefore, we show three examples of this kind of spectra in Figure 5 since the 

observation of a spectrum of this kind is key to build artificial synaptic devices.  

 

Figure 5. Complex plane impedance spectra for EC in Figure 3, where the dc resistance 

is 𝑅𝑑𝑐 > 0, and the condition for “hidden negative impedance” is satisfied. (a) 𝑅𝑎= 0.8, 

𝑅𝑏 = -9, 𝑅𝑑𝑐  = 7.2, 𝐶𝑚= 10, 𝐿𝑎= 80. (b) 𝑅𝑎= 0.2, 𝑅𝑏 = -5, 𝑅𝑑𝑐 = 0.2083, 𝐶𝑚= 10, 𝐿𝑎= 20. 

(c) 𝑅𝑎= 0.5, 𝑅𝑏 = -1.3, 𝑅𝑑𝑐 = 0.81, 𝐶𝑚= 100, 𝐿𝑎= 50. The arrow indicates the direction of 

increasing frequency. 

 

Finally, we show two examples of spectra with negative 𝑅𝑑𝑐, which means that the 

impedance at zero frequency will be negative. As we can see in Figure 6, this can be 

achieved with only one of the resistances being negative. As in Figure 4, when 𝜏𝑘 >

𝑅𝑎𝐶𝑚 (Figure 6a) the real axis is crossed, otherwise (Figure 6b) it is not. 
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Figure 6. Complex plane impedance spectra for EC in Figure 3, with 𝑅𝑑𝑐 < 0. (a) 𝑅𝑎= 2, 

𝑅𝑏 = -1, 𝑅𝑑𝑐  = -2, 𝐶𝑚= 10, 𝐿𝑎= 200. (b) 𝑅𝐼 = 1, 𝑅𝑎= 2, 𝑅𝑏 = -1, 𝑅𝑑𝑐 = -2, 𝜏𝑚= 100, 𝜏𝑘= 

10. The arrow indicates the direction of increasing frequency. 

 

As we have seen in the different figures, the spectral features generated by the circuit in 

Figure 3 are diverse. The model takes different possible shapes according to the 

impedance parameters. The classification of patterns depending on physical parameters 

will be made in Section 3 where we attach specific meaning to the EC elements based on 

a physical model.  

 

2.3. Impedance spectroscopy as a tool to emulate natural neural elements  

The principal feature of the technique of IS is that the frequency is scanned over many 

decades and the consequent spectral response of the impedance provides specific 

information about the dominant resistive-capacitive processes in the sample. 

Traditionally IS gives insight about physical properties: given a type of spectra and EC 

model, what can we learn from the system that generated it? 

In this paper we aim to establish the dominant IS characteristics of biological neural 

elements for computation, learning and artificial intelligence. The identification of 

impedance behavior provides a benchmark for the construction of material devices with 

the dynamical properties akin to natural neurons. In particular here we find inspiration in 

the theory of electrochemical oscillations based on impedance criteria that has been 

developed by Koper, using the methods of electrical control engineering.31,34 It is 

remarkable that from the shape of experimental impedance spectra one may analyze 

extremely complex phenomena without the need for specific modelling of highly 

involved material processes that produce the physical response of interest.  

Based on the operational understanding at the EC level we can ensure that an artificial 

system delivers the same operation as the natural system to copy. Then, for the 

construction of a device that can perform an artificial neuron we need a system that 
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reproduces the frequency domain behavior of the target application. We can measure the 

impedance of the device and identify the possible similarities with the impedance 

response of the natural system, finding responses with similar ECs. We can adjust the 

different internal kinetic elements until we obtain the specific desired outcome.  

At the single device level, we can obtain deep insight about the required responses. At 

present extensive data on IS of neurons is not available but the desired frequency domain 

response can be obtained by the analysis of the models that reproduce the natural neuron 

response in the time domain, such as the adaptative integrate-and-fire model and the 

Hodgkin-Huxley model.  

A scheme of the method that is to be followed for the analysis of artificial synaptic devices 

is shown in Figure 1. Here, in the left we have represented the natural presynaptic neurons 

and a synapse with the spiking postsynaptic responses. Below, we represent the catalogue 

of spectra produced by the EC generated by the Hodgkin-Huxley model as well as the 

values of the variable resistances of the model. Knowing the possible shapes of the 

spectra, we need to measure impedances in our pretended neuronal devices and just 

identify the shapes found in the natural systems. Furthermore, we need to find an EC 

similar to that of the natural system and get similar dependences. 

In the case of electrochemical oscillations and similar systems, the impedance response 

is associated to negative differential resistance (NDR) elements and also negative 

capacitance and inductive features. The pioneering work of Chua and coworkers35,36 

showed that the spiking of neurons operates in unstable regions according to the 

bifurcation theory that can be visualized by the stability criteria of impedance and 

admittance (“the edge of chaos”). A better comprehension of the dynamic role of these 

unfamiliar negative elements may form an important tool for the rapid diagnostic and 

assessment of the properties of materials systems that are candidate to artificial neurons. 

Our method relies on a classification of ECs associated to neuron models.  

In an artificial spiking neural networks, the analog signals collected from the environment 

need to be converted into spiking signals with dynamic oscillation frequencies.8 In 

synapses the input frequency of the signal modulates the conductivity.37 In neurons the 

spike frequency increases with increased stimulus strength.9 The connection between the 

output spiking frequency and the internal characteristic frequencies in the EC of the 

neuron must hold a deep connection. The dynamic spiking behavior under various input 

signals, such as rectangular, triangular, and sinusoidal pulses, needs to be investigated 

based on EC properties. One expects to find universality close to a critical point of the 

dynamical system, but not close to a fixed point. This topic is left for future investigations. 
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3. Memristors 

3.1. Fundamental properties of memristors 

At the present time the main resource for building neuromorphic networks are 

memristors.38-40 A memristive device is a two-terminal structure that undergoes a voltage-

controlled conductance change.41 When the memristor is adapted as a neuron it has to 

integrate a pulse train and generate a voltage spike when a certain voltage is exceeded. 

On the other hand, for the use of a memristor as a synapse, it has to be programmed at 

distinct non-volatile resistive states to support spike timing dependent plasticity.42-44 45  

There is a wide variety of types of memristor suitable for bioinspired computation 

networks including silicon oxides,46 silicon nitrides47 and metal oxides.48,49 The hybrid 

and organic electronics materials provide mechanical flexibility and bio-compatibility, 

enabling the formation of neuromorphic systems that can be smoothly interfaced to 

biological interfaces for the reception of stimuli.4,50,51 The metal halide perovskites52-57 is 

an emergent class of photovoltaic materials that have the advantage of easy fabrication 

and the property of mixed ionic-electronic conductor, with strong hysteresis effects 

induced by the slow ion motions. This ionic adaptation to external stimulus opens a 

significant opportunity to replicate the switching responses occurring in ionic channels of 

biological neural units. In practice, however, emulating the neurons, synapses, and their 

networks using ionic-electronic elements is extraordinarily challenging, due to the 

involved structure and multifunctionality of the biological elements, with highly complex 

responses that are usually studied in the time domain.  

 

3.2. Basic kinetic equations of a general memristor 

The memristor is a resistive element where the resistance depends on the history of one 

or more of the state variables of the system. The state variables are those variables 

necessary to determine the future behaviour of a system when the present state of the 

system and the inputs are known.58 In the context of memristors a state variable is 

associated with the device material internal elements and its operation. The state variables 

must not be influenced independently by external variables such as a voltage or current 

applied to a third terminal.59 

In terms of voltage 𝑢, current 𝐼, and the internal variable 𝑤, the current-voltage 

characteristic is therefore determined by two constitutive equations of the type41 

𝐼 = 𝐺(𝑤, 𝑢)𝑢  (8) 

𝜏𝑘
𝑑𝑤

𝑑𝑡
= 𝑔(𝑤, 𝑢) (9) 

Here, 𝜏𝑘 is a time constant for the relaxation of state variable 𝑤 to an equilibrium dictated 

by the value of 𝑢. In the standard definition of a memristor the characteristic current-

voltage shape when excited by a bipolar periodic stimulus (that goes from positive to 
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negative voltage) is a pinched hysteresis loop that occurs in the first and the third 

quadrants of the I-u plane, passing through the origin since 𝐼 = 0 at 𝑢 = 0.  

Often in the literature the denomination of an ideal memristor (in which the state variable 

is the voltage flux) is applied only to systems that have the only equilibrium point 𝑤̇ = 0 

at the origin at 𝑢 = 0,59 as in Eq. (22) below. In order to investigate the IS characteristics 

here we take the more general denomination associated to memristors, in which 

𝑔(𝑤, 𝑢) = 0 allows other operation points along the current-voltage curve.  

When the system is left to a steady state (a stable point) we obtain a curve 𝐼 ̅ = 𝐺(𝑢̅)𝑢̅ 

according to the applied voltage, where the overbar denotes the value at steady state. An 

example is shown later in Eq. (29). Now we investigate the dynamics at a specific point.  

To calculate the impedance response of the general model in Eqs. (8) and (9) we expand 

the terms for a small perturbation at steady state, indicating the small perturbation value 

by a tilde. We also take the Laplace transform of Eq. (9), 𝑑/𝑑𝑡 → 𝑠, where 𝑠 = 𝑖𝜔 in 

terms of the angular frequency 𝜔 of the small perturbation. We get a set of linear 

equations that contain the local information of the system: 

𝐼  = 𝐺𝑤𝑢 ̅𝑤̃ + (𝐺̅ + 𝐺𝑢𝑢̅)𝑢̃ (10) 

𝜏𝑘𝑠𝑤̃ = 𝑔𝑤𝑤̃ + 𝑔𝑢𝑢̃ (11) 

The subscript denotes the partial derivative. The Eqs. (10) and (11) are also used in 

bifurcation theory to find the stability properties of the fixed points, as we comment on 

later in Eq. (35).  

In order to obtain an EC representation of the dynamic of the system, let us define the 

following electrical elements, two resistances 

𝑅𝑏 = (𝐺̅ + 𝐺𝑢𝑢̅)−1 (12) 

𝑅𝑎 = −
𝑔𝑤

𝐺𝑤𝑔𝑢𝑢 ̅
 (13) 

and an inductor 

𝐿𝑎 =
𝜏𝑘

𝐺𝑤𝑔𝑢𝑢 ̅
 (14) 

We obtain the impedance 

𝑍(𝜔) =
𝑢

𝐼 
= [𝑅𝑏

−1 + (𝑅𝑎 + 𝐿𝑎𝑠)−1]
−1

 (15) 

The EC formed by a resistive branch and RL branch is indicated in Figure 7A. 
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Figure 7. Equivalent circuits for general memristor models. 

 

Now we introduce another factor to the constitutive equations. This is not included in the 

canonical definition of the memristor; however, it is very relevant for IS studies since in 

many material systems the variation of voltage is influenced by the charging of capacitors 

in addition to the conduction currents.  

We extend the previous model as follows 

𝜏𝑚
𝑑𝑢

𝑑𝑡
= 𝑅𝐼[𝐼 − 𝐺(𝑤, 𝑢)𝑢]  (16) 

𝜏𝑘
𝑑𝑤

𝑑𝑡
= 𝑔(𝑤, 𝑢) (17) 

The charging capacitance is  

𝐶𝑚 =
𝜏𝑚

𝑅𝐼
 (18) 

and the impedance becomes  

𝑍(𝜔) = [𝑅𝑏
−1 + 𝐶𝑚𝑠 + (𝑅𝑎 + 𝐿𝑎𝑠)−1]

−1
 (19) 

The charging feature adds the capacitive line in the EC, as shown in Figure 7B.  

We suggest the EC of Figure 7B as the reference behaviour for memristor dynamics, 

which is of the same type as the one in Figure 3. In the literature we find that this circuit 

was first described for a model of hydrogen oscillations on a platinum electrode,31 what 

indicates that the model in Eqs. (16) and (17) is quite general and has been expressed in 

electrochemistry. We will see another version of this model corresponding perfectly to an 

integrate-and-fire neuron in the next section. If the charging is extremely fast (𝜏𝑚 → 0) 

then the model returns to Eq. (8) and the capacitor effect vanishes.  

Our analysis of the small ac perturbation shows that the memristor can be represented by 

a combination of standard circuit elements. In contrast to the original suggestion,38 the 

memristor cannot be considered a fundamental circuit element in equal footing to 

resistance, capacitor and inductor, at least for the small ac impedance response. This 

problem has been discussed before.60 

It is important to emphasize the dynamic response associated to the memory effect in this 

model, that can be seen in Figure 4. In principle the model indicates a single regular 

relaxation with a resistance 𝑅𝑏. However, it is clear that the dc resistance is smaller, since 

the parallel branch  𝑅𝑎 reduces the final resistance. The memory effect associated to the 

𝑤-equation in the memristor is indicated by the inductor. At high frequency the 
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impedance of the inductor is very large and 𝑅𝑎 does not contribute to the response. 

However, when the frequency is reduced, this branch becomes active and reduces the 

overall resistance of the system, by the loop in the fourth quadrant. A full analysis of 

hysteresis in current-voltage curves in this model has been presented recently.61 

 

3.3. Lead halide perovskite memristor and other material systems with inductive 

memristor behaviour 

An example of the characteristic action of a perovskite memristor is shown in Figure 8. 

When the voltage is scanned over a certain threshold there is a transition to a lower 

resistance state, while the initial high conductance resistance can be recovered by a 

reverse scan.  

 

 

 

Figure 8. (a) Current-voltage curve of a FTO / PEDOT:PSS / 2D Ruddlesden-Popper 

perovskite/Ag (15 nm)/Au (85 nm) memristor device showing the transition from High 

Resistance State to Low Resistance State. (b) IS spectra evolution of the memristor at 

representative voltages. Reproduced from 33. 

 

The spectrum of Figure 4a traces an arc in the fourth quadrant related to the action of the 

positive inductor element. This feature is very characteristic of lead halide perovskite 

solar cell impedance results, and has been reported in many publications.62,63 The 

impedance patterns for a metal halide perovskite memristor around the transition state are 

shown in Figure 8b.33 Before the onset of the high conduction state the impedance plot 

displays the typical two RC arcs of the perovskite solar cells.64 Near the threshold voltage 

the memristive behaviour dominates the impedance, the former low frequency arc is 



Chapter 5. Publication 4  115 

 

 

 

transformed to the arc in the fourth quadrant by the action of the inductive element, that 

is associated to the effect of vacancies arriving to the electrode surface.54  

 

Figure 9. Left column. Results of the measurement of an ITO/PEDOT/superyellow/Ba/Al 

organic LED device. (a) Impedance plots for different bias voltages. (b) and (c) show a 

magnification of the observed inductive behavior at 2.9 V and 2.7 V, respectively. (d) 

Capacitance versus frequency for various bias voltages indicating a region of negative 

capacitance. Reproduced from 65. Right column. Impedance spectra for a CdS/CdTe solar 

cell. (a−c) Complex plane plot of the impedance at two different forward bias in dark 

conditions. The frequency range employed in the measurement was 1 MHz to 0.1 Hz. (d) 

Absolute value of capacitance vs frequency at forward bias. Reproduced from 66. 

 

It is interesting to remark that the inductor features shown in Figures 4 and 8 are not 

related to any magnetic properties. The behaviour of Figure 4a appears in a general type 

of “internal relaxation model”, in which the externally measured variable is coupled to a 

state variable, which relaxes to a pseudo-equilibrium state determined by the external 

variable. The first analysis of the relaxation impedance is due to Göhr and Schiller in a 

model for electrochemical reaction in which the rate constant k obeys a relaxation 

equation.67  
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A recent model was described in Ref. 68 to explain the inductive behaviour of lead halide 

perovskites.62,63,69,70 In that model the external voltage 𝑉 applied to the solar cell reaches 

equilibrium influenced by the relaxation of an internal surface voltage that is slowed down 

by ionic motion. It generates an EC including the RL branch of Figure 3. This model gives 

important insights to the hysteresis of current-voltage curves observed in perovskite solar 

cells.71,72 In this system the inductor branch is associated to deleterious surface 

recombination that becomes active at low frequency, reducing the efficiency of the solar 

cell.63 Additional examples of the general EC with inductor associated to interfacial 

electronic phenomena are sown in Figure 9 for the measurements of an OLED device65 

and a CdS/CdTe solar cell.66 The inductive loop is also observed in a variety of material 

platforms that have the common property of a memory effect in current-potential curves 

due to internal ion motion, associated to polarization within the film, e.g., metal oxides73 

and in LiNbO2 memristors.74 

The denomination of “negative capacitance” requires clarification, since it is a general 

feature, widely observed in emerging solar cells and other electronic devices.62,63,66,72 The 

responses of Figure 4, and the experimental observations in Figures 8 and 9, contain a 

positive inductor, not a negative capacitor. However, in the impedance analysis it is useful 

to plot the capacitance (Eq. 2) vs. the frequency, according to the above definitions 

𝐶′(𝜔) = Re[1/𝑖𝜔𝑍(𝜔)], as shown in Figure 9. In this plot the positive inductor RL line 

certainly displays a negative capacitance effect, Figure 9d, which is the reason to the 

denomination of “negative capacitance”. 

On the other hand the memristors are often associated with a negative resistance.60 The 

analysis of Figure 4 is restricted to positive circuit elements while the effect of a NDR 

will be discussed below in relation with the neuron models. 

 

3.4. Capacitive memristor 

The EC in Figure 7B is quite general, based on a broad definition of kinetic equations in 

the time domain. But it is not the only possible dynamical behaviour of a memristor in 

the frequency domain. In fact, there is a variety of mechanisms under the denomination 

of memristive devices that require different characterization techniques.40,75  

We analyze the famous HP titanium-dioxide memristor,39,40 where the memristive 

property is the variation of dopants concentration in a semiconductor film. The model is 

defined by the following equations including materials constants 𝑅𝑜𝑛, 𝑅𝑜𝑓𝑓, 𝐷, 𝜇  

𝑢 = 𝑅0(𝑤)𝐼  (20) 

𝑅0(𝑤) = (𝑅𝑜𝑛 − 𝑅𝑜𝑓𝑓)
𝑤

𝐷
+ 𝑅𝑜𝑓𝑓  (21) 

𝑑𝑤

𝑑𝑡
= 𝜇

𝑅𝑜𝑛

𝐷
𝐼 (2) 
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Eq. (21) defines the function 𝐺(𝑤) = 𝑅0
−1 in Eq. (8). For the small signal ac 

perturbation, we obtain Eq. (10) and 

𝑠𝑤̃ = 𝜇
𝑅𝑜𝑛

𝐷
𝐼 (23) 

Therefore, the impedance is  

𝑍(𝜔) = 𝑅0 +
1

𝐶1𝑠
 (24) 

where the capacitor has the value 

𝐶1 =
𝐷

𝐼𝐺̅𝑤𝜇𝑅𝑜𝑛
 (25) 

The EC is shown in Figure 7C. The difference with respect to the initial model B is that 

the relaxation of the internal variable in Eq. (22) depends on current rather than on 

voltage, which causes a capacitive rather than inductive response for the internal variable. 

Therefore, there is a contrast between voltage- and current-controlled memristor 

according to the fundamental EC response. At the present time the generality of such 

classification is not known, and it appears an important topic for future investigations. 

 

4. Adaptative exponential integrate-and fire model 

4.1. Kinetic model 

In the integrate-and-fire models the membrane capacitor of the neuron is charged by 

external stimulus. When the voltage reaches a certain threshold, the capacitor is 

discharged, producing an action potential and then the voltage is reset to the rest value.  

This type of models has the advantage that they can be solved mathematically, and they 

have been used to analyse the emergent states in networks of neurons. The simplest model 

is formed by charging an RC circuit and subsequent voltage reset. The dynamics can be 

enriched by features approaching the more complete multichannel Hodgkin-Huxley 

model, that will be discussed in the next section. In particular, an action potential produces 

a refractory period in which the neuron cannot be stimulated. These delays influence the 

neuron firing patterns. They can be described by an adaptation current that is fed back to 

the voltage with time constant 𝜏𝑘 and a resistance 𝑅𝑎.12 These models can successfully 

emulate spatiotemporal integration of input signals and the firing functions of biological 

neurons. 

Here we analyze the impedance response of the integrate-and-fire Adaptative Exponential 

model (AdEx)76-82 that is able to reproduce many electrophysiological features seen in 

real neurons with a few parameters that have a physiological interpretation. This model 

neuron has been realized using perovskite memristors.37 

The voltage in the membrane 𝑢 changes with time by a conductance function 𝑓(𝑢), a 

resistor 𝑅𝐼 and a response time 𝜏𝑚, with charging capacitance in Eq. (18).  The current 𝐼 
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is coupled to an internal adaptation current 𝑤 that is driven by the departure from the rest 

potential 𝑢𝑟𝑒𝑠𝑡. The model equations are  

𝜏𝑚
𝑑𝑢

𝑑𝑡
= 𝑓(𝑢) − 𝑅𝐼𝑤 + 𝑅𝐼𝐼(𝑡)  (26) 

𝜏𝑘
𝑑𝑤

𝑑𝑡
=

1

𝑅𝑎 
(𝑢 − 𝑢𝑟𝑒𝑠𝑡) − 𝑤 (27) 

The model consists of a dynamical system formed by two equations with the general 

structure of the memristor in Eqs. (16) and (17). The mechanism of adaptation current is 

the state variable of the memristor. On the other hand, Eqs. (26) and (27) have a direct 

relation to a number of models for bursting oscillations in electrochemical cells.83,84  

The function 𝑓(𝑢) can be found experimentally from the measurement of neuron 

discharges.12 It is 𝑓(𝑢𝑟𝑒𝑠𝑡) = 0  and increases rapidly after a threshold voltage 𝜃𝑡ℎ that 

launches an action potential. In particular the adaptative exponential (AdEx) integrate-

and-fire model uses the expression85 shown in Figure 10a 

𝑓(𝑢) = −(𝑢 − 𝑢𝑟𝑒𝑠𝑡) +  Δ𝑇 exp (
𝑢−𝜃𝑡ℎ

 Δ𝑇
)  (28) 

where Δ𝑇 is a “sharpness parameter”. The exponential term approximates the operation 

of sodium channel, that launches the action potential. The model is composed of two 

currents in parallel, the passive current associated to the function 𝑓(𝑢), and the adaptation 

current 𝑤. The Eqs. (26) and (28) establish the subthreshold dynamics of the model. Once 

the vertical voltage rise is achieved, the spike is obtained by a reset of the voltage 𝑢 →
𝑢𝑟𝑒𝑠𝑡 and an increase of the adaptation current 𝑤 → 𝑤 + 𝑏. 
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Figure 10. Voltage dependence of quantities in the AdEx model with 𝑢𝑟𝑒𝑠𝑡= 0. (a) The 

function 𝑓(𝑢). (b) The stationary current-voltage curve. (c) Resistance 𝑅𝑏, the inset shows 

the negative values at 𝑢 > 𝜃𝑡ℎ. 

 

The fixed points are obtained setting time-derivatives 𝑢̇ = 0 and 𝑤̇ = 0 at an external 

current 𝐼0. The steady-state current-voltage corresponds to the set of fixed points: 

𝐼0 = (
1

𝑅𝑎
+

1

𝑅𝐼
) (𝑢 − 𝑢𝑟𝑒𝑠𝑡) −

Δ𝑇

𝑅𝐼
 exp (

𝑢−𝜃𝑡ℎ

 Δ𝑇
)  (29) 

The result is shown in Figure 10b. The plot displays a clear NDR feature at 𝑢 > 𝜃𝑡ℎ, 

corresponding to the initiation of the neuron spike.   

 

4.2. Impedance response 

We now calculate the ac impedance response. The small perturbation of Eqs. (26) and 

(27) at a voltage point 𝑢̅ gives the equations 

𝜏𝑚𝑠𝑢̃ = 𝑓′𝑢̃ − 𝑅𝐼𝑤̃ + 𝑅𝐼𝐼  (30) 

𝜏𝑘𝑠𝑤̃ =
1

𝑅𝑎 
𝑢̃ − 𝑤̃ (31) 
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where 

𝑓′(𝑢̅) = −1 +  exp (
𝑢−𝜃𝑡ℎ

 Δ𝑇
)  (32) 

The solution to the impedance is given in Eq. (19). The EC parameters have the values  

𝑅𝑏(𝑢̅) = −
𝑅𝐼

𝑓′
=

𝑅𝐼

1− exp(
𝑢̅−𝜃𝑡ℎ

 Δ𝑇
)
 (33) 

𝐿𝑎 = 𝑅𝑎𝜏𝑘 (34) 

Importantly, according to Eq. (33), the resistance 𝑅𝑏 makes a transition from positive to 

negative values close to 𝑢 = 𝜃𝑡ℎ, which originates the NDR in Figure 10c.  

The fixed points of the system are given in Eq. (29). To study their stability, we calculate 

the Jacobian matrix for a small perturbation around the fixed point at 𝑢̅: 

(
𝑓′/𝜏𝑚 −𝑅𝐼/𝜏𝑚

1/(𝑅𝑎𝜏𝑘) −1/𝜏𝑘
) (35) 

Obtaining the eigenvectors, we find the two necessary and sufficient conditions for 

stability 

𝜆+ + 𝜆− = −
1

𝑅𝑏𝐶𝑚
−

𝑅𝑎

𝐿𝑎
< 0 (36) 

and 

𝜆+𝜆− =
𝑅𝑎

𝐿𝑎𝐶𝑚

1

𝑅𝑑𝑐
> 0  (37) 

These can also be expressed, respectively, as  
𝜏𝑚

𝜏𝑘
> 𝑓′(𝑢̅)  (38) 

𝑅𝐼

𝑅𝑎
> 𝑓′(𝑢̅) (39) 

The low frequency dc resistance is 

𝑅𝑑𝑐 = (
1

𝑅𝑎
+

1

𝑅𝑏
)

−1

 (40) 

The second condition of stability (39) corresponds to 

𝑅𝑑𝑐 > 0 (41) 

The impedance model corresponds to the EC in Figure 7B. Since 𝑓′ = −1 for most of the 

subthreshold region, the stability is warranted by Eqs. (38) and (39) and the impedance 

spectra correspond to those in Figure 4.  

Let us analyze in more detail the inductive feature in Figure 4a. The resistance at the 

intercept 𝑍′′ = 0 has the value 

𝑅𝑍′′=0 =
𝑅𝑏

1+𝑅𝑎𝑅𝑏𝐶𝑚/𝐿𝑎
=

𝑅𝑏

1+
𝑅𝑏
𝑅𝐼

𝜏𝑚
𝜏𝑘

 (42) 

The spectrum in Figure 4a reflects the two-step relaxation in the model. Normally 𝑢 is 

the fast variable and 𝑤 shows a slow relaxation associated to the memory effect. Then 
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assuming 𝜏𝑚 ≪ 𝜏𝑘, the impedance response of the system shows a fast relaxation in the 

high frequency arc and the real part of the impedance reaches 𝑅𝑏. Then, the slow variable 

sets in and reduces the dc resistance to the lower 𝑅𝑑𝑐 value, as commented previously. 

More rigorously, the condition that 𝑅𝑍′′=0 > 𝑅𝑑𝑐 is given by 

𝑅𝐼

𝑅𝑎
>

𝜏𝑚

𝜏𝑘
 (43) 

which corresponds to the condition expressed in figure 4 for the AdExp model 

specifically. This expression indicates the transition from Figure 4a to Figure 4b when 

the negative capacitance feature in the fourth quadrant disappears. The condition (43) also 

indicates the appearance of a Hopf bifurcation when the current is increased, whereas in 

the opposite case the system undergoes a saddle-node bifurcation.77 The impedance 

spectra in the transition zone are shown in the experimental examples of Figure 9. 

 

4.3. The impedance spectra for negative resistance values 

The classification of characteristic impedance spectra for negative 𝑅𝑏 has been shown in 

Figure 5. The condition in Eq. (43) also indicates which of the conditions of stability (38) 

and (39) is broken first. If (43) is satisfied, then there is a region where the two parallel 

currents compete, being 𝑅𝑏 negative but 𝑅𝑑𝑐 still positive, in the potential range 

determined by the condition 

𝑅𝐼

𝑅𝑎
> 𝑓′(𝑢̅) = −

𝑅𝐼

𝑅𝑏
>

𝜏𝑚

𝜏𝑘
 (44) 

This region produces the impedance pattern of Figure 5 defined before as a “hidden 

negative impedance”.31 Here the complex 𝑍(𝜔) encircles the origin and the imaginary 

part of the impedance has a zero value at finite frequency of negative real part. This is a 

signal of the Hopf instability, as mentioned earlier. 

Figure 5 shows the impedance spectra in the presence of a true NDR. These patterns are 

well documented in the literature of electrochemical oscillations, in the case of 

oscillations induced by a Hopf bifurcation under potentiostatic control.86,87 Different 

examples of the spectra for formaldehyde oxidation are shown in Figure 11. These 

impedance patterns are also very typical for electrochemical passivation and 

corrosion.88,89  
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Figure 11. a) Voltammogram of 0.1 M HCHO in 0.1 M NaOH for a 0, 1000 and 1500  

external resistance (internal cell resistance ca. 95 ). Scan rate 10 mV s-1, 3000 rev min-

1. Amperogram taken at 0.01 mA s-1. (b) Impedance diagrams taken at -0.50 V (■), -0.45 

V (○), -0.35 V (Δ). Indicated frequencies in Hz. Reproduced from 87. 

 

Figure 12 indicates the impedance spectrum when the RL elements are both negative. 

This is not a case that emanates from the AdEx model, but it is also interesting since it 

occurs naturally in the sodium channel of the Hodgkin-Huxley model discussed below.  
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Figure 12. Complex plane impedance spectra of the AdEx model, 𝑅𝑎 < 0 and 𝐿𝑎 < 0. 

(a) 𝑅𝐼 = 1, 𝑅𝑎= -5, 𝑅𝑏 = 3, 𝑅𝑑𝑐  = 7.5, 𝜏𝑚= 10, 𝜏𝑘= 100, 𝐿𝑎= -500. (b) 𝑅𝐼 = 10, 𝑅𝑎= -2, 𝑅𝑏 

= 10, 𝑅𝑑𝑐  = -2.5, 𝜏𝑚= 10, 𝜏𝑘= 100, 𝐿𝑎= -200. The arrow indicates the direction of 

increasing frequency. 

 

The transient response to a current step in the time domain is represented in Figure 13. 

Figure 13a shows a damped oscillation, while Figure 13b corresponding to the hidden 

negative resistance shows a periodic amplification correspondent to negative damping.  

A complete study of the oscillations, spiking dynamics and bifurcations of the AdEx 

model depending on the external current 𝐼 is presented by Touboul et al.77   

 

 



Chapter 5. Publication 4  124 

 

 

 

Figure 13. Transient voltage in the AdEx model after a small perturbation constant current 

onset at 𝑡 = 0. (a) 𝑅𝐼 = 5, 𝑅𝑎= 1, 𝑅𝑏 = 10, 𝜏𝑚= 10, 𝜏𝑘= 100. (b) 𝑅𝐼 = 1, 𝑅𝑎= 0.2, 𝑅𝑏 = -5, 

𝑅𝑑𝑐 = 0.2083, 𝜏𝑚= 10, 𝜏𝑘= 100.  

5. Hodgkin-Huxley squid giant axon model 

5.1. Kinetic model 

Finally, we aim to calculate the impedance response from the Hodgkin-Huxley dynamical 

model for the squid giant axon membrane.11 This is a landmark model that is extremely 

accurate for describing neuron dynamics. A development of the small perturbation ac 

model was presented by Chua and coworkers in order to investigate the stability 

conditions.35,36 Here we aim to understand the main impedance responses and provide an 

interpretation based on the simpler models that have been analyzed earlier in this paper, 

namely the memristor and the adaptative integrate-and-fire neuron. 

The original H-H model follows different current and voltage references from those 

usually adopted in the literature.90,91 Therefore, we rewrite the H-H equations such that 

they comply with this convention, i.e., current direction from inside to outside the 

membrane and voltage polarity positive inside and negative outside, as shown in Figure 

14a. Moreover, we consider the membrane potential as it is, and we do not use the original 

transformation, where the origin is taken at the resting potential of the membrane (𝑉𝑀 =

𝑉𝑟). 

 

Figure 14. a) Hodgkin-Huxley electrical model for the squid giant axon membrane 

consisting of variable resistances in the ion channels as defined in the original publication. 

b) Equivalent circuit for the Hodgkin-Huxley model for small ac voltage perturbations. 

The potassium channel components are indicated in blue, and the sodium elements in red. 
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The electrical circuit of the membrane, shown in Figure 14a, has four different branches 

that correspond to the membrane capacitance, the potassium ions channel, the sodium 

ions channel, and the leakage current, respectively. As noted in Figure 14a, the resistances 

across the potassium (𝑅𝐾) and sodium (𝑅𝑁𝑎) channels are not constant, but they depend 

both on time and voltage, reflecting the complex dynamics in response to external inputs. 

The model provides complete kinetic equations for the different channels, therefore we 

will be able to develop the small ac EC elements at a fixed point, using the same method 

applied in the previous examples. 

The current through the membrane can be written as the addition of the four contributions 

in Figure 14a 

𝐼𝑀 = 𝐼𝐶 + 𝐼𝐾 + 𝐼𝑁𝑎 + 𝐼𝑙 (45) 

The currents obey the expressions: 

𝐼𝐶 = 𝐶𝑀
𝑑𝑉𝑀

𝑑𝑡
 (46) 

𝐼𝐾 =
1

𝑅𝐾
(𝑉𝑀 − 𝑉𝐾) (47) 

𝐼𝑁𝑎 =
1

𝑅𝑁𝑎
(𝑉𝑀 − 𝑉𝑁𝑎) (48) 

𝐼𝑙 =
1

𝑅𝑙
(𝑉𝑀 − 𝑉𝑙) (49) 

Here, the membrane voltage 𝑉𝑀 is defined as 

𝑉𝑀 = 𝑉𝐼𝑁 − 𝑉𝑂𝑈𝑇 (50) 

and the other voltages follow the polarity indicated in Figure 14a, and they have the values 

𝑉𝐾 = −77 mV, 𝑉𝑁𝑎 = 50 mV and 𝑉𝑙 = −54.387 mV. Each of these voltages relate to the 

membrane voltages that cancel the current in each channel. We consider a resting potential 

of 𝑉𝑟 = −65 mV, which corresponds to the resting potential at a temperature of 𝑇 =
6.3 °C.11 The resting potential is the voltage at which there is no current through the 

membrane. The membrane capacitance 𝐶𝑀 has a value of 1 μFcm-2 and the leakage 

resistance is 3.33 kΩcm2. 

The potassium resistance is described by the following expression  

1

𝑅𝐾
=

1

𝑅𝐾0
𝑛4 (51) 

where 𝑅𝐾0 = 27.78 Ωcm2 is the minimum value of the resistance and 𝑛 is a 

dimensionless potassium gate-activation variable that takes values from 0 to 1, and 

satisfies the following equation: 

 
𝑑𝑛

𝑑𝑡
= 𝛼𝑛(1 − 𝑛) − 𝛽𝑛𝑛 (52) 

Here, the transfer rate coefficients 𝛼𝑛 and 𝛽𝑛 are time independent and voltage dependent 

by: 

𝛼𝑛 =
0.01(10−𝑉′)

𝑒
10−𝑉′

10 −1

 (53) 
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𝛽𝑛 =
0.125

𝑒
𝑉′
80

 (54) 

where 𝛼𝑛 and 𝛽𝑛 are in ms-1 and 𝑉′ = 𝑉𝑀 − 𝑉𝑟 is in mV. 

The sodium resistance is described by a similar expression: 

1

𝑅𝑁𝑎
=

1

𝑅𝑁𝑎0
𝑚3ℎ (55) 

In the same way as before, 𝑅𝑁𝑎0 = 8.33 Ωcm2 is the minimum value of the sodium 

resistance. However, the sodium channel has two gate-activation variables 𝑚 and ℎ. They 

both are dimensionless and take values from 0 to 1, and similarly to the variable 𝑛, they 

are described by the equations: 

𝑑𝑚

𝑑𝑡
= 𝛼𝑚(1 − 𝑚) − 𝛽𝑚𝑚 (56) 

𝑑ℎ

𝑑𝑡
= 𝛼ℎ(1 − ℎ) − 𝛽ℎℎ (57) 

Again, 𝛼𝑚 and 𝛽𝑚 are time independent and voltage dependent. Their voltage dependence 

is given by: 

𝛼𝑚 =
0.1(25−𝑉′)

𝑒
25−𝑉′

10 −1

 (58) 

𝛽𝑚 =
4

𝑒
𝑉′
18

 (59) 

𝛼ℎ and 𝛽ℎ are voltage dependent, too, by the equations: 

𝛼ℎ =
0.07

𝑒
𝑉′
20

 (60) 

𝛽ℎ =
1

𝑒
30−𝑉′

10 +1

 (61) 

All the transfer rate coefficients are in ms-1 and 𝑉′ = 𝑉𝑀 − 𝑉𝑟 is in mV. 

We can rewrite the equations (47) and (48) of the currents across the two ion channels as 

𝐼𝐾 =
1

𝑅𝐾0
𝑛4(𝑉𝑀 − 𝑉𝐾) (62) 

𝐼𝑁𝑎 =
1

𝑅𝑁𝑎0
𝑚3ℎ(𝑉𝑀 − 𝑉𝑁𝑎) (63) 

 

5.2. Impedance response 

From these equations we can calculate the ac impedance response of the H-H model 

across each branch. The small perturbation and Laplace transform of equations (46), (62), 

(63) and (49) give the equations: 

𝐼𝐶 = 𝑠𝐶𝑀𝑉̃𝑀 (64) 

𝐼𝐾 =
1

𝑅𝐾0
4𝑛̅3(𝑉̅𝑀 − 𝑉𝐾)𝑛̃ +

1

𝑅𝐾0
𝑛̅4𝑉̃𝑀 (65) 
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𝐼𝑁𝑎 =
1

𝑅𝑁𝑎0
3𝑚̅2ℎ̅(𝑉̅𝑀 − 𝑉𝑁𝑎)𝑚̃ +

1

𝑅𝑁𝑎0
𝑚̅3(𝑉̅𝑀 − 𝑉𝑁𝑎)ℎ̃ +

1

𝑅𝑁𝑎0
𝑚̅3ℎ̅𝑉̃𝑀 (66) 

𝐼𝑙 =
1

𝑅𝑙
𝑉̃𝑀 (67) 

Here, in equations (65) and (66), the perturbed variables 𝑛̃, 𝑚̃ and ℎ̃ appear. We can 

calculate them from the small perturbation and Laplace transform from equations (52), 

(56) and (57): 

𝑠𝑛̃ = [
𝜕𝛼̅𝑛

𝜕𝑉𝑀
(1 − 𝑛̅) −

𝜕𝛽̅𝑛

𝜕𝑉𝑀
𝑛̅] 𝑉̃𝑀 − (𝛼̅𝑛 + 𝛽̅𝑛)𝑛̃ (68) 

𝑠𝑚̃ = [
𝜕𝛼̅𝑚

𝜕𝑉𝑀
(1 − 𝑚̅) −

𝜕𝛽̅𝑚

𝜕𝑉𝑀
𝑚̅] 𝑉̃𝑀 − (𝛼̅𝑚 + 𝛽̅𝑚)𝑚̃ (69) 

𝑠ℎ̃ = [
𝜕𝛼̅ℎ

𝜕𝑉𝑀
(1 − ℎ̅) −

𝜕𝛽̅ℎ

𝜕𝑉𝑀
ℎ̅] 𝑉̃𝑀 − (𝛼̅ℎ + 𝛽̅ℎ)ℎ̃ (70) 

From the combination of equations (64-70), we derive the impedance given by 

𝑍 =
𝑉̃𝑀

𝐼𝑀
=

𝑉̃𝑀

𝐼𝐶+𝐼𝐾+𝐼𝑁𝑎+𝐼𝑙
 (71) 

Rearranging all the terms obtained, we can get an expression for impedance with the 

following elements: 

𝑍 =
𝑉̃𝑀

𝐼𝑀
= [𝑠𝐶𝑀 +

1

𝑅𝐾,1
+

1

𝑅𝑛+𝑠𝐿𝑛
+

1

𝑅𝑁𝑎,1
+

1

𝑅𝑚+𝑠𝐿𝑚
+

1

𝑅ℎ+𝑠𝐿ℎ
+

1

𝑅𝑙
]

−1

 (72) 

The EC generated by this impedance is shown in Figure 14b, and the values of the 

voltage-dependent elements are detailed as follows: 

𝑅𝐾,1(𝑉̅𝑀) =
𝑅𝐾0

𝑛̅4  (73) 

𝑅𝑛(𝑉̅𝑀) =
𝑅𝐾0

4𝑛̅3(𝑉̅𝑀−𝑉𝐾)𝜏𝑛[
𝜕𝛼̅𝑛
𝜕𝑉𝑀

(1−𝑛̅)−
𝜕𝛽̅𝑛
𝜕𝑉𝑀

𝑛̅]
 (74) 

𝐿𝑛(𝑉̅𝑀) = 𝑅𝑛𝜏𝑛 (75) 

𝑅𝑁𝑎,1(𝑉̅𝑀) =
𝑅𝑁𝑎0

𝑚̅3ℎ̅
 (76) 

𝑅𝑚(𝑉̅𝑀) =
𝑅𝑁𝑎0

3𝑚̅2ℎ̅(𝑉̅𝑀−𝑉𝑁𝑎)𝜏𝑚[
𝜕𝛼̅𝑚
𝜕𝑉𝑀

(1−𝑚̅)−
𝜕𝛽̅𝑚
𝜕𝑉𝑀

𝑚̅]
 (77) 

𝐿𝑚(𝑉̅𝑀) = 𝑅𝑚𝜏𝑚 (78) 

𝑅ℎ(𝑉̅𝑀) =
𝑅𝑁𝑎0

𝑚̅3(𝑉̅𝑀−𝑉𝑁𝑎)𝜏ℎ[
𝜕𝛼̅ℎ
𝜕𝑉𝑀

(1−ℎ̅)−
𝜕𝛽̅ℎ
𝜕𝑉𝑀

ℎ̅]
 (79) 

𝐿ℎ(𝑉̅𝑀) = 𝑅ℎ𝜏ℎ (80) 

The different relaxation time constants 𝜏𝑖 of each activation-gate variable are defined as 

𝜏𝑖 =
1

𝛼𝑖+𝛽𝑖
 (81) 

These results correspond to those obtained by Chua et al.35 with a different voltage 

reference.  
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5.3. Interpretation of the impedance spectra 

We aim to analyse impedance spectra in the region where the real part of the impedance 

takes negative values, since this is the requirement for inducing oscillations and spiking. 

This occurs between 𝑉𝑀 = −42.99 mV and 𝑉𝑀 = −60.25 mV. In Figure 15, we show a 

set of impedance complex plots of the full model of Figure 14b for representative voltage 

values above this range (Figure 15a,b), in this range (Figure 15b,c,d) and below it (Figure 

15d).  

The negative value of the real part of the impedance is clearly observed at frequencies 

different from zero, it is therefore a “hidden negative impedance”. The values close to the 

voltage range limit have only a small region in the negative area, while the intermediate 

values have most of the spectrum at the negative part, Figure 15c. 

 

 

Figure 15. Impedance complex plane plots for voltages a) above the upper limit of the 

negative impedance region, b) around the upper limit 𝑉𝑀 = −42.99 𝑚𝑉, c) in the 

negative impedance region and d) around the lower limit 𝑉𝑀 = −60.25 𝑚𝑉. 
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In order to better understand the EC and the wide diversity of characteristic impedance 

spectra obtained for the Hodgkin-Huxley model, and compare it with other systems with 

similar ECs, we now analyze the impedance response of the individual K and Na channels 

that compose the model. 

We first look at the spectra generated by the potassium channel with the constant elements 

𝐶𝑀 and 𝑅𝑙. The partial EC is represented in Figure 16a, and it is equivalent to the general 

memristor EC previously described in Figure 7B. Figures 16b and 16c show the values 

of the circuit elements generated by the potassium channel for the voltage range spanning 

from 𝑉𝐾 to 𝑉𝑁𝑎. The graphs show that the resistances have relatively low values compared 

to the leakage resistance (3.33 kΩ) for voltages above the resting potential 𝑉𝑟. Below this 

value, both resistances start to increase until they take huge values. The same happens in 

the case of the inductor in Figure 16c. 

 

Figure 16. Impedance details of the K channel. (a) EC used for (d). (b) and (c) values of 

the elements for the range of membrane voltages. (d) impedance complex plane plot for 

different values. 
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In Figure 16d, we can see the impedance complex plane plots for a variety of membrane 

voltages. The spectra generated by this circuit and the evolution of these elements 

generally shows an arc at the first quadrant at high frequency and another arc in the fourth 

quadrant at low frequency. This behaviour has been described above in Figure 4. The arcs 

are relatively small at voltages above 𝑉𝑀 = −20 mV, where the values of all the 

potassium channel resistances and inductor have small values. Below these values, the 

arcs start to increase, until the fourth quadrant arc disappears, and the spectrum is 

dominated by the constant elements. This means that the potassium channel closes as we 

get closer to the voltage 𝑉𝐾. 

If we calculate the Jacobian and apply the stability conditions in the same way we did 

before but for this EC, we get the following conditions: 

− (
1

𝑅𝑘,1
+

1

𝑅𝑙
) <

𝐶𝑀

𝜏𝑛
 (82) 

− (
1

𝑅𝑘,1
+

1

𝑅𝑙
) <

1

𝑅𝑛
 (83) 

Moreover, if we apply the condition 𝑅𝑍′′=0 > 𝑅𝑑𝑐 for the appearance of inductive loops, 

we get: 

− (
1

𝑅𝑘,1
+

1

𝑅𝑙
) <

𝐶𝑀

𝜏𝑛
<

1

𝑅𝑛
 (84) 

Since the values of all these elements and parameters are fixed for any given membrane 

voltage, we can predict the appearance of the inductive loops, as well as the stable voltage 

values. For this aim, we plot the three factors in Figure 17, to find those voltages. In this 

Figure, we have defined the resistance 𝑅𝑐
−1 = 𝑅𝑘,1

−1 + 𝑅𝑙
−1. 
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Figure 17. Factors for the conditions of stability and inductive loops appearance. 

 

From Figure 17, we can conclude that the potassium channel circuit is stable in the whole 

range of voltages. Moreover, we see a wide range of voltages in which the inductive loop 

will appear, and we can estimate the voltage where it disappears. This is below a voltage 

around 𝑉𝑀 = −70 mV, which agrees with the spectra plotted in Figure 16d. 

Looking at the sodium channel, we build in Figure 18a a partial EC including the elements 

of the membrane, therefore, we can again see when the channel closes and these elements 

dominate. As we can see, this channel is richer in the number of elements. From Figures 

18b and 18c, we find elements that take negative values. These are the elements 𝑅𝑚 and 

𝐿𝑚 and they make the spectra generated from this channel even richer, with spectra 

appearing in any of the four quadrants of the complex plane representation, as previously 

demonstrated in Section 2.3. 

 

Figure 18. Impedance details of the Na channel. (a) EC used of the Na channel. (b) and 

(c) values of the resistances and inductors for the range of membrane voltages, 

respectively. 

 

As in the case of the potassium channel, the elements have low values in a certain range 

of voltages, while they take huge values outside this range. This is clearly seen in Figures 
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18b and 18c and it relates with the fact that at voltages 20 mV < 𝑉𝑀 < −65 mV the 

sodium channel is mainly closed, and we again see a single arc corresponding to the 

constant membrane elements in Figure 19. However, inside this range we again see the 

memristive inductive loop into the fourth quadrant at 𝑉𝑀 = −20 mV. More interestingly, 

we see the hidden negative resistance at 𝑉𝑀 = −30 mV, and a clear negative resistance 

from approximately 𝑉𝑀 = −40 mV to 𝑉𝑀 = −65 mV. Therefore, it looks evident that the 

channel causing the negative impedance in the whole membrane is the sodium channel. 

However, the full membrane will not show a negative impedance at zero frequency. 

 

Figure 19. Impedance complex plane plots for the sodium channel EC. (a) is for spectra 

with smaller impedance values and (b) is for spectra with bigger impedance values. 

 

6. Conclusion 

The method we have developed in this paper consists on the determination of the small 

perturbation ac IS response of highly nonlinear systems, related to memristors and 

neuromorphic response, starting from the time domain constitutive equations of each 

model. We showed the connection of impedance response and the shape of the spectra to 

the physical interpretation of memory effects and stability, following previous insights in 

stability theory and electrochemical oscillations.  
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Firstly, we presented a frequency domain analysis of memristors. We showed that the 

memristor can be decomposed into a simple equivalent circuit, and it cannot be regarded 

as an additional fundamental element for small signal response. This is because the 

mechanism of memory is well represented by a resistor-inductor line. The basic structure 

of the impedance model is obtained across different material platforms and independent 

fields of study. There is possibly a universal behaviour related to the suggested kinetic 

memory effect that needs further investigation. Nevertheless, the model is not unique to 

describe memristor systems. There is indeed a very broad type of responses under the 

label of memristive systems, based on different mechanisms and physical effects. 

The impedance response of the adaptative exponential integrate-and-fire model for the 

neuron membrane shows a similar response to that of the memristor, thus confirming 

them as good candidates for neuromorphic computations. We have made a classification 

of the spectra generated by this model, and we have established the required conditions 

for the stability of the impedance response. A variety of criteria consisting of relations 

among the model parameters have been given in order to clarify which conditions 

generate each kind of spectra. 

The same has been made for the Hodgkin-Huxley model for the squid giant axon. We 

made an extended calculation of the full impedance model, showing the full equivalent 

circuit that governs the operation of these membranes. We have presented the spectra 

generated by this model for a wide range of voltages, finding a wide variety of shapes, 

including the hidden negative resistance. With respect to the previously described simple 

models, this model has the additional complexity of consisting of different channels that 

cause positive and negative feedback loops. To obtain better insight about the concerted 

action that produces the diverse impedance spectra responses, we investigated separately 

the individual ion channels responses. Interestingly, we have found that the potassium 

channel fulfills the stability conditions in all the voltage range and the condition for 

inductive loops is satisfied. However, the sodium channel is more complex, and its 

equivalent circuit includes a branch with negative elements (a resistance and an inductor) 

that produce all kind of spectra going through the four quadrants. This feature is 

responsible for the positive feedback that causes depolarization including the hidden 

negative resistance in the full model. 

In summary we have suggested a method to analyze the response of a required dynamical 

system in the frequency domain as a tool to construct material systems with a similar 

functionality. 
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Elements of the equivalent circuit for each model 

 

Figure 3. Equivalent circuit with an inductor and a capacitor, representative of a 

memristor. 

The equivalent circuit (EC), represented in Figure 3, has the elements 𝑅𝑎, 𝑅𝑏, 𝐿𝑎 and 𝐶𝑚. 

The EC stands for both  

-the general memristor model, and  

- the Adaptative exponential integrate-and-fire neuron model.  

The EC is obtained in both cases from the kinetic equations of these models. Hence, in 

each case the elements of the circuit depend on the parameters of the kinetics models, 

which are obviously different. Therefore, the relations that the elements of the circuit have 

with the model parameters and between them are different for each model.  

In Table S1, we show a summary of the values for the EC parameters 𝑅𝑎, 𝑅𝑏, 𝜏𝑚 and 𝜏𝑘. 

The parameters 𝐶𝑚 and 𝐿𝑎 are not shown because they are redundant with 𝜏𝑚 and 𝜏𝑘, and 

𝑅𝐼 is a parameter of the kinetic models. Additionally, we give the values of 𝑅𝑑𝑐 which 

are relevant for the conditions of different spectra. 
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Table S1. Equivalent circuit parameters 

 

 Memristor model AdEx neuron model 

𝑅𝑎 −
𝑔𝑤

𝐺𝑤𝑔𝑢𝑢 ̅
 𝑅𝑎 

𝑅𝑏 (𝐺̅ + 𝐺𝑢𝑢̅)−1 
𝑅𝐼

1 −  exp (
𝑢̅ − 𝜃𝑡ℎ

 Δ𝑇
)
 

𝜏𝑚 𝑅𝐼𝐶𝑚 𝑅𝐼𝐶𝑚 

𝜏𝑘 (𝐺𝑤𝑔𝑢𝑢̅)𝐿𝑎 𝐿𝑎/𝑅𝑎 

𝑅𝑑𝑐 = (
1

𝑅𝑎
+

1

𝑅𝑏
)

−1

 (−
𝐺𝑤𝑔𝑢𝑢 ̅

𝑔𝑤
+ 𝐺̅ + 𝐺𝑢𝑢̅)

−1

 (
1

𝑅𝑎
+

1 −  exp (
𝑢̅ − 𝜃𝑡ℎ

 Δ𝑇
)

𝑅𝐼
)

−1

 

 

In Table S2, we summarize the different conditions of the equivalent circuit elements for 

different types of spectra. Substituting Table S1 values into the conditions of Table S2, 

we can obtain each condition in terms of the parameters of each model, specifically. 

 

Table S2. Conditions on the equivalent circuit elements 

 

The frequency of the intercept 

 𝑍′′(𝜔1) = 0 
𝜔1 = (𝜔𝐿𝐶

2 −
1

𝜏𝑘
2)

1/2

= [
1

𝐿𝑎𝐶𝑚
− (

𝑅𝑎

𝐿𝑎
)

2

]

1/2

 

𝑅𝑍′′=0 > 𝑅𝑑𝑐 (condition for the loop 

in the fourth quadrant) 
𝜏𝑘 > 𝑅𝑎𝐶𝑚 

The resistance at the intercept 

 𝑍′′ = 0 
𝑅𝑍′′=0 =

𝑅𝑏

1 + 𝑅𝑎𝑅𝑏𝐶𝑚/𝐿𝑎
 

Region of 𝑅𝑏 negative but 𝑅𝑑𝑐 still 

positive (“hidden negative 

impedance”) 

−𝑅𝑎 > 𝑅𝑏 
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General Conclusions 

  
Perovskites have an enormous potential as a semiconductor material for a variety of 

applications due to their ideal properties for light absorption and electronic transport. 

Moreover, they have an additional uncommon property, which is the combined ionic-

electronic conductivity. Although this characteristic may appear problematic for the 

construction of solar cells, it can be a desirable property for alternative applications, such 

as perovskite memristors. In this thesis we have contributed to the understanding of 

perovskites for both solar cells and memristors, by studying them with small perturbation 

techniques. 

In the case of perovskite solar cells, we have developed a successful model and equivalent 

circuit for understanding the characteristic inductive behaviours that such devices present 

in IS measurements. However, this model has not been able to serve for the extraction of 

electronic parameters of perovskites. For that purpose, we have had to resort to the use of 

a combination of techniques, connecting light-modulated techniques with IS. The use of 

IMPS has led to the observation of a special characteristic of carbon-based perovskite 

solar cells that, eventually, has uncovered the diffusion of electronic charges in 

perovskites. Therefore, the electronic diffusion of perovskites has been finally obtained 

from small perturbation techniques under conditions of non-uniform generation profiles. 

Specifically, we have calculated the diffusion parameters of perovskites from the 

spiralling feature of the high frequency part of IMPS spectra.  

From this finding, we have identified the factor that allows the display of the diffusion 

trace in light-modulated techniques in contrast with voltage-modulated ones. By 

calculating the transfer functions of IS, IMPS and IMVS produced by a non-uniform 

generation profile inside the perovskite films, we have shown the differences between 

modulation of light and voltage. We point to the spiralling high-frequency loop of IMPS 

and IMVS as the trace of diffusion in perovskites. We have complemented this 

calculations with experimental data and we have demonstrated experimentally the results 

obtained in our models. Finally, we have proved the relation between the techniques, and 

we have been able to distinguish the features that occur at different timescales. 
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In the case of perovskite memristors, we have linked the responses of the previous 

impedance model and equivalent circuit developed for IS of perovskite solar cells with 

the responses of perovskite memristors and any theoretical memristor. We have 

developed a systematic method for the analysis of the similarity of their IS characteristics 

with neuron models, broadening the possibilities to study these devices as a possible 

candidate for applications in neuromorphic networks. For such purpose, we have 

calculated the impedance characteristics of two reference models for neuron operation: 

the integrate-and-fire neuron model and the Hodgkin-Huxley model. We have found 

similarities with perovskite memristors but we have also found added complexity to the 

spectral characteristics of memristors. Therefore, further investigation is needed to 

acquire the neuromorphic computation with perovskite memristors. Nevertheless, the IS 

investigation has the great advantage that the analysis of highly complex phenomena can 

be based purely on the shape of experimental impedance spectra and the identification of 

similarities in the equivalent circuits. 

 

 


