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Abstract

Accurate underwater 3D perception is essential to advance towards the automation
of expensive, dangerous and/or time-consuming tasks, such as the inspection, main-

tenance and repair of off-shore industrial sites. Accurate underwater 3D sensors can po-
tentially have a large positive impact on the progress of tasks like object detection and
semantic mapping, which are key to the development of robotic platforms capable of a
higher level of abstraction. Moreover, these advances would decidedly contribute to the
transition from remotely operated vehicles (ROVs) towards autonomous underwater vehi-
cles (AUVs) in industrial operations. However, accurate underwater 3D perception is very
hard to achieve because of the many physical particularities of light propagation in water,
including refraction: the direction of light rays changes due to the different refraction
indices of the media it travels through.

This thesis focuses on the development of a novel underwater 3D scanner and a non-
rigid point cloud registration method aimed at enabling underwater 3D reconstructions
with accuracies in the order of millimeters both in static and dynamic missions.

The thesis is structured according to these two main contributions, which resulted in
five journal articles. The first main contribution of this thesis is designing and building an
underwater 3D scanner using a 2-axis mirror. The second axis of the rotating mirror allows
us to project optimally-curved scanning patterns designed to counteract refraction, so that
they transform into straight lines when entering the water. This results in a decrease in
computational complexity of the 3D reconstruction while maintaining millimeter accuracy.
Minor contributions of this part of the thesis are the design of a ray-tracing model to
study the effect of each optical component on the quality of the 3D reconstruction and the
development of a simplified calibration algorithm based on numeric projection functions.
The second main contribution of this thesis is the development of a non-rigid point cloud
registration method that can successfully minimize the motion distortion that appears
when the scanner is mounted on a moving robot.

Finally, this thesis also includes unpublished 3D reconstructions performed during
missions both in the water tank at the Centre d’Investigació en Robòtica Submarina
(CIRS) and at sea.
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Resum

Una percepció submarina 3D d’alta precisió és essencial per avançar cap a l’automati-
tzació de tasques com la inspecció, el manteniment i la reparació d’estructures indus-

trials submarines, las quals actualment comporten un elevat preu, risc i/o durada. Dis-
posar de sensors 3D subaquàtics d’alta precisió podria accelerar el progrés de tasques com
la detecció d’objectes i el mapejat semàntic, claus per al desenvolupament de plataformes
robòtiques capaces d’un nivell d’abstracció més alt. A més, aquest avenç contribuiria de
forma decisiva a la transició a nivell industrial des de vehicles submarins operats remota-
ment (ROVs) cap a vehicles submarins autònoms (AUVs). No obstant això, aconseguir
percepció 3D d’alta precisió sota l’aigua és difícil per les moltes particularitats físiques de
la propagació de la llum a l’aigua, incloent-hi la refracció: la llum canvia de direcció a
causa dels diferents índexs de refracció dels mitjans pels quals viatja.

Aquesta tesi se centra en el desenvolupament d’un nou escàner 3D submarí i un mètode
de registre no-rígid de núvols de punts amb l’objectiu de crear reconstruccions submarines
en 3D amb precisions a l’ordre de mil·límetres tant en missions estàtiques com dinàmiques.

La tesi s’estructura segons aquestes dues contribucions principals, las quals ens han
permès publicar cinc articles en revistes científiques. La primera contribució principal és
el disseny i la construcció d’un escàner 3D submarí usant un mirall de dos eixos de rotació.
El segon eix del mirall ens permet projectar patrons d’escaneig corbats de manera òptima
per contrarestar la refracció, de manera que es transformin en línies rectes en entrar
a l’aigua. Així, podem disminuir la complexitat computacional de la reconstrucció 3D
mentre mantenim una precisió mil·limètrica. Altres contribucions de menor rang d’aquesta
part de la tesi són el disseny d’un model de la direcció del feix làser per estudiar l’efecte
de cada component òptic en la qualitat de la reconstrucció 3D, i el desenvolupament d’un
algoritme de calibració simplificat basat en funcions numèriques de projecció. La segona
contribució principal és un mètode de registre no-rígid de núvols de punts que minimitza
la distorsió present als escanejats quan el sensor està muntat en un robot en moviment.

Finalment, aquesta tesi també inclou reconstruccions 3D no publicades fins ara i que
van ser realitzades en missions tant a la piscina del Centre d’Investigació en Robòtica
Submarina (CIRS) com al mar.
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Resumen

Una percepción submarina 3D de alta precisión es esencial para avanzar hacia la autom-
atización de tareas como la inspección, mantenimiento y reparación de estructuras

industriales submarinas, que actualmente entrañan un elevado precio, riesgo y/o duración.
Disponer de sensores 3D subacuáticos de alta precisión podría acelerar el progreso de tar-
eas como la detección de objetos y el mapeado semántico, que son claves para el desarrollo
de plataformas robóticas capaces de un mayor nivel de abstracción. Además, tal avance
contribuiría de forma decisiva a la transición a nivel industrial desde vehículos submari-
nos operados remotamente (ROVs) hacia vehículos submarinos autónomos (AUVs). Sin
embargo, conseguir percepción 3D de alta precisión bajo el agua es difícil por las muchas
particularidades físicas de la propagación de la luz en el agua, incluyendo la refracción: la
luz cambia de dirección debido a los diferentes índices de refracción de los medios por los
que viaja.

Esta tesis se centra en el desarollo de un novedoso escáner 3D submarino y un método
de registro no-rígido de nubes de puntos con el objetivo de crear reconstrucciones sub-
marinas en 3D con precisiones en el orden de milímetros tanto en misiones estáticas como
dinámicas.

La tesis se estructura según estas dos contribuciones principales, que han resultado
en cinco artículos publicados en revistas científicas. La primera contribución principal es
el diseño y construcción de un escáner 3D submarino usando un espejo de dos ejes de
rotación. El segundo eje del espejo nos permite proyectar patrones de escaneo curvados
de forma óptima para contrarrestar la refracción, de forma que se transformen en líneas
rectas al entrar en el agua. Así, podemos disminuir la complejidad computacional de la
reconstrucción 3D mientras mantenemos una precisión milimétrica. Otras contribuciones
de menor rango de esta parte de la tesis son el diseño de un modelo de la dirección del haz
láser para estudiar el efecto de cada componente óptico en la calidad de la reconstrucción
3D, y el desarrollo de un algoritmo de calibración simplificado basado en funciones numéri-
cas de proyección. La segunda contribución principal es un método de registro no-rígido
de nubes de puntos que minimiza la distorsión presente en los escaneos cuando el sensor
está montado en un robot en movimiento.

Finalmente, esta tesis también incluye reconstrucciones 3D no publicadas hasta ahora y
que fueron realizadas en misiones tanto en la piscina del Centre d’Investigació en Robòtica
Submarina (CIRS) como en el mar.
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1
Introduction

This chapter summarizes the motivation behind the development of this PhD thesis. First,
Section 1.1 presents a brief overview of the challenges of accurate 3D perception in the un-

derwater environment and introduces some of the design decisions taken during the development
of our laser scanner. Next, Section 1.2 states the objectives of the thesis and Section 1.3 describes
the context in which this work has been developed. Finally, Section 1.4 concludes with a summary
of the organization of this document.

7



8 Chapter 1. Introduction

1.1 Motivation
High-accuracy underwater 3D perception is very hard to achieve but it is essential in
order to advance towards the automation of currently expensive, dangerous and/or time-
consuming tasks, such as the inspection, maintenance and repair of off-shore industrial
sites. In order to understand why underwater 3D perception is difficult, we first need
to analyze the particularities of light propagation in water. We can identify two main
factors by observing real underwater camera footage recorded in almost optimal visibility
conditions (see Fig. 1.1):

• Both fresh and sea water carry floating particles, which increase water turbid-
ity. Higher turbidity contributes to blurrier features in the image and accentuates
backscatter : the floating particles reflect the projected light back to the camera and
dazzle it, shortening the visibility range.

• Light has a high attenuation rate in water, which means that it loses most of its
power at distances in the order of meters or tens of meters. Since the attenuation
rate is wavelength-dependent, blue and green can travel further and are therefore
much more predominant than red and violet (see Figure 2 of Chapter 2).

Given these special conditions, underwater 3D perception is typically done using one
or more of three big sensor families1: sonars, passive light-based, or active light-based.

• Sonar is probably the most used type of vision sensor in many underwater ap-
plications due to its long range and robustness. Its working principle is based on
measuring the travelling time of ultrasounds. Since sound is a mechanical wave, it
is not affected by the two challenges mentioned above and can reach hundreds of
meters. Among its main drawbacks, however, its measurements have a low signal-
to-noise ratio and it can only achieve resolutions in the order of tens of centimeters.

1A more in-depth analysis of the motivation and challenges of underwater 3D scanning are presented
in Sections 1 and 2 of Chapter 2, including an extensive list of relevant bibliographic references.

(a) (b)

Figure 1.1: Two different frames from the inspection of the Boreas shipwreck using the om-
nidirectional RGB camera developed by Bosch et al. [8]. The full 360° video is available on
https://www.youtube.com/watch?v=ptkhwTPFvjk.

https://www.youtube.com/watch?v=ptkhwTPFvjk
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• Passive light-based sensors are photogrammetric systems of one or more cameras.
They are called passive methods because the only artificial light that they use is
diffuse light to increase visibility in dark areas. They typically compute the 3D
shape of the target by stereo triangulation or structure from motion (SfM). They
are widely used by the underwater community because they are inexpensive and
relatively easy to purchase, install and use. However, they can only measure in
ranges of a few meters and they can only produce dense reconstructions in feature-
rich environments. Moreover, the accuracy that they can typically achieve is in the
order of centimeters.

• Active light-based sensors reconstruct the 3D geometry of the target by projecting
a light source in known directions. Lasers are typically used because their high
optical density minimizes backscatter and allows a more effective propagation than
diffuse light. These sensors are usually called either lidars or laser line scanners
(LLSs), depending on whether they compute the 3D reconstruction using time of
flight (ToF) or triangulation. Like passive sensors, they usually achieve ranges of
only a few meters. However, they can measure with an accuracy in the order of
millimeters and can provide dense 3D point clouds in featureless scenes.

Despite their potential advantage of providing accurate and dense 3D point clouds,
underwater laser scanners are still not broadly used by the underwater community because
they have much shorter ranges than sonars and are much more expensive than cameras.
In fact, the number of underwater laser scanners developed for academic or commercial
purposes is very limited, as thoroughly reviewed in Chapter 2. The main contribution of
this thesis is designing and creating a novel laser scanner that can potentially be useful
for a wide range of tasks in the future, including inspection and object recognition and
manipulation. One of the first design decisions was to use triangulation because it provides
higher resolution at short ranges than ToF. The rest of the decisions will be explained in
detail throughout this thesis.

Underwater laser scanning: the effect of refraction Apart from the two challenges
explained at the beginning of this chapter, a factor that affects the accuracy of underwater
laser scanners is refraction. The optical components of the scanner (typically, laser module
and rotating mirror) are encapsulated along with the electronics in a water-proof casing
equipped with a transparent viewport, usually made of plastic or glass. As a consequence,
the light projected onto the scene has to go through a double refraction process (air →
viewport material → water), which modifies the direction of the projected light. This
change of direction has a negative effect on the accuracy of the 3D reconstruction if not
properly taken care of. With this in mind, we can briefly review the two main types of
underwater triangulation laser scanners in the literature:

• Profilers directly project a fixed laser line onto the scene. Since the light goes
through the viewport at a perpendicular angle, its direction is not modified. This
approach is very robust and the only parameter to calibrate is the laser plane equa-
tion as seen from the camera. However, in order to scan a target, the whole scanner
needs to move. They are typically used for short-range high-accuracy bathymetries.
They are installed looking down at the bottom of an unmanned underwater vehicle
(UUV), which covers the area of interest following a given pattern.
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• Scanners, on the other hand, sweep the laser line across the scene by first projecting
it onto a rotating mirror. As a consequence, the laser plane does not always go
through the viewport at a perpendicular angle and therefore suffers refraction. Some
authors [9, 10] try to model the change in the direction of the laser plane given the
refraction index of water. However, Palomer et al. [11] proved that the laser plane
does not only change direction but also gets distorted into an elliptic cone. Therefore,
in order to maintain high accuracy in the 3D reconstruction, the calibration and the
reconstruction must identify and use the equations of cones and not planes. This
makes the calibration more cumbersome and the triangulation more computationally
expensive.

In this thesis, we decided to develop a new scanner because it can cover a much larger
area than a profiler, making it much more interesting for tasks like object recognition and
manipulation. The main novelty of our scanner is that it explicitly models refraction-
related distortions and counteracts them actively using a mirror rotating around 2 axes.
The extra DoF introduced by the second rotation axis allows us to project optimally-
curved lines that get transformed into planes when they enter the water. This way, the
complexity introduced by refraction-related distortions is transferred from the triangula-
tion step (which happens thousands of times per scan) to the pattern design step (which
only needs to be computed once). The scanner prototype and its working scheme are
shown in Fig. 1.2.

Dynamic underwater scanning Once the scanner was designed and built, and its
performance was assessed, we would like to mount it on an autonomous underwater vehicle
(AUV) and use it to scan while the robot is in motion. However, this is far from trivial.
Unlike global-shutter cameras, which acquire all the scene information at once, LLSs
need some time to sweep the laser scene across their whole field of view (FoV). If the
displacement of the robot during a sweep is non-negligible, then that scan will present
motion distortion. In this thesis, we approach this problem using two complementary
approaches. First, we calibrate the extrinsic parameters of the scanner with respect to

(a) Prototype.

Viewport
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Viewport
Laser

Camera

Laser 
plane

rcw

rw

Mirror

Scanning
pattern

(b) Model.

Figure 1.2: Underwater laser scanner.
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the robot by building and solving a landmark-based pose graph SLAM [5], and use that
transformation along with the inertial measurements of the robot to project each line in
the scan onto the world reference frame. This reduces the distortions when compared
to using manually calibrated parameters. However, the accuracy of inertial systems is
at least one order of magnitude worse than the scanning accuracy2. This noise from the
inertial sensors causes that the projected scans cannot be treated as rigid when matching.
Therefore, we also developed a non-rigid point cloud registration method (Chapter 5) that
achieves much better results than Iterative Closest Point (ICP) [12] and Coherent Point
Drift (CPD) [13], a state-of-the-art non-rigid registration algorithm.

1.2 Objectives
With the motivations of this thesis described, we can now state that the main goal is:

To enhance the 3D sensing capabilities of unmanned underwater ve-
hicles (UUVs) by enabling the dynamic acquisition of high-accuracy,
distortion-free 3D point clouds.

This general aim can be divided into the following objectives:

1. Static high accuracy: Designing and developing an underwater 3D scanning sys-
tem that can achieve high accuracy in static conditions. This process was made up
of the following sub-steps:

1.1. State of the art: Reviewing the existing literature on underwater light-based
3D scanning and identifying current challenges and potentially interesting new
technologies.

1.2. Model: Designing the theoretical ray-based model for a new underwater 3D
scanner that can address an open issue in the literature: pattern distortion due
to refraction. Using this model to study the limitations of the chosen approach.

1.3. Prototype: Building a prototype based on the previous model using novel
light-projection technologies. Designing a simple calibration algorithm that
accurately identifies the intrinsic parameters of the scanner. Characterizing
its performance experimentally and validating the feasibility of the refraction-
counteraction approach in practice.

2. Dynamic high accuracy: Designing and implementing an extrinsic calibration
algorithm that can accurately estimate the 6-DoF pose of the scanner in the robot
reference frame, enabling dynamic scanning.

3. Minimizing distortion: Formulating a non-rigid point cloud registration algo-
rithm that can minimize motion distortion.

1.3 Context
The work presented in this thesis has been developed at Centre d’Investigació en Robòtica
Submarina (CIRS), which is part of the Institut de Recerca en Visió per Computador i

2For instance, see the datasheet of iXblue’s compact series of inertial navigation systems (INSs): https:
//www.ixblue.com/wp-content/uploads/2022/01/Phins%20Compact%20Series%20-%20Datasheet.pdf

https://www.ixblue.com/wp-content/uploads/2022/01/Phins%20Compact%20Series%20-%20Datasheet.pdf
https://www.ixblue.com/wp-content/uploads/2022/01/Phins%20Compact%20Series%20-%20Datasheet.pdf
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(a) Sparus II in open sea. (b) Girona 500 in the water tank at CIRS.

Figure 1.3: AUVs developed at CIRS.

(a) CIRS water tank. (b) Sextant boat carrying the Girona 1000 AUV.

Figure 1.4: Infrastructure for experiments.

Robòtica (ViCOROB) institute of the Universitat de Girona (UdG). Formed in 1992, this
research group has become a leading team in the underwater robotics and computer vision
community. One of the key elements that have allowed CIRS to have such a performance
is the in-house availability of extraordinary infrastructure. On the one hand, there are
two AUVs available as research platforms: the Sparus II [14] and the Girona 500 [15] (see
Fig. 1.3). Sparus II can efficiently cover long distances, which makes it ideal for missions
such as photogrammetric sea-bottom surveying, whereas Girona 500 can carry a heavier
payload, so it is typically used for manipulation tasks. On the other hand, the lab counts
with a fresh water tank of dimensions 16m × 8m × 5m (length × width × depth) and a
crane-equipped boat named Sextant at St. Feliu harbor (see Fig. 1.4).

The robustness and ease to use of the AUVs along with the infrastructure allow for
a relatively easy experimental data collection. In the context of this thesis, the AUV
employed for experimental data collection both in the water tank and at sea was the
Girona 1000, which is an evolution of the Girona 500. Among its improvements, it is
rated to reach depths of up to 1000 m (instead of 500 m).

This thesis was mostly financed by the doctoral grant of the UdG IFUdG2019. It also
benefited from a mobility grant IFMobUdG2019 by the UdG for a 6-month research stay
at the Autonomous Systems Lab (ASL) at ETH Zurich (Switzerland). The experiments,
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equipment and infrastructure resources used in this thesis have been partially funded by
the following projects:

• Project GIRONA1000 (ref. DPI2017-86372-C3-2-R), funded by the Spanish Ministry
of Economy, Industry and Competitiveness.

• Project EUMR (ref. H2020-INFRAIA-2017-1-twostage-731103), funded by the Eu-
ropean Commission.

• Project ATLANTIS (ref. H2020-ICT-2019-2-871571), funded by the European Com-
mission.

• Project PER2IAUV (ref. PID2020-115332RB-C32), funded by the Spanish Ministry
of Science and Innovation.

• Project OPTIHROV (ref. PDC2021-120791-C21), funded by the Spanish Ministry
of Science and Innovation.

1.4 Document structure

This document is structured into the following chapters:

• Chapter 2: In this chapter, we present our work State of the Art of Underwater
Active Optical 3D Scanners. First, we make a general introduction to the context and
the challenges of underwater 3D light-based perception. Then, we explain the two
main reconstruction principles used by such scanners, namely triangulation and ToF.
Later, we review the main technologies for active light projection used by underwater
scanners. Finally, we make a quantitative comparative analysis of academic and
commercial sensors.

• Chapter 3: In this chapter, we present the ray-tracing model of an underwater 3D
scanner that uses a 2-axis mirror to counteract refraction, published under the title
Underwater 3D Scanner Model Using a Biaxial MEMS Mirror. We also study the
influence that the miscalibration of each parameter value would have on the accuracy
of the light projection. Finally, we analyze how we should design the scanner using
optimal parameter values to maximize the FoV and minimize the scanning pattern
distortion.

• Chapter 4: In this chapter, we use our work Underwater 3D Scanner to Coun-
teract Refraction: Calibration and Experimental Results to present the underwater
3D scanner prototype that we built based on the ray-tracing model introduced in
Chapter 3. We discuss the black-box projection model and explain in detail the
characteristics of the hardware components and their connections. This simplified
projection model relates the output direction of the projected laser beam with the
input mirror voltages only using polynomials. This way, the calibration process is
much simpler than using the whole projection model of Chapter 3. Finally, we per-
form the experimental performance characterization of the prototype in the water
tank at the CIRS.
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• Chapter 5: In the work introduced in this chapter, Linewise Non-Rigid Point Cloud
Registration, we present a novel non-rigid point cloud registration method that can
successfully correct the distortion present in some experimental scans. It exploits
the in-line rigidity of the point clouds acquired by LLSs to reduce the computational
complexity while improving accuracy when compared to state-of-the-art non-rigid
registration algorithms. We validated our method on synthetic data and on ex-
perimental scans gathered by our prototype LLS (see Chapter 4) mounted on the
Girona1000 AUV [15]. This publication was one of the principal outcomes of the au-
thor’s research stay at ASL, ETH Zurich (Switzerland). The contents of this paper
were also selected for presentation at the 2022 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS 2022), held in Kyoto (Japan) in October
2022.

• Chapter 6: This chapter contains a summary of the results obtained in the context
of this thesis.

• Chapter 7: Finally, the last chapter presents the conclusions and some guidelines
for future work.
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Abstract: Underwater inspection, maintenance and repair (IMR) operations are being increasingly
robotized in order to reduce safety issues and costs. These robotic systems rely on vision sensors to
perform fundamental tasks, such as navigation and object recognition and manipulation. Especially,
active optical 3D scanners are commonly used due to the domain-specific challenges of underwater
imaging. This paper presents an exhaustive survey on the state of the art of optical 3D underwater
scanners. A literature review on light projection and light-sensing technologies is presented.
Moreover, quantitative performance comparisons of underwater 3D scanners present in the literature
and commercial products are carried out.

Keywords: underwater 3D laser scanners; 3D reconstruction; active 3D techniques; underwater
imaging; underwater robotics

1. Introduction

Oceans cover 71% of the Earth’s surface, of which 95% is still unexplored [1]. Oceanic exploration
is a growing field but diving deeper than 50 m poses a huge challenge to human divers. Even though
divers can use human-operated vehicles (i.e., submarines) to go deeper, there are still safety issues
involved. On the other hand, robotic systems called unmanned underwater vehicles (UUVs) have
been experimentally tested at full ocean depth (around 11,000 m) [2]. Their main advantage is that
they can perform missions in a safer way and at a lower cost [3].

UUVs can be classified into remotely operated vehicles (ROVs) and autonomous underwater
vehicles (AUVs). ROVs are connected to a vessel through a tether that transmits power and control
signals for navigation or other tasks. AUVs do not need any pilot nor tether, so their operation vessels can
be smaller and less costly. Their diving time is only restricted by the autonomy of the on-board batteries
and the required power, so their missions can usually last for several hours [4]. There is a great abundance
of marine applications currently carried out by robots, such as underwater archaeology [5,6], ocean
monitoring [7,8], marine biology [9] and geology [10,11], damage assessment [12,13] and inspection,
maintenance and repair (IMR) applications [14,15], to name a few.

Underwater robots require a large number of modules, each of them aimed at fulfilling a different
requirement: IMUs for navigation, motors for thrust, acoustical or optical modems for communication,
among others. Apart from all these, a key ability of an autonomous robotic system is sensing its
environment. For UUVs it is especially important to acquire 3D data of its surroundings in order to
perform tasks such as object recognition [16], inspection [17], manipulation [18] or navigation [19].

Most of the 3D sensing systems in the literature are either based on acoustic (SONAR) or light
signals (LiDAR). Sonars can work at a much longer range (of up to some thousands of meters) and
they are not affected by water turbidity. On the other hand, optical sensors provide a much higher

Sensors 2019, 19, 5161; doi:10.3390/s19235161 www.mdpi.com/journal/sensors
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lateral resolution and refresh rate [20]. Their short-range (typically a few meters) does not limit the
UUV’s performance for intervention tasks since the robot needs to get close to the target.

Optical 3D sensors can be categorized as active or passive. According to Bruno et al. [21],
an underwater sensor is said to use active (or structured) light when it projects light patterns onto
the scene in a controlled way. These patterns can be a point, a line or more complex shapes. In active
techniques, the information given by the structure of the pattern is key to reconstruct the scene in 3D.
It is worth noticing that the pattern’s structure is not limited to the spatial domain, but it can also
be temporal (which is the base for time of flight (ToF) sensors). Active techniques determine the 3D
position of the points in the environment either by ToF or by triangulation principles (see Section 3).
On the other hand, passive lighting relies solely in ambient light to illuminate the scene, although
artificial diffuse light may be used in dark environments [21] (This definition of active and passive
lighting is characteristic of underwater sensors [21–23]. For in-air sensors, any projection of artificial
light onto the scene is considered an active technique [24]). Passive techniques in underwater
environments typically use stereo vision or structure from motion (SfM).

The main advantages of passive sensors such as passive stereo systems [22,25] and photometric
stereo [26,27] are their low price and their theoretical high lateral resolution, which is mainly limited
by forward-scattered light [28] (see Figure 1). Their main drawbacks are that they are computationally
demanding and rely heavily on the target’s texture to extract features from the image. Nevertheless,
they are widely used by the marine research community [6,29–32]. On the other hand, active 3D
sensors typically achieve a much higher point-cloud density, especially in low-contrast scenarios [5].
One of their main drawbacks is that their performance decreases under bright sunlight. Nonetheless,
since sunlight is quickly attenuated by ocean water, this is usually not a major problem in relatively
deep underwater environments.

Figure 1. Possible trajectories that laser light can follow while scanning a target [28]. Forwardscatter
reduces the lateral resolution. Backscatter leads time of flight (ToF) sensors to range errors.
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Several surveys on underwater imaging systems have been published in the last two decades.
In 2001, Jaffe et al. [33] summarized the history of underwater optical imaging and its relationship to
other fields of ocean optics, focusing on technological advances in the last decade of the twentieth
century. Kocak and Caimi [34] reviewed the historical progress of underwater imaging, with a special
focus on the period from 2000 to 2005. Caimi et al. [35] made a survey on underwater optics in 2008,
where they covered the advances in image formation and image processing methods, extended range
imaging techniques, spatial coherency, and multi-dimensional imaging. Bianco et al. [22] compared the
performance of two 3D underwater sensors (based on structured light and passive stereo, respectively)
in 2013. In 2015, Massot-Campos and Oliver-Codina [20] presented a very complete review on
underwater optical 3D reconstruction, including a quantitative comparison of performance criteria.
The present survey reviews the state of the art of active underwater 3D optical sensors, focusing
especially on the technologies for light projection and light sensing. Their working principles, as well
as their practical limitations, are explained. Moreover, quantitative performance comparisons of
underwater 3D scanners present in the literature and of commercial products are carried out.

This paper is structured as follows: the main challenges that underwater 3D sensors have to face
are summarized in Section 2. Methods to reconstruct 3D scenes are explained in Section 3. Current
technologies used for projecting light are gathered in Section 4. Next, the existing underwater 3D
active optical sensors that can be found in the literature after 2015 are compared quantitatively in
Section 5. Finally, the conclusions drawn by the authors concerning subsea 3D imaging are collected in
Section 6.

2. Challenges of Underwater Imaging

One of the main challenges of underwater imaging is that light is strongly attenuated by water.
This process is wavelength-dependent (see Figure 2). The visible spectrum can travel up to some
hundreds of meters before being completely absorbed by water. infrared (IR) wavelengths, on the
other hand, do not propagate further than 30 cm [36,37]. Images taken in shallow waters (with a depth
of less than 10 m) are less affected by water attenuation. However, there are other phenomena that
degrade those images, such as flickering [4,38] and higher backscatter due to the presence of suspended
particles: just like fog does above water, the floating particles and organisms randomly distributed in
the water reflect the projected light back to the sensor and dazzle it [39] (see Figure 1).

Figure 2. Water absorption spectrum of light [40].

Furthermore, vision systems are usually enclosed inside a sealed casing with a transparent
viewport. This entails that light suffers a refraction process twice before arriving at the camera from

18 Chapter 2. State of the Art of Underwater Active Optical 3D Scanners



Sensors 2019, 19, 5161 4 of 35

the scene, according to Snell’s law [41]. This complicates further the computation of the 3D position of
the observed object (see Section 2.1).

Two concepts are commonly used to characterize the underwater environment when testing an
underwater sensor: turbidity and attenuation length. Turbidity is the cloudiness of a fluid caused by
its suspended particles, and it is measured in NTU [42]. The attenuation length of a beam of particles
(in this case, light) is defined as the distance where the intensity of the beam has dropped to 1/e (≈37%)
of its initial intensity [43].

All these optical differences between air and water entail that 3D sensing technology developed for
in-air applications cannot be directly submerged and used for underwater tasks. The design of underwater
scanners usually includes some of the following approaches to tackle the medium-specific challenges:

• The amount of light scattered back from suspended particles to the vision system can be reduced
by increasing the baseline, which is the separation distance between the light source and the
sensor. However, there is a limit to this increment defined by the maximum sensor size that the
AUV can carry [44].

• A range-gated receiver synchronized with the laser system can also help differentiate between
the backscattered noise and the light reflected by the target [45] (see Figure 3).

• Acquiring a pair of images using a polarizer at different orientations enhances the image contrast [46].
• Light wavelengths with low absorption under water can propagate longer distances. These

wavelengths correspond to green or blue, but green laser sources are usually preferred because
they are cheaper and more energy-efficient [47].

• Lasers sources permit a more efficient propagation when compared to diffuse light because they
are highly collimated and have a high optical density [48].

Figure 3. Typical measurement of a ToF sensor in a scattering medium, like water, for two different
turbidity levels [28]. The vertical axis is the magnitude of the output signal of the ToF sensor, which
relates to the intensity of the received light at each time instant. Higher turbidity (lighter curve) implies
a higher peak from multiple backscatter and a very low target peak, which affects the accuracy of the
measurement. If a range-gated sensor is used, its optimal opening time to accurately detect the target
is around 90 ns.

2.1. Calibration

Calibration is a fundamental step in any vision system aimed at acquiring undistorted, accurate
and reliable data and it usually comprises two steps. First, the intrinsic parameters of the camera
(including the lens) must be computed [49]. Second, the position and orientation (extrinsic parameters)
of the camera with respect to the laser projector (in case of a laser triangulation system) or with respect
to the other camera (in case of stereo vision) must also be determined.

Underwater camera calibration has been widely studied in the literature. For instance, Shortis [50]
presented a very complete survey on calibration techniques and considerations for underwater
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photogrammetric systems, and Sedlazeck and Koch [51] compared perspective and non-perspective
camera models in underwater imaging. The calibration parameters of a vision system change
depending on external conditions: depth, temperature, and salinity change the refractive index
of water [52–54]. On top of that, the shape of the camera housing is prone to deformations at increasing
pressure levels [30].

Refraction provokes a pin-cushion distortion, which makes that the largest reconstruction errors
appear at the edges of the target [55]. Due to the symmetric nature of this effect, it can be absorbed
by the radial lens distortion component of the calibration parameters [50]. A practical method for
calibrating a camera for underwater laser scanning is presented in [56]. However, the refraction effect
entails systematic errors, since the assumption of a single projection centre for the camera (single
view-point (SVP) camera model) does not hold (see Figure 4) [51]. A more complicated approach that
can be followed in order to solve this issue is tracing the light rays through the refractive interfaces,
such as in [57].

Underwater cameras mainly use two types of ports: flat or dome-shaped. At the expense of a more
costly and difficult process of manufacture and assembly, dome ports can in principle reduce the
refractive effect because there is a theoretical alignment between the interface normal and the incoming
rays. However, due to small misalignments, this reduction is not usually total [51]. Performance
comparisons of camera models and types of ports are done in [58,59]. Similarly, projected light also
suffers this refraction process. For instance, Palomer et al. [57] demonstrated that an elliptic cone is
a better geometry to describe the deformation of a laser line through a flat port in water than a plane,
especially when the incidence angle between the laser and the port increases. Using an elliptic cone
rather than a plane, however, makes the 3D reconstruction process more computationally demanding.

Figure 4. Refraction of light rays at flat and dome ports, respectively [51].

2.2. Open Issues

To the present date, underwater active optical 3D scanners in the literature lack two important
abilities for UUVs’ tasks:

• First, the data refresh rate of these sensors is too low for real-time applications in which highly
dense point clouds are required. Acquisition time is important because it limits the accuracy of
the 3D sensor. The relative motion during that period entails reconstruction errors. Consequently,
a longer time means a larger error. One solution to mitigate this problem consists of using
a very accurate and fast-refreshing navigation system, such as an inertial navigation system (INS).
However, these devices have the disadvantage of being very expensive. Another approach is
allowing an increase of the scanner’s frequency by reducing either its field of view (FoV) or its
lateral resolution. Other sensors use one-shot reconstruction so that the whole scene is captured at
once, but backscatter effects and processing limitations bound the maximum lateral resolution [60].
While these approaches may be valid for certain conditions, a faster refresh rate is key to enable
scanners to be mounted on realistic moving platforms.

• Second, these devices are generally not able to sense the color of the surrounding objects.
Obtaining characteristics of the environment aside from its geometric description, such as the
texture of each point, can be relevant in applications dealing with autonomous manipulation.
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Bodenmann et al. [61] developed a laser system that enables the simultaneous capture of both
structure and color from the images of a single camera and tested it for a mapping application.
Nonetheless, it does not seem directly suitable for autonomous object manipulation, since the
position of the laser plane with respect to the camera is fixed. Performing laser beam steering
would reduce the scanning time significantly. Another existing method was presented by
Yang et al. [62]. They used three lasers (RGB) to retrieve both color and 3D position of the point
cloud. However, it cannot produce accurate color information as it returns three thin spectral
peaks of light as opposed to a broad spectrum. As commercial products, Kraken Robotics [63]
claims to have developed a working system similar to [62], which can be mounted on an UUV.
It is important to note that, in general, the perceived color of an underwater scene or object is not
the same as outside the water since the water absorption index of light depends heavily on its
wavelength. Therefore, a color restoration process is usually needed [64–67].

There are other aspects that can be potentially improved, such as laser peak detection [68]. Several
approaches have been proposed that use filters to deal with undesired lighting peaks, which are
typical in underwater imaging [69,70]. Further refining the accuracy of the laser peak detection means
improving the accuracy of the 3D reconstruction, which is especially relevant in media with high noise
level like turbid water.

3. 3D Reconstruction Methods for Active Optical Sensors

Most of the devices at the receiving end of underwater active optical 3D sensors in the literature
are based either on ToF or on triangulation methods. The general principles of both approaches are
explained in Sections 3.1 and 3.2, respectively. In Section 3.3, their main characteristics are compared
and the challenges of their underwater implementations are described.

3.1. Time of Flight

ToF sensors compute the depth d of a point by measuring the time ∆t from the emission of a light
ray until its reception, according to:

d =
1
2

∆t cm. (1)

The factor of 1/2 is due to the fact that light travels a distance 2d until it arrives back to the sensor.
Here, cm is the speed of light in the medium where the sensor is immersed and it is given by the absolute
refraction index of the medium ηm and the speed of light in vacuum c ≈ 2.9979× 108 m/s [41]:

cm =
c

ηm
. (2)

Apart from positioning a point in the depth direction, its position in the other two axes needs to
be determined in order to locate it in the 3D space. That spatial information can be retrieved using
three different configurations:

• A punctual light source steered in 2D, along with a single detector.
• A linear light source swept in 1D, along with a 1D array of detectors.
• Diffuse light that illuminates the whole scene at once, along with a 2D array of detectors.

Most of the ToF sensors in the literature share a similar basic structure [71] (see Figure 5):
a light source (transmitter), a matching detector (receiver), suitable circuitry to provide the
needed power supply and control signals to transmitter and receiver, readout electronics and an
analog–digital converter (ADC).
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Figure 5. Scheme of a ToF 3D sensor using diffuse illumination and a 2D receiver.

The elapsed time ∆t can be measured directly. However, due to the high speed of light, very
accurate timers are needed: for a depth resolution of 1 mm, the accuracy of the time measurement
mechanism needs to be better than 7 ps. There are some alternatives to try to obtain more accurate
measurements:

• One of them is using a continuous wave (CW)-modulated light, so that the phase difference
between the sent and received signals can be measured. As the modulation frequency is known,
this measured phase difference corresponds to the time of flight [72].

• Another approach consists in using pulsed light. Pulsed light has a high signal to noise ratio,
which makes the system more robust to background illumination. light emitting diodes (LEDs)
and laser diodes are commonly used to generate pulses with repetition rates on the order of tens
of kHz.

The reader is referred to [71,73,74] for more detailed explanations on ToF sensors, including data
processing and calibration.

Receiver-End Technologies

Different technologies are used at the receiving end of ToF sensors. Range-gated cameras have
the advantage of being more robust to backscatter effects [75]. More specifically, gated intensifiers
coupled to charge-coupled device (CCD) image sensors allow for precise range gating. However,
complementary metal-oxide-semiconductor (CMOS) chips achieve high frame rates and high spatial
and depth resolution with a lower system complexity [76].

Apart from cameras, there are other sensing ToF technologies. Four of them are now briefly
reviewed, namely PIN photodiodes, photomultiplier tubes (PMTs), avalanche photodiodes (APDs)
and silicon photomultipliers (SiPMs).

• A PIN photodiode is a diode with an intrinsic semiconductor in the middle of a PN union that is
sensitive to the incidence of light [77]. Its usage is rather limited due to its unity gain: only one
electron is generated for each detected photon, which bounds its signal-to-noise ratio (SNR). Since
conventional PIN photodiodes are much easier and cheaper to fabricate than other technologies
and highly reliable all the time [78], they are used in very price-sensitive applications where gain
is not a critical factor, such as timers in pulsated LiDAR [79]. Its bandwidth is up to 10 GHz [78].

• APDs can detect smaller quantities of light than PIN photodiodes, since their gain is around
10–100, which also improves their SNR. Their bandwidth is also high, of around 40 GHz [78].
They have been rarely used for underwater 3D measurements [80].

• PMTs present much larger gains of around 106–108, while maintaining a high bandwidth. Their
main disadvantage is their fragility and extremely high sensitivity to ambient light, which can
damage the device irreversibly. They have been used in underwater robotics [81,82].

• SiPMs are composed of multiple single-photon avalanche photodiodes (SPADs), which are APDs
in Geiger mode aimed at detecting single photons [83]. They are commercialized by Hamamatsu
under the name multipixel photon counter (MPPC) [84]. They have a large gain of around
106, although their bandwidth is lower [85]. Despite being used for in-air LiDAR sensors [86],
they have not been mounted on underwater 3D scanners.
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3.2. Triangulation

Active light triangulation sensors find the 3D position of a point in the scene by combining
geometrical information from the light emitter and the receiver. This way, the position in space of
the scanned point coincides with the intersection of two light rays: the one sent by the projector and
the one going from the camera focal point through the illuminated pixel, assuming the camera has
been simplified by a pin-hole camera model. Since all the needed information is known, finding the
3D position of a point comes down to solving a geometry problem. The derivations for a point laser
scanner and a line laser scanner are done in Sections 3.2.1 and 3.2.2, respectively.

Regarding the used technologies, most underwater triangulation-based scanners use regular
cameras protected inside a sealed housing. The difficulties that this fact entails have been explained
in Section 2.1. Nevertheless, a new type of sensors called event cameras are being gradually used
in in-air 3D robotic vision systems for scene reconstruction and tracking [87,88]. Instead of storing
a full image frame at defined intervals, event cameras record an asynchronous sequence of per-pixel
intensity changes, each with a precise time stamp [89]. Their low power consumption, high frame rate
and absence of motion blur [90] postulate them as appropriate sensors for very agile robots [91].

3.2.1. Point Triangulation Scanners

The principle of calculating the depth of a point is based on the simplified 2D triangulation
scheme depicted in Figure 6, where the following relationships hold for an arbitrary point P:

tan θC =
x
z

(3)

tan θL =
b− x

z
(4)

Substituting x from the first equation into the second one and rearranging:

z =
b

tan θL + tan θC
. (5)

Therefore, calculating the z coordinate of a point requires knowing the baseline of the sensor,
the angle at which the laser beam is steered and the angle that the reflected light ray makes with
respect to the camera (which is given by the pixel position).

Designers of triangulation systems have to decide the geometrical configuration of its elements
(regardless of them being a camera and a laser, a camera and a projector or two cameras) to comply
with the requirements of depth resolution and maximum scanning range. In order to explain the
concept of depth resolution geometrically, consider now that both the camera and the laser in Figure 6
are non-ideal and have finite angular resolution (∆θC and ∆θL, respectively). This entails that the
observable FoV is discretized and measurements can only happen in the limited intersections of light
rays coming out of the laser and sensed by the camera. Of all those intersections, the closest to P is P′.
Their z coordinates differ by ∆z, which is the depth resolution of the device at point P. The relationship
of depth resolution with scan distance, baseline, and angular resolutions is given by the following
equation [92]:

∆z = z− b
tan(θL + ∆θL) + tan(θC + ∆θC)

(6)

In order to express this relationship graphically, the x coordinate of point P is assumed to be
halfway between the camera and the laser, which means that x = b/2 and θL = θC. Moreover, the values
of the angular relationships are assumed to be ∆θL = ∆θC = 0.1 mrad. The resulting plot is depicted
in Figure 7. The main conclusion is that both scanning at larger distances and using a shorter baseline
influence negatively in the depth resolution.
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Therefore, considering the mechanical design of the sensor, an approach to obtain measurements
with finer depth resolution consists of increasing the baseline, which will especially benefit longer
distance scans. However, there are two main limitations to this increment: the maximum size of the
sensor that can be mounted on an UUV and the fact that a larger baseline entails a higher probability
of occlusions in the short-range [93].

P

z

x
b

θL

LaserCamera

θC

P'

Δz

ΔθC
ΔθL

Figure 6. Scheme of the geometrical relationships used to compute the distance by point
triangulation scanners.
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Figure 7. Depth resolution versus baseline for different scan distances.

3.2.2. Line Triangulation Scanners

The principle of laser line scanners (LLSs) is similar to point scanners, but they project a plane
onto the scene. The intersection of this plane with an object creates an illuminated line that is registered
by the camera. The 3D position in space of each line with respect to the camera coordinate frame can
be calculated by combining information of the laser plane with the camera pixels [20,94,95].
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The equation of the laser plane is assumed to be known with respect to the camera coordinate
frame and can be written as π ≡ Ax + By + Cz + D = 0. The parametric equation of any point p of
the line (see Figure 8) in the camera coordinate frame is

r(t) =




u−cx
fx

t
v−cy

fy
t

t


 , (7)

where ( fx, fy) is the camera focal length in the x and y axes, (cx, cy) is the position of the central pixel
in the image and (u, v) is the position of one of the detected pixels in the image.

In order to find the intersection of π with r(t), both equations are combined. Noting that z = t,
the depth of p from the camera is:

z =
−D

A u−cx
fx

+ B v−cy
fy

+ C
. (8)

The rest of the 3D components of p are directly obtained from Equation (7).

Figure 8. Line triangulation [20].

3.3. Conclusions

The main difference in performance between ToF and triangulation sensors concerns scan range
and depth resolution. The depth resolution of a ToF scanner depends on the resolution of the time
or phase measurement but not on the scan distance, unlike for triangulation scanners. This fact was
studied by McLeod et al. [96], who identified a threshold of ranges (<1 m) where triangulation-based
sensors provided higher depth accuracy. Above 2.5 m, ToF sensors were generally more accurate.

Moreover, implementing any of these measuring methods in an underwater sensor entails
a number of challenges. As explained in Section 2.1, the main difficulty to accurately reconstruct the
3D position of a point has to do with the fact that every light ray travels through three different media,
namely air, the viewport material, and water. This affects each method in a different way:

• In underwater triangulation sensors using flat viewports, the direction of light rays changes
twice due to double refraction (see Figure 9), which can affect the accuracy of the reconstruction.
At increasing incidence angles of the laser in the viewport, the laser plane transforms into an elliptic
cone (see Figure 10), which makes the 3D reconstruction more computationally demanding [57].

• Along with the previous effect, underwater ToF sensors also suffer from the fact that the different
propagation speeds of light (Equation (2)) affect the computation of the total travelled distance
(Equation (1)). A detailed implementation of these geometrical calculations can be found in [97].
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Figure 9. Change in direction of a laser line entering water due to double refraction [57].

Figure 10. Projected laser lines are increasingly distorted for higher incidence angles of the laser in the
viewport [57].

4. Active Light Projection Technologies

This section describes the different types of technologies for active light projection. Active optical
3D scanners project light in a known direction and/or at a known instant in time, which gives essential
information for the 3D scene reconstruction. Their main advantage in underwater applications is that
they help provide a more homogeneous, denser point cloud, less dependent on the scene’s texture
than passive methods such as stereo vision.

A big-picture classification of beam steering technologies is presented in Figure 11. First, active
techniques that do not perform beam steering are explained in Section 4.1. Then, laser steering
technologies are classified according to whether they involve mechanical elements or not. Both groups
are explained in Sections 4.2 and 4.3, respectively. Finally, a comparison is carried out in Section 4.4.

Scanning technologies can also be classified in raster and random-access scanning. Raster scanners
(such as polygon mirrors or MEMS in resonant mode) need to steer the flying spot or line through
the entire FoV before they can start to scan again. On the other hand, random-access scanners can
dynamically modify the scanned FoV in order to increase spatial resolution or decrease acquisition
time, which makes them more flexible.

Usually, the main performance criteria of laser scanners are scanning speed, FoV, resolution, and
accuracy. There are other important factors, such as optical efficiency or size.
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Figure 11. Classification of 3D scanning techniques.

4.1. No Beam Steering

This section gathers two light projection techniques that do not use any type of beam-steering
mechanism. On the one hand, the whole scene can be illuminated at once using a homogeneizer
diffractive optical element (DOE) (see Figure 12). This technique needs a 2D ToF sensor in order to
resolve the 3D position of the scanned scene [75,76]. This is considered an active method because,
even though the light direction is not actively controlled, its time structure provides information
for the 3D reconstruction. A variation was introduced by Massot-Campos and Oliver-Codina [60],
who used a special DOE to project a pattern of lines and resolved their 3D position by triangulation.
Acquiring the whole scene at once has the advantage of being robust against the high dynamics of the
scanned scene and against the sensor movement. However, it usually comes at the cost of reducing
lateral resolution.

Figure 12. Different types of diffractive optical element (DOEs) [98].

On the other hand, a fixed laser line scanner (also called profiler) can be used. This setup usually
consists of a laser line module and a camera. The relative position of the projected laser plane with
respect to the camera is always the same. Even though the laser light is not swept across the scene, it is
considered an active technique because the plane equation of the light is essential to reconstruct the
3D points. This 3D reconstruction is usually done by triangulation. This configuration makes these
scanners simpler to build and calibrate, but they always need to be attached to a moving platform,
usually either an UUV or a rotating tripod. Therefore, the accuracy of the final reconstruction depends
greatly on the accuracy of the pose of the platform.

4.2. Mechanical Beam Steering

Mechanical beam steering is achieved by moving an object, usually a mirror, in a controlled way.
A laser beam can also be steered by moving the whole sensor (for instance, a hand-held scanner).
However, the smaller the inertia of the moving part, the faster the scanning can take place. Also,
if the moving element is surrounded by air, the friction forces are smaller than in water. Hence,
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the moving part of an underwater scanner is usually placed inside a sealed housing. In all mirror
systems, the reflection angle is twice the mirror tilting angle. Consequently, mechanical scanners can
achieve high deflection angles more easily. Moreover, mechanical systems are usually suitable for
a wider range of laser wavelengths than solid-state beam steerers, since the mirror’s surface generally
has very broadband reflectance.

4.2.1. Rotating Polygon Mirror

Rotating polygon mirrors are the most simple and compact systems. They usually consist of
a laser line source targeted at a 3D rotating polygon, whose faces are very reflective. Another possible
configuration is using a laser point source and a rotating mirror that can also be tilted on another axis
(see Figure 13). This way, other light patterns other than straight lines can be projected.

In any case, the FoV is inversely proportional to the number of faces of the polygon: the more
faces, the smaller the scan angle. The deflection angle can be of up to 120°. Because of this multi-mirror
characteristic, the polygon does not need to return to its initial position in order to start a new scan,
it simply keeps rotating and the following face is used. Therefore, the polygon does not need to
change the direction of rotation, which allows for very high rotating speeds and very short idle times.
However, they are rather bulky and only allow raster scanning. Polygon mirrors have been rarely
used in underwater 3D scanners [82].

Figure 13. Rotating polygon mirror scanner [99].

4.2.2. Risley or Wedge Prisms

Risley prisms deflect the light beam by rotating one wedge prism with respect to the other,
as shown in Figure 14. Light passes through both prisms, experimenting with a double refraction
process. When the prisms are rotated such that the normal of their refractive faces are parallel,
the direction of the outgoing light beam is the same as the incoming (Figure 14a). However, when one
of them is rotated and their normals are not parallel anymore, the outgoing light beam is deflected
(Figure 14b).

This mechanism results in a very compact and robust scanners and achieves deflection angle of
up to 120°. However, their main disadvantage is that they need large rotations to obtain a significant
beam deflection, especially when scanning objects close to the optical axis [100].

(a) Zero deflection angle (b) Maximum deflection angle.
Figure 14. Risley prisms.
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4.2.3. Galvanometer

Galvanometer scanners use a small electromechanical element attached to a flat mirror that can
quickly turn it in small-angle increments [101]. There is an inherent trade-off between the mirror size
and the maximum angular velocity, which means that there is a trade-off between the laser beam size
and the scanning speed [79]. Usually, they achieve deflection angles of around 80°, and their scanning
frequency is below 50 Hz. Galvanometers have been used in underwater 3D scanners [48,92,102,103].

4.2.4. MEMS Micromirrors

microelectromechanical systems (MEMS) micromirrors are very similar to galvanometers, but
at a smaller scale. They can work on two regimes: linear and resonant. In linear operation, they
typically achieve frequencies of around 1 kHz and deflection angles of up to 30°. In resonant mode,
however, they can work at higher frequencies and deflection angles by exciting one of the mirror’s axis
at its resonance frequency. Nonetheless, this resonant mode is raster scanning, which means that the
scene is scanned from beginning to end and arbitrary directions cannot be projected. Consequently,
they cannot dynamically modify the scanned FoV in order to increase spatial resolution or decrease
acquisition time. Due to their small inertia, MEMS consume less power and perform better at high
resonant frequency than polygon or galvanometric scanners [104]. For more exhaustive studies on
MEMS micromirrors, the reader is referred to [104–106]. MEMS micromirrors can be assembled in
a number of configurations:

• Single biaxial MEMS scanner (also called 2D or flying spot). It consists of a single mirror that can
be tilted around two axes (see Figure 15). The eigenfrequencies of the two axes are different so
that they can perform resonant raster scanning at one of the natural frequencies.

• 1-dimensional array of MEMS micromirrors. It consists of several uniaxial or biaxial MEMS
micromirrors, such as the one developed by Preciseley [107]. Another type of 1D array is
the grating light valve (GLV)™ of Silicon Light Machines™ [108]. They act as spatial light
modulators (SLMs), controlling the amount of light projected at each location of a light line. They
are mostly used for displays and projectors [109].

• 2-dimensional matrix of MEMS micromirrors. They are called digital micro-mirror devices
(DMDs) and are normally used as SLMs in projectors. The resolution of their projection is equal
to the number of micromirrors. Each of the mirrors is bistable, so they are always either on or
off. However, they can achieve shades of gray by being on only a fraction of the total projection
time of each frame. The best known commercial product is Texas Instruments’ digital light
processor (DLP) [110]. There are underwater 3D scanners that use DMDs to project patterns
which are more complex than a line [111–113].

Figure 15. Maradin’s MEMS 2D laser scanning mirror [114].
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4.3. Non-Mechanical Beam Steering (Solid-State)

Mechanical beam scanners are robust and reliable. However, non-mechanical beam deflectors, also
called solid-state deflectors, are being increasingly used in 3D scanners because of a number of reasons.
Mainly, their mass-free nature allows them to achieve much higher deflection velocities. Moreover,
they do not experience mechanical issues such as wear and drift. Although their maximum deflection
angles are limited to a few degrees, they have high angular accuracy. Another positive characteristic
is that they allow random-access scanning. For a more detailed study on electro–optic (EO) and
acousto–optic (AO) laser beam scanners, the reader is referred to [115].

4.3.1. Electro–Optic Reflector (EOD)

electro–optic deflectors (EODs) perform beam steering by changing the refractive index of an
optically transparent material as a result of an electric field [116] (see Figure 16). There are different
types of EO technologies:

• Liquid crystal waveguides accomplish in-plane beam steering by changing the voltage on one
or more prisms filled with liquid crystals. The in-plane deflection angle can be of 60°, while
out-of-plane steering is of around 15°. Their response time is of less than 500 µs. However, their
main limitation is the size of the aperture of less than 1 cm [117].

• Electro-wetting-based systems use sealed cavities filled with two immiscible liquids, such as
water and oil [118]. When a voltage difference is applied, the contact angle between the liquids
is modified (see Figure 17), which deflects the laser beam. For large angles, light transmittance
can drop to 30% [119]. Due to its high inertia, its maximum frequency of scene acquisition in
a working scanner is around 2 Hz [120].

• potassium tantalate niobate (KTN) crystal has the maximum EO effects among existing materials.
These devices are capable of very high-speed deflection (around 80 ns), but the maximum
deflection angle is only of ±7° for IR wavelengths and only of ±1° for the visible spectrum [121].
Although only one-dimensional beam deflection has been achieved on a single KTN crystal,
a 2D beam deflection can be obtained by lining up two deflectors appropriately. Nonetheless,
this configurations is more complex and power-consuming.

Figure 16. Electro–optic deflector (EOD) scheme [115].

Figure 17. Electrowetting [120].

4.3.2. Acousto–Optic Deflector (AOD)

acousto–optic deflectors (AODs) are similar to EODs. However, they achieve the change of the
refractive index of the material by propagating sound waves that induce a change of its density (see
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Figure 18). Their maximum deflection angle is of approximately ±2° for the visible spectrum but
they are slower than KTN deflectors (access time of around 10 µs) [122]. These systems are commonly
used in microscopy [123] and micromachining [124], but their small deflection angles reduce their
applicability as 3D scanners for UUVs.

4.3.3. Optical Phased Array

An optical phased array (OPA) is an array of coherent optical sources, which means that they emit
signals with a constant phase difference and the same frequency and waveform [41]. The deflection
angle of the beam can be controlled by the phase and/or amplitude of the emitters [125] (see Figure 19).
OPAs allow scanning frequencies of around 100 kHz. However, the insertion loss of the laser power is
a drawback [126,127]. One of the few examples of OPA-based 3D scanner is [128], which aims at being
implemented as LiDAR for autonomous cars. Nonetheless, these systems have not been used in real
terrestrial nor aquatic vehicles to the best of the authors’ knowledge.

Figure 18. AOD scheme [115].

Figure 19. OPA scheme [129].
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4.4. Conclusions

Performance comparisons of mechanical and non-mechanical beam steerers have been done by
Bechtold et al. [130] and Römer and Bechtold [115]. The spatial resolutions (number of resolvable

spots) versus the scanning speeds (rate of resolvable spots) of different devices are plotted in Figure 20.
There is a clear division between mechanical and non-mechanical (or solid-state) laser scanners.
In general, mechanical laser scanners provide higher angular resolution and maximum deflection
angle, while non-mechanical devices allow for much higher speeds. In this respect, Ref. [115] proposed
a combination of mechanical and non-mechanical elements could be highly useful in applications
where high spatial resolution and high scanning speed are needed.

Figure 20. Number and rate of resolvable spots [130].

Regarding optical efficiency, mirror-based scanners have very small losses for a wide range
of light wavelengths. On the other hand, EODs show better performance for a narrower range
of wavelengths: for instance, KTN achieves a much higher FoV for IR light than for visible light.
Furthermore, the efficiency of AODs is typically limited to around 70% [115].

In mechanical systems, there seems to be a trade-off between FoV and size. Polygon mirrors
achieve a FoV of up to 120°, but they are large and heavy. Galvanometers usually provide a FoV of
80°and have a smaller size. MEMS can have a diameter of less than 1 mm, but they can typically only
deflect the laser beam 30°.

Concerning systems that do not perform beam steering and scan the whole scene at once, they
have the advantage of being robust against high dynamics of the scanned scene and against the sensor
movement, at the cost of reducing lateral resolution. Moreover, systems that use diffuse light are limited
to shorter measuring ranges due to a higher attenuation of light and an increased effect of backscatter.

5. Quantitative Analysis of Current Technologies

This section collects and compares active optical underwater 3D sensors present in the literature.
Consequently, neither acoustic nor passive light scanners are considered for this study. Moreover,
only devices developed after 2015 are taken into account since others presented before that date have
already been gathered in other surveys (see Section 1).

Some systems are left out of this analysis because they follow a hybrid approach of combining
active and passive light techniques. For instance, some stereo cameras make use of active light
projection [113,131,132] in order to ease the feature finding and matching processes. Duda et al. [133]
use an iterative combination of active light projection with SfM.
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In the first subsections, the different 3D scanners are initially grouped by the type of structured
light used (regardless of whether they work on ToF or triangulation principles): one-shot illumination
(Section 5.1), steered line (Section 5.2), non-steered line (Section 5.3), or steered point (Section 5.4).
In Section 5.5, commercial depth cameras adapted for underwater scanning are gathered. Then,
a discussion comparing all the analyzed sensors is made in Section 5.6. Finally, commercial underwater
solutions are collected in Section 5.7.

5.1. One-Shot Illumination

One-shot illumination consists of illuminating and acquiring the whole scene at once. Risholm
et al. [76,134] and Chua et al. [75] used a DOE to flash diffuse light in every direction with no spatial
structure. Other authors employ spatially-structured light: Massot-Campos and Oliver-Codina [60] used
a special DOE to project 25 lines onto the surface of the scanned object, whereas Sarafraz and Haus [135]
and Risholm et al. [112,136] used commercial projectors to illuminate the scene with specifically-designed,
more complex patterns. Bleier and Nüchter [137] simply used two laser lines forming a cross.

The devices presented by Risholm et al. [76], Mariani et al. [134] and Chua et al. [75] are
range-gated ToF sensors. This means that their light receiver opens with a delay after the light
has been sent out. This is done to make them more robust against backscatter (see Figures 1 and 3).
Risholm et al. [76], Mariani et al. [134] developed a peak-finding algorithm that can deal with forward
scatter and at the same time can perceive distant peaks that are barely higher than peaks caused by
noise. This way, they can increase the theoretical depth resolution of 18.8 cm by a factor of 20. They
measured the effect of scattering in a pool and the SNR versus depth resolution in sea. Chua et al. [75]
introduced a new range estimation model to reduce the effects induced by distance, target reflection
and range distortion based on time slicing reconstruction and bidirectional reflection distribution
function (BRDF).

Maccarone et al. [138] developed a ToF scanner based on a SPADs detector array of 192× 128.
Both stationary and moving targets were imaged under a variety of underwater scattering conditions
of up to 6.7 attenuation lengths.

Massot-Campos and Oliver-Codina [60] presented a triangulation-based laser sensor for underwater
close-range 3D reconstructions that projected 25 lines simultaneously. It was tested at high turbidity
conditions. In [139], they compared it with stereo vision. They found out that a stereo-based
reconstruction is best suited for long, high altitude surveys, granted that the scene has enough texture
and light. On the other hand, their structured light reconstruction worked better at short distances where
accurate dimensions of an object or structure where needed. For testing, both sensors were mounted,
one at a time, on a Cartesian robot and performed a lawn-moving survey over a pool.

Sarafraz and Haus [135] developed a triangulation-based scanner to simultaneously estimate
both the geometric shape of the water surface and the geometric shape of underwater objects from
outside the water. They chose a complex pattern of red, green and blue dots using a liquid crystal
display (LCD) commercial projector.

Risholm et al. [112] projected a gray code phase stepping (GCPS) pattern using a LED with a DLP
projector. In a newer version [136], they developed a multi-frequency phase stepping (MFPS) pattern,
which was reportedly more accurate in-depth and more robust to turbidity than GCPS.

Bleier and Nüchter [137] developed a self-calibrating hand-held scanner. They projected two
crossed line lasers and exploited coplanarity constraints to perform the 3D reconstruction. Their
sensors use triangulation principles with a baseline between 0.5 m and 1 m. The depth accuracy of the
underwater 3D reconstruction was not reported.

5.2. Steered Line

The scanners in this section sweep rapidly a laser line across the scene using a laser line generator
and a 1-DoF galvanometer:
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Chi et al. [102] first calibrated the camera’s internal parameters and the relative pose of the camera
and the galvanometer in air. They also obtained several different laser plane equations to calculate
the galvanometer rotating axis equation. The compensation of the double refraction was done by
geometric relationships, assuming that the indices of refraction of all media were accurately known,
as well as the relative distances of laser, camera, and viewport. The system was experimentally tested
in a water tank by measuring spherical objects whose radii and distances had been accurately measured
by a coordinate measurement machine (CMM), which represented the ground truth.

Palomer et al. [48] took into account the distortion introduced by the double refraction through
flat viewports. Rather than a ray-based triangulation, they used elliptical cones to speed up the
reconstruction while not increasing the error. This sensor was successfully used for manipulation [18]
as well as for object recognition and SLAM tasks [16].

5.3. Non-Steered Line

Non-steered laser line scanners, also called profilers, always keep the same relative position of
the laser plane with respect to the camera. Therefore, the whole system must be translated and/or
rotated in order to scan a scene. This is usually done by attaching the sensor to a vehicle or to a robotic
arm, or by moving it by hand.

Lopes et al. [140] developed a scanner with two-line lasers (red and green). The results using
the red laser were reportedly more accurate than with the green one, although no explanation of
the possible causes was given. Their goal was to build a general-purpose, low-cost prototype for
underwater industries, but the final cost was not reported. The system was calibrated both in dry and
underwater environments using two different methods, based on the cross-ratio invariance principle
and on the robust fitting of the laser line projection, respectively. The second calibration method
yielded more accurate results. During the tests, the scanner was not submerged, so the scan was
performed from outside the water tank. In [141], the scanner was mounted on an AUV to explore
underwater mines.

Constantinou et al. [142] developed a laser scanner to measure mesh-like objects, like fish nets.
The system was calibrated automatically, with the help of a calibration box. Three lasers were used
in order to cover a wider area. The system was mounted on a ROV and tested in a pool and in real
environment at an offshore aquaculture installation, where the relative position of a fishnet with
respect to the ROV was measured.

Matos et al. [143] assumed their laser to be perpendicular to the viewport so that the laser plane
was not refracted. Moreover, the two refractions that occur between air, glass, and water for the camera
were approximated as one refraction between air and water. The tests were carried out with the sensor
mounted on a linear slider outside the water tank measuring two fixed spheres and a dummy head,
which had been calibrated with a CMM.

Bodenmann et al. [61] developed a system to simultaneously capture both structure and color
using a single camera, a line laser and diffuse LED light. The line laser was fixed on an underwater
vehicle pointing vertically downwards and projected a line onto the seafloor that formed a 90°
angle with the forward-moving direction. Half of the camera’s FoV was devoted to laser detection
and the other half to color imaging. The 3D color reconstructions of the seafloor were done with
subcentimeter-order resolution at a depth of more than 2000 m. The color was added to the bathymetry
by back-projecting each 3D point into the illuminated area of a photo to retrieve the RGB components
for that point in space. Moreover, the texture map was corrected for the color-dependent attenuation
of light in water to reproduce the colors as if the water were drained. The scanner was mainly used at
a distance of 2 m, because it was found to be a good compromise between area covered and image
quality: imaging at a lower altitude entailed smaller covered area while scanning at altitudes exceeding
3 m meant darker image with lower contrast. Laser detection was improved by using machine learning
techniques. Then, a similar system was used to do SLAM [144].
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5.4. Steered Point

Steered-point or flying-spot scanners are usually ToF scanners that sweep a point across the scene,
building the 3D representation of the environment point by point. They typically steer the point in 2D,
although they can also do it only in 1D if mounted on a moving platform.

Imaki et al. [82] chose a laser pointer and a 2-DoF polygon mirror. This approach resulted in
a rather bulky system (�20 cm × 60 cm) but achieved a wider horizontal FoV (120°). They used
a PMT as a ToF receiver. They carried out performance tests in a pool and 3D reconstruction in field
experiments in the ocean. In its newer version [145], the authors used a laser line generator and a 1-DoF
polygon mirror, which slightly reduced size and weight while providing the same FoV and resolution.
It was mounted on an AUV to map the seafloor.

Maccarone et al. [146] developed a time-gated ToF sensor that consisted on two 1D galvanometers
and a single-pixel SPAD. They used the time-correlated single-photon counting (TCSPC) technique.
An object in a water tank was scanned from the outside at different water turbidity levels, and
scans at distances of up to eight attenuation lengths were achieved. The spatial resolution was only
slightly affected as the scattering level was increased, even at eight attenuation lengths, with an
angular resolution of approximately 60 µrad in water samples with a high scattering level. Regarding
acquisition times, the authors only reported that they needed to be long.

5.5. Off-the-Shelf IR Depth Cameras

This analysis also includes three papers that proposed to use different existing IR depth cameras
and make them suitable for underwater applications. They all needed to post-process the resulting
data in order to correct the effect of refraction, which involved a preliminary calibration step.

Digumarti et al. [97] used Intel RealSense to develop a cheap and compact solution that enabled
handheld scanning of marine life for divers. They scanned the coral reef in the ocean at a depth of
20 m. Anwer et al. [147] used Kinect v2 from above the water to measure objects in a water tank. They
found out that their measurements were very noisy, so they additionally applied a median filter that
could partly deal with the noise. Chourasiya et al. [148] used a Kinect v1 from outside the water to
measure objects in a water tank at different turbidity levels.

5.6. Discussion

The classification of the analyzed scanners can be visualized in Table 1. Moreover, Figures 21
and 22 show the absolute and relative depth error of each group of sensors. The reported performances
of the scanners are gathered in Table 2.

Table 1. Classification of the analyzed systems.

ToF

Triangulation

One shot

Lopes [141]Massot [60,136]
Constantinou [143]

Matos [144]

Risholm [77]
Chua [76]

Chi [103]
Palomer [48]

Imaki [83]

Sarafraz [137]

Risholm [113,138]

Steered line Non-steered line Steered point

Bondenmann [61]

Maccarone [147]

Maccarone [140]

Bleier [139]
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Figure 21. Reported absolute depth error of each system. See legend in Table 1. “X” represent
off-the-shelf IR depth cameras [97,147,148].
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Figure 22. Reported relative depth error of each system. See legend in Table 1. “X” represent
off-the-shelf IR depth cameras [97,147,148].
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There is a clear difference in performance between ToF and triangulation sensors. Most of the
analyzed triangulation sensors achieve depth accuracies better than 5 mm, whereas the accuracies
of ToF devices are in the range of a few centimeters (see Figure 21). In fact, the best absolute and
relative depth accuracies are achieved by Lopes et al. [140] and Risholm et al. [136]. On the other hand,
ToF sensors can work at longer ranges of up to 20 m, which makes their relative depth error at longer
distances comparable to triangulation scanners working at short ranges (usually less than 2 m), as can
be seen in Figure 22. Maccarone et al. [146] achieved the lowest depth error of all the ToF sensors
(<1 mm), but they worked in ideal, dark conditions and with a very high acquisition time and a very
small FoV. The fact that the depth accuracy of triangulation sensors decreases with longer measuring
ranges, unlike ToF sensors, was expected given their different working principles (see Section 3.3).

Off-the-shelf IR depth cameras are represented with “X” marks in Figures 21 and 22. It can be seen
that their high relative depth error and short-range make them not suitable for UUVs’ tasks such as
mapping, inspection or manipulation. Nonetheless, Chourasiya et al. [148] could reportedly achieve 0.33%
relative depth error under ideal conditions. In general, their low price and low development effort might
make them useful in price-sensitive applications where the scanning range is a few tens of centimeters.

It must be noted that the authors of the presented papers tested depth accuracy in different ways.
Some opted to directly scan a gauge object that was placed at a known distance from the sensor. Others
placed the object on the floor, while the camera scanned at a known distance from the floor. Another
used method consisted of scanning the same scene with another different sensor and then computing the
average distance between point clouds, although in this case, the alternative method needs to have proved
to be very accurate. Moreover, some authors report a relative depth accuracy of triangulation sensors with
respect to the total object size, which is not as informative as with respect to the measuring range.

Regarding the used viewports, most of the analyzed sensors use flat windows. Nonetheless, some
such as Imaki et al. [82] and Constantinou et al. [142] use hemispherical viewports. Flat viewports are
easier to manufacture and mount, but they introduce distortions especially at high incidence angles of
the laser beam in the viewport. Hemispherical or dome viewports do not in principle suffer from this
distortion, but in practice, there are usually some misalignments (see Section 2.1).

The baseline of triangulation sensors is a very important design decision, as discussed in Section 3.2.
The reported baselines are 100 mm (Lopes et al. [140]), 100 to 200 mm (Risholm et al. [112,136]), 265 mm
(Matos et al. [143]) and 150 to 400 mm (Palomer et al. [48]). Bodenmann et al. [61] use a larger baseline
between 800 and 1500 mm. The rest of authors did not inform on the baseline of their triangulation sensors.

There is a wide variety of applications to which each type of sensor can be applied. One-shot
scanners acquire the whole scene at once, so there is no movement-related distortion. Therefore,
they can provide undistorted data when they are mounted on moving vehicles or even moved
manually. Consequently, applications include hand-held scanners for archaeological surveying or
sea-life monitoring cameras. Non-steered line scanners are commonly used mounted on an UUV
facing downwards to map the seafloor at a distance of a few meters. Steered line scanners are typically
used to scan an object with a highly dense point cloud, which can be used in object recognition and
manipulation tasks. In general, most scanners are quite versatile, so their applications are not strictly
limited to the ones mentioned here.

5.6.1. Other Performance Criteria

Apart from depth accuracy, there are other important performance criteria. First, the number
of complete scans per second measures the refresh rate of the sensor. Scanners that are able to
provide more frames per second are more suitable for scenes with faster dynamics. The reported
refresh rates are 0.1 Hz (Risholm et al. [136]), 0.1 Hz to 6 Hz, depending on lateral resolution
(Palomer et al. [48]), 0.2 Hz (Imaki et al. [82]), 1 Hz (Digumarti et al. [97] with Intel RealSense) and
10 Hz (Risholm et al. [76,134] and Anwer et al. [147] with Kinect v2). Typical underwater manipulation
tasks require a refresh rate higher than a few hertz. Others like sealife monitoring need faster
frequencies. Seafloor mapping with non-steered laser line scanners usually have refresh rates of
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a few tens of hertz for each line (12 Hz [61]–30 Hz [137]). Another very relevant criterion is the number
of scanned points per second, which measures the trade-off between point cloud density and refresh
rate. Unfortunately, many of the analyzed sensors do not report it.

Regarding the lateral resolution of ToF scanners, many authors simply report the pixel resolution
of the detector. Even though it is an important parameter, the actual lateral resolution of ToF scanners
is limited by the optical spreading of the beam, as depicted in Figure 1. Maccarone et al. compared
a multi-pixel ToF sensor [138] with a previous single-pixel detector [146]. The multi-pixel ToF sensor
provided a faster acquisition time but at the cost of a reduced spatial resolution. In the case of
triangulation systems, however, subpixel laser detection algorithms can be used [149–151]. The lateral
resolution of these devices employing subpixel methods is much more robust against the scattering
effects of turbid water. In this sense, another relevant factor is the steerer’s maximum number of
resolvable spots. As explained in [115], the number of resolvable spots of a beam-steering mechanism is
the factor by which the maximum deflection angle exceeds the beam divergence angle. It corresponds
to the number of independent spots that can be addressed across the maximum deflection angle, so it
constitutes an upper limit to the lateral resolution of the scanner. It is an objective parameter to allow
a comparison of the maximum deflection angles of different technologies since it is invariant with
respect to imaging optics.

Another relevant parameter is the scanner’s FoV. Wide FoVs are usually preferred because they
can in principle provide more information about the environment. However, a larger FoV entails
a longer acquisition and processing time or a reduced lateral resolution. Moreover, it also involves
higher incidence angles on the viewport, which introduces error if a flat viewport is used. The FoV of
laser line modules depends on the fan angle induced by the optical elements, and it can range from
30° [143] to 160° [142].

5.6.2. Turbidity

Apart from the sensor’s performance, water turbidity is one of the main challenges of underwater
scanning (see Section 2), and it has various effects. On the one hand, Risholm et al. [112] report
a worsening in-depth precision for higher turbidity levels. On the other hand, Massot-Campos and
Oliver-Codina [60] states that the effect of higher turbidity on their sensor is a major decrease in the
number of detected points due to a reduction of the maximum scanning range. Consequently, only
a sparse reconstruction can be performed, but they claim that this sparse reconstruction does not
lose accuracy. Moreover, the performance of ToF sensors at high turbidity levels depends strongly
on the reflectivity of the scanned object. SNR is much lower for non-reflective, dark surfaces, which
introduces errors in the 3D reconstruction [112].

The sensor presented by Risholm et al. [76] is capable of estimating depth at distances of over
4.5 attenuation lengths when imaging high albedo (highly reflective) targets at low attenuation lengths
of less than 2 m. In their case, the attenuation length of the water is measured with a specifically
designed sensor. Mariani et al. [134] states that water attenuation is not the limiting factor in very clear
water with attenuation lengths larger than 4.5 m. They illuminate the whole scene at once with a flash
laser, whose signal primarily drops with the inverse of the distance squared due to radial spreading.
Apart from attenuation lengths, turbidity is also measured in other units, such as dB lost per meter [82]
or NTU. Chourasiya et al. [148] correlate maximum scan distance and turbidity: they can scan up to
10 cm at 100 NTU with Kinect™ v1. The data represented in Figures 21 and 22 corresponds to the
reported results at the lowest turbidity level of each paper (clear water).

5.7. Commercial Scanners

There are also commercial optical underwater 3D scanners. Their performances are compared
quantitatively in Table 3. The only ToF scanners are the ones by 3DatDepth, the rest are triangulation-based.
Regarding the light projection techniques, many of them (NewtonLabs, 3DatDepth, KrakenRobotics) steer the
laser line. On the other hand, the scanners created by 2GRobotics and Savante perform fixed-line scanning.
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Some of the performance results in Table 3 should be highlighted. Regarding range, they can all
achieve longer distances than academic sensors. ToF sensors by 3DatDepth can measure at distances
of up to 45 m, while 2GRobotics has develop the ULS-500 PRO [154], which allows for distances of up
to 20 m. In order to achieve that, its baseline is very long (1.24 m). Most of the analyzed commercial
scanners can work at water depths of a few thousand meters. Concerning depth accuracy, ToF scanners
by 3DatDepth achieve errors of a few millimeters, which constitute relative errors of 0.013% at their
maximum range. On the other hand, triangulation sensors, NewtonLabs’ M210UW [164] and Kraken’s
SeaVision [63] achieve 0.08% and 0.15%, respectively.

6. Conclusions

The design of an active optical 3D sensor for underwater applications depends strongly on the
characteristics of the task to be carried out. The decision of whether it should be a ToF or a triangulation
scanner is mainly determined by the trade-off between depth accuracy and range: a ToF sensor is
more suited for ranges up to a few tens of meters, whereas a triangulation sensor can be capable of
submillimetric accuracy when working at shorter ranges.

Another design trade-off concerns lateral resolution, acquisition time and structural simplicity.
One-shot systems acquire the whole scene at once—which makes them more suited for highly dynamic
scenes—at the expense of reducing lateral resolution. Steered line scanners achieve very dense point
clouds but if they are attached to an UUV, the movement of the vehicle can distort the resulting data.
Non-steered line sensors are easier to build and calibrate, but they need to be attached to a moving
platform, such as a vehicle or a rotating tripod. The accuracy of the measurements depends heavily on
the accuracy of the data of the platform’s position.

It is relevant to note that some of the reviewed papers lack a complete, systematic test on
the performance of their presented sensors. Therefore, quantitative comparisons of the current
technologies are cumbersome to carry out. It would be highly beneficial that researchers reported on
basic performance criteria of underwater 3D scanners, such as depth resolution, measurement range,
lateral resolution, number of scans per second and FoV.

As explained in Section 5, depth accuracy can be assessed by statistically analyzing the data
resulting from measuring known objects at known distances. For triangulation sensors, the baseline
and the distance to the object at which the depth measurements were made should always be reported,
since their depth resolution depends on their baseline and range. A way to experimentally assess
lateral resolution of ToF scanners is as performed in [138]. The authors scanned an object that was
composed of bars whose widths decreased down to zero. Then, they estimated the lateral resolution of
the sensor to be equal to the smallest bar width that the system is able to resolve. In order to assess
3D scanners in a complete, objective way, authors should ideally conform to metrological standards,
such as VDI/VDE 2634 [170].

Furthermore, it would be interesting to systematically test the sensors with different targets and at
varying turbidity conditions, such as [60,112,134], among others, because robustness against changing
visibility situations is fundamental for autonomous robots to work in real environments.
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Abbreviations

The following abbreviations are used in this manuscript:

ADC analog–digital converter
AO acousto–optic
AOD acousto–optic deflector
APD avalanche photodiode
AUV autonomous underwater vehicle
BRDF bidirectional reflection distribution function
CAD computer-aided design
CCD charge-coupled device
CMM coordinate measurement machine
CMOS complementary metal-oxide-semiconductor
CW continuous wave
DLP digital light processor
DMD digital micro-mirror device
DOE diffractive optical element
DoF degree of freedom
EO electro–optic
EOD electro–optic deflector
FoV field of view
GCPS gray code phase stepping
GLV grating light valve
IMR inspection, maintenance and repair
IMU inertial measurement unit
INS inertial navigation system
IR infrared
KTN potassium tantalate niobate
LCD liquid crystal display
LED light emitting diode
LiDAR light detection and ranging
LLS laser line scanner
MEMS microelectromechanical systems
MFPS multi-frequency phase stepping
MPPC multipixel photon counter
NTU nephelometric turbidity units
OPA optical phased array
PMT photomultiplier tube
ROV remotely operated vehicle
SfM structure from motion
SiPM silicon photomultiplier
SLAM simultaneous localization and mapping
SLM spatial light modulator
SNR signal-to-noise ratio
SONAR sound navigation ranging
SPAD single-photon avalanche photodiode
SVP single view-point
TCSPC time-correlated single-photon counting
ToF time of flight
UUV unmanned underwater vehicle
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Underwater 3D Scanner Model
Using a Biaxial MEMS Mirror

In this chapter, we present the ray-tracing model of an underwater 3D scanner that uses a 2-axis
mirror to counteract refraction. We also study the influence that the miscalibration of each

parameter value would have on the accuracy of the light projection. Finally, we analyze how we
should design the scanner using optimal parameter values to maximize the FoV and minimize the
scanning pattern distortion.
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ABSTRACT Underwater 3D laser scanners are an essential type of sensor used by unmanned underwater
vehicles (UUVs) for operations such as navigation, inspection and object recognition and manipulation.
These sensors need to be able to provide highly accurate 3D data at fast refresh rates in order to accomplish
these tasks. Usually, these scanners rely on a rotating mirror actuated by a galvanometer. However, the light
planes steered by this type of mirrors are typically deformed into cones due to refraction. In order to produce
accurate results, this distortion needs to be taken into account, which increases the computational cost of the
3D reconstruction. A novel approach consisting in using a biaxial MEMS mirror is proposed in this paper.
The second rotational degree of freedom of the mirror can be used to project optimally curved light shapes,
so that the refraction process transforms them into planes. Being able to model the light surfaces as planes
rather than cones can significantly reduce the computation time of the 3D reconstruction. In order to do so,
an exhaustive model of the complete light trajectories is presented. To the best of the authors’ knowledge, this
paper constitutes the first attempt to model and counteract the distortion in the scanning pattern introduced
by a biaxial mirror and a double refraction process in the context of underwater robotics.

INDEX TERMS Mobile robotics, autonomous robots, underwater robotics, 3D laser scanner, 3D sensing.

I. INTRODUCTION
Unmanned underwater vehicles (UUVs) are being increas-
ingly used in industry out of safety and cost reasons.
Particularly, autonomous underwater vehicles (AUVs) are
already performing tasks such as object recognition [1],
inspection [2], manipulation [3] or navigation [4]. Sensing
their surroundings is essential for them to achieve their
tasks. Therefore, they are usually equipped with some type
of 3D sensor, which are mainly based either on acoustic
(SONAR) or light signals (LiDAR). The main advantage of
optical sensors is that they can provide a much higher lateral
resolution and refresh rate [5]. Their relatively short range is
usually enough for intervention tasks, since the robot needs
to get close to the target.

Underwater 3D sensing using optical sensors has two
main challenges: the fast attenuation rate of light in
water and the distortion introduced by refractive elements.

The associate editor coordinating the review of this manuscript and

approving it for publication was Jing Yan .

Therefore, 3D sensing technology developed for in-air appli-
cations cannot be directly submerged and used for underwater
tasks. Some authors have tried to adapt commercial in-air
scanners to the underwater domain [6]–[8]. Even though their
low price could make them useful for certain applications,
their low range and accuracy would not suffice for real opera-
tions such as mapping or object manipulation. Consequently,
custom-made sensors need to be developed for underwa-
ter tasks. Moreover, they should achieve high performance
regarding two main aspects: high accuracy and fast refresh
rate.

Underwater 3D scanners designed for inspection and
manipulation typically use a rotating mirror actuated by a
galvanometer [9], [10]. However, the flat refractive surfaces
that seal the scanner deform the outcoming light planes into
cones [11]. Modelling these cones in order to produce accu-
rate results is possible but entails a higher computational cost.
This problem can be tackled by approaching the refraction
process the other way around: if the projected planes result
in cones when entering the water, is there any surface that
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gets transformed into a plane due to the refraction process?
In order to find those surfaces, a novel approach consisting
in using a biaxial microelectromechanical system (MEMS)
mirror is proposed in this paper. MEMS mirrors are small-
sized mirrors whose actuator transforms the applied voltage
into rotation angle. Due to their small inertia, they can rotate
faster than typical mirrors. They are further reviewed in
section II-B. The second rotational degree of freedom of the
mirror can be used to project optimally curved light shapes,
so that they are refracted into planes. In order to do so,
an exhaustive model of the complete light trajectories and
its results using synthetic data are presented in the following
sections.

Modelling the light surface as a plane rather than as an
elliptic cone constitutes an advantage from the point of view
of the computational cost. Triangulation-based 3D laser scan-
ners reconstruct the shape of the 3D target by triangulating
each illuminated pixel on the camera image with the corre-
sponding laser surface. This means that the position of each
3D point in the point cloud is computed by intersecting a line
and the modelled surface. Taking into account that a typical
value of point cloud density in this type of scanners is 500k
points per scan, reducing the computational complexity of
the reconstruction of each point is of great importance. When
using an elliptic cone, this triangulation consists in solving a
quadratic equation and choosing the appropriate value from
the two-valued solution [11]. On the other hand, triangulation
using a plane boils down to simply solving a linear equation.
This reduces the computational time of the 3D reconstruction
of every point by a factor of 8 in our current implementation.

Themain contribution of this paper is presenting amodel to
compensate for the distortion introduced by the flat refractive
surface, so that the light surface entering in the water can be
modelled as a plane rather than as an elliptic cone. This way,
the computational time used for the 3D reconstruction of the
scene can be significantly reduced without losing accuracy.
This claim is further developed by means of exhaustive simu-
lations, which also aim at modelling the non-ideal behaviour
of the scanner. To the best of the authors’ knowledge, this
paper constitutes the first attempt to model and counteract
the distortion in the scanning pattern introduced by a biaxial
mirror and a double refraction process in the context of
underwater robotics.

The paper is structured as follows. First, a literature review
on different topics related to this research is summarized in
section II. Then, the proposed model is presented in section
III. The non-ideal behaviour of the mirror is simulated in
section IV in order to quantify the magnitude of the errors
related to it. Finally, the conclusions drawn are listed in
section V. As support notes, basic geometrical concepts are
refreshed in appendix A.

II. RELATED WORK
This section studies the state of the art regarding 3D laser
scanners. First, literature regarding underwater scanners is
summarized in section II-A, including descriptions and

examples of different types of sensors. Then, in-air solu-
tions that may be proved useful if adapted to the underwater
domain are studied in section II-B.

A. UNDERWATER 3D LASER SCANNERS
Optical 3D sensors are usually divided into active and passive.
An underwater sensor is active if it projects light patterns
onto the scene in a controlled way [12]. These patterns can
be spatial (a point, a line or more complex shapes) and/or
temporal. In active techniques, the information given by the
structure of the pattern is key to reconstruct the scene in 3D.
Laser scanners, which is the topic of this section, are there-
fore active sensors. A complete survey on underwater active
optical sensors can be found in a previous work [13]. On the
other hand, a passive sensor reconstructs its surrounding
scene in 3D using information other than the structure of
the light. This information comes from different simultane-
ous viewpoints or from the movement between consecutive
image frames. Well-known passive techniques in underwater
environments are stereo vision [12], [14] and structure from
motion (SfM) [15], [16].

Active optical 3D sensors can be further classified depend-
ing on how they project light onto the scene. One of the
main approaches can be categorized under the ‘‘one-shot’’
label [17]–[20]. These sensors illuminate the whole scene at
once with a certain pattern. The acquisition time for the whole
scene is therefore extremely short. For this reason, they are
suitable to scan scenes in which high dynamics are present.
However, they can only provide limited lateral resolution
(perpendicularly to the depth direction).

Another popular type of sensors are laser line scanners
(LLSs). These scanners generally use laser line modules,
which project a light plane onto the target. One of their
main advantages when compared to one-shot scanners is their
high point cloud density. However, since they need a certain
amount of time to sweep the laser along the scene of interest,
their 3D reconstructions may be distorted when high dynam-
ics are present. For this reason, fast scanning frequencies are
usually preferred.

Some LLSs [21]–[24] do not steer the laser plane, so that
its relative pose with respect to the camera is constant. This
way, they achieve a robust performance, since the number
of parameters to be calibrated is relatively low. Moreover,
by making the laser plane enter the viewport perpendic-
ularly, the effects of the double refraction are minimized.
However, the speed at which they can scan a certain area is
totally dependent on the speed of the platform used to steer
the scanner. They are typically mounted on static rotational
heads [25] or attached to the bottom of a vessel or an UUV
facing downwards, projecting the laser plane in the direction
perpendicular to the movement of the platform.

In order to increase the size of the area that can be scanned
per second, some authors include some kind of laser steer-
ing mechanism in their LLSs. One of the most well-known
approaches is reflecting the laser plane on a rotating mirror
actuated by a galvanometer [9], [10]. The mirror is normally
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placed inside the sealed case, so the friction caused by the
surrounding air is negligible compared to water. This small
friction along with the small inertia of the mirror allows it
to achieve relatively high rotation speeds, which increases
notably the area that can be scanned per second.

However, this approach presents some issues. First,
deflecting the laser ray direction makes it enter the viewport
at a non-perpendicular angle (assuming a flat viewport is
used). Therefore, the double refraction process causes the
laser ray travelling in water to have another different direc-
tion. Moreover, the refractive viewport deforms the original
laser plane into a cone, as described in [11]. These two non-
ideal behaviours need to be taken into account in order to
produce accurate 3D reconstructions. Doing so, nonetheless,
is computationally expensive. Using a dome viewport can
in principle be a solution to these problems, since the laser
ray would theoretically always intersect the viewport plane
perpendicularly. In reality, however, aligning the center of
curvature of the viewport with the center of rotation of the
mirror is not straightforward, so distortionsmay not disappear
completely. Second, introducing a new element makes the
sensor model grow with more parameters, so its calibration
becomes more difficult.

Another approach to designing an underwater scanner dif-
ferent from a LLS was followed in [26]. Instead of using
a laser line module with a 1-DoF mirror, they used a laser
pointer reflected on a 2-DoF polygon mirror.

B. BIAXIAL-MIRROR SCANNERS FOR
IN-AIR APPLICATIONS
One of the main drives for the research of 3D scanners
outside water is the automotive industry. The development
of sensors aimed at improving autonomous capabilities of
cars is a rapidly growing field. More particularly, LiDAR-
based navigation is one of the current main applications of
these sensors [27]–[32]. Most of the commercial LiDARs
use some kind of rotating mirror. Currently, an increasingly
popular element to produce a small-sized LiDAR are MEMS
mirrors [33].

MEMS mirrors are small-sized mirrors whose actuator
transforms the applied voltage into rotation angle. Due to
their small inertia, they can rotate faster than typical mirrors.
Moreover, they are usually biaxial: they can rotate around two
perpendicular axes. They can work in two different regimes:
linear and resonant. The resonant regime occurs around the
first resonance frequency of one of the axes of the mirror
(typically a few kHz) [34], [35]. In this operation mode, one
of the axes vibrates fast at its resonance frequency sweeping
the target while the other axis controls the inclination of the
projected line. This mode is known as raster scanning, which
means that the scene is scanned from beginning to end. On the
other hand, linear operation on both axes can only provide
a slower scanning speed. However, it has the advantage of
being able to continuously project the laser ray at arbitrary
directions. Consequently, this regime can project arbitrary
patterns at different resolutions. MEMS mirrors have been

recently studied in [36]–[38]. It is very relevant to know that
the rotations of biaxial mirrors introduce distortions in the
light patterns, as studied in [39].

Recently, there have also been advances on so-called solid-
state LiDARs, which deflect the laser ray without using
any moving part. They typically use electro-optic deflec-
tors (EODs) or acousto-optic deflectors (AODs), which can
accurately deflect the ray at very high speeds. Despite their
potential advantages, EODs and AODs currently present very
strong limitations, such as extremely narrow field of view
(FoV) and limited wavelengths [40], [41].

III. MODEL
This section develops the proposed geometrical model of the
underwater laser scanner. It is structured as follows. First,
the description of the model elements and parameters is done
in section III-A. Then, the implementation of the model is
described in detail in section III-B. Finally, the inverse use of
the model to compute the required pairs of mirror angles is
explained in section III-C.

FIGURE 1. Underwater laser scanner model. It is drawn in 2D only for the
sake of simplicity. In reality, the y directions of the different coordinate
frames need not be parallel.

A. MODEL PARAMETERS
Figure 1 shows the model of the underwater laser scanner,
which is composed of 4 elements: a laser point source,
a biaxial mirror, a flat viewport used as transparent window
separating two different media, and a target to be scanned.
The following assumptions have been made when building
the model:

1) LASER
The laser is considered a point light source. Its outcoming
ray is modelled as a line, which represents the longitudinal
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middle axis of the real ray. It is aligned with the x axis of its
local reference frame {L}.

2) MEMS
TheMEMSmirror is modelled as a rectangular prism that can
be rotated around two of its local axes (x and y) by the angles
αx and αy, respectively. The origin of its local reference frame
{M} is placed at the center of rotation. The reflective surface
of the mirror is then represented by the plane πM , which is at
a distance tM of the center of rotation, and whose normal is
aligned with the local direction z′.

3) VIEWPORT
The flat viewport is also modelled as a rectangular prism.
The middle XY plane πV is the symmetry plane that goes
through the origin of its local reference frame {V }. Parallel
to it are the inner and the outer refraction planes (π0

V and π1
V ,

respectively) at a distance tV /2 from it. Both of them deflect
the light ray according to the refraction indices η0, ηV and η1.
The normal vectors of the 3 planes are parallel to the local z
direction.

4) TARGET
The target object to be scanned is represented by a plane, πT .
It goes through the origin of its local reference frame {T } and
its normal is aligned with the local z direction.

TABLE 1. Model parameters.

The different elements of the model are parameterized
according to table 1. Once the model has been built, the only
parameters that can be actuated in order to perform the scan
of a target are

[
αx αy

]
. Therefore, all the rest are assumed

constant and defined as0 =
[
ξL ξM tM ξV tV η0 ηV η1 ξT

]
.

As a side note, it should be highlighted that the presented
model for underwater scanning can be immediately applied
to in-air scanning without viewport by setting η0 = ηV = η1.

B. APPLYING THE MODEL
The first goal of the model is to express the position of the
scanned point S with respect to the world reference frame
as a function of all the model parameters. Formally, {W }S =
f
(
0,
[
αx αy

])
. Since all the parameters in 0 are assumed

constant, for a given configuration of the scanner the final
point only depends on the actuated angles of the mirror:

{W }S = f
(
αx , αy

)
(1)

Algorithm 1 Computing S in {W } as a Function of the Model
Parameters
1: procedure PROJECT(αx , αy)
2: O← [0 0 0]T

3: ex ← [1 0 0]T

4: ez← [0 0 1]T

5:

6: // Laser
7: {L}rL ← (O, ex)
8: rL ← ξL ⊕

{L}rL
9:

10: // Mirror
11: z′← R(αx , αy) z
12: {M}πM ←

(
z′, tM

)
13: πM ← ξM ⊕

{M}πM
14: nM ← NORMAL(πM )
15: P ← INTERSECT(rL , πM ) F eq. (20)
16: vM ← REFLECT(vL , nM ) F eq. (18)
17: rM ← (P, vM )
18:

19: // Viewport
20: {V }π0

V ← (z,−tV /2)
21: {V }π1

V ← (z, tV /2)
22: π0

V ← ξV ⊕
{V }π0

V
23: π1

V ← ξV ⊕
{V }π1

V
24: nV ← NORMAL(π0

V )
25: Q← INTERSECT(rM , π0

V ) F eq. (20)
26: v0V ← REFRACT(vM , nV , η0, ηV ) F eq. (19)
27: r0V ←

(
Q, v0V

)
28: R← INTERSECT(r0V , π

1
V ) F eq. (20)

29: v1V ← REFRACT(v0V , nV , ηV , η1) F eq. (19)
30: r1V ←

(
R, v1V

)
31:

32: // Target
33: {T }πT ← (O, ez)
34: πT ← ξT ⊕

{T }πT
35: S← INTERSECT(r1V , πT ) F eq. (20)
36: end procedure

The implementation of function f is conceptually shown in
algorithm 1. From now on, all the variables are assumed
to be referred to the world coordinate frame {W } unless
otherwise explicitly stated. Lines are defined by a point and
a vector and planes by a normal vector and the distance to
the reference frame (see section A-3). Please, bear in mind
that this implementation is conceptual. For instance, rL ←
ξL ⊕

{L}rL in line 8 is meant to signify that the laser ray rL
in the world coordinate frame is obtained from the laser pose
ξL and its equation relative to the local frame {L}rL . In reality,
this operation is implemented as explained in section A-4.

The rotation matrix R(αx , αy) in line 11 is built as a multi-
plication of two matrices: one expressing the rotation around
the y axis of the mirror and another around x. The mirror
is considered to first rotate around the y axis an angle αy.
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Then, it rotates around the unrotated x axis an angle αx .
Since both rotations occur around the original axes, the 3× 3
rotation matrix on the y axis Ry(αy) is premultiplied by the
3× 3 rotation matrix on the x axis Rx(αx):

R(αx , αy) = Rx(αx) Ry(αy) (2)

C. APPLYING THE REVERSE MODEL
The proposed model can also be used to solve the inverse
problem: given a point to be scanned S, which angles [αx αy]
should the mirror be rotated? This is a highly relevant prob-
lem because solving it allows to project the laser ray in any
arbitrary direction inside its FoV. This is directly applicable
to 3D scanning: when scanning a target, the laser ray must
be steered in order to project a given pattern onto the scene.
This pattern is a set of known setpoints that the laser needs
to illuminate in a particular order. By using a biaxial MEMS
mirror and solving the aforementioned inverse problem, any
arbitrary pattern can in principle be projected.

Solving the inverse problem means inverting the func-
tion f in equation (1). However, doing so analytically is a
very cumbersome task because the variables [αx αy] appear
multiple times with different exponents and inside different
trigonometric functions. Therefore, a numerical approach is
followed.

1) ONE SINGLE POINT
The pair of angles [α∗x α

∗
y ] that achieve the projection of S on

the target must comply with the equation

[α∗x α
∗
y ] = f −1(S). (3)

They can be found iteratively by using the non-linear least-
squares Ceres solver [42]. In order to do so, the residual error
to be minimized is

r = ||S− f (αx , αy)||2 (4)

Like in any iterative solver, an initial guess is required.
In this problem, starting with αx = αy = 0◦ is usually good
enough for the solver to converge to the solution.

2) APPROXIMATED FUNCTION
Real 3D scanning patterns can be made up of hun-
dreds or thousands of setpoints. A straightforward way to
compute the required angle pairs would be computing each
pair of angles corresponding to each setpoint, as seen before.
This approach, however, would not be efficient. Finding a
more efficient approach could in principle allow the pro-
jection pattern to be changed online. This could enable the
sensor to increase its resolution in interesting areas of the
FoV as it scans or to decrease it in order to speed up the 3D
reconstruction.

An arbitrary pattern � consisting of n points can be
expressed as:

� = f (α), (5)

where

� =


S1

S2
...

Sn

 and f (α) =


f (α1x , α

1
y )

f (α2x , α
2
y )

...

f (αnx , α
n
y )

 . (6)

Consequently, in order to project the pattern, the set of
needed angle pairs can be computed as

α = f−1(�). (7)

Like before, finding the analytical expression of the inverse
function f−1 is cumbersome. Instead, it would be highly ben-
eficial to find a simpler, approximated function g that yielded
approximated values for the angle pair [α̃x α̃y] corresponding
to an arbitrary projection point S:

[α̃x α̃y] = g(S) (8)

These values would be then used to project an approximated
setpoint S̃, which would be close enough to the original S:

S̃ = f (α̃x , α̃y) ≈ S (9)

This would be done for all the points in the pattern:

�̃ = f (g(�)) ≈ � (10)

More specifically, the function g is chosen to be a 5th

polynomial on Sx and Sy:

α̃x = g(Sx , Sy, σ x) (11)

α̃y = g(Sx , Sy, σ y) (12)

σ x and σ y are the coefficient vectors of the polynomial
that yield the corresponding approximated angles α̃x and α̃y,
respectively. The z component of S is not used because it is a
redundant parameter that is determined by the position of the
target plane πT .

The coefficient vectors σ x and σ y are found numerically
using Ceres [42]. First, an arbitrary pattern � containing n
setpoints is defined. Then, the residual passed to the solver is

r =
∑
0≤i≤n

||Si − f (α̃ix , α̃
i
y)||

2, (13)

where α̃ix and α̃
i
x are computed using equations (11) and (12).

The resulting joint formal expression for the optimized coef-
ficient vectors

[
σ ∗x σ

∗
y

]
is then:[

σ ∗x σ
∗
y

]
= argmin

σ x ,σ y∑
0≤i≤n

||Si−f
(
g
(
S ix , S

i
y, σ x

)
, g

(
S ix , S

i
y, σ y

))
||
2

(14)

In order to evaluate the performance of the proposed
approximated function, a pattern consisting in 50 × 50
equidistant setpoints spread over the whole FoV is used.
Please note that these are waypoints through which the scan-
ning pattern will pass. The values of all the different sensor
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parameters are gathered in table 2. Please note that the target
is at a distance of 1 m from the MEMS.

Computing each angle pair corresponding to each of the
setpoints takes around 7 s for such a pattern. If the pat-
tern were required to change, new angles would need to be
computed once again, unless some of the setpoints could
be reused or interpolated. Using the approximated approach,
the required time to compute all the angles is greatly
reduced to 7 ms for the same pattern. Regarding accuracy,
the maximum and average point-to-point distances between
the desired and the approximated patterns are 0.013 mm
and 0.002 mm, respectively. The resulting angles computed
using the approximated function are also very similar to the
ones obtained point by point: their maximum and average
differences are 0.12◦ and 0.07◦, respectively. These results
confirm that the 5th-order polynomial is a suitable approxi-
mation function for f −1, since it allows to reduce computation
time while keeping a very high accuracy. Computing the
coefficient vectors σ x and σ y takes around 1 minute, but it
only needs to be done once because they would only vary if
some of the sensor parameters changed.

The order of the polynomial g has been chosen to be
5 heuristically. Additional investigation of more potentially
appropriate functions could be carried out. However, given
that the evaluation times for different polynomial orders are
very similar, their use would probably not increase the sensor
performance noticeably.

TABLE 2. Nominal values for the model parameters. The units are
millimeters for lengths and degrees for angles.

IV. STUDY OF PARAMETER INFLUENCE
This section is devoted to examining the influence that each
one of the model parameters has on global performance. In
order to study the individual effect of each parameter, they
will be modified one at a time while keeping the rest constant.
Let us consider a synthetic model with the nominal values of
all the parameters defined in table 2. The poses ξ of all the
elements are referenced to the world coordinate frame {W }.
The rotation angles around the local y axes of the MEMS,
viewport and target are represented with θM , θV and θT ,
respectively. δ is the displacement of the mirror reference
frame {M} in world y and z directions. lV is the position of
the reference frame of the viewport in the world z direction.
A schematic top-down view of this configuration is shown

FIGURE 2. Influence of miscalibrating each parameter. Please note the
different error scales in the vertical axes.
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FIGURE 3. Viewport and target are kept perpendicular to the outcoming
light ray for αx = αy = 0◦ throughout the simulations. Therefore, the y
angles of the viewport and target depend directly on the y angle of the
MEMS. In this configuration, θV = θT = 90◦ + 2 θM . Please note that the
values of angles θM , θV and θT as drawn in the figure would have
negative sign.

in figure 3. Note that in this configuration:

β = 90◦ + θM , (15)

where β is the angle defined by the laser ray and the normal
of the mirror plane when αx = αy = 0 (see figure 1).

The different indices of refraction η are chosen from
air, plexiglass and water, respectively [43]. The maximum
mechanical angle for both axes of the MEMS is 5◦, which
makes both the horizontal and vertical mechanical FoVs
equal to 10◦. This is a typical value for MEMS mirrors [34].

The section is structured as follows: first, the magnitude
of the error that results from miscalibrating each parameter
individually is reported in section IV-A. Then, other sources
of error in the final projection are described in section IV-B.
Finally, the effect of the parameters in the FoV of the scanner
is studied in section IV-C.

A. EFFECT OF INDIVIDUAL PARAMETER MISCALIBRATION
The model presented in this paper is aimed at evaluating
and reducing the projection errors of the scanner. One of the
main sources of projection errors is parameter miscalibration.
A parameter is miscalibrated when its actual value differs
from its nominal one. The projection error introduced by this
miscalibration is defined as the distance between the nominal
(expected) position of a point S and its deviated (actual)
position Sm.

The projection errors due to miscalibrated parameters are
shown in figure 2. The metric used in all their vertical axes is
the average distance between the nominal projection and the
miscalibrated one for each projected point (for n waypoints
in total, with n = 100):

avg error =
1
n

∑
0≤i<n

‖Si − Sim‖ (16)

There is a number of conclusions that can be drawn from
these figures. First, it can be seen that θM (directly related
to β, see equation (15)) is a very critical parameter: a slight

FIGURE 4. Distorted patterns for different values of β at 1 m distance.
The color bar measures the distance of each point to the average
x-coordinate of its corresponding vertical line.

deviation from its nominal value of only 0.2◦ makes the error
increase rapidly (see figure 2a). Similarly, a deviation in the
value of θV of only half a degree causes an average error well
over 1 mm (see figure 2d). Regarding the index of refraction
of water, it should be noted that it generally depends on
different factors, such as light wavelength, salinity and tem-
perature. For a green laser source of wavelength λ = 532 nm,
the index of refraction of sea water η1 is between 1.330 and
1.345 for a wide range of salinity values [44]. A discrepancy
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FIGURE 5. Maximum deviation 1 from the desired pattern of straight
lines for an increasing number of waypoints. The curved lines show the
actual light trajectories between waypoints.

of this order would entail an average error of around 1 mm
(see figure 2g).

Moreover, the possible variations of δ and tM considered
are up to 1.5 mm, since that is in the order of a typical
MEMS mirror diameter [34]. These values are enough to
cause noticeable deviations, especially if the required preci-
sion is submillimetric (see figure 2b and 2c).

On the other hand, the influence of a slightly miscalibrated
viewport thickness is not too high (1 cm of deviation entails
an average error of around 0.3 mm, see figure 2f). Similarly,
an error in the viewport distance of up to 1 cm would not
make the average error increase further than 0.4 mm (see
figure 2e). In these last two cases, standardmeasurement tools
exist that can easily provide lengths measurements with a
greater accuracy than 1 cm.

B. OTHER SOURCES OF ERROR
The presented model allows the investigation of differ-
ent sources of errors other than parameter miscalibration.
This section studies the magnitude of projection errors
with perfectly calibrated parameters. The sources of error
considered depend on the number of waypoints used per
line (section IV-B1) and on the real distance to the target
(section IV-B2). The aim of this section is helping to have
a deeper insight on which nominal parameter values are
optimal.

In the following results, both viewport and target planes are
kept perpendicular to the outgoing reflected laser beam when
αx = αy = 0◦ (see figure 3). Therefore:

θV = θT = 90◦ + 2 θM (17)

1) NUMBER OF WAYPOINTS PER LINE
The model presented in this paper can be used to compensate
for the distortions introduced by the biaxial mirror and by

FIGURE 6. Influence of the number of waypoints per line in the maximum
deviation from the straight light between waypoints. Please note that the
vertical axes use a logarithmic scale.
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FIGURE 7. Scheme of the projection of straight lines on a target placed at
a nominal distance. In order to achieve this, the points at the outside
surface of the viewport do not lie exactly on top of each other. Therefore,
the laser surface is actually a cone with very slight curvatures. As a
consequence, when the target lies at a different distance, the waypoints
will not be exactly on top of each other. Please note that the curvature of
this surface is in reality much lower than drawn.

the double refraction, which mainly depend on β [39] (see
figure 4). This way, it can compute the required angles to
project a given number of waypoints at their desired positions.
Nonetheless, the movement of the mirror between waypoints
still follows the distorted trajectories shown in figure 4, intro-
ducing a distortion with respect to the corresponding straight
line.

The deviation1 of the actual light pattern from the desired
one largely depends on the number of waypoints used per
line, as shown in figure 5. Intuitively, the deviation 1 should
decrease when more waypoints per line are used: the smaller
the distance between two consecutive waypoints, also the
smaller the deviation 1. The actual evolution is depicted
in figure 6.

Some conclusions can be drawn from these plots. In gen-
eral, the higher the number of waypoints per line, the lower
the deviation. However, this introduces a trade-off, since
increasing the number of waypoints per line may in principle
mean higher memory requirements and scan time.

The deviation can also be minimized by reducing β (see
figure 6a). This is an expected result, since a smaller β
naturally introduces less deviation, as seen in figure 4.
However, this reduction is usually limited in practice by the
laser module (or an alternative mirror combination), which
would obstruct the reflected light for β → 0◦. Another reason
to keep β as small as possible is to increase the effective
reflective area of the mirror (in reality, a laser ray has a certain
beam diameter and is not a 1D line).

FIGURE 8. Maximum line fitting error when the actual scan plane does
not necessarily lie at the nominal distance of 1000 mm.

In a similar fashion, increasing θV in the negative direc-
tion has a positive influence in the pattern deviation (see
figure 6c). However, making θV 6= 0◦ has other implications
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(see section IV-B2). The rest of the parameters (δ, lV and tV )
have a much smaller influence (see figure 6b, 6d and 6e).

2) DIFFERENT TARGET DISTANCE
The set of angles required to project straight lines depends on
the distance to the target, so a certain value needs to be chosen
as nominal. However, during the actual scanning, the target
may lie at a different distance, which is not known a priori.
This fact results in the projection points corresponding to the
same line not lying exactly one on top of the other. The reason
for it is that the double refraction causes points Ri in figure 1
not to form a perfectly straight line. Therefore, the outgoing
light planes are in reality curved surfaces with very slight
curvatures (see figure 7).

In order to assess the actual magnitude of the error,
a straight line was fitted using least squares to each line of
waypoints Si. The metric used is the maximum distance from
the points in the pattern to their corresponding fitted line.
Results are shown in figure 8.

It can be seen that the most influential parameters are
viewport distance and orientation. With a wise choice of a
small viewport distance lV and with θV = 0◦, the maxi-
mum distance to the corresponding fitted line is well below
0.05 mm (see figures 8c and 8d), even if the scanned target
lies at a distance of 4 m (whereas the angles have been
calibrated for 1 m). The rest of the parameters (β, δ and tV )
have a much lower influence on the magnitude of this error
(see figures 8a, 8b and 8e).

FIGURE 9. FoV at a distance of 1 m.

C. FIELD OF VIEW
A relevant performance characteristic of a scanner is its FoV,
which should be as big as possible. In the presented model,
the area covered by the FoV is mainly dependent on β,
as plotted in figure 9. According to this graph, reducing β
also contributes to increasing the scanner’s FoV.

V. CONCLUSION AND FUTURE WORK
The model presented in this paper constitutes a tool to
prove that using a biaxial mirror as deflecting element in an

underwater 3D scanner can minimize the distortions intro-
duced by a flat refractive viewport. Moreover, the model
is also useful to study the theoretical performance of the
scanner for a set of variable parameters. One of the first
conclusions that can be drawn is that calibrating properly all
the parameters is essential for an accurate light projection,
as has been proved with synthetic data.

Furthermore, the model can be used to have a better under-
standing with respect to the optimal nominal values of the
different parameters. It has been proved that the angle β
should be kept small, so a reasonable value for the MEMS
orientation with respect to the laser could be θM ≈ −80◦.
The flat viewport should be placed close to the MEMS
(lV as small as possible) and perpendicular to the reflected
laser ray (θV ≈ 0◦). Viewport thickness does not influence
much, so in practice its value will mainly depend on mechan-
ical and production requirements. It is also important to keep
δ ≈ 0◦, so laser and MEMS should be as well aligned as
possible. With this configuration and using a high enough
number of waypoints, the errors from the studied sources
should not introduce noticeable deviations in the straightness
of the laser lines, even when scanning at different distances.

Coming back to the contributions of this work introduced
in section I, it has been proved that the presented approach
can in principle reduce significantly the 3D reconstruction
time while keeping a high accuracy. The authors in [11] claim
that using a 1-DoF mirror, the maximum fitting error at a
distance of 100 mm was 0.195 mm using elliptic cones and
4.05 mm using planes. In our approach with a 2-DoF mirror,
and using the discussed nominal values for each parameter,
the maximum fitting error using planes is less than 0.1 mm at
a 4 m distance.

Finally, changes of the index of refraction of the water
η1 should be taken into account. By following these rec-
ommendations, submillimetric accuracy in the projection of
straight lines could in principle be achieved for a wide range
of distances to the target.

The next step in this line of research should be building a
first prototype of the scanner using the knowledge presented
in this paper. Once it has been built, its implementation and
testing will likely yield hardware-related sources of error
which have not been considered yet. Examples of these types
of sources are limitations in the MEMS dynamic control and
in the accuracy of the calibration result.

APPENDIX A
GEOMETRICAL CONCEPTS
This appendix first gathers three well-known principles,
namely reflection, refraction and line-plane intersection,
uponwhich themathematical model is built. Then, coordinate
composition to transform points and vectors into different
reference frames are reviewed.

1) REFLECTION (figure 10a)
The direction vector of the light ray resulting from the reflec-
tion of a ray with vector vin at a surface with normal n
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FIGURE 10. The direction of a light ray impacting on a surface changes
due to either reflection or refraction, mainly depending on the properties
of the surface material.

(given that vin and n are unit vectors) is computed as:

vout = vin − 2 (vin · n) n (18)

2) REFRACTION (figure 10b)
In case a light ray with vector vin encounters a refractive
surface with normal n that separates two media with different
refraction coefficients (ηin and ηout , respectively), and assum-
ing that vin and n are unit vectors, the direction vector of the
resulting refracted ray can be expressed as:

vout =
ηin

ηout
(n× (−n× vin))

−n

√
1−

(
ηin

ηout

)2

(n× vin) · (n× vin) (19)

3) LINE-PLANE INTERSECTION
The intersection point P between a line l = l0 + λv and a
plane π ≡ n · x = d is computed as:

P = l ∩ π =
d − n · l0
n · v

v+ l0 (20)

As seen here, a line is defined by a point and a direction
vector l = (l0, v), whereas a plane is defined by its normal
vector and the distance to the reference frame π = (n, d).

4) 3D POSE COMPOSITION
The pose of a given coordinate frame A with respect to the
world coordinate frame W is given by {W }ξ {A} but, for the
sake of readability, from now on it will be named as ξA. In 3D
space, it is made up of 6 DoF:

ξA = [x y z φ θ ψ]T (21)

In order to change the reference frame in which the 3D
coordinates of a point are expressed, the following equation
is generally used:

{W }P ={W } t{A} +{W } R{A} {A}P, (22)

where {W }t{A} is the relative translation of {A} with respect to
{W } and {W }R{A} is the relative rotation of {A} with respect
to {W }. This operation is called composition and can be
expressed in a more compact form:

{W }P = ξA ⊕
{A}P (23)

A more detailed explanation of compound geometrical rela-
tionships in 3D can be found in the appendix A of [45]. The
coordinates of a vector can be expressed with respect to a
different coordinate frame by simply rotating it:

{W }v ={W } R{A} {A}v, (24)

Lines and planes can be characterized by using one point
and one vector. A line is defined by any arbitrary point on it
and its direction vector, whereas a plane is represented by any
arbitrary point on it and its normal vector. Therefore, express-
ing a line or a plane with respect to a different reference frame
boils down to applying the corresponding transformation to
its defining point and vector.

ABBREVIATIONS
AOD acousto-optic deflector
AUV autonomous underwater vehicle
DoF degree of freedom
EOD electro-optic deflector
FoV field of view
LiDAR light detection and ranging
LLS laser line scanner
MEMS microelectromechanical system
SfM structure from motion
SONAR sound navigation ranging
UUV unmanned underwater vehicle
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4
Underwater 3D Scanner to

Counteract Refraction

In this chapter we present the underwater 3D scanner prototype that we built based on the ray-
tracing model introduced in Chapter 3. We discuss the black-box projection model and explain

in detail the characteristics of the hardware components and their connections. This simplified
projection model relates the output direction of the projected laser beam with the input mirror
voltages only using polynomials. This way, the calibration process is much simpler than if the
whole projection model of Chapter 3 was used. Finally, we perform the experimental performance
characterization of the prototype in the water tank at the CIRS.
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Underwater 3D Scanner to Counteract
Refraction: Calibration and Experimental Results

Miguel Castillón , Josep Forest , and Pere Ridao , Member, IEEE

Abstract—Underwater 3-D laser scanners are an essen-
tial type of sensors used by unmanned underwater vehicle
(UUVs) for operations such as inspection, navigation, and
object recognition and manipulation. This article presents
a novel 3-D laser scanner, which uses a 2-axis mirror to
project straight lines into the water by compensating for
refraction-related distortions. This is achieved by project-
ing optimally curved lines, so that the refraction when they
enter the water transforms them into straight lines. The
relevance of this approach lies in the fact that 3-D triangu-
lation using planes is noticeably faster than using elliptic
cones. The goal of this work is twofold: first, to prove that
refraction-related distortions can in practice be compen-
sated for by using a 2-axis mirror, and second, to present
a simple calibration algorithm that only needs to compute
the coefficients of polynomial functions. To the best of the
authors’ knowledge, the prototype presented in this article
is the first laser line scanner that actively counteracts the
refraction of the projected light in the context of underwater
robotics.

Index Terms—3-D reconstruction, 3-D sensing, au-
tonomous underwater vehicle (AUV), underwater 3-D scan-
ner.

NOMENCLATURE

Abbreviations
AUV Autonomous underwater vehicle.
CMOS Complementary metal-oxide-semiconductor.
DAC Digital-analog converter.
DoF Degree of freedom.
FPGA Field-programmable gate array.
FoV Field of view.
fps Frames per second.
LLS Laser line scanner.
LPF Low-pass filter.
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MEMS Microelectromechanical system.
SVD Single value decomposition.
UUV Unmanned underwater vehicle.

I. INTRODUCTION

UNDERWATER 3-D laser line scanners (LLSs) are
currently being used by unmanned underwater vehi-

cles (UUVs) in inspection [1], object recognition [2], manip-
ulation [3], [4], and navigation [5] tasks. This type of sensors
can provide the robot with a high point cloud density at relatively
fast refresh rates.

A particular type of LLSs are steered-plane scanners. These
scanners typically use a rotating mirror to steer a laser plane [6],
[7], which allows them to acquire 3-D information of a rela-
tively broad field of view (FoV). This characteristic makes them
suitable for manipulation tasks, in which the UUV moves at
slow speeds at close distances to the target structure (around
1 m). However, this approach presents two main challenges.
First, their data suffers from motion distortion when they are
used to scan dynamically. A method to compensate for these
distortions was proposed in [8]. Second, steering the laser plane
causes it to enter the refractive surface and then the water at a
nonperpendicular angle. This double refraction process deforms
the original light plane into an elliptic cone [9]. Performing 3-D
triangulation using elliptic cones is noticeably more computa-
tionally expensive than using planes [9]. In order to be able
to project light planes in the water with a steered-plane LLS,
a theoretical projection model was introduced in a previous
work [10]. This model proved that using a 2-axis mirror enabled
the projection of optimally curved surfaces that become planes
when entering water (or, more accurately speaking, cones with
a negligible curvature).

This article presents the hardware realization of that theoreti-
cal model into a prototype (see Fig. 1), whose working principle
is schematically shown in Fig. 2. Thanks to the calibration
process, an optimally curved scanning pattern can be computed,
which when going through the flat viewport is transformed into
straight lines due to refraction. The laser module is a point
source. However, the trigger of the camera is synchronized with
the mirror so that it opens at the beginning of each line and closes
at the end of it. This means that for the camera the scanning
pattern is actually made up of lines.

This article has the following two main goals: 1) to prove that
refraction-related distortions can in practice be compensated for
by using a 2-axis mirror; and 2) to present a simple calibration

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1. Prototype of the underwater 3-D scanner. All its components
are sealed together in the waterproof casing, except for the camera,
which is placed in the waterproof cylinder.

Fig. 2. Working principle of the scanner. The 2-axis mirror steers the
laser beam following a set of pre-computed waypoints that form an
optimally-curved set of lines, so that they become straight vertical lines
when they enter the water.

algorithm that only needs to compute the coefficients of poly-
nomial functions. These goals may be considered fulfilled if the
results of 3-D triangulation using planes are accurate enough. In
the context of 3-D sensing in autonomous underwater missions,
a good enough accuracy should be in the order of millimeters.

A thorough review of the working principles and performance
characteristics of state-of-the-art underwater 3-D laser scanners
was presented in [11, Sec. 5]. However, comparing the per-
formance of different underwater scanners in the literature is
not a trivial task, since the authors report different performance

TABLE I
ACCURACY COMPARISON OF UNDERWATER TRIANGULATION SCANNERS IN

THE LITERATURE

parameters measured in different ways. The results of this study
have been summarized here in Table I for triangulation-based
scanners. Broadly speaking, they all report accuracies in the
order of millimeters at ranges of around 1 m. The scanning
range is important, because the resolution of triangulation-based
scanners worsens for increasing distances to the object [11].
As previously stated, the main goal of the presented scanner is
to counteract refraction while keeping an accuracy of the 3-D
reconstruction in the order of millimeters, like other systems in
the literature.

The rest of this article is structured as follows. First, an
overview of the system is done in Section II. Then, a new
calibration algorithm based on simple projection functions is
proposed in Section III. The experimental results of scanning
under water are analyzed in Section IV. Finally, Section V
concludes this article.

II. SENSOR DESCRIPTION

This section provides with an overview of the presented
prototype. First, its theoretical projection model is explained
in Section II-A. Then, a detailed explanation of its working
principle is presented in Section II-B. Finally, the performance
characteristics of the hardware components used in the prototype
are gathered in Section II-C. Throughout the whole explanation,
all the geometric variables are assumed referred to the camera
reference frame {C}.

A. Sensor Model

The working principle of the proposed scanner is conceptually
shown in Fig. 2 and it consists basically on two main steps: light
projection and light sensing. Regarding the light projection part,
the laser ray first comes out of the laser source and is reflected
by the 2-axis mirror, which is driven to visit the sequence of
precomputed waypoints in the scanning pattern. Then, the light
passes through a wide-angle lens, which amplifies the incoming
angle in order to increase the scanner FoV (not drawn in the
figure for the sake of clarity). Later, the laser beam suffers a
double refraction process due to the different refraction indices
of the subsequent media (air, glass, and water), according to
Snell’s Law [18]. Finally, the laser beam hits the target to be
scanned and bounces back toward the camera through the camera
viewport, where the double refraction happens in reverse order
(water to glass, and then glass to air). This last step constitutes
the light sensing part.
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Fig. 3. Projection light procedure. The direction of the outgoing laser
beam rw is the result of four sequential processes. First, the input volt-
age pair [Vx, Vy ] tilts the mirror around two perpendicular axes. Then,
the mirror reflects the light in a direction that depends on those two
rotation angles. Later, the wide-angle lens opens the FoV of the beam.
Finally, the ray goes through the viewport into the water, experiencing
a double refraction process. In practice, only the global joint effect is
considered.

Creating a complete light projection model that related the
direction of the outgoing laser beam rw with all the parameters of
every component is in principle possible, as shown in [10]. This
model included, among many other parameters, the thickness of
the viewport and its distance to the mirror, and the offset angle
of the mirror with respect to the laser source. However, this
approach presents two main drawbacks when applied in practice.
First, the mirror is a microelectromechanical system (MEMS)
whose rotation angles show a strongly nonlinear response to the
input voltages, especially for rotations close to the mechanical
limits. Second, the exact optical model of the wide-angle lens is
not known. These two challenges could in principle be overcome
by finding suitable functions that successfully modeled these
behaviors. Nonetheless, a more direct approach is followed
instead: all the optical components of the scanner are treated as
a black box, as shown in Fig. 3. This means that it is not needed
to model the individual effect of each one of the components
in the direction of the outgoing laser beam rw. Instead, simple
polynomials are found that express rw as a function of the input
voltages [Vx, Vy], modeling the joint effect of all the optical
components.

The outgoing laser beam rw is modeled as a line, made up of a
point on the scanning pattern p and a unit direction vector vw, as
shown in Fig. 4:rw ≡ p+ λvw, where λ ∈ R. The indices (i, j)
in Fig. 4 make reference to the horizontal and vertical position of
the ray in the scanning pattern, respectively (see Section II-B).

Formally, the goal is finding the set of functions that relate
each one of the free DoF of rw with [Vx, Vy]

px = f1(Vx, Vy) (1)

py = f2(Vx, Vy) (2)

vwx = f3(Vx, Vy) (3)

vwy = f4(Vx, Vy). (4)

Please note that pz is not needed to be computed because its
value is forced by the fact that pmust lay on the projection plane
πP : p ∈ πP . The projection plane is an arbitrary plane chosen
perpendicular to the direction of the outgoing laser beam for zero
voltage (parallel to the viewport). Similarly, it is not needed to
compute vwz because the direction vector vw is forced to have
unit norm.

As will be clear in Section II-B, the inverse problem is also
extremely relevant, which pair of voltages are needed in order
to project the laser beam in a certain direction? These values are

Fig. 4. Scheme of the principle behind the triangulation process fol-
lowed to reconstruct the scanned 3-D points. Please note that all the
elements in the scene are under water.

given by the following two functions:

Vx = f5(px, py) (5)

Vy = f6(px, py). (6)

As will be seen in Section III, all these functions turn out to
be smooth enough to adjust polynomials to them.

B. 3-D Triangulation

This section explains the procedure by which the scanner re-
constructs the 3-D shape of the target object. This triangulation-
based approach is depicted in Fig. 4 and can be summarized in
five steps.

1) First, compute the extreme horizontal and vertical points,
which delimit the FoV of the projected laser beam on the
projection plane using (1) and (2)

pmaxx = f1(Vx = Vmaxx, Vy = 0) (7)

pminx = f1(Vx = Vminx, Vy = 0) (8)

pmaxy = f2(Vx = 0, Vy = Vmaxy) (9)

pminy = f2(Vx = 0, Vy = Vminy). (10)

2) Design a scanning pattern. A practical choice is a set of
equidistant points inside the limits of the FoV. This pattern
is defined by the number of lines n and the number of
waypoints per line m (n ·m points in total). The point
pij in such a pattern refers to the jth waypoint of line i.
On the one hand, a higher number of waypoints per line
contributes to a smaller planarity error of the outgoing
light plane, as studied in [10]. This happens because the
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Fig. 5. Maximum deviation Δ of the actual light trajectory between
waypoints with respect to the ideal one. An increasing number of way-
points per lines results in a smaller deviation.

discrete waypoints in the pattern are optimally placed to
counteract refraction. Nonetheless, the mirror follows the
shortest path between waypoints in angle space, which
causes a deviation (see Fig. 5). On the other hand, a higher
number of waypoints per line also results in a slower
scanning speed (see Section IV-C).

3) Compute the voltage pair needed to project each point
using (5) and (6)

Vijx = f5(pijx, pijy)

Vijy = f6(pijx, pijy).
(11)

4) Fit a plane to the set of points corresponding to the same
line. Since all the points corresponding to the same line
are colinear, an intermediate step is required. For each
waypoint pij , another waypoint p+

ij can be defined in the
direction of its corresponding direction vector vwij

p+
ij = pij + λvwij (12)

where the unit direction vector is computed using (3) and
(4)

vwij =

⎡
⎢⎣

f3(Vijx, Vijy)
f4(Vijx, Vijy)√
1 − v2

ijx − v2
ijy

⎤
⎥⎦ . (13)

This way, the extended set of waypoints corresponding
to the ith line Pi can be defined as made up of all the
corresponding pij and p+

ij . This set can now be used to
compute the best-fitting plane

πLi = fit_plane(Pi) (14)

where the fit_plane function is based on the single
value decomposition (SVD) of the 3-D coordinates of the
points in Pi [19].

5) Finally, the 3-D position of each reconstructed scanned
point is computed as the intersection of the camera ray

Fig. 6. Connections between the different hardware components of
the proposed scanner.

with the corresponding light plane

S = πLi ∩ rcw. (15)

The direction of the camera ray rcw can be computed in
the reference frame of the camera {C} as the line that
passes through the camera focal point and the pixel (u, v)
at which the laser line is detected:

rcw = 0 + λ

[
u− cx
fx

v − cy
fy

1

]T
(16)

where [cx, cy] is the camera center and [fx, fy] is the focal
length.

C. Hardware

The scanner prototype is divided in two sealed water-proof
boxes with transparent viewports, as shown in Fig. 1. The
cylinder seals the camera, whereas the box encloses the laser
module, the MEMS mirror, the wide-angle lens, and all the
electronic components. The scheme of electronic connections
between the different components is depicted in Fig. 6. Basically,
the central computer communicates with all the elements by
programming a dsPIC microcontroller, which synchronizes the
rotations of the mirror with the trigger of the camera. In order
to pass the required voltages to the mirror actuators, the signal
coming out of the processing goes first through the digital-analog
converter and then to the analog driver of the mirror. The camera
transfers the information of the scanned laser line directly to the
computer through a gigabit Ethernet connection. The PC may
also be integrated as an on-board computer, so that the UUV
can dive freely. The performance characteristics of the different
components are now reviewed.

The camera used in the scanner is a CMOS sensor equipped
with an FPGA for fast laser line detection. At full resolution
(2048 × 1088 pixels) it can work in laser-detection mode at a
rate of 339 fps. A lens with a focal length of 8 mm is mounted
on the sensor.

The laser module projects a laser beam of 60 mW of output
power at a wavelength of 520 nm. The beam diameter at the
aperture is of 1 mm and the beam divergence is of 1.1 mrad.

The wide-angle lens used to increase the FoV of the scanner
has an approximately linear behavior: it increases the angle of
the incoming light ray by a factor of roughly 3.
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The mirror has a circular reflective surface with a diameter
of 1.2 mm and maximum mechanical tilting angles of approxi-
mately±5° in each axis. The output angle achieved by the mirror
actuators is only linear with respect to the input voltage for small
angles. As the input voltage gets closer to the maximum voltage,
severe nonlinearities appear.

The dynamic behavior of each of both of its axes can in prin-
ciple be approximated to a second-order system [20] with reso-
nance frequency of 1.3 kHz and a damping ratio ξ = 6.5 × 10−3.
This means that it is a highly resonant system and that even small
changes in the input voltages cause large overshoots in its tilting
angles. In order to limit these overshoots, a In order to limit
these overshoots, an LPF is applied to the input voltage signal
that avoids exciting the resonance frequency. The downside
of this approach is that it limits the speed of the scanner, as
reported in Section IV-C. Nonetheless, it is already enough for
typical autonomous object manipulation missions. An option to
increase its speed would be substituting the LPF by an inverse
plant filter [21], which can reportedly drive the mirror 2 orders of
magnitude faster without overshooting. Yet another option could
be controlling the tilting angles in closed loop [22]. However,
this last approach would need to have feedback of the actual
tilting angles, which is unavailable in the current configuration.

III. CALIBRATION

This section explains in detail the procedure to calibrate the
projection functions of the laser scanner in order to enable the
3-D reconstruction. In brief, this method follows three subse-
quent steps: first, the camera intrinsic parameters are calibrated
in air according to the pinhole model, along with the distortion
parameters (see Section III-A). Second, the parameters of the
camera viewport are calibrated in water (see Section III-B).
Finally, the coefficients of the numeric projection functions are
calibrated (also in water, see Section III-C). The first two steps
correspond to the application of already presented methods. The
third one, however, has been designed for this prototype with the
aim of reducing the complexity of the calibration algorithm.
Consequently, the discussion in Section III-C is noticeably
longer than Sections III-A and III-B.

A. Camera Intrinsic Parameters (in Air)

The first step consists in calibrating the intrinsic parame-
ters of the camera: the camera center [cx, cy] and the focal
lengths [fx, fy], as well as its radial and tangential distortion
coefficients. This can be done following a standard, well-known
calibration routine, such as the one implemented in the OpenCV
library [23]. This step is necessary for the triangulation process
[see (15) and (16)].

B. Camera Viewport (in Water)

In this step, the parameters to be calibrated are the 6-DoF
pose of the camera viewport with respect to the camera, the
thicknesses of the camera viewport and the refraction indices of
the water and of the viewport material, respectively. The index
of refraction of air is used as reference (ηair = 1).

Fig. 7. In-air calibration data gathering.

The procedure basically consists in gathering an underwater
dataset made up of images of a calibration pattern. Then, an
optimization algorithm finds the viewport parameters by mini-
mizing the reprojection error. The interested reader can find in
[7, Sec. VI-C], a detailed explanation of the algorithm.

C. Projection Functions (in Water)

The last part of the calibration process is estimating the coef-
ficients of the projection functions. The steps of this procedure
are explained in detail in this section.

1) Dataset Gathering: First, a set of a voltage pairs is defined

V = [V 1 . . . V a]
T . (17)

This set of voltages is usually chosen as an equidistant pat-
tern covering the whole FoV of the scanner in both axes. The
scanner is first placed looking at a calibration plane πT 1 at an
arbitrary position (see Fig. 7). This calibration plane has some
fiducial markers attached to it. The ground-truth position of the
plane with respect to the camera is computed by applying the
Perspective-n-Point algorithm to those known fiducial markers.
The camera grabs an image of the projected laser dot for each
voltage pair in V that is applied to the 2-axis mirror. This
is repeated for b different positions of the calibration plane,
resulting in a total of a× b images.

For each one of these images, the pixel position of the laser dot
on the image plane (u, v) is found by means of the circle Hough
transform [24]. The camera ray is computed by substituting the
values of (u, v) in (16). The intersection of the camera ray
corresponding to voltage V k with the calibration plane πTl

defines the 3-D position of the point qkl. This way, a dataset
is built that contains a× b 3-D points.

2) Voltage Line Fitting: The next step is fitting a line to the 3-
D points corresponding to the same voltage pair. For the voltage
pair V k, the best-fitting line lk is defined as

lk ≡ pk + λvwk. (18)

This way, there is a set of a 3-D points pk with their corre-
sponding unit direction vectors vwk. The line-fitting algorithm
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Fig. 8. Percent fitting error of the projection functions to real calibration
data for functions f1 to f6.

is based on SVD applied to the set of corresponding 3-D
points [19].

3) Function Coefficients: The coefficients of all the functions
in (1) to (6) are found by minimizing the following residuals:

β∗
1 = arg min

a∑

k=1

‖pkx − f1 (Vkx, Vky,β1)‖2 (19)

β∗
2 = arg min

a∑

k=1

‖pky − f2 (Vkx, Vky,β2)‖2 (20)

β∗
3 = arg min

a∑

k=1

‖vwkx − f3 (Vkx, Vky,β3)‖2 (21)

β∗
4 = arg min

a∑

k=1

‖vwky − f4 (Vkx, Vky,β4)‖2 (22)

β∗
5 = arg min

a∑

k=1

‖Vkx − f5 (pkx, pky,β5)‖2 (23)

β∗
6 = arg min

a∑

k=1

‖Vky − f6 (pkx, pky,β6)‖2 (24)

where βi is the vector containing the coefficients of function
fi. It was experimentally chosen that all the functions f1 to f6

were fifth-order polynomials. In order to validate this choice,
the fitting error to real calibration data is shown in Fig. 8. It can
be seen in the figure that the vast majority of data points have a
fitting error well below 1%. This proves that this choice of pro-
jection functions is suitable to actual data. All the minimization
algorithms are implemented in C++ with the Ceres solver [25].

IV. EXPERIMENTAL RESULTS

This sections presents and discusses the numerical results of
three sets of experiments. The first two of these sets are aimed at

Fig. 9. Boxplot of plane fitting error.

studying the accuracy of the underwater 3-D laser scanner. On
the one hand, a calibration plane with very high planarity was
scanned to analyze the depth accuracy of the 3-D reconstruction
at different scan ranges (see Section IV-A). On the other hand,
the lateral accuracy of the scanner was assessed by scanning
a calibration sphere of known radius (see Section IV-B). The
goal of the third set of experiments was to study the effect of
the number of waypoints per line in two important performance
characteristics: accuracy and scanning speed (see Section IV-C).

All the data were gathered in the water tank of CIRS lab. The
scanner was mounted on a tripod and submerged at a depth of
around 1 m in clear water. In all the cases studied here, both
the scanner and the scanned object (plane or sphere) were static.
The standard scanning pattern used was made up of 500 lines
with 50 waypoints per line (25 k waypoints in total). The FoV
of the scanner is of approximately 35° × 35°. However, not the
whole FoV was used in all the experiments.

With the current configuration of baseline of approximately
0.6 m between laser box and camera, the scanning range is
roughly between 0.5 m and 3 m. However, most of the presented
results were taken at a range between 1 m and 1.5 m, which is the
most relevant for object manipulation. Measurements at shorter
ranges are expected to have greater accuracy (see Fig. 13, with
range of 0.6 m), whereas longer distances are typically out of
the manipulation range of UUVs.

As a side note, it is worth mentioning that the apparently large
number of outliers present in several of the boxplots is only due
to the much larger amount of data points. The maximum outlier
ratio is 0.7%.

A. Plane Fitting Error

In this set of experiments, a calibration plane was scanned
at five different positions. The resulting data is shown in the
boxplot of Fig. 9. The error measure is the distance of each
point to the fitted plane. Additionally, the spatial distribution of
the plane fitting error is plotted in Fig. 10.
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Fig. 10. Spatial distribution of the plane fitting error at an average
distance of 1257.7 mm.

Fig. 11. Top view of the reconstructed point clouds of the calibration
sphere at five different positions. The size of the blue grid is 20 mm ×
20 mm.

Two main conclusions can be drawn from these charts. On the
one hand, the resulting error is in the order of a few millimeters,
which is a satisfactory for the typical object manipulation tasks
performed by UUVs. On the other hand, it can be seen that
the error increases for an increasing scanning range. This is
an expected result of a triangulation-based 3-D scanner, as
explained in [11]. The accuracy level is in the order of what has
been reported for other systems in the literature (see Table I).

B. Sphere Fitting Error

In this set of experiments, the scanned object was a calibration
sphere with a radius of 100 mm. The reconstructed point clouds
are shown in Fig. 11. The sphere fitting error of those resulting
point clouds along with the radius error of the least-squares fitted
sphere are shown in Fig. 12. Similarly to the previous section,
the magnitude of the errors are in the order of a few millimeters.
In this case, the errors are distributed between the radius error
and the fitting error. Consequently, establishing the relationship
between error and scan range is not as simple as with the plane.

Fig. 12. Boxplot of sphere fitting error. The green line shows the radius
error for a ground-truth radius of 100 mm.

Fig. 13. Boxplot in the left shows the plane fitting residual for scan
patterns with increasing number of waypoints per line. Similarly, the plot
in the right shows the number of scanned lines per second for scan
patterns with increasing number of waypoints per line.

C. Accuracy and Speed Versus Number of Waypoints
Per Line

As mentioned in Section II-B, the choice on the number of
waypoints per line in the pattern has an effect on the accuracy and
speed of the 3-D reconstruction. In order to study this tradeoff in
practice, scanning patterns with different number of waypoints
per line were used to scan the calibration plane. The position
of the plane was kept constant throughout the experiment at an
approximate distance of 0.6 m. The results are shown in Fig. 13.
As studied in [10], a higher number of waypoints per line means
a higher accuracy. However, due to the dynamic behavior** of
the mirror, it also results in a slower scanning speed. Despite
having room for improvement, a scanning speed of roughly
70 lines per second is equivalent to 140 k points/s, which is
already enough for a dense reconstruction of the object to be
manipulated.
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V. CONCLUSION

A novel 3-D underwater laser scanner has been presented
that can actively counteract refraction-related distortions caused
by a flat refractive surface in the projection of light. The low
3-D reconstruction errors reported in this work prove that the
scanner can be used by UUVs to perform object manipulation
tasks satisfactorily.

In reference to the goals of the work presented in the abstract, it
has been experimentally proved that refraction-related distortion
can be compensated for by using a biaxial 2-axis mirror. This
has been reliably indicated by the low 3-D reconstruction errors
of the different scanned objects, namely planes and spheres.
Throughout the whole reconstruction process (including the cal-
ibration), it has always been assumed that the scanner can project
planes in the water. Low 3-D reconstruction errors using planes
consequently validate this assumption. For the same reason, the
simple calibration based on numeric projection functions has
been proved suitable. Therefore, and in spite of the practical
limitations of the current system, we believe that the approach
presented in this work can open the door to other interesting lines
of research, such as optimal scanning patterns and refraction
counteraction strategies.

The future steps in this line of research will be to use this
3-D underwater laser scanner mounted on an UUV in object
manipulation tasks in realistic scenarios. Despite the fact that
the current scanning speed is enough for typical manipulation
tasks, it would be beneficial to investigate how to increase it.
The most plausible strategy would be a more sophisticated
dynamic control of the mirror actuators, such as the one pre-
sented in [21]. A different possible upgrade would be using a
laser source with higher output power. This would probably
enable 3-D reconstruction in more challenging light condi-
tions. Finally, it will also be interesting to study the effect of
varying water refraction index on the accuracy of the output
point cloud. This step will be fundamental for operations in sea
water.
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Linewise Non-Rigid Point Cloud

Registration

In this chapter we present a novel non-rigid point cloud registration method that can successfully
correct the distortion present in some experimental scans. It exploits the in-line rigidity of the

point clouds acquired by LLSs to reduce the computational complexity while improving accuracy
when compared to state-of-the-art non-rigid registration algorithms. We validated our method on
synthetic data and on experimental scans gathered by our prototype LLS (see Chapter 4) mounted
on the Girona1000 AUV [15]. This publication was one of the principal outcomes of the author’s
research stay at ASL, ETH Zurich (Switzerland). The contents of this paper were also selected for
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Linewise Non-Rigid Point Cloud Registration
Miguel Castillón , Pere Ridao , Member, IEEE, Roland Siegwart , Fellow, IEEE,

and César Cadena , Member, IEEE

Abstract—Robots are usually equipped with 3D range sensors
such as laser line scanners (LLSs) or lidars. These sensors acquire
a full 3D scan in a line by line manner while the robot is in
motion. All the lines can be referred to a common coordinate
frame using data from inertial sensors. However, errors from noisy
inertial measurements and inaccuracies in the extrinsic parameters
between the scanner and the robot frame are also projected onto
the shared frame. This causes a deformation in the final scan
containing all the lines, which is known as motion distortion. Rigid
point cloud registration with methods like ICP is therefore not
well suited for such distorted scans. In this paper we present a
non-rigid registration method that finds the rigid transformation
to be applied to each line in the scan in order to match an existing
model. We fully leverage the continuous and relatively smooth robot
motion with respect to the scanning time to formulate our method
reducing the computational complexity while improving accuracy.
We use synthetic and real data to benchmark our method against a
state-of-the-art non-rigid registration method. Finally, the source
code for the algorithm is made publicly available.1

Index Terms—Autonomous vehicle navigation, non-rigid
registration, point set registration, range sensing.

I. INTRODUCTION

POINT set registration is typically used to process range
data coming from sensors mounted on robotic platforms,

such as laser line scanners (LLSs) or lidars. These sensors do
not acquire all the 3D points at once, but rather line by line. All
the lines can be referred to a common coordinate frame using
data from inertial sensors. However, errors from noisy inertial
measurements and inaccuracies in the extrinsic calibration are
also projected onto the shared frame. This causes a deformation
in the final scan containing all the lines, which is known as mo-
tion distortion. This distortion varies smoothly through the scan
lines: each scan line tends to have suffered a similar deformation
to its neighbouring lines (see Fig. 1(c)). Motion distortion is
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1The source code of the algorithm can be found in https://github.com/

miguelcastillon/lnrr

Fig. 1. Linewise non-rigid registration of real scans. The experiments (a)
were carried out with our underwater LLS [1], [2] mounted on the AUV
Girona1000 [3]. The 3D CAD model of the structure (b) was used as reference
model. Errors in navigation data result in scans affected by motion distortion
(c). Our method successfully finds the set of transformations to be applied to the
scan in order to fit the model (d).

especially relevant for sensors with low refresh frequency or for
robots with relatively high dynamics. In our case, we use an
underwater LLS [1], [2] with a typical scan density of 50 lines
per scan running at 1 Hz (50 lines per second). Since it only
takes around 20 ms to acquire all the points in each line, we can
safely assume in-line rigidity.

In order to undistort the scan, we can model the spatial
transformation T that needs to be applied to the scan point
cloud Y as a set of rigid transformations, one for each scan
line: T = {T1 . . . TL} for a scan made up of L lines. Thus, a
3D point y ∈ R3 in the l-th line of Y will be transformed by
the rigid transform Tl ∈ SE(3), with rotation Rl ∈ SO(3) and
translation tl ∈ R3, as Tl(y) = Rly + tl.

In this letter, we present a novel non-rigid registration algo-
rithm that fully leverages a priori knowledge on range sensors
to allow smooth inter-line deformation while keeping in-line
rigidity. This notably limits the space of feasible solutions and re-
sults in improved accuracy and reduced computational complex-
ity when compared to a state-of-the-art non-rigid registration
method. Furthermore, we offer an open-source implementation
of the method.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Contextualization: A great effort has been done in mobile
robotics in the last decade to obtain accurate and consistent 3D
data from range sensors mounted on moving platforms [4]–[6].
These works typically parameterize the robot trajectory using
a continuous representation, such as B-splines, rather than dis-
crete poses, which they aim to optimize by fitting observations
from the range sensor. This continuous-time SLAM formulation
presents the advantage of allowing an easy fusion of inertial and
range sensors, even if they are not perfectly synchronized, while
minimizing the motion distortion present in the scans.

However, these methods are based on the implicit assumption
that there is enough overlap between consecutive scans. This
assumption is met by terrestrial lidars but not by underwa-
ter LLSs. State-of-the-art underwater LLSs typically have a
maximum range of around 3 to 5 meters and a field of view
(FoV) of around 40◦ × 40◦ in realistic visibility conditions,
due to the high attenuation rate of visible light when travelling
through water [7]. Furthermore, autonomous underwater vehi-
cles (AUVs) need to keep a safe distance of at least 1 m during
real operations in presence of water currents to avoid crashing
into the scanned structure. As a consequence of these factors, it
is very common that a relatively high percentage of scans fail
at capturing enough informative points and can effectively be
considered as empty point clouds. Nonetheless, in the context of
missions performed by AUVs such as inspection of an industrial
underwater structure, the CAD model of the target to be scanned
is usually available. For all these reasons, our method considers
the non-rigid registration of one scan at a time against the point
cloud sampled from the model of the structure. The result of our
method is an undistorted point cloud, which may later be used in
downstream applications, such as structural damage assessment.
Please note that this approach is motivated by our application
but its applicability is not limited to the underwater inspection
case, since very few assumptions have been made during the
design of the algorithm.

II. RELATED WORK

Many point set registration approaches have been proposed
in the literature. They can be classified according to how they
i) find correspondences between point clouds and ii) model the
transformationT . This section provides a brief overview of point
set registration algorithms that are closely related to ours: more
precisely, only feature-less methods are considered.

Regarding the choice of correspondences, iterative closest
point (ICP) [8], [9] follows the very simple yet effective
approach of assigning the closest point at each iteration. This
is known as hard-assignment. Thanks to its simplicity and low
computational complexity, ICP is probably the most popular
registration method. One of the factors that severely limits the
performance of ICP is the existence of noise in the data points.
Probabilistic methods overcome this limitation by soft-assigning
a correspondence probability between each pair of points. The
first method to use soft assignment in point set registration
was robust point matching (RPM) [10]. The alternating soft-
assignment of correspondences and transformation in RPM is an
equivalent to the expectation maximization (EM) algorithm [11]
for a Gaussian mixture model (GMM), if we consider one of the
sets as GMM centroids and the other as data points [12]. As
a matter of fact, point set registration is modelled as a GMM
likelihood maximization problem in several methods [13]–[15].

These methods normally add an extra distribution to the GMM
in order to account for outliers.

Regarding the choice of the transformation T , registration
methods are typically classified into rigid and non-rigid. Rigid
methods (like ICP) assume that a rigid transformation is enough
to relate both point sets, whereas non-rigid methods allow de-
formation. Non-rigid registration is naturally more challenging
due to the increased number of degrees of freedoms (DoFs).
Therefore, it is common for non-rigid techniques to include a
regularization term in their cost functions to avoid overfitting.
Non-rigid methods usually parameterize the transformation with
local displacement fields, which typically use either thin plate
spline (TPS) [16] or Gaussian kernels. An example of the
former is [13], which combined them with RPM resulting in
TPS-RPM. Another example is the correlation-based approach
proposed in [17] and extended in [14], which models both
point sets as GMMs and estimates the TPS parameters by
minimizing the L2 norm between the distributions. One of the
arguably most popular non-rigid methods, coherent point drift
(CPD) [18], uses a Gaussian kernel to define the radius of the
local displacement field. CPD is related to motion coherence
theory [19], [20], which imposes the assumption that neigh-
bouring points tend to move similarly. Among its strengths, its
Gaussian kernel provides a free parameter to control the locality
of deformations. Moreover, the algorithm is designed to estimate
the Gaussian width within the minimization framework instead
of using deterministic annealing, which results in reportedly
shorter runtimes and better performance [18]. When compared
to the correlation-based method in [14], CPD effectively mini-
mizes the KL divergence between two distributions rather than
the L2 norm, which yields better results because it weighs
the error according to its probability [18]. Several variants of
CPD have been presented which focus on improving different
aspects of the algorithm. For instance, [21] improves registration
quality and robustness in applications where correspondence
priors are available by integrating them in closed form, [22]
uses efficient Gaussian filtering methods to achieve substantially
faster computational performance while maintaining robustness,
and [23], [24] propose a Bayesian approach that accelerates the
registration process and guarantees convergence.

Our method draws inspiration from CPD in modelling the
problem as a GMM and in parameterizing the regularization
term as a local displacement field ruled by a Gaussian kernel.
However, it differs from it in the parameterization of the trans-
formations T : we exploit the a priori knowledge of the working
principles of LLSs to reduce the dimensionality of the non-rigid
displacement field by imposing in-line rigidity.

Within the family of non-rigid methods that characterize the
deformation as a displacement field, CPD is the most common
method to compare against. Like ICP for rigid methods, CPD is
a simple and general method that can be set as a fair baseline for
comparison. Moreover, CPD has an open-source implementa-
tion that can be readily used. For these reasons, we selected it as
the non-rigid method against which we benchmark our algorithm
in Section IV.

III. METHOD

The goal of our method is to register two 3D point sets. The
model X is composed of N points, X = [x1 . . .xn . . .xN ]T ,
and the deformable point set Y contains M points, Y =
[y1 . . .ym . . .yM ]T . In fact, Y is assumed to be made up of L
lines, where line l hasPl points, with

∑
l Pl =M . The variables
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TABLE I
VARIABLES IN THE PROPOSED METHOD

TABLE II
SIZES OF THE AUXILIARY MATRICES

defined in this section are gathered in Tables I and II. Please note
that M � L.

The points in Y represent the centroids of a GMM, and the
points X represent data points generated by the GMM. In order
to account for outliers, we add an extra uniform distribution
to the model. The probability density function of the resulting
mixture is:

p(xn) = w
1

N
+ (1− w)

M∑

m=1

P (m)p(xn|m), (1)

with w, 0 ≤ w ≤ 1 weighting the outliers contribution. We
assign equal weights to all the components in the GMM:
P (m) = 1

M . All the normal distributions in the GMM
(p(xn|m) = N (xn|T (ym, ξ),Σm)) are assumed to have
equal, isotropic variances σ2:

p(xn|m) =
1

(2πσ2)3/2
exp

(
−||xn − T (ym, ξ)||2

2σ2

)
, (2)

where ξ are the updated centroids of the GMM. Given all
the observations X , the combined negative log-likelihood to
minimize is:

E(ξ, σ2) = −
N∑

n=1

log

M∑

m=1

P (m)p(xn|m) (3)

Due to the difficulty in directly minimizing E, we use the
expectation maximization (EM) technique instead. This method
consists on iterating over two steps. First, in the E-step we fix
the parameters (ξ, σ2) and compute the probability of every
possible correspondence. Then, in the M-step we fix these
correspondence probabilities and minimize a cost function. In
the E-step, we compute the probability that data point xn was

generated by the component m as its posterior probability:

pmn = P (m|xn) =
exp

(
−||xn−T (ym,ξ)||2

2σ2

)

∑M
m′=1 exp

(
−||xn−T (ym′ ,ξ)||2

2σ2

)
+ c

,

(4)
where c = w

1−w
M(2πσ2)3/2

N . Then, for the M-step we define the
expectation of the complete negative log-likelihood function
E [18]:

Q(ξ, σ2) =
1

2σ2

∑

n

∑

m

pmn||xn − T (ym, ξ)||2

+
3

2
NP log σ2, (5)

where NP =
∑
n

∑
m pmn. Jensen’s inequality states that Q is

an upper bound for E [25], so minimizing Q also minimizes
E. Up to this point, the derivation is the same as in [18].
However, our method proposes to define T as a set of L rigid
transformations. We still need to introduce a regularization term
in the objective function in order to apply the a priori knowledge
that transformations of neighbouring lines tend to be similar. We
can define this field as p : N �→ SE(3), which relates each line
index with a 6-DoF rigid transformation.2 In order to transform
centroid y, p is first evaluated at the line number of y, l:

T (y) = p(l)⊕ y, (6)

where the operator ⊕ denotes 3D composition [26]. Then, we
can introduce the regularization term φ(p) weighted with a
regularization parameter λ > 0:

Q(ξ, σ2) =
1

2σ2

∑

n

∑

m

pmn||xn − p(l)⊕ y||2

+
3

2
NP log σ2 +

λ

2
φ(p) (7)

The term φ(p) is introduced to ensure smoothness in the field
of rigid transformations. In our case, smoothness refers to a
measure of the oscillatory nature of the field p. In the frequency
domain, the field p can be said smooth if it has most of its energy
at low frequency (small bandwidth). Therefore, we can define
φ(p) as a measure of the remaining energy in p after applying
a high-pass filter to it [27]:

φ(p) =

∫ |p̃(s)|
G̃(s)

ds, (8)

where the symbol ˜ indicates the Fourier transform, and G̃ is
some positive function that tends to zero as ||s|| → ∞ (so that 1

G̃
is a high-pass filter), where s belongs to the complex frequency
domain resulting from the Laplace transform. The field p that
minimizes this energy in (8) has the form [28]:

p(l) =
L∑

k=1

wk G(l, k) + ψ(l), (9)

where ψ(l) is a term in the nullspace of φ. From the theory of
reproducing kernels [29] it is known that ifG is a positive definite
function, then (8) is a norm in its corresponding reproducing
kernel Hilbert space (RKHS). The key intuition behind this

2Please note that this field is different from the field v : R3 �→ R3 proposed
in [18].
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definition is that this squared norm of function φ can be thought
of as a generalization to functions of the quadratic form of an
n-vector [30]. Therefore, its nullspace contains only the zero
element: ψ(l) = 0. In order to meet this requirement, we choose
the radially symmetric Gaussian function:

G(l, k) = exp

(
− (l − k)2

2β2

)
, (10)

where the Gaussian width β controls the locality of the area in
which smoothness is applied. As explained in [18], this choice
of kernel agrees with motion coherence theory [19]. There, the
authors chose it because it has second order derivatives and it
generates analytic solutions.

If we stack wk and G(l, k) in (9) into matrices W and
G, respectively, we obtain: p(l) = glW and φ(p) = ||p||2H =
tr(W TGW ), where gl is the l-th row of G. Substituting in the
cost function:

Q =
1

2σ2

∑

n

∑

m

pmn||xn − glW ⊕ ym||2

+
3

2
NP log σ2 +

λ

2
tr(W TGW ) (11)

Please note that index l changes according to the line in the
scan to which the sum index m belongs. Now, our goal is to
find the weights W that minimize Q. In order to ease our task,
we separate the rotational from the translational components:
U and V , respectively. U are the first three columns of W , and
V the last three. We can then rewrite the distance function in
(11):

glW ⊕ ym = ymRot(glU)T + glV (12)

Please note that the rotation matrix is transposed because ym is
a row vector. Rotations are parameterized using the Euler angles
roll around x, pitch around y, and yaw around z, in ZY X order.
Moreover, we can also use the properties of the trace to rewrite
the regularization term in (11), tr(W TGW ) = tr(UTGU) +
tr(V TGV ), and we can define tl = glV andRl = Rot(glU),
so that the final cost function can be rewritten as:

Q =
1

2σ2

∑

n

∑

m

pmn||xn − (ymRT
l + tl)||2

+
3

2
NP log σ2 +

λ

2
tr(UTGU) +

λ

2
tr(V TGV )

(13)

subject to RT
l Rl = I and det(Rl) = 1, ∀ l ≤ L. Please note

that these two constraints are naturally observed in the con-
struction of each rotation matrix Rl out of Euler angles. In the
remaining of the section we show how to compute the weights
U and V that minimize the cost function in (13).

A. Solving for V

First, we solve for V by setting the corresponding partial
derivative of the cost function in (13) to zero. The resulting
expression is:

(
σ2λIL×L + F T diag (P1N )FG

)
V

= F TPX − F T diag (P1N )Y DR
T , (14)

where P is the probability matrix made up of elements pmn,
IL×L is the L× L identity matrix, 1N is an N -vector of all

ones, R = [R1 · · · Rl · · · RL ], and

F = [diag (1P1
, . . . ,1PL

)] , (15)

Y D =

⎡
⎢⎣diag

⎛
⎜⎝

y1

...
yP1

,

yP1+1

...
yP1+P2

, · · ·

⎞
⎟⎠

⎤
⎥⎦ . (16)

The optimal V ((14)) can be rewritten as:

V = A−BRT , (17)

with A = ZF TPX , B = Z F T diag(P1N )Y D and
Z = (σ2λIL×L + F T diag(P1N )FG)−1.

B. Solving for U

The cost function ((13)) can be written in matrix form:

Q =
1

2σ2

[
tr
(
XT diag

(
P T1M

)
X

)
− 2tr

(
XTP TY R

)

+ tr
(
(Y R)

T diag (P1N )Y R

)]
+

3

2
NP log σ2

+
λ

2
tr(UTGU) +

λ

2
tr(V TGV ), (18)

whereY R is the registered point set:Y R = T (Y ) = Y DR
T +

Ft, with t = [t1 · · · tl · · · tL]T . In fact, Y R can be expressed as
a function of R:

Y R = C +DRT , (19)

whereC = FGA andD = Y D − FGB. Using (17) and (19)
and dropping out the terms that do not depend on U , (18) can
be rewritten as:

Q =
1

2
tr
(
RSRT

)
+ tr

(
TRT

)
+

λ

2
tr(UTGU), (20)

where S = λBTGB + 1
σ2D

T diag(P1N )D and T = −λAT

GB + 1
σ2 (diag(P1N )C − PX)TD. Please note that S is

symmetric. The optimal U that minimizes the cost function is
found by setting the corresponding partial derivative to zero:

∂Q

∂U
= JTR vec (RS + T ) + vec(λGU) = 0 (21)

The operator vec(·) flattens the matrix in column-major order.
The transpose of the jacobian JR is a sparse matrix computed
as:

JTR =

⎡
⎢⎢⎢⎢⎣

diag
(

vec(∂R1

∂φ ), . . . , vec(∂RL

∂φ )
)

diag
(
vec(∂R1

∂θ ), . . . , vec(∂RL

∂θ )
)

diag
(

vec(∂R1

∂ψ ), . . . , vec(∂RL

∂ψ )
)

⎤
⎥⎥⎥⎥⎦

(22)

The elements in JR are the jacobians of R with respect to roll,
pitch and yaw, respectively. Finally, (21) is solved numerically.

The optimal σ2 is found by setting the corresponding partial
derivative of (18) equal to 0:

σ2 =
1

3NP

[
tr
(
XT diag

(
P T1M

)
X

)
− 2tr

(
XTP TY R

)

+ tr
(
(Y R)

T diag (P1N )Y R

) ]
(23)
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Algorithm 1: Linewise Non-Rigid Registration.
1: Inputs: X , Y , λ > 0, β > 0, 0 ≤ w ≤ 1
2: Initialize: Y R = Y , σ2 = 1

3NM

∑
n

∑
m ||xn − ym||2

3: Build F , Y D, G : gij = exp(− (i−j)2
2β2 )

4: while not converged do
// E-Step:

5: pmn =
exp (− ||xn−yRm ||2

2σ2 )

w
1−w

M(2πσ2)3/2

N +
∑M

m′=1 exp (− ||xn−y
Rm′ ||2

2σ2 )

// M-Step:
6: A = ZF TPX , B = Z F T diag(P1N )Y D

7: C = FGA, D = Y D − FGB
8: S = λBTGB + 1

σ2D
T diag(P1N )D

9: T = −λATGB + 1
σ2 (diag(P1N )C − PX)TD

10: Solve U from JTR · vec(RS + T ) + vec(λGU) = 0
11: Build R
12: Y R = C +DRT

13: σ2 = 1
3NP

[tr(XT diag(P T1M )X)−
−2tr(XTP TY R) + tr((Y R)

T diag(P1N )Y R)]
14: end while
15: Return: Y R, T

The method presented in this section is summarized in
Algorithm 1. In comparison with CPD, both methods share the
same E-step (building the P matrix). However, the different
parameterization of the transformation T applied to the moving
point set Y makes the M-step different. It is worth noting that
our method does not optimize all the parameters (U , V , σ2) at
once but rather iteratively by means of partial derivatives. Such
iterations decrease the Q function but not to an exact minimum,
which is known as the generalized EM algorithm [11].

We followed the proposal in [18] to alleviate the compu-
tational burden of the E-step by using fast Gauss transform
(FGT) [31]3 to evaluate the Gaussian kernel and to compute
the matrix-vector products PX , P1N , and P T1M .

IV. RESULTS

This section presents the registration results of applying our
method to synthetic and real scans (Section IV-A and IV-B,
respectively). The tests were conducted using an Intel i7-9750H
CPU at 2.60 GHz with 16 GB of RAM. The C++ implementation
exploited parallelization on the 12 cores whenever possible.
Results of the proposed method were benchmarked against a
rigid and a non-rigid method. The chosen rigid method was
generalized ICP (G-ICP) [32]4. The chosen non-rigid method
was CPD5. Different performance aspects were quantitatively
evaluated, such as registration accuracy, robustness to noise, ro-
bustness to different types and amplitudes of deformations, and
runtimes. Throughout the experiments, all methods were given
identical, reasonably good initial guesses. In all the boxplots
presented in this section, the length of the whiskers represent
the 1.5 interquartile range of the data.

As already explained in Section I, our method has been
developed in the context of mobile underwater scanning. AUVs

3Implementation from https://github.com/gadomski/fgt
4Implemented in PCL https://pointclouds.org/documentation/classpcl_1_1_

generalized_iterative_closest_point.html
5Implementation from https://github.com/gadomski/cpd

Fig. 2. Three different examples of real distorted scans (before registration).
Each scan only covers a rather small area of the structure due to the limited FoV
of the LLS. The distortions present a smooth distribution.

Fig. 3. Registration process of simulated vertical scan lines (red) with an
incomplete version of the Stanford bunny model (blue) using the proposed
method.

are usually equipped with modern inertial navigation systems
(INSs), which are more accurate than inertial sensors mounted
on terrestrial robots, especially for measuring orientation. For
example, the INS mounted on Girona1000 has orientation errors
smaller than 0.10◦ around all three axes6 thanks to its high-end
fiber optic gyroscopes (FOGs). By examining the experimental
scans (such as Fig. 2) and the navigation data, it can be concluded
that the translational component of the distortion is predominant
over the rotational one. The synthetic dataset used in Section IV-
A was designed to be consistent with the experimental dataset
used in Section IV-B but with higher deformations: we applied
errors of tens of millimeters in translation and of up to 2◦ in
rotation (which is 20x higher than expected in reality). The
applicability of our method to realistic scenarios is proved by the
low registration errors in Section IV-B (for a visual example, see
the registration process from Fig. 1(c) to Fig. 1(d)). Please note
that the fact that we test our method on datasets relevant to our
use case does not shrink its applicability, since no assumption
was made in the design of the algorithm other than in-line
rigidity.

A. Synthetic Data

The proposed method was first validated using simulated
data from two different datasets: the Stanford bunny and an
underwater industrial site. The Stanford bunny was used to
visually verify the performance of the proposed method on a
well-known model. We simulated line scans and applied dif-
ferent, smoothly-changing rigid transformations to each line
(see Fig. 3(a)), following a sinusoidal function. As shown
through the iterations in the figure, the proposed method
achieved good results (see Fig. 3(e)). Despite the upper part

6https://www.ixblue.com/wp-content/uploads/2022/01/Phins%
20Compact%20Series%20-%20Datasheet.pdf
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Fig. 4. Challenging example of a synthetically generated scan registered against an incomplete model of the underwater pipe structure. The upper pipe and valve
are missing in the model but present in the scan. Figures (b)–(d) compare visually the registration results of ICP, CPD and our method. Black dots in these figures
show the ground truth.

Fig. 5. Synthetic benchmark based on 20 different simulated scans of the underwater pipe structure.

Fig. 6. Accuracy comparison for increasing levels of noise in the scan.

of the model being missing, the in-line rigidity enforced by our
method pulls the points without correspondences towards their
true position.

The presented method was also synthetically validated us-
ing a mock-up model of an underwater industrial site (see
Fig. 1(b)). The dimensions of the whole structure are approxi-
mately 3500× 2100× 1300 mm and it is made up of different
types of pipes and valves. The diameter of the pipes is of 60 mm.
The points for X were sampled from the model using a voxel
grid of 5 mm. This scenario was designed to be more realistic
and therefore challenging than the Stanford bunny. First, as it
can be seen in Fig. 4, the scan does not contain points that would
be occluded from a given point of view of the scanner: in this
case, the scanner is assumed to view the structure from above.
Second, points in the scan and in the model are subsampled
differently and therefore there are no direct correspondences.
Unless otherwise stated, the metric used in all the boxplots of
synthetic data is the 3D distance of each point to its ground truth
after registration. We use this metric because the main goal of

Fig. 7. Accuracy comparison for different deformation levels using two
different metrics.

our work is to minimize the distortion present in the scans. The
red lines in the boxplots refer to the median.

A visual example of how the three different methods compare
in this dataset can be found in Fig. 4. Note that in this case
only an incomplete subset of the model was considered in
order to test the robustness of the method: the upper pipe and
its valve are present in the scan but missing in the model. A
different rigid transformation was applied to each scan line.
The distribution of these transformations followed a sinusoidal
pattern, with a maximum distortions of 40 mm in translation and
2◦ in rotation. The boxplot in Fig. 4(e) shows how the proposed
method achieves a more accurate registration than ICP and CPD.
ICP naturally fails at registering the distorted scan because it
incorrectly assumes that all the points in it can be treated as a
rigid body (see Fig. 4(b)). CPD is able to accurately register
the points that are close to the visible parts of the structure.
However, it fails at registering the points corresponding to the
missing upper pipe and valve (see Fig. 4(c)). The reason for it is
that coherence in CPD applies to 3D distances between points,
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Fig. 8. Experimental benchmark based on 14 different scans of the underwater pipe structure.

Fig. 9. Comparison of a registration result of a real scan using both methods
(number 4 in Fig. 8). In this case, both methods achieve similar errors when
using the distance-to-model. However, our method maintains the structure of
the scan much better than CPD thanks to the in-line rigidity constraint.

irrespective of which line they correspond to. On the other hand,
our method exploits the fact that all the points in each line share
the same rigid transform, even if they are distant in 3D space.
This makes that the final registration result is closer to the ground
truth (see Fig. 4(e)).

1) Benchmark Ideal Conditions: Our method was bench-
marked against CPD on 20 simulated scans of the underwater
pipe structure (see Fig. 5). ICP was no longer considered because
it consistently achieved much worse results than the non-rigid
methods (see Fig. 4(e)). All the scans were noise-free and made
up of 20 lines. The structure did not have any missing parts.
The different scans featured different deformation shapes and
directions (always smooth), and different number of points per
line. The maximum deformation level was 40 mm in translation
and 2◦ in rotation, following a sinusoidal pattern. It can be seen in
Fig. 5 that the proposed method systematically outperforms CPD
in this diverse set of scans. The parameter values chosen for our
method were (β, λ, w) = (60, 80, 0.1), and equivalent values for
CPD. These values were chosen empirically on a subset of the
simulated data and it was observed that slight variations of up to
around 40% did not have a very noticeable impact on the results.
However, an automatic procedure to estimate these parameters
should be further studied, as proposed in Section V.

2) Robustness to Noise: The performance of our method in
presence of noise was compared to CPD in Fig. 6. The noise
was only applied to the 3D position of the points in scan and it
followed a normal distribution centered around 0 with increasing
values of standard deviation, as shown in the x axis. Our method
consistently yielded lower errors than CPD for all levels of noise.

3) Deformation Amplitude: The performance of both meth-
ods on relatively large deformations was studied in Fig. 7.
Considering for now only the columns with the label “Error”
in the figure, it can be seen that our method can successfully
register scans with deformations of 70 mm achieving errors
in the order of a few mm (please note that the diameter of

TABLE III
RUNTIME. FASTEST METHOD IS MARKED IN BOLD

the pipes is 60 mm). Our method once again outperforms
CPD.

4) Metric Comparison: Until now we have only worked with
synthetic data. The registration metric that we have used was
the final error with respect to the ground truth. However, this
ground truth is not available when working with experimental
data. One of the most commonly used metrics in that case
is the distance to the closest point in the model. This metric,
however, tends to underestimate the registration error because
it assigns low errors to points converging towards any point in
the model, even if far from their ground truth. This effect is
depicted in Fig. 7. For both levels of deformation, our method
outperforms CPD when we consider the error with respect to
the ground truth, as explained in Section IV-A3. If we use the
distance-to-model metric instead, both methods are assigned
lower errors, which can lead to false interpretations of the
results.

5) Runtimes: A comparison of runtimes for different sizes of
the scan and of the model can be found in Table III. It can be seen
how an increasing number of points per line affects CPD much
more than it does our method: a 5x increment in the number of
points per line (from 50 to 250) results in a 40x increment in CPD
runtime but only 3.5x increment for our method. Increasing the
number of points in the model has little effect in both of them,
mainly thanks to the use of FGT in the E-step of both. Finally,
increasing the number of lines in the scan affects both CPD and
our method: doubling the number of lines (from 20 to 40) results
in a similar increment in runtime for both methods.

B. Real Data

The proposed method was also validated on real data. The
data was gathered in a set of experiments carried out in the water
tank at the CIRS lab using our recently developed underwater
scanner [2] mounted on Girona1000 [3] (see Fig. 1(a)). The goal
of the experiments was to navigate around the structure in the
figure while acquiring 3D data. Each scan line was projected to
the world reference frame using data from the INS in the robot.

Out of these experiments, a set of 14 scans was established
to benchmark our method against CPD (see Fig. 8). The metric
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used in this figure is the distance to the closest point in the
model. The magnitude of the errors of both methods is larger
than in the synthetic dataset, mainly due to experimental errors
such as small geometric discrepancies between the model and
the real structure. In any case, our method consistently outper-
forms CPD, achieving final reconstruction errors in the order
of a few mm. The parameter values chosen for our method
were (β, λ, w) = (40, 100, 0.1), and equivalent values for CPD.
These values were chosen empirically on a subset of the sim-
ulated data. A more robust method to determine these values
according to the actual deformation of the scans should be further
investigated (see experiments 1 and 11 in Fig. 8).

In order to better understand these results, we present a visual
comparison of both registration methods in Fig. 9. We see that
both methods can fit the model relatively well. However, our
method successfully maintains the global topology of the scan
by enforcing rigidity of points belonging to the same line. On
the other hand, CPD achieves low distance to model but fails at
maintaining straight scan lines (please bear in mind the effect of
the distance metric, as explained in Section IV-A4).

V. CONCLUSION

In this work we propose a novel non-rigid registration algo-
rithm that fully leverages on knowledge of the working princi-
ples of 3D scanners used by robots. We proved using synthetic
and experimental data that our method is able to outperform
state-of-the-art non-rigid registration methods, achieving higher
accuracy with a lower computational complexity. Moreover, we
have made the source code publicly available. Future work in
this line of research may involve making our method more
robust to relatively bad initial guesses, and including a way
of automatically estimating the needed parameters. Finally, the
results of applying this algorithm in real robotic scenarios can
be used as observations in a SLAM framework or to refine the
extrinsic calibration parameters of the scanner.
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6
Results and Discussion

In this chapter we discuss and extend the results presented in this thesis. First, in Section 6.1
we briefly summarize the results reported in each chapter of the thesis. Second, we present

unpublished experimental 3D data in Section 6.2. These point clouds were gathered with our
underwater laser scanner mounted on Girona 1000 AUV in several mapping missions at the harbour
of Sant Feliu de Guíxols (Girona, Spain).
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6.1 Summary of the completed work

In this thesis, we have focused on developing systems and methods aimed at providing
UUVs with accurate 3D underwater perception. In this section, we briefly summarize the
main contributions presented in each chapter of this document.

In Chapter 2, we studied the characteristics and challenges of light-based underwa-
ter 3D perception. We also analyzed technologies currently used for underwater light
projection, focusing on their features and their limitations. Moreover, we quantitatively
compared recently developed underwater 3D scanners for academic and commercial pur-
poses.

In Chapter 3, we presented the ray-tracing model of an underwater 3D scanner using
a 2-axis mirror. This model allowed us to study theoretically the expected quality of the
light projection according to possible miscalibrations of the different model parameters.
Moreover, we used this model to establish the optimal characteristics that the scanner
components should have in order to optimize performance criteria, such as FoV.

In Chapter 4, we explained the development and the hardware realization of a novel
underwater 3D scanner based on the aforementioned ray-tracing model. Moreover, we in-
troduced a calibration method based on numeric projection functions aimed at simplifying
the calibration process. Finally, we characterized the scanner performance based on 3D
reconstruction quality metrics with data gathered experimentally in our water tank. To
the best of our knowledge, this is the first underwater 3D scanner that actively counteracts
refraction when projecting light.

In Chapter 5, we presented a novel non-rigid point cloud registration method. The
aim of the algorithm is to reduce the motion distortion typically present in scans gathered
by LLSs. In comparison to state-of-the-art non-rigid registration methods, we use in-
line rigidity constraints to reduce computational complexity and increase accuracy. We
evaluated the algorithm on synthetic data and on experimental scans acquired using our
underwater 3D scanner.

6.2 Experiments

Apart from the results already presented in previous chapters, the underwater 3D laser
scanner developed during this thesis was also tested at sea mounted on Girona 1000 AUV.
The process of integrating the scanner into the AUV is explained in Section 6.2.1. The
scanning results at the harbour of Sant Feliu de Guíxols (Girona, Spain) are shown in
Section 6.2.2. The point clouds shown in the figures of this section have been given
arbitrary colours to make them easier to visualize.

6.2.1 Extrinsic calibration of the scanner

When mounting a sensor in a mobile robot, an essential step is calibrating its extrinsic
parameters with respect to the robot, so that its pose in the world reference frame can
be computed using robot odometry. In the case of a 3D scanner, achieving a high-quality
calibration is paramount to obtaining high-quality point clouds. Since the range and FoV
of the sensor are limited, many scans need to be combined in order to cover a sufficiently
large part of the inspected structure. This composition is done using the most recent
estimate of the robot pose in the world, and the scanner pose with respect to the robot.
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Figure 6.1: Girona 1000 AUV equipped with our 3D laser scanner inspecting a mock-up of an
off-shore structure at the CIRS water tank. The red box delimits the scanned area considered in
Fig. 6.2.

(a) (b) (c)

(d) (e) (f)

(g)

Figure 6.2: Combined partial dynamic scans into a single point cloud of the target underwater
structure using the calibrated extrinsic parameters of the scanner. Point clouds (a) to (f) show the
details A to F in (g). Figure (g) is made up of 25 scans in total. Each one of them is painted with
an arbitrary colour for visualization. Please note that the scans were combined based on robot
odometry only without using any registration method.
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In our case, the extrinsic calibration of the 6D pose of the camera in the reference
frame of the robot was performed using landmark graph SLAM, as explained in [5]. The
results of the extrinsic calibration were validated in the water tank at CIRS (see Fig. 6.1).
The resulting point clouds of such an inspection are shown in Fig. 6.2. We can see that
using the high-end INSs with which the Girona 1000 AUV is equipped allows obtaining a
good geometric consistency of the combined map.

6.2.2 Sea experiments

A highly relevant contribution of this thesis is the experimental demonstration of accurate
underwater 3D perception capabilities in a real environment. When compared to working
under the controlled conditions of our water tank, carrying out experiments at sea presents
significant challenges:

• First, the lighting conditions at sea during the day are potentially much worse. The
3D reconstruction method used by laser scanners assumes that the projected light
can be clearly detected. However, strong sunlight increases the brightness of the
overall image, making the laser harder to detect. This is especially noticeable at
shallow depths. For this reason, we decided to carry out our experiments at night.

• Moreover, a change in water salinity modifies the refraction index of water. This
may have a negative impact on the quality of the 3D reconstruction if the scanner
is calibrated in the freshwater of the water tank and used in seawater. However, we
decided not to recalibrate the scanner in seawater in order to assess the robustness
against different salinity conditions.

(a) Satellite view of St. Feliu Harbour (source:
Google Maps). The inspected areas of flat
seafloor and rocks are marked in red.

(b) Girona 1000 AUV equipped with our pro-
totype laser scanner before deployment.

Figure 6.3: Experimental data gathering at sea at the harbour of Sant Feliu de Guíxols.
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• Finally, the large quantities of floating particles in seawater present a major chal-
lenge to light-based underwater sensors. As explained in Chapter 1, these particles
reflect the projected light back to the sensor, producing backscatter. The implica-
tions of backscatter and the strategies used to tackle it will be further explained in
Section 6.2.2.2.

For logistic convenience, the sea experiments covered in this section were carried out in
two different areas of the St. Feliu harbour (see Fig. 6.3): the rocks close to the pier at a
depth of 2 m to 5 m and the 10m-deep flat seafloor. This last part was done autonomously
by the robot following a lawnmower trajectory.

6.2.2.1 Results

In Fig. 6.4 we see an example of a local map of the rock area. The area covered by the
scans shown in this figure is around 3.5m×1.5m. Despite not having a ground truth 3D
model of the scanned rocks, we can qualitatively appreciate the geometric consistency of
the resulting local map using only dead reckoning. Further tests are needed, as proposed
in Chapter 7, but scans seem robust against different salinity conditions.

In Fig. 6.5 we can see in another part of the rock area how the global map is built
incrementally with partial observations. Please note that just like in Fig. 6.1, the position
of the scans in the common reference frame is computed using only robot odometry,
without employing any registration method.

Finally, in Fig. 6.6 we see the top view of the autonomous mapping of the seafloor. In
this case, the resulting 3D map was mostly flat and did not contain many objects with
remarkable shapes apart from a few rocks. However, a potential application of such a
mapping strategy could be finding lost objects that are believed to be constrained to an
area of several hundred square meters.

(a) (b)

Figure 6.4: Two views of the same scanned rocks.
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Figure 6.5: Incremental creation of the 3D reconstruction of some rocks by aggregating individual
scans.

Figure 6.6: Top view of the autonomous seafloor survey. The total covered area was 30m × 8m
at a depth of around 10 m.
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6.2.2.2 Backscatter

Particles floating in seawater cause backscatter: they reflect the projected light back to
the sensor, which results in spurious points in the final scan, as shown in Fig. 6.7a. Our
approach to minimize the number of these noisy detections was to post-process each scan
using the statistical outlier removal algorithm implemented on PCL [16]. This method
first computes the mean distance from each point in the scan to its closest N neighbours,
and then removes from the dataset all the points whose mean distances are outside an
interval defined by the global distances mean and standard deviation. The result of this
backscatter removal is shown in Fig. 6.7b.

6.2.2.3 Odometry drift

The INS mounted on Girona 1000 is very reliable, particularly when the robot navigates
over a flat or smooth sea bottom because the velocity readings of the Doppler velocity
log (DVL) are very accurate. However, when the robot navigates above a rougher terrain
(such as the rocks), the INS accumulates drift much faster. In Fig. 6.8 we can see how
the drift accumulated by the INS affects the quality of the final 3D reconstruction. In
Fig. 6.8a we see one of the few rocks on the planar seafloor. The aggregation of scans
using only dead reckoning is very consistent. However, in Fig. 6.8b we see how the scans
are composed incorrectly due to drift, which produces a geometrically inconsistent 3D
reconstruction.

(a) Without outlier removal (b) With outlier removal

Figure 6.7: Comparison on the degradation of the point clouds due to spurious artifacts with
and without using post-processing outlier removal.
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(a) Aggregated scans at the flat area of the seafloor (low drift).

(b) Aggregated scans at the rocky area of the seafloor (high drift).

Figure 6.8: Comparison of how the drift accumulated by the inertial sensors of the robot affects
the quality of the final 3D reconstruction.



7
Conclusions and Future Work

This chapter closes this thesis in two last sections. First, the main conclusions of this work
are summarized in Section 7.1. Finally, new research lines for future work are proposed in

Section 7.2.
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7.1 Contributions of this thesis

This thesis has contributed to advancing the state of the art in underwater 3D laser-based
perception and in non-rigid 3D point cloud registration. We can break down these two
general contributions into four more particular points:

Extensive and comprehensible literature survey The first contribution presented
in this thesis was an extensive and comprehensible review of the principles and technologies
of underwater 3D laser scanning. In the article presented in Chapter 2 we explained the
challenges of underwater optical imaging and compiled light projection technologies along
with their uses and limitations. Moreover, we compared quantitatively academic and
commercial underwater laser scanners present in the literature.

Counteracting refraction at light projection In this thesis, we have also presented
a ray-tracing model of a 2-axis underwater scanner. The extra rotation axis of the mirror
allows us to control the direction of the laser beam projection. We applied this ability to
counteract refraction with the aim of reducing the computational complexity of the 3D
triangulation. Moreover, we created a prototype scanner to prove we could counteract
refraction in practice. We proved the usability of the scanner in experiments carried out
both in the water tank and at the sea.

Simple calibration based on projection functions During this thesis, we also devel-
oped a simple calibration procedure for the scanner based on numeric projection functions.
This allows us to treat all the parameters related to each optical component in the scan-
ner as a black box, so that we only estimate their joint effect on the laser beam direction
without assuming any projection model a priori.

Non-rigid point cloud registration Finally, we also present a novel non-rigid 3D point
cloud registration method able to reduce the motion distortion present in some dynamic
scans acquired by LLSs. Our algorithm exploits in-line rigidity to limit the dimensionality
of the non-rigid displacement field, which results in reduced computational complexity
and increased accuracy. We proved this method both on synthetic and real scans.

7.2 Future work

Despite the efforts of the work presented in this thesis, accurate underwater laser-based
3D perception is far from solved. Consequently, we conclude this thesis by pointing out
and discussing research lines that can potentially contribute to this end in the future.

Underwater 3D scanner The underwater 3D scanner presented in Chapter 4 can scan
at high accuracy at a range of up to around 5 meters in the clear water of the water tank.
However, achieving such a scanning range in the open sea is much more challenging due
to floating particles and the strong exposition to sunlight. Possible approaches to tackle
this and other challenges are now proposed.
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Higher laser power and backscatter A direct approach to achieving longer scan-
ning ranges would be installing a more powerful laser source. However, illu-
minating the underwater scene with a stronger light may have the counter-
intuitive result of a shorter range due to backscatter. As shown in Fig. 6.7a,
the particles floating in the water reflect the laser light back to the camera
before it reaches the target object, creating many artifacts. Even though we
can minimize the number of outliers using statistical removal methods, ideally
the scanner should produce as few as possible. A straightforward approach to
mitigate backscatter could be increasing the scanner baseline, but that would
have side effects on the FoV. A more elaborated approach could be redesign-
ing the sensor into a range gating scanner. Such scanners delay the opening of
the camera exposure in order to capture light once it has already travelled a
minimum distance.

Influence of the water refraction index The design of the scanning pattern is
dependent on the refraction index of water. This might compromise the quality
of the 3D data if the same configuration is used for missions in different types
of water. It is well known that the water refraction index varies according to
different factors, including water salinity, temperature, and pressure [17]. De-
spite the relative robustness of the scanner shown in Section 6.2.2, ideally, the
refraction index should either be measured or estimated, so that the scanning
pattern could be modified accordingly.

Scanning speed Currently, our scanner typically operates at scanning speeds of 50
to 100 scanned lines per second, which corresponds to up to 200k scanned
points per second. Despite being enough for manipulation applications, it
would be desirable to increase this speed for other operations such as inspection
and mapping. A critical step in this direction would be to design a more robust
dynamic control of the 2-axis mirror which could work at higher frequencies
without exciting its resonance frequencies.

New scanning patterns We have developed a method to accurately project light
underwater in the desired direction. We have only tested it to project planes
because that is probably optimal for scanning. However, if the scope of appli-
cations of the projection system is broadened, other projection patterns could
prove more suitable.

Automatic calibration Accurate underwater 3D scanners could become a crucial
sensor for marine archaeologists and biologists. In order to expand its usability,
a desirable property of the sensor would be automatic calibration. Therefore,
it might be worth it to investigate possible automatic calibration procedures
so that it could be easily operated and reconfigured by non-technical users.

Multimodal perception For certain applications, it could be desirable to capture
the texture of the 3D data. This could be achieved by acquiring simultaneously
the scene using a colour camera, which would result in a conceptually similar
system to [18].
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Non-rigid point cloud registration The non-rigid point cloud registration method
proposed in Chapter 5 has been proved able to successfully remove the distortion from
real underwater 3D scans. However, it could potentially benefit from the following im-
provements:

Higher robustness A very desirable property of the algorithm would be to show
a more robust behaviour when matching point clouds deformed by large rota-
tions. Likewise, increasing its robustness to worse initial guesses would broaden
its applicability.

Automatic parameter estimation The results of the registration algorithm are
relatively sensitive to the input parameters β and λ. Ideally, the value of these
parameters could be inferred from navigation data, such as current linear and
rotational velocities. This would contribute to making it easier to use by non-
experts.

SLAM integration The next natural step in this research line would be to in-
vestigate how to use the outputs of this method as observations in a SLAM
framework. Our registration algorithm provides the relative 6-DoF transfor-
mation that needs to be applied to each robot pose. These results can be used
as constraints to the SLAM problem to obtain more accurate navigation and
mapping results.
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