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Abstract
Entangled photon pairs can enhance optical imaging capabilities. Phase imaging
allows detecting fine detail of transparent samples without potentially invasive
fluorescent labelling, and here entanglement enables a higher signal-to-noise ra-
tio (SNR) than possible with only classical light. Spatial correlations from sponta-
neous parametric down conversion (SPDC) photon pair sources can also be used
to increase spatial resolution and robustness to noise and aberrations in imperfect
optical systems. Quantum imaging therefore represents a powerful approach to
push imaging science beyond its current limits.

Until recently, the principal barrier to implementing useful quantum imag-
ing schemes based on entangled photons has been technological, as scalable im-
age sensors capable of multi-photon imaging were unavailable. However, this
situation has changed with the development of single photon avalanche diode
(SPAD) array cameras, as well as efficient high brightness entangled photon pair
sources based on SPDC. These advances have led to the required components now
approaching relative technological maturity, opening the window towards engi-
neering useful and scalable systems that exploit entanglement in order to improve
optical imaging.

In this thesis, we show the development of a quantum imaging platform able
to perform practical and fast spatially resolved multi-photon coincidence imag-
ing with high SNR. Special focus is placed on wide-field entanglement-enhanced
phase imaging capability, in order to extend experimental sensitivity beyond lim-
its imposed by classical light. The main components of our platform are: sources
of hyper-entangled photon pairs, a large field-of-view optical imaging system
with phase measurement capabilities, and coincidence imaging using SPAD ar-
ray cameras. More specifically, the thesis describes:

• The first realization of a wide-field entanglement-enhanced phase imager.
Wide-field here refers to the ability to acquire images across the entire field-
of-view simultaneously (i.e. without need for pixel-to-pixel scanning, some-
times also called full-field). Quantum-enabled super-sensitivity in phase
imaging beyond the capability of equivalent classical measurement is demon-
strated by careful experimental noise and resource analysis methods. Our
system’s capabilities were tested through several sample measurements cor-
responding to use cases with real-world relevance, including nanometre-
scale feature step heights in transparent material, biomedical protein mi-
croarrays, as well as birefringent phase samples.
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• The development of general experimental and numerical tools to calculate
photon pair coincidence images and videos from SPAD array cameras, with
photon-counting and time-tagging readout modalities, as well as the re-
trieval of phase images resulting from multi-photon entanglement interfer-
ence, by adapting techniques from interferometry and holography. We per-
formed also a detailed study and optimization of the influence of different
experimental parameters resulting image quality factors.

• The evolution and optimization of our system towards real-time quantum
imaging capability. Acquisition speed is a key element of usefulness, and in
this thesis we integrate, first, a visible-wavelength entangled photon source,
and second, a novel time-tagging SPAD array camera. The resulting entan-
glement enabled imager presents an improvement by at least four orders
of magnitude in measurement speed compared to previous state-of-the-art
demonstrations, resulting in the ability to record ∼Hz frame rate entangled
photon pair coincidence videos. We show that this system, besides phase
imaging, has additional applications in the form of real-time entangled state
fidelity monitoring, and real-time point spread function characterization of
optical systems which has important applicability to adaptive optical imag-
ing.



Resumen
Los pares de fotones entrelazados pueden mejorar la capacidad de obtención de
imágenes. La formación de imágenes de fase permite detectar detalles de mues-
tras transparentes con alta precisión y sin necesitar marcas fluorescentes poten-
cialmente invasivas. Además, el entrelazamiento permite una mayor relación
señal-ruido (SNR, por sus siglas en inglés) de la que es posible utilizando luz
clásica. Las correlaciones espaciales de las fuentes de pares de fotones basadas en
conversión paramétrica descendente espontánea (SPDC, por sus siglas en inglés)
también pueden ser empleadas para aumentar la resolución espacial, y la robustez
frente al ruido y a las aberraciones. Por tanto, las técnicas de captación de ima-
gen cuántica son una potente estrategia para impulsar el campo de la ciencia de
la fotografía especializada más allá de sus límites actuales.

La mayor barrera en la implementación de esquemas de captación de imá-
genes cuánticas basadas en fotones entrelazados es principalmente tecnológica,
al carecer de sensores de imagen escalables capaces de detectar imágenes mul-
tifotónicas. No obstante, el desarrollo de cámaras de matriz de fotodiodos de
avalancha de fotón único (SPAD, por sus siglas en inglés), y de fuentes de pares
de fotones entrelazados de alta eficiencia y brillo, basadas en SPDC, ha cambiado
el panorama actual. Estos avances han permitido que los componentes necesar-
ios alcancen una relativa madurez tecnológica, lo que abre una ventana de opor-
tunidad para la ingeniería de sistemas útiles que aprovechan el entrelazamiento
para mejorar la imagen óptica.

En esta tesis, mostramos el desarrollo de una plataforma de captación de imá-
genes cuántica práctica y rápida, capaz de generar imágenes mediante el uso de
coincidencias multifotónicas. Principalmente, nos centramos en la capacidad de
formar imágenes de fase de campo amplio, mejoradas por entrelazamiento. Los
componentes principales de nuestra plataforma son: fuentes de pares de fotones
hiperentrelazados, un sistema óptico de imagen con un gran campo de visión y
capacidad de medición de fase, y formación de imagen mediante la detección en
coincidencias utilizando cámaras SPAD. Específicamente, la tesis describe:

• La primera realización de un sistema de captación de imágenes de fase en
configuración de campo amplio mejorado por entrelazamiento. Utilizando
métodos de análisis del ruido y de los recursos, se logró demostrar la su-
persensibilidad en la medición de fase facilitada por iluminación con luz
cuántica. Las capacidades de nuestro sistema se probaron con medidas
correspondientes a ejemplos del mundo real, por ejemplo, midiendo mi-
croarreglos ultrafinos (grosor de ∼nm) en materiales transparentes, mues-
tras biomédicas de microarrays de proteínas, y de fase birrefringente.
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• El desarrollo de herramientas numéricas y experimentales generales para
calcular imágenes y vídeos de coincidencias de pares de fotones con cámaras
SPAD, con modos de lectura de conteo de fotones y etiquetado de tiempo.
Además, se desarrolló la recuperación de imágenes de fase del entrelaza-
miento, adaptando técnicas de interferometría y holografía. Asimismo, se
realizó un estudio detallado sobre la influencia de diferentes parámetros ex-
perimentales en los factores de calidad de imagen.

• La evolución y optimización de nuestro sistema hacia la formación de imá-
genes cuánticas en tiempo real. Se integró primero una fuente de fotones en-
trelazados de longitud de onda visible y, seguidamente, una nueva cámara
SPAD con marcado temporal. El sistema resultante presenta una mejora de
al menos cuatro órdenes de magnitud en la velocidad de medición en com-
paración con otras demostraciones. Esto confiere al sistema la capacidad de
grabar vídeos de coincidencias de pares de fotones entrelazados con una tasa
de fotogramas de ∼Hz. Este sistema, además de medir la fase, tiene apli-
caciones para monitorizar tanto la fidelidad de estados de entrelazamiento
como la caracterización de la función de dispersión de punto.
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Chapter 1

Introduction

Seeing is believing: optical imaging is perhaps the most important means through
which we understand the world. In science and technology, devices and methods
have developed that improve upon the abilities of the human eye, making visi-
ble what was "invisible", and revolutionizing understanding across many fields.
For example, enhanced imaging capabilities in biology have uncovered inner pro-
cesses that dictate the functioning of living organisms, while in material science
they have enabled precise fabrication of ever finer structures at micro and nanoscale
[1, 2]. These advances have led to applications in a wide range of sectors such as
health and diagnostics, and industrial metrology.

1.1 Classical optical imaging and its limitations

There are three essential ingredients in optical imaging. First, a light source illu-
minates the object of interest. Second, light from the object is collected by an op-
tical system, which forms an image of the object. Third, the light is then detected
by a detector capable of faithfully registering the image. Significant advances in
any of these three steps improve imaging capabilities, which often leads to new
insights or applications [3]. The development of bright and stable light sources
as well as efficient low noise cameras allows increasingly sensitive imaging, in
which slight differences in samples are accurately represented in detected images
[4]. Refinements in optical lenses and mirrors have resulted in powerful micro-
scopes, providing images of small-scale sample features at high spatial resolution.
Spatial resolution is further being improved by a battery of fluorescence imaging
techniques [1]. Optical systems capable of interference imaging, visualizing phase
shifts in the probe light, allow detecting completely transparent features against
equally transparent samples and substrates [5–8]. Increasing camera acquisition
speed has led to being able to record sample dynamics [9].

However nowadays, in many cases continuing these improvement steps one
faces difficulties due to fundamental properties of light, rather than technical im-
perfections of experimental equipment. Prominently, imaging sensitivity, which
relates to the smallest change in a sample detectable by the measurement, is now
largely limited by the photon statistics of classical light (and not by specifications
of light source and/or detector). To be concrete, it is well known that detecting
classical light with a means number of M photons incurs an uncertainty of

√
M
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photons due to the so-called shot noise [4, 10]. In other words, increasing the signal-
to-noise ratio (SNR) necessarily requires increasing the number of illumination
photons M. But, many samples are themselves modified or even damaged by too
high illumination levels, and thus M cannot be increased arbitrarily high [11]. Fur-
ther challenges include imaging samples deep inside complex media (such as cells
in living tissue), where light from the object is distorted in propagation. Here, typ-
ically active adaptive optical imaging systems are required to obtain sharp images,
however, optimizing such adaptive optics is an iterative procedure, and often the
necessary characterization of aberrations is difficult to obtain [12, 13]. In addition,
image spatial resolution is limited by diffraction of light to approximately half of
the illumination wavelength [3]. While this limit can be beaten using fluorescence
imaging techniques [14, 15], fluorophores themselves can interfere with samples
under studied, representing therefore a potentially invasive method.

1.2 Quantum imaging

A relatively new approach that seeks to overcome the aforementioned limitations
is quantum imaging. Emerging from fundamental studies in quantum optics and
quantum information, a number of techniques relying on quantum resources have
been identified that can help to surpass the limits of classical imaging [16, 17].
From quantum metrology it is known that multi-photon entangled states enable
phase measurements with higher sensitivity than possible classically [10, 18]. This
can therefore allow surpassing shot noise-limited SNR, thus reaching in critical
samples a higher sensitivity without resorting to damaging illumination intensi-
ties [19, 20]. Spatial or momentum correlations between the constituent photons
forming multi-photon quantum states of light can aid in complex imaging situa-
tions, for example by rejecting strong scattering [21, 22] or in optimizing adaptive
optics [23]. Super-resolution quantum microscopy makes use of spatially corre-
lated or entangled multi-photon states to surpass diffraction limited spatial res-
olution without requiring fluorescent labelling [24, 25]. Exploiting quantum re-
sources has also enabled new imaging modalities which have no classical coun-
terparts, such as imaging with undetected photons [26], and imaging based on the
Hong-Ou-Mandel effect [27].

Quantum imaging using multi-photon quantum states of light places specific
requirements on the essential ingredients of optical imaging described above. First,
clearly the light source must emit multi-photon states, which then illuminate the
object. For the case of quantum states consisting of two entangled photons (i.e.
entangled photon pairs), there exists a readily available solution in the form of
spontaneous parametric down conversion (SPDC) in bulk nonlinear crystals [28].
The increased prominence of quantum networks has, in recent years, led to rapid
development of SPDC entangled photon sources (EPSs), which therefore now rep-
resent a platform with high technological maturity. Second, the imaging detector
must likewise be capable of detecting these multi-photon states. Until recently,
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this latter requirement in particular could not be satisfied in a practical and scal-
able manner. In order to detect multi-photon states, it is necessary to count tem-
poral correlations between photon detections [29]. In intuitive terms: if a multi-
photon state is generated at a particular moment in time, we would expect all the
photons constituting this state to arrive at the detector at the same time. Mea-
suring multi-photon behaviour therefore means that the imaging detector must
be capable of registering with a high degree of accuracy the occurrence of such
coincidences, that is, multiple temporally correlated detections.

Coincidence imaging is, in principle, feasible with "traditional" image sensor
technologies. Using electron-multiplying charge-coupled device (EMCCD) and
even ordinary charge-coupled device (CCD) cameras, it is possible to retrieve
the wanted temporal correlations through statistical analysis of a large dataset
of many intensity images [30, 31]. However, due to slow readout speeds and non-
negligible technical noise, using EMCCD and CCD cameras for quantum imaging
results in extremely low acquisition speeds of many hours or even days. Inten-
sified CCD cameras have also been used in proof-of-principle quantum imaging
demonstrations, but suffer from similar drawbacks [32]. The practicality of quan-
tum imaging with EMCCDs and ICCDs is further detrimentally affected by the
need for expensive custom components difficult to mass-produce: EMCCDs re-
quire bulky active cooling equipment to achieve sufficiently low camera technical
noise, while ICCDs rely on high voltage analogue electronics in the intensifier
(photocathode, microchannel plate, and phosphor screen) [33]. A more natural
solution to the problem of detecting temporal coincidences is offered by so-called
single-photon detectors, such as single-photon avalanche diodes (SPADs), and su-
perconducting nanowire single-photon detectors (SNSPDs) [34, 35]. These detec-
tion technologies natively allow registering photon detections with zero readout
noise and high temporal resolution (below nanosecond level) [29, 36]. SPADs and
SNSPDs have been the detectors of choice in experimental quantum optics for
many years. However, until recently they were only available in "single-pixel"
format, that is, as stand-alone units integrating only one detector. In fact, while
quantum-enhanced phase imaging was shown already using SPAD detectors in
Refs. [37] and [38], these works do not represent true imaging platforms as the en-
tangled photons probing a sample were detected with single-pixel detectors and
images were constructed by scanning the sample point-by-point. This inherently
limits scalability due to a range of practical drawbacks, including mechanical vi-
brations and long-term reliability issues caused by moving parts, the necessity of
complex synchronization procedures between pixel-scanning and light detection,
and prohibitively long scanning times.

The realization of two-dimensional arrays of SPADs fabricated in standard
complementary metal oxide semiconductor (CMOS) processes represents the most
important recent advance in quantum imaging. The SPAD array cameras thus fab-
ricated are mass-producible and therefore scalable and affordable in principle [39].
SPAD array cameras allow low noise, extremely fast coincidence counting at room
temperature operation [40, 41], and moreover in relevant performance parameters
such as pixel number and detection efficiency are beginning to approach if not sur-
pass competing camera technologies [42]. Therefore, the combination of SPDC-
based entangled photon sources and SPAD array cameras, with both platforms
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presently reaching relatively high degree of technological maturity, presents an
opportunity to develop practical quantum imaging techniques that may become
useful beyond laboratory proof-of-principle demonstrations.

In this thesis, we push forwards the development of quantum imaging, inte-
grating SPDC entangled photon sources and SPAD array cameras, as a means to
extend beyond the current limits of optical imaging science. Our primary focus is
the realization of quantum-enhanced phase imaging. The motivation for focusing
on phase imaging is two-fold: quantitative phase imaging is increasingly being
adopted in biomedicine as less invasive than the more established fluorescence
imaging methods [8], and it is well-known that by using entanglement the phase
measurement sensitivity can be improved with respect to the classical shot noise
limit described above [18]. Moreover, our work on entanglement-enhanced phase
imaging complements existing active research directions seeking to enhance spa-
tial resolution with SPDC and SPAD array cameras [43]. The secondary focus of
this thesis is more exploratory: having optimized a practical and scalable quan-
tum imaging system based on SPDC and SPAD arrays, we would like to under-
stand whether SPDC spatial correlations can be utilized in advanced microscopic
imaging techniques.

1.3 Thesis objectives

This thesis is dedicated to advancing practical and scalable quantum-enhanced
imaging techniques. To this end the main objectives of this thesis are:

• Realization of a wide-field entanglement-enhanced phase imager. Wide-
field here refers to the ability to acquire images across the entire field-of-view
(FoV) simultaneously (sometimes also called full-field).

• Development of computational methods to recover coincidence images and
videos from SPAD array cameras, as well as the retrieval of phase images
resulting from multi-photon entanglement interference.

• Detailed study of the influence of different experimental parameters on co-
incidence image quality factors, such as sensitivity, as well as theoretical and
experimental techniques to optimize target image specifications.

• Optimization of entanglement-enhanced phase imaging acquisition speed
through the use of first a visible-wavelength entangled photon source, and
second, a novel time-tagging SPAD array camera, up to real-time quantum
imaging capability.

• Demonstration of additional applications in the form of real-time entangled
state fidelity monitoring, by imaging interference fringe contrast, and ex-
ploiting SPDC spatial correlations for real-time point spread function char-
acterization of optical systems, which is important in adaptive optical imag-
ing.
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1.4 Thesis outline

The thesis is structured as follows:
Chapter 2 introduces quantum states of light, and describes the most com-

mon way to generate two-photon quantum states, spontaneous parametric down
conversion (SPDC). Some details on the experimental configurations that allow
generating entanglement in polarization and space-momentum using SPDC are
also provided.

Chapter 3 describes how coincidences can be measured by SPAD array cam-
eras, which enables the detection and imaging of entangled photon states. First
introducing the simplest possible coincidence counting setup consisting of two
single-pixel SPADs, these techniques are then extended to photon-counting, and
time-tagging SPAD array cameras.

Chapter 4 provides a mathematical description of the interference of light. The
formalism for classical and entangled N-photon N00N state interference is pre-
sented, as well as two methods to retrieve an unknown sample phase: firstly,
inverting the sinusoidal dependence of an interferometer output detection signal
on the sample phase, and secondly, phase-shifting digital holography (PSDH).
Chapter 4 also presents a quantification of the experimental uncertainty in phase
measurements, allowing therefore to compare relative sensitivities between dif-
ferent phase measurements.

Chapter 5 presents the first experimental demonstration of an entanglement-
enabled super-sensitive phase imager operating in a wide-field configuration. This
is achieved by exploiting hyper-entanglement, simultaneous N00N state entan-
glement in polarization and correlations in a massive pixel mode state space, en-
abling the retrieval of phase information with a large field-of-view (FoV) using a
SPAD array camera. The feasibility of this approach is demonstrated by retriev-
ing phase images of birefringent and non-birefringent test samples, including a
protein microarray sample which demonstrates the applicability for biomedical
diagnostic applications. Sensitivity enhancements over equivalent classical mea-
surements agreeing with theoretical predictions are also shown.

Chapter 6 describes how a visible-wavelength entangled photon source can
enable high-speed quantum imaging. By operating at high SPAD array detection
efficiency, acquisition speed is increased by more than an order of magnitude com-
pared to Chapter 5. The accurate retrieval of nanometre scale height differences
is also demonstrated. Lastly, Chapter 6 introduces a method to quantify phase
sensitivity, which is independent of phase image spatial distribution.

Chapter 7 presents results combining visible-wavelength entangled photon
pair illumination and a new time-tagging SPAD array camera with a near unity
duty cycle. Firstly, SPDC photon pair spatial correlations are used to obtain real-
time videos of an imaging system’s point spread function (PSF). Secondly, Chapter
7 demonstrates real-time wide-field imaging of interference fringes resulting from
classical and two-photon N00N state interference, where fringe contrast can be
used to optimize interference visibility. Thirdly real-time wide-field entanglement-
enhanced phase imaging (similar to Chapters 5 and 6) is shown at∼Hz frame rate.

Chapter 8 summarizes the main results of this thesis, and gives a brief outlook
on potential future developments.
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Chapter 2

Generating Entangled Photon
Pairs

One of the most important developments in modern physics was the realization
that a quantum mechanical description of the world allows for profoundly dif-
ferent behaviour than classical physics. Effects such as probability amplitude in-
terference and entanglement were once studied out of interest at a fundamental
level, but are now essential to a huge number of promised quantum-enabled ap-
plications [44].

This chapter gives a brief introduction to quantum states of light, including
entanglement. We also provide a basic description of the most common way to
generate two-photon quantum states, spontaneous parametric down-conversion
(SPDC). Lastly, this chapter presents some detail on the experimental configura-
tions that allow using SPDC to generate entanglement in polarization and space-
momentum degrees of freedom. Note that we focus here only on essential back-
ground for experiments presented in later chapters, and make no claim to great
mathematical rigour. For a more in-depth treatment of the subject, the interested
reader is referred to the standard quantum optics and quantum mechanics text-
books [29, 36, 45, 46].

2.1 Basic Concepts – Quantum states and entangle-
ment

Quantum physics teaches us the fundamental insight that any physical theory of
the world only tells us the probability for a system to be found in a certain state
[46–48]. In contrast to classical probabilities, the quantum mechanical description
of the world involves a phase term. For example, consider a weighted (classical)
coin, with probability PHeads of landing on Heads when flipped, where PHeads is a
real number between 0 and 1. Landing on Heads and Tails are mutually exclusive
outcomes, so the probability of Tails is PTails = 1− PHeads. In the case of a quantum
system, the analogous situation is represented by the quantum state vector, or
"wave function", |Ψ〉:

|Ψ〉 = α |ψ1〉+ β |ψ2〉 , (2.1)
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where the basis vectors |ψ1〉 and |ψ2〉 are mutually exclusive possible states of
the system. The probability amplitudes α and β are complex numbers satisfying
the condition |α|2 + |β|2 = 1. The probability of measuring the quantum sys-
tem described by |Ψ〉 in the state |ψ1〉 is given by | 〈ψ1|Ψ〉 |2 ≡ α∗α 〈ψ1|ψ1〉 +
β∗β 〈ψ1|ψ2〉 = |α|2, where if α ≡ a exp(iφα), we have the complex conjugate
α∗ ≡ a exp(−iφα). Generalizing Eq. 2.1, let us consider a set of orthogonal state
vectors {|ψi〉}, satisfying 〈ψi|ψj〉 = δij. If all |ψi〉 represent possible states of a
quantum system, any linear combination thereof is also a valid state [46]:

|Ψ〉 = ∑
i

αi |ψi〉 , where

∑
i
|αi|2 = 1. (2.2)

Every orthogonal basis vector can be thought of as a degree of freedom of the
quantum system, where a state with D non-zero weighting coefficient αi repre-
sents a D-level quantum system (sometimes also called a D-dimensional system
[49]). Formally, such a D-level system is said to be described by a state vector
residing in a D-dimensional linear unitary vector space, or Hilbert Space.

Not all physical systems can be described by a single state vector. Those that
can are said to be in a pure state, while those that cannot are known as mixed
states. A mixed state is described as a sum of projection operators:

ρ̂ = ∑
i

pi |ψi〉 〈ψi| , (2.3)

where ∑i pi = 1, and pi ≥ 0 can be thought of as the probability of the system
being in the pure state |ψi〉. Equation 2.3 is known as the density matrix, and can
be used to determine the purity of a quantum state:

P = Tr(ρ̂2)

{
= 1 for pure states,
< 1 for mixed states.

(2.4)

If two quantum systems are independent from each other, and are described
by (pure) state vectors |ψA〉 and |ψB〉, respectively, the joint system is denoted
by the tensor product |ψA〉 ⊗ |ψB〉. For concreteness, let us consider the example
where |ψA〉 = α1 |ψ1〉+ α2 |ψ2〉 and |ψB〉 = β1 |ψ1〉+ β2 |ψ2〉. The tensor product
is therefore

|ψA〉 ⊗ |ψB〉 = α1β1 |ψ1ψ1〉AB + α1β2 |ψ1ψ2〉AB + α2β1 |ψ2ψ1〉AB + α2β2 |ψ2ψ2〉AB ,
(2.5)

where |ψiψj〉AB = |ψi〉A |ψj〉B denotes the state of quantum system A in |ψi〉 and
B in |ψj〉. In general, a state |Ψ〉 is known as separable if it can be separated
into a tensor product between two other state vectors (i.e. ∃ |ψi〉, |ψj〉 such that
|Ψ〉 = |ψi〉 ⊗ |ψj〉).

Looking at Eq. 2.5, simply by removing some terms the following state can be
constructed:

|ψ3〉 = α1β1 |ψ1ψ1〉AB + α2β2 |ψ2ψ2〉AB , (2.6)
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where α1, β1, α2, and β2 must be rescaled in Eq. 2.6 compared to Eq. 2.5 such that
|α1β1|2 + |α2β2|2 = 1. What is peculiar about Eq. 2.6 is that |ψ3〉 cannot, in fact,
be decomposed into the tensor product of two other states. That is, |ψ3〉 repre-
sents two quantum systems A and B, which cannot be described independently
of each other. Indeed we see that measuring system A to be in state |ψ1〉 immedi-
ately means that system B must be in state |ψ1〉 too, as |ψ3〉 contains no |ψ1ψ2〉AB
term. In the language of the Copenhagen interpretation of quantum mechanics,
measuring A in state |ψ1〉 causes the wave function to collapse such that B must
also be in state |ψ1〉. This effect is known as entanglement, and two or more quan-
tum systems described by the same non-separable wave function are said to be
entangled [29, 46, 47].

In analogy to bits, classical systems with two possible states "0" and "1", two-
dimensional quantum states are often named "qubits", with their two basis states
denoted |0〉 and |1〉, respectively. While bits are used to represent information
in classical information processing, qubits ("quantum bits") are used to represent
quantum information, which serves as the "language" for quantum computation
and quantum communication. An important class of entangled states between
two qubits is represented by the four Bell states, defined as follows [29, 46]:

|Φ+〉AB =
1√
2
(|00〉AB + |11〉AB) , (2.7)

|Φ−〉AB =
1√
2
(|00〉AB − |11〉AB) , (2.8)

|Ψ+〉AB =
1√
2
(|01〉AB + |10〉AB) , (2.9)

|Ψ−〉AB =
1√
2
(|01〉AB − |10〉AB) . (2.10)

At this point, despite possessing the basic mathematical tools to describe the
quantum state of a physical system, we might still ask ourselves what function
is served by the probability amplitudes of a state being complex numbers. We
illustrate this now through an explicit example: let us define the following states,
in terms of the qubit basis vectors:

|+〉 = 1√
2
(|0〉+ |1〉) , (2.11)

|−〉 = 1√
2
(|0〉 − |1〉) . (2.12)
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Measuring the qubit state |ψφ〉 = 1/
√

2 (|0〉+ exp(iφ) |1〉) in the |+〉 basis there-
fore results in the following:

| 〈+|ψφ〉 |2 =

∣∣∣∣∣〈+| 1√
2

(
|+〉+ |−〉√

2
+ eiφ |+〉 − |−〉√

2

)∣∣∣∣∣
2

=
1 + cos φ

2
. (2.13)

Similarly, projecting both A and B in |Φφ〉 = 1√
2
(|00〉AB + exp(iφ) |11〉AB) onto

the |+〉 basis:

| 〈+|B 〈+|A |Φφ〉AB |
2 =

∣∣∣∣∣〈+|B 〈+|A 1√
2

(
|+〉A + |−〉A√

2

)(
|+〉B + |−〉B√

2

)

+ 〈+|B 〈+|A
eiφ
√

2

(
|+〉A − |−〉A√

2

)(
|+〉B − |−〉B√

2

)∣∣∣∣∣
2

=
1 + cos φ

4
. (2.14)

We see that the measurement outcomes in Eq. 2.13 and Eq. 2.14 depend on the
phase φ of the probability amplitudes in |ψφ〉 and |Φφ〉, respectively. That is, com-
plex probability amplitudes enable describing not only the relative probability of
states, but also their interference. Interestingly, a recent landmark study has shown
that quantum theory must, in fact, contain complex numbers for a complete de-
scription of the world [50, 51]. In other words, there exist physically realizable
systems which cannot be accurately described using only real numbers.

2.2 Photonic quantum states of light

Section 2.1 introduced some basic concepts to represent the quantum state of a sys-
tem, without making reference to any particular physical implementation. Here,
we show how different quantum states can be realized by photons.

2.2.1 Photon number states

The concept of the "photon", that is, a single particle or wave packet of light, can be
derived by the quantization of the electromagnetic field as described by Maxwell’s
equations, and the quantum harmonic oscillator [29, 52, 53]. The ground state of
the quantum harmonic oscillator representing the quantized energy levels of the
electromagnetic field is known as the vacuum |vac〉. The operators defined to raise
and lower the energy level in this field are known as the creation and annihilation
operators, denoted by convention as â† and â, respectively. Applying the creation
operator to the vacuum field results in the generation of a single electromagnetic
quanta – a photon. The photon number state |n〉, or Fock state, represents the state
with a definite number of n electromagnetic quanta (i.e. n photons). The creation
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operator can then be defined by its operation as follows

â† |n〉 =
√
(n + 1) |n + 1〉 , (2.15)

and the annihilation operator as

â |n〉 =
√

n |n− 1〉 . (2.16)

This allows expressing the Fock state |n〉 in terms of repeated applications of the
creation operator on the vacuum state:

|n〉 = (â†)n
√

n!
|vac〉 . (2.17)

It is also useful to define the photon number operator n̂ = â† â, which yields the
number of photons of a state:

〈n| n̂ |n〉 = 〈n| n1/2((n− 1) + 1)1/2 |n〉
= 〈n| n |n〉 = n. (2.18)

Fock states display highly non-classical behaviour, as their variance in photon
number is zero. However, coherent states, which behave like classical light fields
emitted by lasers, can be represented in terms of photon number states [29]:

|α〉 = e−|α|
2/2

∞

∑
n=0

αn
√

n!
|n〉 . (2.19)

Using the photon number operator, the mean photon number of a coherent state
|α〉 is given by the expectation value

〈α| n̂ |α〉 = |α|2 = n. (2.20)

This matches with the classical notion of the intensity of a coherent electromag-
netic field. The probability mass function of |α〉, as a function of photon number,
is then given by

P(n) = | 〈n|α〉 |2 = e−|α|
2 (|α|2)n

n!

=
nne−n

n!
. (2.21)

Equation 2.21 is a Poissonian distribution with variance n. That is, a coherent state
of light, with mean number of photons n, always has an uncertainty in photon
number with standard deviation of

√
n. This phenomenon is known as shot noise

[29, 54].
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2.2.2 Polarization degree of freedom

Two-dimensional quantum states (i.e. qubits) can be encoded in the polarization
degree of freedom of photons. Polarization qubits have been extensively studied:
as they can be generated experimentally with relative ease; many of the pioneer-
ing demonstrations of quantum information processing were first performed us-
ing polarization qubits [55–57]. Moreover, as polarization qubits have been shown
to maintain their quantum state well during propagation through turbulent atmo-
spheric free-space links, they have become the medium of choice for free-space
quantum communication [58–61].

Begin by defining the |H〉 and |V〉, as the following single photon Fock states:

|H〉 ≡ â†
H |vac〉 , (2.22)

|V〉 ≡ â†
V |vac〉 , (2.23)

where the H (V) subscript on the â† operators indicates that the photon is created
in the horizontal (vertical) polarization mode. In other words, |H〉 (|V〉) represents
a single photon with linear horizontal (vertical) polarization. |H〉 and |V〉 make
for natural qubit basis vectors, that is:

|0〉 ≡ |H〉 , (2.24)
|1〉 ≡ |V〉 . (2.25)

Note the bold font of the logical qubit state |1〉 to distinguish it explicitly from the
single photon Fock state |1〉. Further, it is useful to define the diagonal (|D〉) and
anti-diagonal (|A〉) linear polarization states:

|D〉 ≡ |H〉+ |V〉√
2

, (2.26)

|A〉 ≡ |H〉 − |V〉√
2

, (2.27)

as well as the right-handed circular (|R〉) and left-handed circular (|L〉) polariza-
tion states:

|R〉 ≡ |H〉+ i |V〉√
2

, (2.28)

|L〉 ≡ |H〉 − i |V〉√
2

. (2.29)

In practice of course it is arbitrary which directions are designated as "horizontal"
and "vertical". Typically, however, for laboratory experiments performed using
setups mounted on optical tables, we designate the direction parallel to the table
surface as "horizontal".

Using a polarized single photon state we can therefore replicate the single-
qubit interference described by Eq. 2.13, projecting the state |ψφ〉 = 1/

√
2 (|H〉+ exp(iφ) |V〉)
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into the diagonal polarization:

| 〈D|ψφ〉 |2 =

∣∣∣∣∣〈D|
(

1√
2

(
|D〉+ |A〉√

2
+ eiφ |D〉 − |A〉√

2

))∣∣∣∣∣
2

=
1 + cos φ

2
. (2.30)

In practice, the 〈D| projection is achieved simply by passing the light through a
diagonally oriented linear polarizer.

Continuing with the designation |0〉 ≡ |H〉 and |1〉 ≡ |V〉, it is clear that the
Bell states (Eq. 2.7-2.10) can be realized using two entangled polarized photons.
For example |Φ+〉 = 1/

√
2(|HH〉AB + |VV〉AB), which represents two photons A

and B, entangled in their polarization degrees of freedom. Note that at this point it
is important to clarify what is meant by calling one photon"A", and the other pho-
ton "B". Photons are bosons, which means that two photons do not obey the Pauli
exclusion principle, and can be completely identical in every way [29]. However,
a pure state consisting of a pair of photons with the same polarization H (for ex-
ample), but identical in every other way, is simply a two-photon Fock state in the
H polarization mode, i.e. (â†

H)
2/2 |vac〉 (from Eq. 2.17). It would be meaningless

in this case to label one photon "A" and the other "B". On the other hand, it is nec-
essary to use such labels to "keep track" of the two individual photons, if they are
distinguishable in some degree of freedom other than polarization, for example
spatial mode, frequency, time-bin, or orbital angular momentum [62, 63]. There-
fore, we can now write out a two-qubit interference effect analogous to Eq. 2.14,
by projecting the state |Ψ〉AB = (|HH〉AB + ei(φA+φB) |VV〉AB)/

√
2 into the diag-

onal linear polarization basis. The subscripts A and B refer to the two photons’
respective spatial modes (or, equivalently, frequency modes, or time-bins, etc).

| 〈D|B 〈D|A |Ψ〉AB |2 =

∣∣∣∣∣〈D|B 〈D|A
(
|HH〉AB + ei(φA+φB) |VV〉AB√

2

)∣∣∣∣∣
2

=

∣∣∣∣∣〈D|B 〈D|A 1√
2

(
|D〉A + |A〉A√

2

)(
|D〉B + |A〉B√

2

)

+ 〈D|B 〈D|A
ei(φA+φB)

√
2

(
|D〉A − |A〉A√

2

)(
|D〉B − |A〉B√

2

)∣∣∣∣∣
2

=
1 + cos (φA + φB)

4
. (2.31)

In contrast to Eq. 2.14, here the phase term between |HH〉AB and |VV〉AB is (φA +
φB), explicitly specifying the phase acquired by photon A and photon B (although,
the interference in Eq. 2.31 only depends on the sum of the two single photon
phases).

A special case of Eq. 2.31 is represented by the situation in which photons A
and B are indistinguishable, that is, modes A and B are the same. In this case we
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can drop the subscripts and write the state as |Ψ〉 = (|HH〉+ ei(2φ) |VV〉)/
√

2, so
that Eq. 2.31 becomes

| 〈DD|Ψ〉 |2 =
1 + cos 2φ

4
, (2.32)

where φ still represents the single-photon phase, i.e. the phase acquired by each
of the two photons constituting the entangled state. As pointed out above, |HH〉
and |VV〉 are simply the two-photon Fock states with horizontally and vertically
polarized photons, respectively. Therefore |Ψ〉 can also be written as

|Ψ〉 = |20〉HV + ei2φ |02〉HV√
2

, (2.33)

that is, the mode subscripts now refer to the H and V polarization modes. In this
thesis, the notation |HH〉 (|VV〉) will be preferred in general, but is always com-
pletely equivalent to |20〉HV (|02〉HV). Equation 2.33 is a two-photon entangled
state, but it can be readily seen that the same form can be extended to Fock states
with an arbitrary number of photons:

|ΨN00N〉 =
|n0〉HV + |0n〉HV√

2
, (2.34)

where, as indicated by the state name’s subscript, this class of N-photon entangled
photon states is named the class of N00N states (the origin of this term should be
fairly obvious from the form of the notation in the Fock state basis). Of course,
while here N00N states are expressed in terms of polarization modes, it is equally
possible to construct N00N states with N photons in any two modes, whether
these be two spatial modes, two time-bin modes, and so on. Passing a N-photon
N00N state through a single-photon phase φ between the two modes (that is, a
single photon would acquire phase φ), results in

|ΨN00N〉 (φ) =
|n0〉HV + einφ |0n〉HV√

2
. (2.35)

Therefore, we see that N00N states amplify a phase they acquire by a factor of N,
where N is the number of entangled photons constituting |ΨN00N〉.

2.3 Spontaneous parametric down-conversion (SPDC)

In order to generate quantum states of the type introduced in Sections 2.1 and 2.2,
spontaneous parametric down-conversion (SPDC) represents the method with, at
present, the highest level of technological maturity [28, 64, 65]. SPDC has been
studied extensively, and there exists a large experimental as well as theoretical
"toolbox" to optimize a setup for entanglement generation. In SPDC, a mate-
rial with second-order optical nonlinearity is illuminated by a pump light source,
where pump photons are converted into pairs of longer wavelength photons. This
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interaction is governed by momentum and energy conservation laws, which en-
sure correlations between the two generated photons – this property is what leads
to naturally emerging entanglement in a variety of degrees of freedom [62, 63].

2.3.1 SPDC photon-pair generation

When light passes through a dielectric material, the electromagnetic field induces
the polarization of the optical medium. This can be written as

P = ε0

(
χ(1)E + χ(2)EE + χ(3)EEE + ...

)
, (2.36)

where ε0 is the permittivity of vacuum, and χ(n) represents the nth order suscep-
tibility of the medium [66]. The first-order susceptibility χ(1) describes all linear
optical effects, such as refraction of light. The higher-order terms govern nonlinear
optical interactions in the material. In particular, the χ(2) describes second-order
effects such as second harmonic generation, and spontaneous parametric down-
conversion (SPDC).

Fig. 2.1, adapted from Ref. [67], shows the main features of SPDC photon pair
generation. A pump beam, normally a laser (blue beam in Fig. 2.1(a)), passes
through a material with non-negligible second-order susceptibility, normally a
crystal ("χ2 crystal" in Fig. 2.1(a)). We assume that the pump laser is monochro-
matic, with pump photons of frequency ωp (i.e. wavelength λp = ωp/2π) and
momentum kp. Then, due to the χ(2) interaction in the crystal, with low prob-
ability one pump photon is converted into two SPDC photons named the signal
and idler, with frequencies ωs and ωi, and momenta ks and ki, respectively. By
convention ωs > ωi, that is, λs < λi. As shown in Fig. 2.1(b) and (c), SPDC also
requires the conservation of momentum and energy:

kp = ks + ki (2.37)

ωp = ωs + ωi, (2.38)

where Eq. 2.38 relies on the Planck relation for photon energy E = h̄ω. If we
define the light propagation axis as the z direction, the photon wave vector k
can be decomposed into transverse (k⊥) and longitudinal (kz) components, i.e.,
k ≡ kz + k⊥. Therefore, if the pump is collimated or weakly focused, k⊥p ≈ 0,
and thus k⊥s ≈ k⊥i . This results in the axially symmetric ring-shaped emission
pattern seen in Fig. 2.1(a) [67–70].

2.3.2 Phase matching

Equation 2.37 requires the p, s and i electromagnetic waves to be in phase with
each other [65, 69]. Fulfilling this so-called phase matching condition is non-trivial,
because in general any material will have different refractive indices for the three
wavelengths λp, λs and λi. In order to nonetheless satisfy Eq. 2.37, two com-
monly used techniques are birefringent phase matching, and quasi-phase match-
ing through periodic poling. Birefringent phase matching uses a birefringent χ(2)
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FIGURE 2.1: SPDC overview. (a) Schematic of SPDC process,
showing pump laser (blue), nonlinear crystal (gray), and pho-
ton pair emission profile (red). Pairs of yellow and pink points
show two example photon pairs, with signal and idler momenta
symmetric around pump propagation axis. (b) and (c) show con-
servation of momentum and energy, respectively. Figure adapted

from Ref. [67].

crystal, such that the difference between ordinary and extraordinary refractive in-
dices compensates the chromatic dispersion for a given λp, λs and λi combination
[28, 66]. The idea behind quasi-phase matching (QPM) through periodic poling
can be appreciated by writing the following expression for the phase mismatch
between the p, s and i waves:

∆k = kp − ks − ki − km, (2.39)

where Eq. 2.37 is satisfied when ∆k = 0, and km = 0 for uniform nonlinear crys-
tals, in which χ(2) is constant. On the other hand, the second-order susceptibil-
ity can be made to periodically vary as a function of the longitudinal position z,
inverting the sign (i.e. the poling) of χ(2) after every period Λ. This results in
non-zero km, according to |km| = 2π/Λ [71]. Moreover, Λ(T) depends on the
temperature T of the crystal. Therefore, QPM through periodic poling enables
satisfying Eq. 2.37 in a wide range of conditions, by controlling the crystal tem-
perature [72]. Note that, while χ(2) is a second-rank tensor, it normally contains
only a single relevant non-zero component. Depending on which nonlinear com-
ponent governs the SPDC interaction, one distinguishes between three types of
phase matching:

• Type-0: pump, signal, and idler photons all have the same polarization;

• Type-I: signal and idler have the same polarization, which is orthogonal to
the pump;

• Type-II: signal and idler polarizations are orthogonal to each other.

In the work described in Chapter 5 of this thesis, a periodically poled potas-
sium titanyl phosphate (ppKTP) nonlinear crystal was used, which has length
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L = 20 mm and room temperature poling period Λ(T = 20 ◦C) = 3.425 µm, and
was pumped with a λp = 405.6 nm laser. These parameters favour SPDC under
type-0 QPM. Fine-tuning the temperature of the ppKTP crystal controls km(T),
which in turn determines the λp, λs and λi combination for which Eq. 2.39 equals
0. Therefore, we can set the SPDC generation to be degenerate (λs = λi), or non-
degenerate (λs 6= λi) [72]. One example of such a temperature-spectrum tuning
curve is shown in Fig. 2.2, where at T ≈ 39◦C the emission is degenerate, while
for T > 39◦C it becomes non-degenerate (with λi − λs increasing as T rises). In

FIGURE 2.2: Experimental SPDC spectra for ppKTP. Pumping
a 20 mm ppKTP crystal (Raicol), with a 405.6 nm laser (Toptica),
the normalized spectra show tuning from degenerate to non-
degenerate regimes as a function of crystal temperature. Spectra

acquired using a fibre-coupled spectrometer (Ocean Insight).

the work described in Chapters 6 and 7, SPDC photon pairs were generated in
uniform (i.e., not periodically poled) barium borate (BBO) nonlinear crystals, of
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length 2.5 mm and pumped by a 266 nm laser. Here, degenerate emission was
produced through birefringent type-I phase matching, which is fine-tuned by ad-
justing the BBO crystal tilt angle with respect to the pump propagation axis [73].

Lastly, we note that, while not forming part of this thesis, frequency correla-
tions in SPDC (as can be seen in Fig. 2.2) are useful in a number of spectroscopy
and sensing applications [74–76].

2.3.3 Space-momentum distribution of SPDC two-photon state

From Ref. [65, 69], the Hamiltonian describing the SPDC interaction can be written
as

ĤI = ε0

∫
dVχ(2)Ê+

p (r, t)Ê−s (r, t)Ê−i (r, t) + H.c., (2.40)

where Ê+(r, t) = Ê−(r, t)† represents the electric field operator at position r and
time t, V is the interaction volume, and "H.c." stands for "Hermitian conjugate".
Following the derivation in Ref. [69], Eq. 2.40 can also be expressed as

ĤI = χ
(2)
eff

∫
V

d3r
∫

d3kp

∫
d3ks

∫
d3ki âp(kp)â†

s (ks)â†
i (ki)ei∆k·r + e−i(ωs+ωi−ωp)t +H.c.,

(2.41)
where χ

(2)
eff now contains the interaction strength, and ∆k is given by Eq. 2.39.

Explicitly, Eq. 2.41 describes the removal of a pump photon with momentum kp
and frequency ωp through the annihilation operator âp(kp), and the creation of
the signal (idler) photon, with momentum ks (ki), and frequency ωs (ωi), through
the creation operator â†

s (ks) (â†
i (ki)). This conversion is maximized when ∆k = 0.

Equation 2.41 can be simplified to the following two-photon mode function,
representing the two-photon amplitude of signal (idler) photon with transverse
wave vector k⊥s (k⊥i ) [70]:

γ(k⊥s , k⊥i , ωs, ωi) ∝ Ep(k⊥s + k⊥i ) sinc
(

L
4kp
|k⊥s − k⊥i |2 + ϕ(T, λp, λs, λi)

)
.

(2.42)
Here, L is the length of the crystal, while the phase mismatch parameter ϕ is pro-
portional to Eq. 2.39, and depends on the crystal temperature and refractive in-
dices at λp, λs and λi, as calculated from the Sellmeier equation [77, 78].

Assuming that the signal and idler photons are quasi-monochromatic, and that
the pump beam in the crystal has a Gaussian spatial profile, Eq. 2.42 can be sim-
plified to [79]

γ(k⊥s , k⊥i ) =
σ+σ−

π
exp

[
−

σ2
+

4
|k⊥s + k⊥i |2 −

σ2
−
4
|k⊥s − k⊥i |2

]
, (2.43)

where σ− and σ−1
+ are the standard deviations of Gaussian functions describing

photon pair position and (transverse) momentum correlations respectively, while
σ+ is the Gaussian waist of the pump laser spot [80]. A lens can convert a momen-
tum distribution into a position distribution, allowing therefore to image Eq. 2.43
in the SPDC far-field (i.e., the Fourier plane of the SPDC photon pair "birth zone").
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This is shown in Chapter 3 (e.g. Fig. 3.4, Fig. 3.5), as well as in Ref. [40, 80, 81].
The Fourier transform of Eq. 2.43 yields the spatial correlation function:

γ(rs, ri) ≡
1

πσ+σ−
exp

[
−|rs + ri|2

4σ2
+

− |rs − ri|2

4σ2
−

]
, (2.44)

where rs and ri are the spatial coordinates of the photons. We are able to measure
Eq. 2.44 by replicating the SPDC near-field (the photon pair "birth zone" inside the
χ(2) crystal) onto a detector. This can be achieved through a 4f imaging system,
that is, a telescope with two lenses relaying an object plane to an image plane four
focal distances away [40, 80, 81]. The irradiance (the intensity profile) is obtained
by tracing out one of the two photons in Eq. 2.44. SPDC processes generated by a
large pump spot in a bulk crystal satisfy the condition σ−/σ+ � 1 [82].

Equations 2.43 and 2.44 cannot be separated into the tensor product of indi-
vidual functions in terms of the signal or idler photon. Therefore, SPDC photon
pairs are entangled in momentum and space. Note that Eq. 2.43 and 2.44 are ap-
proximations that are only valid at exactly the SPDC near-field or far-field planes.
For the general form of the SPDC space-momentum state, the interested reader is
referred to Ref. [83].

Lastly, note that it is not strictly valid to think of SPDC photon pairs as two-
photon Fock states; rather, this approximation is only valid when neglecting higher
order emission terms [29]. The pump laser is a coherent state, which is converted
with extremely low efficiency into SPDC, which thus inherits the Poissonian statis-
tics of the pump. Therefore, SPDC photon pair statistics follow the Poissonian
distribution that characterizes coherent states (Eq. 2.21). In other words, a SPDC
process emitting at a rate of n photon pairs per unit time, will have a standard
deviation in number of photon pairs of

√
n.

2.3.4 Polarization entanglement from SPDC

SPDC generates entanglement "for free" in a number of degrees of freedom, such
as space-momentum (as described in Sect. 2.3.3), as well as frequency, time-bin,
and orbital angular momentum [62, 63, 84–87]. However, a single SPDC pro-
cess generally does not suffice to produce polarization entanglement. Rather, this
requires coherently combining two separate SPDC processes, which have differ-
ent polarizations but are otherwise indistinguishable [28]. In practice, coherence
between two separate SPDC processes is straightforward to achieve by using the
same laser beam as the pump for both (for example by splitting it into two beams),
and then recombining the two SPDC emissions with perfect temporal and spa-
tial overlap. Many designs for polarization entangled photon sources (EPSs) are
based on this principle [28, 88–94].

For a comprehensive recent review of generating polarization entanglement
with SPDC, the interested reader is referred to Ref. [28]. Here, we briefly intro-
duce the EPS schemes used in this thesis. Figure 2.3 shows the EPS design used
for experiments presented in Chapter 5, which is based on a Sagnac interferome-
ter (SI) and was originally developed in Ref. [92]. Here polarization entanglement
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is generated by combining the clockwise and counter-clockwise type-0 photon
pair generations at the polarizing beam-splitter (PBS), resulting in a two-photon
N00N state (red beam exiting towards the right). On the other hand, the crossed-
crystal scheme used in Chapters 6 and 7 is shown in Fig. 2.4. This EPS combines
two type-I SPDC processes, generated sequentially in two BBO crystals with or-
thogonal orientation to each other. Spatial and temporal overlap between the two
generations is optimized by two additional BBO crystals, and an yttrium ortho-
vanadate (YVO4) crystal , respectively.

FIGURE 2.3: Sagnac interferometer polarization-EPS. A diago-
nally polarized pump (i.e. |D〉 = (|H〉 + |V〉)/

√
2, blue arrow)

enters the triangular "loop". The pump’s |V〉 component propa-
gates counter-clockwise, generating |VV〉 photon pairs in the pp-
KTP crystal, which are rotated to by the half-wave plate (HWP) to
|HH〉. The pump’s |H〉 component propagates clockwise and is
rotated to |V〉 by the HWP before generating |VV〉 photon pairs
in the crystal. The |HH〉 and |VV〉 generations are combined at

the PBS and separated from the pump with a dichroic mirror.

FIGURE 2.4: Crossed-crystal polarization-EPS. The |D〉 polar-
ized pump (blue) generates |HH〉 and |VV〉 SPDC photon pairs
(green) in the first and second BBO crystal. The two SPDC pro-
cesses are overlapped spatially and temporally using two further
BBO crystals and a YVO4 crystal, respectively. Figure adapted

from Ref. [73].
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Imaging the near-field of the EPS outputs (for both the EPSs shown in Fig. 2.3
as well as 2.4), the state detected at the image plane can be described by the tensor
product between Eq. 2.44 and the two-photon polarization N00N state Eq. 2.35.
We can write this as

|ψ〉 =
∫

d2rs

∫
d2riγ(rs, ri)

(
â†

H(rs)â†
H(ri) + â†

V(rs)â†
V(ri))

)
|vac〉 , (2.45)

which relies on the simplification that the two-photon spatial distribution γ is the
same for HH and VV (i.e. γ = γHH = γVV). Fulfilling this condition with the SI
EPS requires some careful alignment, as described in Sect. 5.3.3.

Lastly, note that in the SPDC near-field, γ (Eq. 2.44) rapidly approaches zero
for |rs − ri| > σ−. That is, the two photons are most likely to be detected close
to each other within a radius given by the position correlation width. Therefore
Eq. 2.45 can be approximated by the hyper-entangled state:

|ψ〉 ≈∑
r
(|H〉r |H〉r + |V〉r |V〉r) (2.46)

where for clarity we neglect the spatially dependent amplitude, which follows the
shape of the normalized irradiance. The integral was transformed into a sum due
to discretization of modes in a pixelated detection system. In other words, we
can think of Eq. 2.46 as describing many parallel two-photon polarization N00N
states, with two spatially correlated photons always likely to be detected in the
same spatial "mode" r of width σ−.
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Chapter 3

Imaging Photon Coincidences
with Cameras

Chapter 2 introduced multi-photon quantum states of light, such as entangled
photon pairs from SPDC. If we have a setup that produces such states, naturally
the question now arises how to detect them: if our measurement apparatus de-
tects two (or more) photons, how do we know that they "belong together"? That
is, how do we know that the individual photon detections came together from
a single multi-photon state, rather than originating from separate, uncorrelated
states? The answer is, by counting coincidences – simultaneous detections of mul-
tiple photons within a given time window. As long as this coincidence window is
short enough, we can be reasonably certain that a coincidence event corresponds
to a measurement of the multi-photon state that interests us. Nevertheless, as
uncorrelated photons may be accidentally detected together in a coincidence win-
dow, these so-called accidentals must also be accurately characterized.

Counting coincidences and accidentals therefore represents an essential tech-
nique in the experimental quantum optics toolbox, having been used in a huge
number of works, including pioneering experiments at the foundations of the field
[29, 95–97]. Coincidence counting is also required in almost all applications of op-
tics to quantum technology use cases, such as photonic quantum computing [55,
98], quantum communication [58, 61, 99–103], and quantum metrology [37, 104,
105].

This chapter outlines how coincidences can be measured by single-photon
avalanche diodes (SPADs) as well as SPAD array cameras, which is the key ex-
perimental capability that enables the detection and imaging of entangled photon
states. In particular, we first describe the simplest possible coincidence count-
ing setup consisting of two single-pixel SPADs, followed by an extension of these
techniques to photon-counting, and time-tagging SPAD array cameras. This chap-
ter is presented in the context of SPDC two-photon states, focusing therefore on
two-photon coincidence counting. However, we note that methods presented here
can be extended to detect coincidences between more than two photons.
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3.1 Coincidences and Accidentals in a Two-Channel
System

Coincidence counting in two-channel detection systems is a well-established tech-
nique in experimental quantum optics. Figure 3.1 shows a schematic of an ideal-
ized coincidence counting experiment; here we assume that a SPDC source pumped
by a continuous wave (CW) laser generates pairs of photons which can be per-
fectly separated such that one of the photons is directed to optical Channel 0,
and the other to Channel 1. The two photons are then detected by two single-
photon avalanche diode (SPAD) detectors, which emit an electrical pulse upon
registering a detection event. Here photons are depicted as red dots, entering the
setup from the left, where the separation between consecutive photon pair gen-
erations follows the Poissonian statistics of the SPDC pump laser. Furthermore,
Fig. 3.1 shows how in the ideal coincidence detection scheme all photons are de-
tected with perfect efficiency by the two SPADs, converting each detection into
an electrical pulse (depicted by red square pulse). Finally, a coincidence counter,
as depicted by the "&" symbol, registers coincidence events whenever two pulses
arrive within the time window τc (light blue shaded area). In practice, in such
experimental systems, the coincidence logic is usually implemented through the
use of an AND gate, or by time-tagging detections (i.e. recording the pulses’ time
of arrival) [29, 54]. As seen in Fig. 3.1, a coincidence detection therefore provides
evidence of a SPDC photon pair emission.

FIGURE 3.1: Idealized coincidence counting scheme in a two-
channel setup, detecting cw-SPDC photon pairs.

In contrast to the the idealized picture presented by Fig. 3.1, any real exper-
imental setup will inevitably suffer from imperfections, which are schematically
represented in Fig. 3.2. As depicted by the beamsplitter elements, any real optical
channel will have a non-ideal optical efficiency ηopt < 1, representing the proba-
bility of a photon being transmitted all the way to the detector. Additionally, pho-
ton detectors such as SPADs will in reality possess a non-ideal detection efficiency
ηdet < 1. While nowadays highly optimized setups exist with both ηopt and ηdet
close to unity [100, 106], for a highly precise quantum measurement the remain-
ing non-ideal behaviour nonetheless has to be taken into account [107]. Moreover,
real detectors manifest non-zero temporal jitter tjit, that is, uncertainty in the pho-
ton detection time [108]. In practice, temporal jitter can usually be neglected by
ensuring that the coincidence window τc is set to be significantly wider than tjit.
Especially for fibre-coupled SPDC sources, it is also important to take into account
the heralding efficiency ηh ≤ 1, the joint probability for both photons to be emitted



3.1. Coincidences and Accidentals in a Two-Channel System 27

correctly to their respective channel [92, 109, 110]. On the other hand, in the free-
space configuration (i.e. directing SPDC photon pairs towards detectors using
only free-space bulk optics) it is relatively straightforward to achieve ηh close to
unity. The outcome of the experimental imperfections can be observed in Fig. 3.2 –
while in the idealized scheme of Fig. 3.1 every pair of photons converts determin-
istically to a pair of electrical pulses, in a realistic scenario optical and detection
losses will cause some photons to lose their corresponding "partner" photon (or
indeed, maybe both photons are lost). Therefore it can happen that two photode-
tections originating from uncorrelated single photons are registered within the
same time window τc and are therefore counted as a coincidence, despite not cor-
responding to a SPDC photon pair. The ability to characterize and subtract these
accidental coincidences is thus crucial, and can be performed through the use of a
simple mathematical model.

FIGURE 3.2: Coincidence counting in a two-channel setup, taking
into account non-ideal optical and detection efficiencies (detect-
ing cw-SPDC photon pairs). The effect of loss is to cause some
photon pairs to lose their "partner", leading to the potential de-

tection of accidental coincidences from uncorrelated photons.

Let us assume that the SPDC source produces photon pair at a rate R0 (pairs/s),
and Channels 0 and 1 have optical and detection efficiencies of ηopt,0 and ηopt,1,
and ηdet,0 and ηdet,1, respectively. In the linear counting regime, i.e. at sufficiently
low rates to avoid saturation effects, the coincidence detection rate can then be
expressed as

Rcc,det = Dηhηopt0ηopt1ηdet0ηdet1R0 + Racc. (3.1)

Here, Racc is the accidental coincidence rate, and D ≤ 1 is the duty cycle, which
represents the ratio between the total active time of the detection apparatus and
the total acquisition time tacq. As illustrated in Fig. 3.3, the effect of a non-ideal
duty cycle D < 1 is simply to reduce the effective experimental acquisition time.
Note that all experiments described in this thesis used a free-space source config-
uration, and we can thus neglect the ηh term in Eq. 3.1.

We can also write out expressions for the singles rates (i.e. corresponding sim-
ply to the single photon counts on each channel) as follows:

Rsc,0 = D
(
ηopt,0ηdet,0R0 + RD,0

)
, (3.2)

Rsc,1 = D
(
ηopt,1ηdet,1R0 + RD,1

)
, (3.3)

where RD,0 and RD,1 are the dark count rates of SPAD 0 and SPAD 1, that is, the
noise counts generated by the detectors independently of real photon detections.
Dark counts are mostly generated by free electrons in a SPAD due to thermally
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FIGURE 3.3: Coincidence counting in a two-channel setup, illus-
trating the effect of duty cycle D < 1 . Grey-shaded regions corre-
spond to times where the detection system is inactive, i.e. photons
arriving during these times will not contribute to single photon
detections nor to coincidences. Note that as in Fig. 3.2, ηopt < 1,

and ηdet < 1.

induced instabilities, and can usually be reduced by cooling down the detector
[111–113]. In addition, the black-body radiation spectrum from objects at room
temperature, while centred at mid-infrared wavelength, has a small but non-zero
tail in the near-infrared and visible wavelengths. For extremely low levels of light,
black-body radiation must therefore also be taken into account in RD,0 and RD,1
[114]. It is convenient to define the active single count rates R′sc,0 and R′sc,1, corre-
sponding to the detected count rates only during the active times tactive:

R′sc,0 ≡
Rsc,0

D
, (3.4)

R′sc,1 ≡
Rsc,1

D
. (3.5)

In other words, we can think of R′sc,0 and R′sc,1 as the singles rates we would detect
if the duty cycle was 100%. Now, given R′sc,0 > 0 and R′sc,1 > 0, we can see
intuitively from Fig. 3.2 and 3.3 that even in the absence of any real correlations
between the two channels, there is a non-zero probability for two detections to
fall within the coincidence window τc. This accidental coincidence rate can be
expressed as

Racc = DR′sc,0R′sc,1τc. (3.6)

As Rsc,0 and Rsc,1 are directly measured quantities (the count rates registered by
the two detectors), we can thus use Eq. 3.4, 3.5, and 3.6 to accurately estimate
how many of the detected coincidences (Eq. 3.1) were due to accidentals. The real
coincidence rate Rcc is therefore simply

Rcc = Rcc,det − Racc. (3.7)

We will see that the idea behind Eq. 3.7 suffices to extend coincidence counting
ability to SPAD arrays with many pixels.
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3.2 Coincidences and Accidentals in a Camera

The most obvious difference between a SPAD array camera and the simple sys-
tem presented in Section 3.1 is the number of detectors. A SPAD array camera
is a detector array containing many SPAD pixels, each of which can be consid-
ered equivalent to the optical and detection channels in the previous section’s
setup. Therefore, in a SPAD array we count two-photon coincidences between all
possible combinations of pixel pairs, that is, every given pixel can register coinci-
dences with all other pixels. Note that for some specialized SPAD array designs,
depending on the sensor architecture, one cannot retrieve coincidences between
all pixel-pair combinations [39, 42]. However, such limitations did not apply to
the SPAD array cameras used in this thesis. Therefore, for a SPAD array camera
with N pixels, the coincidence counts are represented by an array with N × N el-
ements. Eq. 3.7 can then simply be extended to the SPAD array camera scenario,
to represent coincidence rates between pixel pairs:

Rcc(i, j) = Rcc,det(i, j)− Racc(i, j), (3.8)

where i and j are the indices of the two pixels (i.e., 1 ≤ i ≤ N, 1 ≤ j ≤ N ). Note
also that it is often more convenient to work with the total number of detected
coincidences over an experimental acquisition time tacq. We can therefore define
the total detected coincidences for a given pixel pair [i, j] as

cc(i, j) =tacqRcc(i, j), (3.9)

ccdet(i, j) =tacqRcc,det(i, j), (3.10)

acc(i, j) =tacqRacc(i, j). (3.11)

Similarly, it is useful to define the total detected single photons for a given pixel:

sc(i) = tacqRsc(i), (3.12)

where Rsc(i) is, equivalent to Eq. 3.2 and 3.3, the rate of single photon detections
on pixel i.

When calculating coincidences between pairs of pixels on a single SPAD ar-
ray camera, two additional caveats normally apply when interpreting Rcc(i, j) or
cc(i, j): first, the terms cc(i, j) and cc(j, i) refer to the same pair of pixels and are
thus equal. Second, as individual SPAD pixels are threshold detectors, only able to
distinguish between zero and one or more photons, we are unable to count coinci-
dences between a pixel and itself, that is cc(i, i) = 0. These points do not apply, on
the other hand, in the case of calculating coincidences between two separate SPAD
arrays (i.e. pixels i and j on separate SPAD array detectors). In mass-producible
complementary metal-oxide-semiconductor (CMOS) fabricated SPAD arrays we
can also make the simplifying assumption that all pixels have the same detection
efficiency ηdet.

The following sub-sections describe details of the specific implementation of
Eq. 3.8 for photon-counting and photon-timetagging SPAD array cameras.
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3.2.1 Photon-counting SPAD arrays

In this thesis, photon-counting refers to cameras which provide image frames as
output, where the information contained in every frame is the number of photons
detected on each pixel over the frame exposure time. The commercially available
Micro Photon Devices SPC3, which is based on the sensor described by Ref. [115]
and was used for the work described in Chapter 5, represents an example of a
photon-counting SPAD sensor. In the following, we restrict ourselves to the con-
dition where every pixel receives either zero or one photon; as we will see in
Sect. 3.5 satisfying this condition is required to obtain high SNR. Note however
that the method described here was already extended to include acquisitions with
> 1 photons per pixel in Ref. [30].

Let us assume that SPDC photon pairs are directed to a photon-counting SPAD
array camera, which records a total of M image frames, with an exposure time
texp per frame. The total experimental exposure time is therefore simply M ×
texp. However, the experimental acquisition time tacq (i.e. the actual duration of
the experiment) is normally longer than the total exposure time, as the minimum
frame time is determined by the camera sensor’s readout speed. For example, the
Micro Photon Devices SPC3 is a general purpose SPAD camera, which reads out
and transfers information for every pixel in every frame regardless of whether a
detection occurred or not. Its shortest possible frame time tframe is 10.4 µs, which
is obtained simply by multiplying the pixel readout time (∼ 5 ns) by the number
of pixels [115]. On the other hand, the frame exposure time texp can be as short as
10 ns giving therefore, in the most extreme case, a duty cycle of D = texp/tframe ≈
0.1%, while tacq = M× tframe.

If pixels register either zero or one photon in a frame, having detections on
both pixels i and j in one frame can be considered a coincidence, with a coinci-
dence window given by the frame exposure time, i.e. τc = texp. We can therefore
express the total detected coincidence counts (i.e. equivalent to Eq. 3.10) over all
M frames, for pixel pair [i, j], as

ccPC,det(i, j) =
M

∑
l=1

Il,i Il,j, (3.13)

where Il,i ∈ {0, 1} represents the value returned by the ith pixel in the lth frame,
and the "PC" subscript stands for photon-counting. In order to use Eq. 3.8 to re-
move the accidentals, we need the active single photon detection rates (i.e. equiv-
alent to Eq. 3.4 and 3.5):

R′sc,PC(i) =
sc(i)
tacqD

=
1

tacqD

M

∑
l=1

Il,i. (3.14)
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We can substitute R′sc,PC(i) into Eq. 3.6:

Racc,PC(i, j) =D

(
1

tacqD

M

∑
m=1

Im,i

)(
1

tacqD

M

∑
n=1

In,j

)
texp

=
texp

t2
acqD

M

∑
m,n=1

Im,i In,j

=
1

Mtacq

M

∑
m,n=1

Im,i In,j. (3.15)

Therefore, using Eq. 3.8, we arrive at the following expression for the coincidence
counts ccPC between any two arbitrary pixels i and j:

ccPC(i, j) =ccPC,det(i, j)− tacqRacc,PC(i, j)

=
M

∑
l=1

Il,i Il,j −
1
M

N

∑
m,n=1

Im,i In,j, (3.16)

which has similar form to the coincidence counting equations in Ref. [40, 116].
Note that Eq. 3.16 does not depend on the frame exposure time texp, nor the frame
time tframe. That is, Eq. 3.16 allows us to accurately calculate coincidences between
all camera pixels simply by acquiring M binary (pixel values 0 or 1) intensity
image frames. As pointed out in Ref. [40], in general a large number of frames
(M & 107) is needed for the experimental quantity ccPC(i, j) to provide an accurate
estimate of the actual photon pair probability. Therefore SPAD array cameras,
capable of extremely high frame rates (∼ 106Hz demonstrated [41]), represent the
only practical option to evaluate Eq. 3.16 without resorting to acquisition times of
many hours or even days [39].

An example of a single counts image (Eq. 3.14) and coincidence counts cal-
culated from Eq. 3.16 can be seen in Fig. 3.4, which shows images calculated
from M = 1.2× 107 binary intensity frames acquired by our Micro Photon De-
vices SPC3 camera over an acquisition time of tacq = 120 s. Here spatially anti-
correlated photon pairs were generated by imaging the far-field of an SPDC source
(810 nm wavelength, from ppKTP nonlinear crystal – see Sect. 2.3), corresponding
to the joint probability distribution Eq. 2.43. In Fig. 3.4(a) we see the total single-
photon counts scPC for all pixels, that is, the intensity image which shows the char-
acteristic ring shaped profile of SPDC far-field emission [93]. On the other hand,
Fig. 3.4(b) and (c) show the coincidences ccPC with two example single pixels (in-
dicated by white "X"), that is, the conditional coincidence counts ccPC(x, y|xi, yi)
(conditional upon a detection at pixel i, with the pixel index expressed in terms
of its x and y coordinates for clarity). Here we clearly see that Eq. 3.16 accu-
rately captured the anti-correlated nature of the SPDC far-field photon pairs, as
in Fig. 3.4(b) and (c) we see strong coincidence peaks on the opposite side of the
SPDC ring profile from the single fixed pixel.

Sometimes it is of use to subdivide a M-frame acquisition into Q sub-acquisitions,
calculating the coincidences for each sub-acquisition separately. This can be achieved
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FIGURE 3.4: SPDC singles and coincidences from photon-
counting SPAD array. (a) Single-photon counts scPC of SPDC far-
field. (b) and (c) Two-photon coincidences ccPC of anti-correlated
photon pairs in SPDC far-field, with single fixed pixels as indi-
cated by white "X". Images calculated from M = 1.2× 107 binary

intensity frames.
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by modifying Eq. 3.16 as follows:

ccPC(i, j, p, q) =
q

∑
l=p

Il,i Il,j −
1

q− p + 1

q

∑
m,n=p

Im,i In,j, (3.17)

which calculates the coincidences from the sub-acquisition starting at the pth, and
ending at the qth recorded frame. That is, a total M-frame acquisition can be subdi-
vided into Q sub-acquisitions, with (p, q) = [(1, M/Q), (M/Q+ 1, 2M/Q), ..., ((Q−
1)M/Q + 1, M)]. By setting p = 1 and q = M, Eq. 3.17 reverts to Eq. 3.16. In other
words, we can think of Eq. 3.17 as dividing a single coincidence acquisition into a
"movie" consisting of Q individual coincidence arrays, where we emphasize that
Eq. 3.17 calculates the accidentals individually for every (p, q) sub-group.

Note that a photon-counting SPAD array camera is not fundamentally differ-
ent to any other low-noise camera, capable of reliably counting the exact num-
ber of photons detected in a pixel in one frame. In the binary intensity regime
(i.e. pixels detect 0 or 1 photon per frame) intensified CCD (ICCD), or electron-
multiplying CCD (EMCCD) cameras are capable of coincidence counting using
similar techniques to the method described here, albeit at much lower frame rates
and correspondingly longer experiment times [80, 117, 118]. Moreover, currently
a new generation of low-noise CMOS image sensors, marketed under the terms
"quantitative CMOS (qCMOS)" or "Quanta Image Sensor (QIS)", is being devel-
oped and released [119–121]. Under some conditions, these cameras may also be
considered "photon-counting", and could therefore in the future be used in quan-
tum imaging including the experiments described in this thesis [122].

3.2.2 Photon-timetagging SPAD arrays

In contrast to photon-counting cameras described in Sect. 3.2.1, photon time-tagging
SPAD array cameras represent a fundamentally different implementation paradigm.
Rather than every camera pixel having an electronic counting element that records
only the number of detections within a frame exposure, time-tagging SPAD ar-
ray pixels possess a time-to-digital converter (TDC) which is capable of recording
the time at which a photon was detected [39, 42]. Coincidences can therefore be
calculated by counting all pairs of detections that occurred within coincidence
time window τc. Moreover, as the timing information of all photon detections
is known, using time-tagging SPAD array cameras we can also measure coinci-
dences with a non-zero inter-photon offset time [81]. This capability is crucial for
example in calculating the full second-order coherence function g(2) [29].

Let us assume that light (e.g. SPDC photon pairs) is directed to a photon time-
tagging SPAD array camera, which records timestamps ts(i) of all photon detec-
tions. Here ts(i) represents the time of detection with respect to the start of the
experimental acquisition, at pixel i. That is, for acquisition time tacq, we have
0 ≤ ts(i) ≤ tacq. Rather than a series of intensity image frames (as with photon-
counting SPAD arrays), the time-tagging SPAD array camera therefore provides a
list of T total timestamps as an output. As each timestamp ts(i) is associated to a
given ith pixel, T can be subdivided into Ti components, that is, the total number
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of timestamped photon detections recorded by the ith pixel. This yields simple
expressions for the singles counts and count rates:

scTT(i) =Ti, (3.18)

Rsc,TT(i) =
Ti

tacq
, (3.19)

where the "TT" subscript stands for "time-tagging". Note that pixel data readout
in time-tagging SPAD arrays typically occurs in frames, where each pixel is often
limited to registering one time-stamped photon detection per frame [39]. Thus,
in order to avoid saturation effects with time-tagging SPAD arrays, care must be
taken to ensure the probability of > 1 photons arriving to a single pixel within a
frame exposure time remains negligible. Moreover, at the SPAD sensor level, each
pixel’s time-tagging element is typically only capable of recording a photon’s time
of arrival with respect to the start of the frame, or a synchronising trigger signal
[39, 123–125]. Depending on the specific time-tagging camera implementation
it is therefore necessary to add a frame-number dependent offset to each frame’s
timestamp, in order to obtain the global timestamp ts(i). As with photon-counting
cameras, the duty cycle D is generally also determined by the time required to
read out detections in each frame. However, in time-tagging cameras τc is not
determined by the frame exposure time, therefore enabling coincidence counting
with simultaneously high duty cycle and short coincidence window.

Timestamps ts(i) are expressed in timebins with temporal length tb, as deter-
mined by the electronic time-tagger’s temporal resolution. Choosing therefore a
coincidence window τc larger than the detection system’s jitter tjit allows us to
count coincidences between pixels i and j according to

ccTT,det(i, j, τc, τo) =
Ti

∑
l=1

Tj

∑
m=1

Th (|tsl(i)− τo − tsm(j)| − τc) , (3.20)

where tsl(i) represents the lth timestamp recorded for pixel i, τo is the the inter-
photon delay offset time, and Th(x) is a threshold function defined as follows

Th(x) =

{
1 if x ≤ 0,
0 if x > 0.

(3.21)

In order to calculate the accidentals (to subtract them from Eq. 3.20) we can again
make use of Eq. 3.6, substituting the singles rate obtained from Eq. 3.19:

Racc,TT(i, j, τc, τo) =D(τo)

(
1

tacqD(τo)
Ti

)(
1

tacqD(τo)
Tj

)
τc

=
τc

t2
acqD(τo)

TiTj. (3.22)

Note that in general, depending on the specific time-tagging camera implemen-
tation details, the duty cycle depends on the coincidence inter-photon time offset
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τo, as reflected by the dependency shown in Eq. 3.22. This is explored in Ref. [126]
and [81], however, as in this thesis all coincidence measurements were performed
with τo = 0 we can neglect this dependence here. Therefore, again using Eq. 3.8
to combine Eq. 3.20 and 3.22, we arrive at the following expression for the coinci-
dence counts ccTT between any two arbitrary pixels i and j:

ccTT(i, j, τc, τo) =

 Ti

∑
l=1

Tj

∑
m=1

Th (|tsl(i)− τo − tsm(j)| − τc)

− τc

tacqD(τo)
TiTj.

(3.23)
Eq. 3.23 involves a double sum over Ti and Tj, which means that calculating the
full coincidence matrix ccTT for all [i, j] pixel pairs from an acquisition with T total
recorded timestamps requires T2 operations. This is computationally inefficient
and rapidly becomes impractical for large T. However, for τo = 0 (as was the case
for all results shown in this thesis) we can make use of the fact that it is extremely
unlikely for the condition |tsl(i) − tsm(j)| − τc ≤ 0 to be satisfied if tsl(i) and
tsm(j) are separated by many elements in the global list containing T timestamps.
Therefore Eq. 3.23 becomes

ccTT(i, j, τc, τo = 0,K) =
(

Ti

∑
l=1

P l+K
∑

m=P l−K
Th (|tsl(i)− tsm(j)| − τc)

)
− τc

tacqD(0)
TiTj,

(3.24)
where P = nint(Tj/Ti), i.e. Tj/Ti rounded to the nearest integer, is a proportion-
ality term to account for different singles count rates on pixels i and j, and K is
an empirical variable chosen such that ccTT(i, j, τc, τo = 0,K) = ccTT(i, j, τc, τo =
0,K + 1) is satisfied. Eq. 3.24 therefore reduces the computational steps required
to ∼ 2KT, where K � T (in acquisitions for this thesis, typically K ≈ 10, while
T > 106). In the remainder of this thesis, for conciseness in notation ccTT(i, j, τc)
denotes ccTT(i, j, τc, τo = 0,K), withK determined empirically as described above,
and D denotes D(τo = 0) unless otherwise explicitly stated.

Note that in defining the proportionality term P , the implicit assumption was
made that the count rates on pixels i and j stay constant throughout the experi-
mental acquisition. However, in general, the coincidence distribution may change
over time, such as when using quantum imaging to record dynamic scenes as de-
scribed in Chapter 7. In such a scenario Eq. 3.24 is no longer valid, and can there-
fore only be used to record coincidences from static scenes, while for counting
coincidences that are expected to change over time, the formula becomes:

ccTT(i, j, τc) =

(
T

∑
l=1

l+K
∑

m=l−K
Th
(
|δi′itsl(i′)− δj′ jtsm(j′)| − τc

))
− τc

tacqD
TiTj,

(3.25)
where tsl(i′) represents the lth timestamp, out of the global timestamp list with T
elements, and i′ and j′ are dummy variables (i.e. that change on every iteration of
l or m, respectively) which represent the pixel index of the lth or mth timestamp,
respectively. δi′i is the Kronecker delta function.
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Lastly, analogously to Eq. 3.17, it can be useful to divide a time-tagging acqui-
sition with T elements into separate sub-acquisitions, calculating coincidences for
each sub-acquisition. This can be achieved by modifying Eq. 3.25 as follows:

ccTT(i, j, τc, p, q) =

 T(q)

∑
l=T(p)

l+K
∑

m=l−K
Th
(
|δi′itsl(i′)− δj′ jtsm(j′)| − τc

)
−

τc (Ti(q)− Ti(p))
(
Tj(q)− Tj(p)

)
(q− p)D

. (3.26)

Here p and q represent the start and end respectively of the sub-acquisition, that
is, Eq.3.26 calculates coincidences using timestamps that satisfy the condition p <
ts(i) ≤ q. T(p) represents the number of timestamps (over all pixels) with value
< p, while Ti(p) represents the number of timestamps for pixel i with value
< p. That is, a total T-timestamps acquisition can be subdivided into Q sub-
acquisitions, with (p, q) = [(0, tacq/Q), (tacq/Q+ 1, tacqM/Q), ..., ((Q− 1)tacq/Q+
1, tacq)]. By setting p = 0 and q = tacq, Eq. 3.26 reverts to Eq. 3.25.

In this thesis, a recently developed time-tagging SPAD array camera proto-
type was used for the work described in Chapter 7 [123], calculating coincidences
according to Eq. 3.24, 3.25, or 3.26. This camera was developed by POLIMI (Po-
litecnico di Milano) and Micro Photon Devices as part of the European project
"Q-MIC", and will for conciseness in notation henceforth be referred to in this the-
sis as the QMIC24x24tdc camera. The QMIC24x24tdc camera has 24× 24 pixels
and implements a readout design optimized for photon pair imaging, which en-
ables it to count coincidences with a coincidence window τc of 2 ns, and a duty
cycle of close to 100%.

An example of a single counts image (Eq. 3.19) and coincidence counts calcu-
lated from Eq. 3.24 can be seen in Fig. 3.5, which shows images calculated from
T = 2.0 × 106 total timestamps acquired by the QMIC24x24tdc camera. As in
Fig. 3.4, here spatially anti-correlated photon pairs were generated by imaging
the far-field of an SPDC source (810 nm wavelength, from ppKTP nonlinear crys-
tal – see Sect. 2.3), corresponding to the joint probability distribution Eq. 2.43. In
Fig. 3.5(a) we see the total single-photon counts scTT for all pixels, showing the
SPDC emission’s characterisitic ring profile, as in Fig. 3.4(a). Fig. 3.5(b) and (c)
show the coincidences ccTT with two example single pixels (indicated by white
"X"), analogous to Fig. 3.4(b) and (c). We clearly see that Eq. 3.24 accurately repre-
sented the SPDC far-field anti-correlations, as in Fig. 3.5(b) and (c) we see strong
coincidence peaks on the opposite side of the SPDC ring profile from the single
fixed pixel. Note also, that the acquisition time to produce Fig. 3.4 was 120 s, while
the data for Fig. 3.5 was collected in only 0.07 s. This gives us a first indication
of the remarkable improvement in imaging speed enabled by the QMIC24x24tdc
camera, which is explored in detail in Chapter 7.
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FIGURE 3.5: SPDC singles and coincidences from time-tagging
SPAD array. (a) Single-photon counts scTT of SPDC far-field. (b)
and (c) Two-photon coincidences ccTT of anti-correlated photon
pairs in SPDC far-field, with single fixed pixels as indicated by
white "X". Images calculated from M = 2.0× 106 timestamped

photon detections.

3.3 Noise in SPAD Array Camera Coincidence Counts

While Eq. 3.2 and 3.3 include terms due to the SPAD’s dark count rates, in the
subsequent derivations of Eq. 3.16, 3.24, and 3.25 these were not explicitly further
taken into account. Indeed, due to typical dark count rates of <102 counts/pixel/s
for the SPAD array cameras used in this thesis, dark counts did not normally rep-
resent a significant source of noise (with the exception of very noisy outlier "hot
pixels", which can be electronically deactivated). Moreover, SPAD detectors, un-
like other camera technologies, do not manifest any readout noise, which there-
fore also does not have to be taken into account in coincidence calculations [34].
Nevertheless, we will see that imaging with entangled photons based on counting
coincidences benefits greatly from two noise removal steps, applied to the coinci-
dence matrix cc(i, j) in post-processing: first, subtracting cross-talk coincidences,
and second, removing spatially uncorrelated noise.

3.3.1 Crosstalk in SPAD Array Cameras

Cross-talk in SPAD array cameras is caused by the breakdown flashing of indi-
vidual SPAD pixels. When a single SPAD pixel detects a photon, it can re-emit
secondary ones due to hot carrier relaxation [113, 127, 128]. As these secondary
photons are emitted in all directions, it is possible for them to trigger detections in
other nearby SPAD pixels, leading to noise coincidences that did not results from
real photon pairs, nor can be attributed to accidentals.

Single-pixel SPAD detector modules also display the same breakdown flashing
behaviour. However, in multi-channel coincidence setups that use separate single-
pixel SPADs for each channel (e.g. as shown in Sect. 3.1), it is typically straight-
forward to implement optical isolation such that no spurious coincidences result
from breakdown flashes [129]. On the other hand, in SPAD array cameras contain-
ing many SPAD pixels, which are CMOS-fabricated in a single monolithic array,
it is highly non-trivial to block all possible photon emission paths between pixels
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[127]. While fabricating opaque isolation trenches in the silicon between adjacent
SPAD pixels is a promising approach to lower cross-talk [130, 131], in currently
available SPAD arrays remaining cross-talk coincidences nonetheless represent a
significant source of noise.

As cross-talk events are caused by real initial detections, the number of cross-
talk (ct) coincidences ccxt between pixels i and j can be modelled as the spurious
detections at pixel i caused by a secondary emission from a real photon detection
at pixel j, and vice-versa [81]:

ccxt(i, j) =ccxt(i|j) + ccxt(j|i)
=Pxt(i|j)sc(j) + Pxt(j|i)sc(i), (3.27)

where Pxt(i|j) represents the probability of detecting a cross-talk event at pixel i,
conditional on an initial photon detection at pixel j, and sc(i) is the number of
detections accumulated at a pixel i during the integration time (i.e. see Eq. 3.14
or 3.14). Therefore, Eq. 3.27 can in principle be used to remove cross-talk co-
incidences, as long as the probabilities Pxt(i|j) are known. However, note that
for a SPAD array with N pixels, Pxt(i|j) contains N2 elements (for every possible
pixel-pair). That is, characterizing the full Pxt(i|j) array represents an extremely
difficult experimental task, requiring the individual illumination of every single
pixel [132]. Fortunately, due to excellent repeatability and uniformity in modern
CMOS fabrication, normally the simplifying approximation can be made that rel-
ative cross-talk probabilities do not vary across the SPAD array and only depend
on the distance between two pixels [81, 133]:

ccxt(i, j) ≈ Pxt(∆x, ∆y)(sc(j) + sc(i)), (3.28)

where ∆x = |xi − xj| and ∆y = |yi − yj| (with i and j explicitly expressed in
terms of their x and y coordinates). In this thesis, the simplified cross-talk prob-
ability matrix Pxt(∆x, ∆y) was measured, for both the photon-counting and the
time-tagging SPAD arrays, by acquiring coincidences with the sensor covered. In
this situation that detections were only generated by dark counts, and as dark
counts between different pixels are uncorrelated, detected coincidences are thus
due to cross-talk [134].

The map of crosstalk coincidence probabilities Pxt, as a function of ∆x and
∆y, for our photon-counting Micro Photon Devices SPC3 SPAD array camera is
shown in Fig. 3.6. The figure shows only the central region of Pxt(∆x, ∆y), with
pixel displacement close to zero, as the crosstalk probability is negligible for larger
pixel-pair displacements. The total cross-talk probability (summing over all Pxt
terms) was found to be 0.16%. Similarly, Pxt(∆x, ∆y) with pixel displacement close
to zero, for our time-tagging QMIC24x24tdc camera is shown in Fig. 3.7. In this
case the total cross-talk probability (summing over all Pxt terms) was found to be
0.043%.

Note that Pxt depends in fact only on ∆x = |xi − xj| and ∆y = |yi − yj|, that
is, the absolute distances between the pixels. Therefore the probability map is
symmetric about zero, i.e. Pxt(xi − xj, yi − yj) = Pxt(xj − xi, yi − yj) = Pxt(xi −
xj, yj − yi) = Pxt(xj − xi, yj − yi).
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FIGURE 3.6: Probability of crosstalk coincidences for Micro
Photon Devices SPC3. Total cross-talk probability 0.16%. Cross-
talk map calculated from M = 2.8× 109 binary intensity frames

with camera sensor covered, acquired over tacq = 2.9× 104s.

FIGURE 3.7: Probability of crosstalk coincidences for
QMIC24x24tdc. Total cross-talk probability 0.043%. Cross-
talk map calculated from T = 2.0× 107 timestamps with camera

sensor covered, acquired over tacq = 9.2× 102s.

Cross-talk coincidences calculated according to Eq. 3.28 were therefore always
subtracted from measured coincidences for work presented in this thesis. The ef-
fect of this post-processing step is illustrated in Fig. 3.8 and 3.9. Fig. 3.8 shows a
QMIC24x24tdc acquisition of SPDC far-field photons (Eq. 2.43), similar to Fig. 3.5.
However, here the colour map range is intentionally limited in order to visualize
cross-talk coincidences. In particular, Fig. 3.8(a) plots the coincidences ccTT(x, y|10, 2),
that is, the coincidences with the single pixel [xi, yi] = [10, 2] (white "X", analogous
to Fig. 3.5(b) and (c)). The bright spot at the bottom of Fig. 3.8(a) clearly shows the
expected coincidences corresponding to the anti-correlated SPDC far-field photon
pairs (over-saturated, due to the limited colour map scale). However, close to the
single fixed pixel indicated by the white "X" we can also observe a bright clus-
tering with higher coincidence counts than the background level, as seen mag-
nified in the image inset which shows the 25 image pixels around [10, 2]. Here
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there should not be any real photon pair coincidences from the anti-correlated
SPDC emission, and therefore we attribute these coincidences to cross-talk. Sum-
ming over this 25-pixel region-of-interest (ROI) gives 12.0 coincidence counts.
Fig. 3.8(b) shows the expected cross-talk coincidences ccxt(x, y|10, 2), calculated
using Eq. 3.28, where Pxt(∆x, ∆y) is the distribution shown in Fig. 3.7 – note the
similarity between Fig. 3.7 and the inset of Fig. 3.8(b). Fig. 3.8(c) shows the coin-
cidence map ccTT(x, y|10, 2)− ccxt(x, y|10, 2), that is, subtracting Fig. 3.8(b) from
Fig. 3.8(a). As seen especially in the inset of Fig. 3.8(c), the cluster of coincidence
counts around image pixel [10, 2] has decreased in brightness, with the 25-pixel
ROI now summing to -0.3 coincidences. Note that of course the detection of neg-
ative coincidences is unphysical; this is a reflection of the probabilistic nature of
Eq. 3.28, which subtracts only an estimate of the cross-talk, with some non-zero
noise about the true coincidence counts remaining.

FIGURE 3.8: Effect of cross-talk subtraction in SPDC far-field
coincidences (single pixel) (a) ccTT(x, y|10, 2) without cross-talk
subtraction. (b) ccxt(x, y|10, 2) expected cross-talk coincidences
for pixel [10, 2]. (c) Coincidences with pixel [10, 2], with cross-talk
removed (i.e. (b) - (a)). Insets show the 5× 5 image pixel region-

of-interest around [10, 2].

Fig. 3.9 on the other hand shows the same QMIC24x24tdc acquisition of SPDC
far-field photons as Fig. 3.8 (Eq. 2.43), however plotting only the y coordinates
of the i and j pixel indices of the coincident detections. Fig. 3.9(a) displays the
coincidence counts without cross-talk subtraction, where again, as in Fig. 3.8, the
colour map range is intentionally limited such that cross-talk coincidences can be
visualized. We clearly see the expected SPDC far-field anti-correlation (yi ∝ −yj)
diagonal, over-saturated due to the limited colour scale. The cross-talk manifests
itself here as a correlated diagonal (yi ∝ yj), as shown also in Ref. [80, 81]. In
Fig. 3.9(b) we can observe the coincidence counts with cross-talk calculated ac-
cording to Eq. 3.28 subtracted, again plotting only the y coordinates of detections
and with the same colour map limits as Fig. 3.9(a). Clearly the spatially correlated
diagonal, corresponding to cross-talk coincidences, is greatly reduced in Fig. 3.9(b)
compared to Fig. 3.9(a), though we can see that the subtraction is not perfect –
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again a reflection of the probabilistic nature of Eq. 3.28. Fig. 3.9(c) plots the same
(cross-talk-subtracted) coincidences as Fig. 3.9(b), however with the full colour
map range, indicating that the probability of real SPDC photon pair coincidences
far outweighs the residual cross-talk counts remaining after the probabilistic post-
processing step.

FIGURE 3.9: Effect of cross-talk subtraction in SPDC far-field
coincidences (y coordinates). (a) ccTT without cross-talk subtrac-
tion. (b) and (c) ccTT − ccxt. Colour map range reduced in (a) and

(b).

3.3.2 Uncorrelated noise removal

All coincidence maps shown in this Chapter thus far have been acquisitions of
SPDC far-field, spatially anti-correlated photons described by Eq. 2.43, which
lend themselves well to an intuitive visual explanation of cross-talk coincidences.
However, as explored in Chapter 4, in order to use the enhanced phase-sensing
capabilities of entangled N00N states when imaging samples, it is necessary for
both photons of an entangled pair to pass through the same point of the sam-
ple. This requires acquiring SPDC photon pairs imaged at the near-field plane,
with a joint probability density governed by Eq. 2.44. Fortunately, counting co-
incidences in the SPDC near-field allows a second noise removal post-processing
step, in addition to the cross-talk subtraction described in Sect. 3.3.1: in the near-
field we expect all detected coincidences originating from real photon pairs to be
strongly correlated in space, that is, to be registered at (almost) the same spatial
location [69, 82]. Therefore, after characterizing the expected possible separation
between real photon pair events, any coincidence with greater spatial separation
between detections can be assumed to constitute spatially uncorrelated noise. See
also Ref. [21] for a similar idea.

Spatially uncorrelated noise coincidences are attributed to, for example, spuri-
ous reflections in the setup, stray light, and imperfections in the nonlinear crystal
generating some SPDC photon pairs with low, or even lacking spatial correlation.
The following describes the fitting procedure used to filter out such spatially un-
correlated noise. We begin by noting that, as was shown already in Fig. 3.4 and
Fig. 3.5, for a fixed given pixel i with coordinates [xi, yi], the set of coincidences
with all other pixels forms a two-dimensional image cc(x, y|xi, yi), that is, the co-
incidences conditional on a detection at pixel i. For every ith pixel, cc(x, y|xi, yi) is



42 Chapter 3. Imaging Photon Coincidences with Cameras

fit with a two-dimensional Gaussian model of the form

Gi(x, y) = Ai exp

[
−((x− x0,i)

2 + (y− y0,i)
2)

2σ2
fit,i

]
(3.29)

where Ai is an amplitude fitting parameter, [x0,i, y0,i] is the peak location, and
σfit,i is the fitted waist. Note that, when both photons are detected on the same
SPAD array, we have [x0,i, y0,i] = [xi, yi]. On the other hand, this is not the case
when the two photons are detected on different SPAD arrays (or equivalently,
on separate sections of one SPAD array sensor which act as two separate cam-
eras). This is the reason why the x0,i and y0,i fitting parameters are necessary in
Eq. 3.29. The width of the averaged Gaussian fitting function σfit used for filtering
out spatially uncorrelated noise is then obtained by taking the mean of all fitted
σfit,i values. Moreover, for coincidences between two separate SPAD arrays, we
can calculate the offsets between the Gaussian peak [x0,i, y0,i] and the pixel [xi, yi],
i.e. dx,i = x0,i − xi and dy,i = y0,i − yi. The offset values dx and dy used in the
Gaussian fitting for filtering are again obtained by taking the mean of all dx,i and
dy,i values (averaged over all pixels i). Note that this method assumes that photon
pair correlations are uniform across the camera sensor, and that differences in σfit,i,
and dx,i and dy,i, between different ith pixels are simply due to local variations in
photon counting statistics. Therefore, the following averaged Gaussian model is
used for fitting and filtering:

G(i, j) = exp

[
−((xj − x0,i)

2 + (yj − y0,i)
2)

2σ2
fit

]
, (3.30)

with [x0,i, y0,i] = [xi, yi] when detecting both photons on the same SPAD array,
and [x0,i, y0,i] = [xi + dx, yi + dy], when detecting photons on separate arrays.

Figures 3.10 and 3.11 show examples of SPDC near-field photon pair detec-
tions and the corresponding fittings with Eq. 3.30. Here coincidences were ac-
quired using the Micro Photon Devices SPC3 camera (Eq. 3.16), with cross-talk
(Eq. 3.28) already subtracted. In Fig. 3.10(a) and (b) we can see the coincidences
with the single fixed pixel i = [15, 11] (white "X" in Fig. 3.10(a)), with both pho-
tons detected on the same SPAD array. As pointed out earlier, in Sect. 3.2, in
this configuration we cannot detect coincidences of a pixel with itself. That is,
cc(i, i) = cc(15, 11|15, 11) = 0, which can be clearly observed in Fig. 3.10(b), where
the coincidence value drops to zero at x = 15. Figure 3.10(c) and Fig. 3.10(d) show
the averaged Gaussian fitting G(x, y|15, 11) (Eq. 3.30) for pixel [15, 11]. On the
other hand, Fig. 3.11 shows near-field SPDC coincidences acquired with the two
photons detected on separate halves of the Micro Photon Devices SPC3 camera,
that is, equivalent to having been detected on two separate SPAD arrays. Figures
3.11(a) and (b) show again the coincidences with single fixed pixel i = [15, 11]
(white "X" in Fig. 3.11(a)). However, in contrast to Fig. 3.10(a) and (b) we can see
that dx 6= 0, as the centre of the photon correlation peak clearly does not coin-
cidence with the single pixel [15, 11]. Moreover, we can see clearly in Fig. 3.11(b)
that cc(i, i) = cc(15, 11|15, 11) 6= 0, as the coincidences of an image pixel with itself
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in this case still involves two separate physical SPADs. Analogous to Fig. 3.10(c)
and Fig. 3.10(d), Fig. 3.11(c) and Fig. 3.11(d) show the averaged Gaussian fitting
G(x, y|15, 11) (Eq. 3.30) for pixel [15, 11].

FIGURE 3.10: SPDC near-field coincidences and fitting, both
photons on same SPAD array. (a) Coincidences with single fixed
pixel [15, 11] (white "X"). (c) Gaussian fitting G(x, y|15, 11). (b)
and (d) Cross-sections along yellow dashed lines in (a) and (c),

respectively.

Once the averaged fitting function G(i, j) (Eq. 3.30) has been characterized, the
filtered coincidence counts ccF, with spatially uncorrelated noise coincidences to
be removed, are then calculated according to

ccF(i, j) =

{
cc(i, j)− ccxt(i, j), if G(i, j) > t,
0, otherwise,

(3.31)

where cc(i, j) is calculated using Eq. 3.16 or 3.23 (or Eq. 3.17 or 3.26 in the case
of considering sub-acquisitions), and ccxt(i, j) is calculated using Eq. 3.28. t is a
threshold parameter ranging from 0 (no filtering) and 1 (filtering out all coinci-
dences). The effect of Eq. 3.31 is shown in Fig. 3.12 and 3.13. Fig. 3.12(a) and (b)
show the coincidences plotted in Fig. 3.10(a) and (b), filtered with a threshold pa-
rameter of t = 0.1. In particular, in Fig. 3.12(b) we can see that the coincidence
terms for which G(x, y|15, 11) ≤ 0.1 (grey shading) have been set to zero, re-
moving the background noise visible in Fig. 3.10(a). Fig. 3.12(c) shows the binary
mask effected by Eq. 3.31, that is, white image pixels here represent those coinci-
dence terms for which G(x, y|15, 11) > 0.1, and which are therefore not set to zero.
Fig. 3.12(d) displays again a cross-section of the fitting function G(x, y|15, 11) (as
in Fig. 3.10(d)), with the horizontal red line indicating the threshold t = 0.1, and
grey shading corresponding to the G(x, y|15, 11) ≤ 0.1 condition as in Fig. 3.12(b).
Similarly, Fig. 3.13(a) and (b) show the coincidences plotted in Fig. 3.11(a) and



44 Chapter 3. Imaging Photon Coincidences with Cameras

FIGURE 3.11: SPDC near-field coincidences and fitting, each
photon on separate SPAD array. (a) Coincidences with single
fixed pixel [15, 11] (white "X"). (b) and (d) Cross-sections along

yellow dashed lines in (a) and (c), respectively.

(b), but much more strongly filtered now with a threshold parameter of t = 0.6.
As in Fig. 3.10(a) and (b), Eq. 3.31 sets to zero those coincidence terms for pho-
ton pairs well-separated compared to the near-field correlation width, removing
the background noise visible in Fig. 3.11(a) and (b), but with a much narrower,
strongly correlated coincidence peak remaining as compared to Fig. 3.12. As for
Fig. 3.12(c) and (d), Fig. 3.13(c) and (d) display the binary mask and fitting func-
tion G(x, y|15, 11) respectively, for t = 0.6, which is indicated by the horizonal red
line in Fig. 3.13(d).

In general, increasing the filtering threshold t results in a higher SNR, but in a
lower overall number of recorded coincidence counts. Therefore, for acquisitions
in this thesis, values of t between 0.1 and 0.5 were chosen in order to optimize the
balance between SNR and total coincidence counts.
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FIGURE 3.12: Filtered SPDC near-field coincidences (t=0.1),
both photons on same SPAD array. (a) ccF(x, y|15, 11), i.e.
Fig. 3.10(a) filtered according to Eq. 3.31. (b) Cross-section along
yellow dashed line in (a). (c) Binary filtering mask. White,
ccF(i, j) = cc(i, j)− ccxt(i, j); black ccF(i, j) = 0. (d) As Fig. 3.10.

Red line, t = 0.1.

FIGURE 3.13: Filtered SPDC near-field coincidences (t=0.6),
each photon on separate SPAD array. (a) ccF(x, y|15, 11), i.e.
Fig. 3.11(a) filtered according to Eq. 3.31. (b) Cross-section along
yellow dashed line in (a). (c) Binary filtering mask. White,
ccF(i, j) = cc(i, j)− ccxt(i, j); black ccF(i, j) = 0. (d) As Fig. 3.11.

Red line, t = 0.6.
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3.4 Mapping coincidence counts onto images

The filtered coincidence array ccF(i, j) obtained from Eq. 3.31, when pixel indices
i and j are represented in terms of their x and y coordinates, is a four-dimensional
quantity with array size W × Z ×W × Z. Here W and Z are the image width
and height, respectively, that is the number of pixels in the x and y dimension
of the camera sensor. However, in imaging applications, we are normally inter-
ested in obtaining information about a two-dimensional sample. This necessitates
therefore the reduction of the four-dimensional ccF([xi, yi], [xj, yj]) array to a two-
dimensional coincidence image ci(x, y), using the following:

ci(x, y) =
W

∑
x′=1

Z

∑
y′=1

ccF(x, y, x′, y′), (3.32)

where ccF(x, y, x′, y′) is calculated using Eq. 3.31. Eq. 3.32 relies on photon pairs
being spatially correlated at the point of detection, which is the case when imaging
the SPDC near-field. In this regime, the conditional coincidence map for a given
fixed pixel ccF(x, y|xi, yi), describes a point-like image with the width of the spot
described by the photon pair correlation width (σfit from Eq. 3.30), or determined
by the threshold parameter t in Eq. 3.31. Given a narrow width for ccF(x, y|xi, yi),
we can trace out one of the photon detection locations, integrating as indicated by
Eq. 3.32 to obtain the two-photon counts at [xi, yi]. In other words, we can think
of the coincidence image as a two-photon"intensity” image, where each image
pixel was broadened by a point-spread function given by the (possibly filtered)
two-photon spatial correlation width.

Example coincidence images are shown in Fig. 3.14, displaying data acquired
using the QMIC24x24tdc SPAD array camera. Here a test sample (square "blocks"
across the field-of-view) was generated with a spatial light modulator, using the
experimental setup described in detail in Chapter 7. Illuminating this test sample
with the entangled photon pair state described by Eq. 2.46, and projecting into the
diagonal polarization basis (as detailed in Sect. 2.2.2) results in a detected two-
photon intensity that depends on the test sample phase. For Fig. 3.14(a) and (b),
the coincidence images were calculated with filtering thresholds (in Eq. 3.31) of
t = 0 (i.e. no filtering) and t = 0.6 (strong filtering), respectively. Fig. 3.14(c)
and (d) show the unfiltered, and strongly filtered coincidences with the single
pixel [3, 8], while Fig. 3.14(e) and (f) similarly shows the unfiltered, or strongly
filtered, coincidences with pixel [8, 15]. The image pixels [3, 8] and [8, 15] in the
coincidence images Fig. 3.14(a) and (b), therefore correspond to the sum of all
coincidence counts plotted in Fig. 3.14(c) and (d) ([3, 8]), and Fig. 3.14(c) and (d)
([8, 15]), respectively. Comparing Fig. 3.14(a) and (b) also illustrates the effect of
filtering (Eq.3.31): Fig. 3.14(b) shows stronger edge contrast but lower total counts
in comparison to Fig. 3.14(a).



3.5. Signal-to-noise Ratio of Coincidence Counting 47

FIGURE 3.14: Coincidence imaging, unfiltered and strongly fil-
tered. (a) and (b) Coincidence image (Eq. 3.32). (c) and (d) Co-
incidences with single pixel [3, 8]. (e) and (f) Coincidences with
single pixel [8, 15]. (a), (c), (e), unfiltered (t = 0) coincidences. (b),

(d), (f), strongly filtered (t = 0.6) coincidences.

3.5 Signal-to-noise Ratio of Coincidence Counting

In an ideal SPDC imaging experiment, without detector noise, with perfect effi-
ciency, and no accidental coincidences, the coincidence image noise is only lim-
ited by the Poissonian statistics of the SPDC emission, i.e. sd(ci)ideal =

√
ci [29,

54]. In other words, the ideal, shot noise-limited, signal-to-noise ratio (SNR) is
SNRci,ideal = ci/sd(ci)ideal =

√
ci [135]. However, we expect this SNR to de-

crease due to real experimental considerations. This section presents an empirical
method for characterizing the decrease in coincidence counting SNR, with respect
to the shot noise-limited ideal case.

We can find detailed theoretical treatments of the SNR of SPDC photon pair
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imaging under various experimental conditions in Ref. [136] and [116]. In particu-
lar, a thorough "recipe" for maximizing SNR is provided by Ref. [116] in combina-
tion with Ref. [30]. However, that article’s definition of the SNR is not convenient
for optimizing the sensitivity of phase measurements, as is one aim of this thesis.
Instead, we define here a single noise parameter κ, which characterizes how close
an experimental measurement comes to the shot noise limit:

κ(N) ≡SNR(N)
ideal/SNR(N)

exp (3.33)

=

 〈m(N)〉√
〈m(N)〉

 /

(
〈m(N)〉

sd(m(N))exp

)

=
sd(m(N))exp√
〈m(N)〉

. (3.34)

The superscript (N) refers to the number of photons constituting a coincidence,
that is, m(N) denotes a measurement of m N-fold coincidence events. In partic-
ular, for (N) = (1), m(1) represents simply a classical intensity measurement of
single photon counts. (N) = (2) represents two-fold coincidences resulting, for
example, from SPDC photon pairs with m(2) calculated according to Eq. 3.32. The
angled brackets in 〈m(N)〉 denote this term as the expected value of m(N), that
is, the "true" value one would obtain by averaging infinitely many ideal mea-
surements of m(N). Lastly, sd(m(N))exp ≤ sd(m(N))ideal represents the standard
deviation of an experimental measurement of m(N). Note that the substitution

sd(m(N))ideal =
√
〈m(N)〉 is only correct when the N-fold multiphoton emission

is governed by Poissonian statistics, as is the case for SPDC, but not for determin-
istic single photon emitters [29, 137–139]. As described in Sect. 4.3, knowledge of
κ(N) combined with the interference visibility suffices to determine the sensitivity
of a phase imaging experiment. For conciseness, in the remainder of this thesis "κ"
will be assumed to denote "κ(2)", while for the classical case "κ(1)" will explicitly
retain its superscript.

Here, we calculate κ (Eq. 3.34) from a series of experimental coincidence count-
ing sets, in order to illustrate how SNR depends on different acquisition param-
eters. The SPDC near-field from our ∼811 nm EPS (see Sect. 2.3.4 and Chapter
5) was imaged using the Micro Photon Devices SPC3 camera, with pump laser
power 0.62 mW. Acquiring a total number of M ≈ 4.9 × 107 binary intensity
frames, using Eq. 3.17 we calculated the coincidence counts for Q = 101 sub-
acquisitions (containing M/Q ≈ 4.8× 105 frames each). These coincidence sub-
acquisitions are post-processed using Eq. 3.31, and integrated across the whole
camera sensor (i.e. ccF,sum ≡ ∑i,j ccF(i, j)), yielding a one-dimensional array of
101 summed coincidence values. We evaluate Eq. 3.34 by estimating 〈m(2)〉 and
sd(m(N))exp from the empirical mean(ccF,sum) and sd(ccF,sum), respectively (where
mean(ccF,sum) and sd(ccF,sum) are calculated from the 101 sub-acquisitions).



3.5. Signal-to-noise Ratio of Coincidence Counting 49

In Fig. 3.15 and 3.16, solid dots of the same colour represent individual sub-
acquisitions of the same measurement, with mean(ccF,sum) indicated by the dashed
line. The corresponding experimental parameter and calculated κ value can be
read in the label to the right of each sub-acquisition set. On the left, the blue "bell
curves" depict the empirical coincidence count distributions, while the red curves
show the theoretical distributions of ideal shot noise limited counts, given by a
Gaussian around mean mean(ccF,sum) with standard deviation

√
mean(ccF,sum).

Note, as always mean(ccF,sum) � 0, it is valid to approximate the shot noise (i.e.
Poisson distribution) with a Gaussian. Moreover, note that the (horizontal) ampli-
tude of each distribution is arbitrary, and was chosen simply to maximize read-
ability. A high degree of overlap between the red and blue distributions therefore
indicates close to ideal experimental noise, i.e. κ ≈ 1, while the case where the
blue curve is wider than the red one corresponds to κ > 1.

Figure 3.15 compares different filtering thresholds t (as used in Eq. 3.31), with
the coincidence window τc = 10 ns in all cases. As expected intuitively, increasing
the filtering threshold decreases the counts. However, κ does not significantly
differ between coincidences that are very weakly (t = 0.01) and strongly (t =
0.5) filtered. That is, weak spatial filtering based on SPDC near-field correlations
suffices to achieve near-optimal coincidence counting SNR, while strong spatial
filtering serves only to improve spatial resolution (as seen in Fig. 3.14). Figure
3.16 compares different coincidence windows τc (with constant filtering threshold
t = 0.5). We see that for larger τc, the experimental noise value becomes worse.
This follows from Eq. 3.6, as for larger τc the relative probability of accidental
coincidences (compared to real coincidences) increases, which adds noise [116].

Significantly, Fig. 3.15 and 3.16 also show that, by choosing the right acquisi-
tion parameters, it is possible to operate in the near-ideal regime (κ ≈ 1). There-
fore, in experiments of this thesis κ was always empirically optimized to yield
close to optimal coincidence counting SNR.
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FIGURE 3.15: Sub-acq. coincidences and κ, for different filtering
thresholds. t = 0, 0.01, 0.5 (top to bottom). τc = 10 ns.

FIGURE 3.16: Sub-acq. coincidences (filtered, t = 0.5) and κ, for
different τc. τc = 40 ns, 30 ns, 20 ns, 10 ns (top to bottom).
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Chapter 4

Interferometry and Phase
Measurements

The ability to measure the phase of light is hugely useful in many areas of sci-
ence, ranging from fundamental experiments such as the detection of gravita-
tional waves [140], to existing real-world applications such as label-free biomed-
ical imaging [8]. In Chapter 2 we saw how a quantum mechanical description
of the world allows for single and multi-photon interference, including with en-
tangled states. This chapter will outline how such interference (detected using
methods from Chapter 3 for example) can be used to infer the unknown phase of
a sample.

This chapter introduces the requisite mathematical ingredients to describe the
interference of light, in an abstracted interferometer setup, in the presence of a
sample phase and a controllable offset phase. The formalism for classical and
entangled N-photon N00N state interference is presented, as well as two meth-
ods to retrieve an unknown sample phase. Firstly, single-measurement phase
retrieval simply inverts the sinusoidal dependence of an interferometer output
detection signal on the sample phase. Secondly, phase-shifting digital hologra-
phy (PSDH) uses several controlled offset-shifted detections to retrieve a sam-
ple phase, requiring less prior knowledge of the experimental system than in the
single-measurement case. Lastly, this chapter presents a quantification of the ex-
perimental uncertainty in phase measurements, allowing therefore to compare
relative sensitivities between different phase measurements. For a more extensive
treatment of the topics introduced in this chapter, the interested reader is referred
to Ref. [7] and [53].

4.1 Interferometry with classical light

The canonical phase measurement using classical light can be represented by the
interferometer shown in Fig. 4.1. Here light enters into two arms: the "Probe",
where it passes through a sample phase φ, and an offset phase α, and the "Ref",
which is controlled such that the light in the two arms is perfectly in phase if
φ and α are 0. Let the input electric fields in each arm be EProbe = ERef =

(EIN/
√

2) exp (i(ωt− k · r)), and the total intensity of the two input fields IIN =
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2|EIN/
√

2 exp (i(ωt− k · r))|2. Note that EProbe, ERef ∈ C, while (EIN/
√

2) ∈ R is
the electric field amplitude. In the phase factor, ω is the photon frequency and t
the time, while k and r represent the wave vector and spatial coordinate, respec-
tively [141].

FIGURE 4.1: Classical phase measurement. Interfering a probe
beam, which passes through sample phase φ and controlled offset
phase α, with a reference beam at a 50:50 beam splitter (BS) allows

detecting output intensities that depend on φ + α.

In Fig. 4.1, the two interfering arms have single spatial modes; therefore the
dependence on spatial coordinate r reduces to only the propagation (longitudi-
nal) direction z, and k can be simplified to the scalar quantity kz = 2π/λ, where λ
is the photon wavelength. After propagating a distance z′ from the inputs to the
beam splitter, the two electric fields evolve to EProbe = (EIN/

√
2) exp (i(ωt− kzz′ + φ + α))

and ERef = (EIN/
√

2) exp (i(ωt− kzz′)). They then combine at the beam splitter
to give output fields (at "OUT 0" and "OUT 1" as indicated in Fig. 4.1):

EOUT0 =
EIN√

2

(
ei(ωt−kzz′′)(1 + ei(φ+α))√

2

)
, (4.1)

EOUT1 =
EIN√

2

(
ei(ωt−kzz′′)(1− ei(φ+α))√

2

)
, (4.2)

where z′′ takes into account the additional propagation distance to the detectors.
Therefore the detected intensity is found by taking the modulus-squared of EOUT0
and EOUT1:

I(1)OUT0 =

∣∣∣∣∣
(

EINei(ωt−kzz′′)

2

)(
1 + ei(φ+α)

)∣∣∣∣∣
2

= I(1)IN

(
1 + cos (φ + α)

2

)
, (4.3)

I(1)OUT1 =

∣∣∣∣∣
(

EINei(ωt−kzz′′)

2

)(
1− ei(φ+α)

)∣∣∣∣∣
2

= I(1)IN

(
1− cos (φ + α)

2

)
. (4.4)

That is, the measured intensity at the output only depends on the input intensity
and the phase difference (φ + α), while the common phase term (ωt− kzz′′) can
be neglected. Here, the "(1)" superscript indicates explicitly that these intensities
results from single-photon (i.e. classical) interference, as opposed to multi-photon
effects that will be treated in Sect. 4.2.
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Any real measurement will involve imperfections. Detector noise or stray light
will result in a background intensity offset I(1)Bkg, and a non-50/50 beam splitter

will lead to lower classical interference visibility V (1) ≤ 1. Moreover, optical and
detection efficiencies are usually below unity. Therefore, taking these factors into
account, we can write a slightly more general version of Eq. 4.3 and 4.4:

I(1)OUT0(φ, α) = I(1)Bkg + η
(1)
0 I(1)IN

(
1 + V (1) cos (φ + α)

2

)
, (4.5)

I(1)OUT1(φ, α) = I(1)Bkg + η
(1)
1 I(1)IN

(
1− V (1) cos (φ + α)

2

)
. (4.6)

Here the dependence of the measured intensities on phase factors φ and α is writ-
ten explicitly on the left-hand side. The total efficiency for output mode 0 (1)
is denoted by η

(1)
0 (η(1)

1 ), which includes both optical and detection efficiency as
described in Sect. 3.1. The intensities I(1) can be interpreted as quantifying the
number of single photons.

In order to realize light fields in the "Probe" and "Ref" arms with equal am-
plitudes and in phase with each other, in practice it is often easiest to use the
Mach-Zehnder Interferometer (MZI) setup shown in Fig. 4.2, where a single input
is split by a beam splitter to the two interferometer arms [7].

FIGURE 4.2: Mach-Zehnder Interferometer. Generating Probe
and Ref beams that are in phase and have equal amplitude is
straightforward when splitting a single input with a 50:50 beam

splitter (BS).
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4.1.1 Phase retrieval using classical light

The expressions Eq. 4.5 and 4.6 are interesting because they allow inferring the
sample phase φ, which in turn yields information about the physical characteris-
tics of a sample that give rise to a phase difference. Clearly, from looking at Eq. 4.5
and 4.6, if I(1)Bkg, I(1)IN , V (1), η

(1)
0 , and α are all known to high precision, it is possible

to calculate φ simply by inverting the expression for I(1)OUT0(φ, α) (Eq. 4.5):

φ̂
(1)
0 = arccos

 1
V (1)

2(I(1)OUT0(φ, α)− I(1)Bkg)

η
(1)
0 I(1)IN

− 1

− α, (4.7)

with the circumflex, "0" subscript and "(1)" superscript on φ̂
(1)
0 indicating that this

is an experimental estimate of φ, from a classical (single-photon) intensity mea-
surement at output 0. This circumflex notation serves to explicitly distinguish an
experimentally retrieved value φ̂ from the "true" sample phase φ. That is, it is im-
possible for an experimenter to obtain perfectly precise knowledge of the actual
value of φ itself. On the other hand, a good measurement is able to provide an es-
timate of φ, that approaches the true value for increasing experimental precision.
The estimate φ̂ always has an experimental error sd(φ̂) > 0, whose magnitude
is inversely proportional to the sensitivity of our phase measurement. Refer to
Sect. 4.3 for further detail.

While Eq. 4.7 allows inferring sample phase φ using a single experimental
measurement, often it is unfeasible or experimentally difficult to accurate know
I(1)Bkg, I(1)IN , and V (1). In such cases, φ can nonetheless be retrieved accurately us-
ing a technique known as phase-shifting digital holography (PSDH), which only
requires the ability to control the offset phase α [6, 7, 142]. The most commonly
used variant of PSDH requires setting the offset phase to four different values
α = {0, π/2, π, 3π/2}, acquiring therefore four separate intensity measurements
I(1)OUT(φ, α). This four-step PSDH method will be used in this thesis, and is thus
described in the following. However, note that if an experimental setup does not
permit setting α precisely to the required integer multiples of π/2, an alternative
variant of PSDH works by scanning α semi-continuously over many steps [143].
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Returning to the interferometer of Fig. 4.1 and 4.2, we can explicitly write out
the four measurement terms at the "0" output, with α = {0, π/2, π, 3π/2}:

I(1)OUT0(φ, 0) = I(1)Bkg + η
(1)
0 I(1)IN

(
1 + V (1) cos (φ)

2

)
, (4.8)

I(1)OUT0(φ,
π

2
) = I(1)Bkg + η

(1)
0 I(1)IN

(
1 + V (1) cos (φ + π/2)

2

)

= I(1)Bkg + η
(1)
0 I(1)IN

(
1− V (1) sin (φ)

2

)
, (4.9)

I(1)OUT0(φ, π) = I(1)Bkg + η
(1)
0 I(1)IN

(
1 + V (1) cos (φ + π)

2

)

= I(1)Bkg + η
(1)
0 I(1)IN

(
1− V (1) cos (φ)

2

)
, (4.10)

I(1)OUT0(φ,
3π

2
) = I(1)Bkg + η

(1)
0 I(1)IN

(
1 + V (1) cos (φ + 3π/2)

2

)

= I(1)Bkg + η
(1)
0 I(1)IN

(
1 + V (1) sin (φ)

2

)
. (4.11)

Using the trigonometric identity tan x = sin x/ cos x, we see that Eq. 4.8-4.11 can
be combined in order to calculate the sample phase [7]:

φ̂
(1)
0 = tan−1

[
I(1)OUT0(φ, π

2 )− I(1)OUT0(φ, 3π
2 )

I(1)OUT0(φ, π)− I(1)OUT0(φ, 0)

]
. (4.12)

Here we have, therefore, an expression estimating the sample phase φ that does
not rely on any accurate knowledge of I(1)Bkg, I(1)IN , η(1), or V (1). The only pre-

requisite for Eq. 4.12 is that I(1)Bkg, I(1)IN , and V (1) remain constant across all four
constituent PSDH measurements, which is an experimentally straightforward re-
quirement.

Eq. 4.7 and 4.12 provide two different means to estimate of φ, using the mea-
surements at output 0. Similarly, the estimation of φ from intensity measurement
at output 1 is written as φ̂

(1)
1 , and is found by inverting Eq. 4.6 (analogous to

Eq. 4.7) or through PSDH (analogous to Eq. 4.12). The final experimental estimate
of the sample phase φ is found by combining all measurements according to

φ̂(1) =
φ̂
(1)
0 + φ̂

(1)
1

2
. (4.13)
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4.2 Interferometry with N00N states

An extensive body of work in the scientific literature studies the interesting fact
that using multi-photon entangled N00N states enables so-called super-sensitive
phase measurements, that is, phase measurements with higher sensitivity than
possible using classical light [18, 19, 37, 38, 55, 144]. This section will present a
brief overview of quantum-enabled phase measurements using N00N states, anal-
ogously to the classical light case introduced in Sect. 4.1. Sect. 4.3 then discusses
the sensitivity of classical and quantum phase measurements, and describes quan-
titatively what is meant by "super-sensitivity".

Fig. 4.3 shows the "quantum" analogue of the canonical phase measurement
setup Fig. 4.1. Instead of describing the light in the system in terms of classical
electromagnetic fields, we now use the formalism introduced in Chapter 2, in
particular, Sect. 2.1 and 2.2.2. For a N-photon N00N state, the input is therefore
(|N, 0〉Ref,Probe + |0, N〉Ref,Probe)/

√
2, that is, the coherent superposition of N pho-

tons all in the Ref mode or the Probe mode. The yellow "∞" in Fig. 4.3 represents
the entanglement between the two modes. After the Probe light passes through φ
and α, the state immediately before the beam splitter (BS) can be written as

|Ψ〉 =
|N, 0〉Ref,Probe + eiN(φ+α) |0, N〉Ref,Probe√

2
. (4.14)

Note the similarity between Eq. 4.14 and Eq. 2.34, with horizontal (vertical) po-

FIGURE 4.3: Quantum phase measurement. Interfering N entan-
gled photons, with all N photons either acquiring sample phase φ
and controlled offset phase α, or passing through reference arm.

larization modes in the latter corresponding to Ref (Probe) modes in the former
expression. After passing through the beam splitter, the Probe and Ref modes are
projected into output 0 and 1 modes according to

|1〉OUT0 =
|1〉Ref + |1〉Probe√

2
, (4.15)

|1〉OUT1 =
|1〉Ref − |1〉Probe√

2
, (4.16)

With |1〉i representing a single-photon Fock state in mode i (following the notation
convention of Sect. 2.2). Again, note the similarity to Eq. 2.26 and 2.27. Expressing
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|Ψ〉 (Eq. 4.14) in terms of the two output modes results in the following:

|Ψ〉 → 1√
2

[(
|1〉OUT0 + |1〉OUT1√

2

)N

+ eiN(φ+α)

(
|1〉OUT0 − |1〉OUT1√

2

)N
]

→ 1
2(N+1)/2

[
N

∑
K=0

√(
N
k

)
|N − k, k〉OUT0,OUT1

(
1 + (−1)keiN(φ+α)

)]
, (4.17)

where (N
k ) represents the kth binomial coefficient for power N.

Unlike for the classical case, where there are only two available output in-
tensity measurements (I(1)OUT0 and I(1)OUT1, i.e. Eq. 4.5 and 4.6), for two-mode in-
terference with an N-photon N00N state we have to take into account N + 1
possible measurement outcomes. These correspond to the projections into the
|N − k, k〉OUT0,OUT1 bases, for k going from 0 to N. To be explicit, we can measure
the outcome of N photons in output 0 and 0 photons in output 1, N − 1 photons
in 0 and 1 photon in 1, N − 1 photons in 0 and 2 photon in 1, and so on, up to 0
photons in output 0 and all N photons in output 1. Experimentally, this requires
the ability to measure coincidences between photon-number-resolving detectors,
that is, the ability to simultaneously count N − k photons at the output 0 detec-
tor, and k photons at the output 1 detector. This is represented by the "&" symbol
in Fig. 4.3. The probability to measure |Ψ〉 (Eq. 4.14) with a |N − k, k〉OUT0,OUT1
output is given by:

| 〈N − k, k|OUT1,OUT0 |Ψ(φ, α)〉 |2 =
1

2N

(
N
k

)(
1 + (−1)k cos (N(φ + α))

)
. (4.18)

In order to relate the probability Eq. 4.18 to the number of detected coinci-
dences, analogously to the classical input intensity I(1)IN , we can define the multi-

photon input "intensity" I(N)
IN . This quantity I(N)

IN can be interpreted to mean the
number of identical copies of the N-photon N00N state (Eq. 4.14) that are sent
through the interferometer setup (Fig. 4.3). That is, the total number of single
photons used in a measurement with I(N)

IN entangled states is simply NI(N)
IN , as

each N00N state consists of N single photons. This then allows writing the N-fold
coincidence measurement version of Eq. 4.5 and 4.6:

I(N)
(N−k),k(φ, α) = I(N)

Bkg + η
(N)
(N−k),k I(N)

IN

[
1

2N

(
N
k

)(
1 + (−1)kV (N) cos (N(φ + α))

)]
≡ I(N)

Bkg + WN,k

(
1 + (−1)kV (N) cos (N(φ + α))

)
, (4.19)

where I(N)
(N−k),k denotes the number of recorded coincidence events with N − k

photons detected at output 0, and k photons detected at output 1. Analogous to
Eq. 4.5 and 4.6, Eq. 4.19 takes into account some experimental imperfections, with
I(N)
Bkg representing the background (N-fold) coincidence detections, and V (N) ≤ 1
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representing the (N-fold) interference visibility. The N-fold efficiency is repre-
sented by η

(N)
(N−k),k, that is, the combined optical and detection efficiency to mea-

sure an N-fold coincidence with N − k and k photon detections in output mode 0
and 1, respectively. In the second line, we define WN,k ≡ η

(N)
(N−k),k I(N)

IN (N
k )/2N for

conciseness in notation. Note that for N = 1, Eq. 4.19 reduces to the classical case
(Eq. 4.5 and 4.6).

There are two major difficulties in the experimental realization of Eq. 4.19 for
arbitrarily high N. The first is the generation of the N-photon N00N state (Eq. 2.34
or 4.14). As outlined in Chapter 2, producing the N = 2 N00N state is feasible.
However, thus far the only experiments generating so-called high-N00N states
with with N > 2, have produced mixtures of N00N states with a range of rela-
tively small N . 10, rather than a pure state [10, 145, 146]. The second difficulty
lies in detecting N-fold coincidences: as in Chapter 3, the N-fold efficiency η(N)

can usually just be expressed as the Nth power of the single photon efficiency η(1),
that is, η(N) = (η(1))N [147]. Therefore, for η(1) < 1, η(N) rapidly shrinks to zero
as N increases, unless great care is taken to optimize the efficiency (i.e. ensuring
η(1) ≈ 1).

4.2.1 Phase retrieval using N00N states

Analogous to Eq. 4.7, we can invert Eq. 4.19 to find the following expression for
the sample phase φ:

φ̂
(N)
(N−k),k =

1
N

arccos

[
(−1)k

V (N)

(
1

WN,k

(
I(N)
(N−k),k(φ, α)− I(N)

Bkg

)
− 1
)]
− α, (4.20)

where φ̂
(N)
(N−k),k represents the experimental estimate of the sample phase φ, re-

trieved from measurements of N-fold coincidences with N − k photons detected
at output 0, and k photons detected at output 1. Similar to Eq. 4.7, evaluating
Eq. 4.20 requires accurate knowledge of I(N)

Bkg , I(N)
IN , V (N), η

(N)
(N−k),k, and α. When

this accurate knowledge is experimentally unfeasible or difficult to obtain, we can
again use PSDH, acquiring four separate I(N)

(N−k),k(φ, α) coincidence measurements
with controlled offsets α = {0, π/(2N), π/N, 3π/(2N)}. Analogous to the argu-
ment from Eq. 4.8-4.12, we can therefore write an expression for the sample phase
in terms of the four I(N)

(N−k),k(φ, α) measurements:

φ̂
(N)
(N−k),k =

1
N

tan−1

 I(N)
(N−k),k(φ, π

2N )− I(N)
(N−k),k(φ, 3π

2N )

I(N)
(N−k),k(φ, π

N )− I(N)
(N−k),k(φ, 0)

 . (4.21)

That is, Eq. 4.21 allows retrieving the sample phase φ, with the only prerequi-
sites that α can be experimentally controlled to high precision, and that I(N)

Bkg , I(N)
IN ,

η
(N)
(N−k),k, and V (N) remain constant during all four acquisitions.
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Therefore, using Eq. 4.20 or 4.21, we are able to obtain N + 1 different exper-
imental estimates of the sample phase φ, corresponding to the measurements in
all the |N − k, k〉OUT0,OUT1 bases (i.e. N − k and k detections at output 0 and 1,
respectively). Notice that, from Eq. 4.19, as long as the background is negligible
(I(N) � WN,k) each I(N)

(N−k),k term is scaled by WN,k. That is, of I(N)
IN input states,

η
(N)
(N−k),k I(N)

IN (N
k )/2N of these contribute to the I(N)

(N−k),k measurement. Each φ̂
(N)
(N−k),k

phase estimate therefore used a (N
k )/2N proportion of the total number of input

states, and should thus receive the corresponding weighting in the final phase
estimate using all detections:

φ̂(N) =
N

∑
k=0

1
2N

(
N
k

)
φ̂
(N)
(N−k),k. (4.22)

Note that by substituting N = 1 we obtain the classical case Eq. 4.13.

4.3 Sensitivity of phase measurement

As mentioned already in Sect. 4.1, the circumflex on φ̂(1) and φ̂(N) indicate that
these are experimental estimates of the true sample phase φ. These estimates have
non-zero uncertainties sd(φ̂(1)) and sd(φ̂(N)), that is, the standard deviation of any
experimental measurement of φ will approach (but never reach) 0 for ever more
precise measurements. The sensitivity of a phase measurement is inversely pro-
portional to this uncertainty.

It is well known that sd(φ̂(1)) ∝ 1/
√

I(1)IN . Indeed, for the best possible classical
phase measurement, at the so-called standard quantum limit (SQL), this relation

becomes an equality sd(φ̂(1)
SQL) = 1/

√
I(1)IN [53]. Therefore, using only classical

resources, a phase measurement can be performed with arbitrarily small uncer-
tainty simply by increasing the illumination intensity I(1)IN . However, as discussed
in Chapter 1, in many cases there is an upper limit on the number of photons that
can be used. The reason for this is that illuminating with too many photons can
optically modify or even damage a sample, as well as saturate detectors [18, 20,
144, 148–152]. This motivates using quantum resources (such as N-photon N00N
states) for phase measurements, due to the well known fact that it is possible to
satisfy the condition sd(φ̂(N)) < sd(φ̂(1)) for the same number of photons used
[53]. This effect is known as super-sensitivity.

In this section we will follow the derivation of sd(φ̂(N)), similarly to Ref. [153]
and [38], based also on our publication Ref. [144]. We will see here the theory of
some quantum metrology results using N-photon N00N states, in the presence of
experimental imperfections that are relevant to the experiments described in later
chapters of this thesis. For a more general treatment of measurement sensitivity
using quantum resources, the interested reader is referred to Ref. [53].
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This section makes extensive use of the error propagation formula, [154]:

sd( f ) =

√√√√√∑
j

( ∂ f
∂xj

)2

sd(xj)2

 (4.23)

where in general f is a function that depends on variables xj. In the case of find-
ing an expression for sd(φ̂(N)), the error propagation formula must be applied
twice. In the first instance, f corresponds to φ̂(N), which is a function of variables
φ̂
(N)
(N−k),k, according to Eq. 4.22. This requires knowing sd(φ̂(N)

(N−k),k), and therefore

in the second instance f corresponds to φ̂
(N)
(N−k),k, and xj are the I(N)

(N−k),k measure-

ments. Therefore, to find sd(φ̂(N)), explicitly Eq. 4.23 becomes:

sd(φ̂(N)) =

√√√√√√ N

∑
k=0


 ∂φ̂(N)

∂φ̂
(N)
(N−k),k

2 (
sd(φ̂(N)

(N−k),k)
)2

 (4.24)

=

√√√√√√ N

∑
k=0


 ∂φ̂(N)

∂φ̂
(N)
(N−k),k

2
∑

j

 ∂φ̂
(N)
(N−k),k

∂I(N)
(N−k),k(φ, αj)

2

sd
(

I(N)
(N−k),k(φ, αj)

)2


,

(4.25)

where the partial derivative term on the right of Eq. 4.25 is calculated from Eq. 4.20
or Eq. 4.21, depending on the type of phase retrieval. In case φ̂

(N)
(N−k),k is retrieved

using PSDH (Eq. 4.21), the αj terms correspond to {0, π/(2N), π/N, 3π/(2N)}
(see Sect. 4.2.1).

Evaluating Eq. 4.25 requires sd(I(N)
(N−k),k(φ, α)), which is quantified by the mea-

surement noise parameter κ(N) ≥ 1 introduced in Sect. 3.5:

sd
(

I(N)
(N−k),k(φ, α)

)
= κ(N)

√
I(N)
(N−k),k(φ, α) (4.26)

≈ κ(N)
√

WN,k
(
1 + (−1)kV (N) cos (N(φ + α))

)
. (4.27)

Here the approximation in the second line is valid if I(N)
Bkg � WN,k, that is, if the

background in Eq. 4.19 is negligible compared to the detections originating from
the interfering Ref and Probe beams. In the experiments presented in this thesis,
this approximation was usually valid, as stray light could be reduced through op-
tical isolation and filtering, while detector noise was far lower than the entangled
photon detection rate.
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4.3.1 Sensitivity of single-measurement phase retrieval

In order to find sd(φ̂(N)
(N−k),k), where φ̂

(N)
(N−k),k is calculated according to Eq. 4.20,

we have to apply the error propagation formula Eq. 4.23. In this case there is only
one partial derivative term (∂ f /∂xj), which corresponds to ∂φ̂

(N)
(N−k),k/∂I(N)

(N−k),k.
However, in order to simplify the calculation, we can make use of a mathematical
trick from Ref. [38, 153], inverting the partial derivative to obtain the following:

sd(φ̂(N)
(N−k),k) =

√√√√√
 1

∂I(N)
(N−k),k/∂φ

2 [
sd
(

I(N)
(N−k),k(φ, α)

)]2
. (4.28)

That is, rather than having to calculate ∂φ̂
(N)
(N−k),k/∂I(N)

(N−k),k, we use the explicit

dependence of I(N)
(N−k),k on φ (Eq. 4.19) to find the much simpler partial derivative

∂I(N)
(N−k),k/∂φ, which equals

∂I(N)
(N−k),k

∂φ
= WN,k(−1)k+1V (N)N sin (N(φ + α)). (4.29)

Then, substituting Eq. 4.27 and 4.29 into Eq. 4.28 yields

sd(φ̂(N)
(N−k),k) =

κ(N)

|V (N)N sin (N(φ + α))|

√
1 + (−1)kV (N) cos (N(φ + α))

WN,k
(4.30)

Lastly, sd(φ̂(N)) can be found by substituting Eq. 4.22 and 4.30 into Eq. 4.24:

sd(φ̂(N)) =
κ(N)

|V (N)N sin (N(φ + α))|

√√√√√ N

∑
k=0

(N
k )

2N

1 + (−1)kV (N) cos (N(φ + α))

η
(N)
(N−k),k I(N)

IN

.

(4.31)

The term inside the square root reduces to the following:

N

∑
k=0

(N
k )

2N

1 + (−1)kV (N) cos Θ

η
(N)
(N−k),k I(N)

IN

 =
1 + V (N) cos Θ + 1− V (N) cos Θ

2η(N) I(N)
IN

=
1

η(N) I(N)
IN

, (4.32)

where Θ ≡ N(φ+ α), and we make use of the fact that ∑N
k=0,k even (

N
k ) = ∑N

k=1,k odd (
N
k ) =

2N−1, as well as the simplifying assumption that η
(N)
(N−k),k = η(N) is the same for
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all |N − k, k〉OUT0,OUT1 measurement bases. Therefore Eq. 4.31 is equal to

sd(φ̂(N)) =
κ(N)

V (N)N
√

η(N) I(N)
IN | sin (N(φ + α))|

. (4.33)

If we want to compare the uncertainty of the N-photon N00N state-retrieved
phase estimate sd(φ̂(N)) to a classical measurement with an equal number of pho-
tons, recall that each of the I(N)

IN input states consists of N single photons. There-
fore, if we let M be the total number of single photons used (i.e. in the classical
case M = I(1)IN ), we make the substitution I(N)

IN = M/N and Eq. 4.33 becomes:

sd(φ̂(N)) =
κ(N)

V (N)
√

η(N)NM| sin (N(φ + α))|
. (4.34)

Note that Eq. 4.34 depends on φ+ α, and is minimized whenever | sin (N(φ + α))| =
1, that is, whenever N(φ+ α) = (m− 1/2)π, with m ∈ Z. We can define the phase
sensitivity enhancement S (N) provided by a N-photon N00N state:

S (N) =
1/sd(φ̂(N))

1/ min(sd(φ̂(1)))
. (4.35)

That is, a N-photon N00N state phase measurement improves sensitivity com-
pared to an ideal classical phase measurement if S (N) > 1. From Eq. 4.34 we
see that, in the case of non-ideal experimental parameters (κ(N) > 1, V (N) < 1,
η(N) = (η(1))N < 1), we obtain S (N) > 1 by picking α to minimize sd(φ̂(N)),
and as long as the condition (η(1))N N(V (N)/κ(N))2 > 1 is satisfied. This is illus-
trated in Fig. 4.4, which plots S (N) over a 2π phase range (i.e. φ + α ), varying
κ(N), V (N)and η(1), for N00N states with N = 1, 2, 3. Note that N = 1 of course
corresponds to the classical case (with non-ideal κ(1), V (1)and η(1) parameters as
specified in the figure).

The regime where S (N) > 1 is referred to as phase super-sensitivity [53, 105].
With ideal experimental parameters κ(N) = 1, V (N) = 1, η(N) = 1 (and setting α

to minimize sd(φ̂(N))), we retrieve the well known result of the maximum phase
sensitivity enhancement S (N)

max provided by a N-photon N00N state compared to
classical light [18, 53, 105]:

S (N)
max =

1/ min(sd(φ̂(N)))

1/ min(sd(φ̂(1)))

=
√

N. (4.36)
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FIGURE 4.4: Sensitivity enhancement S (N) for single-
measurement phase retrieval. (a), (b), (c) Varying κ(N), with
V (N) = 1, η(1) = 1. (d), (e), (f) Varying V (N), with κ(N) = 1,
η(1) = 1. (g), (h), (i) Varying η(1), with κ(N) = 1, V (N) = 1.
First column, N=1. Second column, N=2. Third column, N=3.
Dashed line in all cases indicates sensitivity of an ideal classical

phase measurement.

4.3.2 Sensitivity of PSDH phase retrieval

On the other hand, when the sample phase φ is estimated according to PSDH, the
expression for sd(φ̂(N)

(N−k),k) differs from Eq. 4.30. In this case the function f in the
error propagation formula Eq. 4.23 corresponds to Eq. 4.21, while there are four xj

variables corresponding to I(N)
(N−k),k(φ, αj), with αj = {0, π/(2N), π/N, 3π/(2N)}
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(from Sect. 4.2.1). The four partial derivatives ∂ f /∂xj are therefore

∂φ̂
(N)
(N−k),k

∂I(N)
(N−k),k(φ, 0)

=
−∂φ̂

(N)
(N−k),k

∂I(N)
(N−k),k(φ, π

N )

=
I(N)
(N−k),k(φ, π

2N )− I(N)
(N−k),k(φ, 3π

2N )

N
((

I(N)
(N−k),k(φ, 0)− I(N)

(N−k),k(φ, π
N )
)2

+
(

I(N)
(N−k),k(φ, π

2N )− I(N)
(N−k),k(φ, 3π

2N )
)2
)

(4.37)

and

∂φ̂
(N)
(N−k),k

∂I(N)
(N−k),k(φ, π

2N )
=

−∂φ̂
(N)
(N−k),k

∂I(N)
(N−k),k(φ, 3π

2N )

=
I(N)
(N−k),k(φ, π

N )− I(N)
(N−k),k(φ, 0)

N
((

I(N)
(N−k),k(φ, 0)− I(N)

(N−k),k(φ, π
N )
)2

+
(

I(N)
(N−k),k(φ, π

2N )− I(N)
(N−k),k(φ, 3π

2N )
)2
) .

(4.38)

Before substituting Eq. 4.37-4.38 into Eq. 4.23, some simplifications can be made.
Firstly we have:

I(N)
(N−k),k(φ, 0) + I(N)

(N−k),k(φ,
π

N
) = I(N)

(N−k),k(φ,
π

2N
) + I(N)

(N−k),k(φ,
3π

2N
) = 2WN,k,

(4.39)
relying on the identities cos (x + π) = − cos (x) and cos (x + π/2) = − sin (x).
Also, as before, we assume that I(N)

Bkg � WN,k, neglecting therefore the I(N)
Bkg term

from Eq. 4.19. Secondly:

I(N)
(N−k),k(φ, 0)− I(N)

(N−k),k(φ,
π

N
) = 2WN,k(−1)kV (N) cos (Nφ) (4.40)

I(N)
(N−k),k(φ,

π

2N
)− I(N)

(N−k),k(φ,
3π

2N
) = −2WN,k(−1)kV (N) sin (Nφ). (4.41)

The denominator of all the partial derivate expressions Eq. 4.37-4.38 is thus simply
N(2WN,kV (N))2 (using the identity sin2 x + cos2 x = 1). Therefore, we can substi-
tute Eq. 4.40 and 4.41 into Eq. 4.37 and 4.38, which in turn are substituted, together
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with Eq. 4.27, into Eq. 4.23. This yields the following expression for sd(φ̂(N)
(N−k),k):

sd(φ̂(N)
(N−k),k) = κ(N)

[(
cos (Nφ)

2NV (N)WN,k

)2 (
I(N)
(N−k),k(φ, 0) + I(N)

(N−k),k(φ,
π

N
)
)

+

(
sin (Nφ)

2NV (N)WN,k

)2 (
I(N)
(N−k),k(φ,

π

2N
) + I(N)

(N−k),k(φ,
3π

2N
)

)]1/2

(4.42)

=
κ(N)

NV (N)
√

2WN,k
. (4.43)

Note that, contrast to Eq. 4.30, Eq. 4.43 is independent of both φ and α. Finally,
analogous to Eq. 4.31, we can find sd(φ̂(N)), this time by substituting Eq. 4.22 and
4.43 into Eq. 4.24:

sd(φ̂(N)) =
κ(N)

NV (N)

√√√√ N

∑
k=0

(N
k )

2N
1

2η
(N)
(N−k),k I(N)

IN

=
κ(N)

NV (N)
√

2η(N) I(N)
IN

, (4.44)

where, as for Eq. 4.33 the simplifying assumption was made that the efficiency
η
(N)
(N−k),k = η(N) is the same for all |N − k, k〉OUT0,OUT1 measurement bases. Simi-

larly to Eq. 4.34, we are again interested in knowing sd(φ̂(N)) as a function of total
number of single photons used in the phase estimation. Note that phase retrieval
using PSDH (Eq. 4.21) requires four separate measurements, each with I(N)

IN input
states, where states consist of N single photons. Therefore, again denoting the
total number of single photons used as M, we now have to make the substitution
I(N)
IN = M/4N, in order to obtain

sd(φ̂(N)) =
κ(N)
√

2

V (N)
√

η(N)NM
. (4.45)

As in Sect. 4.3.1, we can calculate the phase sensitivity enhancement S (N) , which
has the same form as Eq. 4.35:

S (N) =
1/sd(φ̂(N))

1/ min(sd(φ̂(1)))
. (4.46)

Analogous to Fig. 4.4, in Fig. 4.5, we see how S (N) varies as a function of κ(N),
V (N)and η(1), for N00N states with N = 1, 2, 3 (where again N = 1 corresponds
to the classical case). We see that, for PSDH-retrieved phase estimates, S (N) is
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independent of the phase φ + α. Similar to results from Ref. [107, 147], again
S (N) > 1 if the condition (η(1))N N(V (N)/κ(N))2 > 1 is satisfied.

In the ideal case of κ(N) = 1, V (N) = 1, and η(N) = 1, as in Sect. 4.3.1, the
maximum phase sensitivity enhancement provided by a N-photon N00N state
S (N)

max has the following well known form [18, 53, 105]:

S (N)
max =

1/sd(φ̂(N))

1/sd(φ̂(1))

=
√

N. (4.47)

FIGURE 4.5: Sensitivity enhancement S (N) for PSDH phase re-
trieval. (a), (b), (c) Varying κ(N), with V (N) = 1, η(1) = 1. (d),
(e), (f) Varying V (N), with κ(N) = 1, η(1) = 1. (g), (h), (i) Varying
η(1), with κ(N) = 1, V (N) = 1. First column, N=1. Second col-
umn, N=2. Third column, N=3. Dashed line in all cases indicates

sensitivity of an ideal classical phase measurement.

Comparing Eq. 4.45, the measurement uncertainty of a PSDH-retrieved phase
estimate, to the single-measurement phase retrieval case (Eq. 4.34), we can make
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two observations. Firstly, Eq. 4.45 is independent of φ and α. That is, a PSDH-
retrieved phase estimate will always have the lowest possible measurement un-
certainty regardless of the value of φ, without requiring careful optimization of α

in order to minimize sd(φ̂(N)). This represents a significant advantage of PSDH, in
addition to its other well known benefits of not requiring accurate knowledge of
illumination intensity, background noise and interference visibility. However, the
second observation is that the minimum sd(φ̂(N)) enabled by Eq. 4.34 (i.e. the SQL
in the case of N = 1, κ(N) = 1, V (N) = 1, and η(N) = 1) is lower by a factor of

√
2

than Eq. 4.45. In other words, the "price" to pay for the advantages of PSDH, is a√
2 times larger measurement noise compared to the optimal single-measurement

phase retrieval.

4.3.3 Sensitivity with post-selected coincidence counting

The astute reader will notice that the condition (η(1))N N(V (N)/κ(N))2 > 1 re-
quires η(1) to be higher than N

−1
N to beat an ideal classical phase measurement (see

Fig. 4.4(h), (i) and 4.5(h), (i)). Therefore, in the following chapters, using the two-
photon N00N states produced by our SPDC setups (see Sect. 2.3), we would need
an exceedingly high total efficiency > 70.7% to achieve phase super-sensitivity
(S (2) > 1). Unfortunately, using SPAD array cameras this is at present technolog-
ically infeasible.

For this reason it is standard practice in the literature to post-select for coin-
cidence counting, that is, only considering those photons which were detected
as part of a coincidence, while ignoring those that were not detected [17, 37, 38,
144]. The effect of post-selecting coincidences is to artificially set the detection
efficiency to unity, and only taking into account the V (N) and κ(N) imperfections.
Post-selected proof-of-principle demonstrations represent important advances be-
cause they almost "complete the puzzle" of super-sensitivity, with high detection
efficiency representing the remaining piece that is likely to be achieved through
near-term technological advances (e.g., Ref. [155] demonstrates a SPAD array with
efficiency close to the critical 70.7% value, while Ref. [156] demonstrates a SPAD
pixel compatible with large scale array fabrication with peak efficiency 82.5%).
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Chapter 5

Widefield Super-sensitive
Phase Imaging

The information, text and figures in this chapter have been adapted, under the terms of
the Creative Commons Attribution-NonCommercial license, from the original publication:
"A quantum-enhanced wide-field phase imager", Robin Camphausen, Álvaro Cuevas, Luc
Duempelmann, Roland A. Terborg, Ewelina Wajs, Simone Tisa, Alessandro Ruggeri, Iris
Cusini, Fabian Steinlechner, Valerio Pruneri. Science Advances, 7(47), 2021.

5.1 Abstract

Quantum techniques can be used to enhance the signal-to-noise ratio in optical
imaging. Leveraging the latest advances in single photon avalanche diode ar-
ray cameras and multi-photon detection techniques, here we introduce a super-
sensitive phase imager, which uses space-polarization hyper-entanglement to op-
erate over a large field-of-view without the need of scanning operation. We show
quantum-enhanced imaging of birefringent and non-birefringent phase samples
over large areas, with sensitivity improvements over equivalent classical measure-
ments carried out with equal number of photons. The potential applicability is
demonstrated by imaging a biomedical protein microarray sample. Our technol-
ogy is inherently scalable to high resolution images, and represents an essential
step towards practical quantum-enhanced imaging.

5.2 Introduction

Entanglement can enhance precision measurements beyond the possibilities of
classical optics [18, 157]. This is of particular importance to applications that nec-
essarily involve low photon flux, where shot noise becomes a limiting factor. Such
a situation may be encountered when imaging organic or living samples that can
suffer from photo-sensitive effects [158], including chemical changes at molecu-
lar level or disruption of cell functions [148, 149]. In the biomedical field, label-
free analysis involving classical illumination is usually considered a non-invasive
approach. However, recent evidence shows that for some applications even rel-
atively low classical light levels suffice to induce changes in the sample, ranging
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from permanent photodamage [151], to more subtle alterations that nonetheless
impact measurement accuracy [152]. Photosensitivity must also be taken into ac-
count when probing fragile quantum gas states [159] or atomic ensembles [20]. In
all the above cases it therefore becomes attractive to perform phase imaging using
non-classical states of light, such as N00N states consisting of N entangled pho-
tons between two optical modes, which are well known to yield a signal-to-noise
ratio (SNR) enhancement of

√
N over equivalent classical measurements [10, 18,

19, 105, 157, 160]. This effect is known as super-sensitivity.
Entanglement-enhanced phase imaging was demonstrated already for both

birefringent [38] and non-birefringent [37] phase samples. However, neither of
these works represent true imaging platforms as the entangled photons probing
a sample were detected with single-pixel detectors and images were constructed
by scanning the sample point-by-point. This inherently limits scalability due to a
range of practical drawbacks, which can include mechanical vibrations and long-
term reliability issues caused by moving parts, synchronization between pixel-
scanning and light detection necessitating complex calibration procedures, and
prohibitively long scanning times.

Here we show, for the first time, an entanglement-enabled super-sensitive
phase imager operating in a wide-field configuration. This is achieved by bring-
ing together techniques introduced in Chapters 2, 3 and 4. We exploit hyper-
entanglement, that is, simultaneous N00N state entanglement in polarization and
correlations in a massive pixel mode state space (Sect. 2.3.4). This lets our sys-
tem operate scan-free, and enables the retrieval of phase information with a large
field-of-view (FoV), using a SPAD array camera (Sect. 3.2) and digital hologra-
phy computational methods (Sect. 4.1.1 and 4.2.1). Entangled photons are im-
aged using our photon-counting Micro Photon Devices SPC3 camera [115], al-
lowing us to acquire spatially resolved multi-photon images with very high SNR
(Sect. 3.2.1 and 3.5). We demonstrate the experimental feasibility of our approach
by retrieving precise phase images of birefringent and non-birefringent test sam-
ples, including a protein microarray sample which demonstrates the applicability
for biomedical diagnostic applications. The ability to measure birefringent phase
samples has also important applications in material science and crystallography
[161]. We show a sensitivity enhancement over equivalent classical measurements
of 1.39± 0.11 and 1.25± 0.06, for the birefringent and non-birefringent samples re-
spectively. Our method is inherently scalable to larger images with more pixels
and represents an essential step towards a practically useful quantum-enhanced
biological and material inspection imaging platform.

5.3 Experimental setup and methods

In our entanglement-enhanced phase imaging system, a large FoV interferomet-
ric microscope (LIM) enables classical and N00N state interferometry. Space-
polarization hyper-entangled N00N states are generated by a Sagnac interferome-
ter scheme SPDC entangled photon source (EPS) [92], and projected into diagonal
two-photon polarization bases before being detected by our SPAD array camera
[144].
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5.3.1 Large field-of-view interferometric microscope (LIM)

The large FoV interferometric microscope (LIM) is a versatile phase imaging plat-
form developed in the Optoelectronics group at ICFO [143, 162], and was used
in experiments of this chapter, as well as Chapters 6 and 7. The LIM measures
phase differences by interfering laterally displaced polarization states, and can
be used for a number of applications, including the detection of microorganisms
[163], detection of disease biomarkers [164, 165], inspection of three-dimensional
embedded material features [166], and live-cell imaging [167].

As shown in Fig. 5.1, the crucial components of the LIM are two Savart plates
(SPs; SP1 and SP2). For an input beam, SP1 laterally displaces horizontally (H)
polarized photons in one direction and the vertically (V) polarized photons in the
orthogonal direction, thereby introducing a shear (S) between the two polariza-
tion components. Later, SP2 is placed with an opposite orientation to SP1 in order
to revert this shear, which effectively forms a Mach-Zehnder interferometer (MZI)
at each (lateral) spatial location, with the MZI modes separated from each other
by the shear distance. The Savart plates (United Crystals) in our LIM induce a
shear of 450 µm. Motorized tuning of the pitch angle of SP1 with respect to the
light propagation axis induces a controlled bias phase α between the two sheared
spatial modes and associated polarization components after SP2 [143, 168], over a
large scanning range 0 < α < 50π, with no measurable beam deviation.

For each lateral spatial location r the LIM induces a phase difference Θ(r) be-
tween H and V that depends on the sample, as well as the bias phase α. The LIM
can be operated in two configurations, for birefringent and non-birefringent phase
samples. In the birefringent phase imaging configuration, the total phase Θ(r) af-
ter SP2 equals Θb(r) = φb(r)+ α, where φb(r) is a spatially dependent birefringent
sample phase. This is illustrated in Fig. 5.1(a), where the shown phase profile is
always between H and V polarized light. On the other hand, for measuring a non-
birefringent phase sample, the sample is placed between SP1 and SP2 of the LIM.
In this configuration the LIM imprints a non-birefringent sample phase φnb(r) be-
tween the SPs onto a birefringent phase between H and V after SP2. This results
in the total phase Θnb(r) = φnb(r + S/2)− φnb(r− S/2) + α, where S is the shear
distance between H and V induced by the SPs, as shown in Fig. 5.1(b).

Now, let us suppose that we have the ability to project the LIM output into the
diagonal (D = (H + V)/

√
2, see Eq. 2.26) and anti-diagonal (A = (H − V)/

√
2,

see Eq. 2.27) polarization modes. In this case, the interferometer formed by the
LIM at each lateral spatial location r is exactly analogous to the prototypical in-
terferometer presented in Sect. 4.1 and 4.2. Explicitly, H and V in the LIM cor-
respond, respectively, to the "Ref" and "Probe" modes from Chapter 4. Likewise,
D and A here correspond, respectively, to the "OUT 0" and "OUT 1" modes from
Chapter 4. Indeed, as can be seen in Fig. 5.2, this ability is in fact provided, by
a half-wave plate (HWP) at 22.5◦ after the LIM’s SP2, and a lateral displacement
polarizing beam splitter (dPBS), which directs D(A) photons to the left(right).

We note that the LIM differs from the well-known Nomarski differential inter-
ference contrast (DIC) microscope, in that the light passing through the sample in
the LIM is (almost) collimated, rather than strongly focused as in DIC microscopy
[143, 169]. The effect of this is to greatly increase the FoV, while sacrificing some
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FIGURE 5.1: LIM details. (a) Detecting birefringent phase sam-
ples with the LIM. (b) Detecting non-birefringent phase samples
with the LIM. In both (a) and (b), three example trajectories are
shown through the LIM, dashed lines correspond to H, and dot-
ted lines to V polarized light. SP1 is tilted using the pitch angle

with respect to the optical axis.

lateral spacial resolution. Moreover, the depth of field in a DIC microscope is
typically small, limited by the Rayleigh length of a strongly focused illumina-
tion spot. On the other hand, in the LIM the depth of field is large, with Fourier
back-propagation algorithms allowing the accurate numerical retrieval of multi-
ple image planes, spread across a longitudinal range of several millimetres, from a
single acquisition [166]. We also note that using the LIM to image non-birefringent
phase samples (Fig. 5.1(b)) causes the formation of a double-image, correspond-
ing to the positive and negative sample phase (as we will be see for example in
Fig. 5.10 and 6.2). While the double-image contains already all information of the
sample phase, it can nonetheless be convenient to remove one of the two images
using a computational technique known as "ghost average", in order to obtain a
direct faithful representation of the sample spatial features [166].

5.3.2 Combined optical setup

Figure 5.2 shows the full setup used to implement our wide-field entanglement-
enhanced phase imager. Hyper-entangled photon pairs are generated by SPDC
within a Sagnac interferometer (SI). Here, a CW single-mode laser (Toptica Top-
Mode) at 405.6 nm wavelength is used to pump a type-0 periodically poled Potas-
sium Titanyl Phosphate (ppKTP) crystal inside the SI. Entanglement in the po-
larization degree of freedom is then generated by combining the clockwise and
counter-clockwise photon pair generations in the SI (see Sect. 2.3.4 and 5.3.3). That
is, through the superposition of these two SPDC processes, the source generates
the two-photon N00N state (|2H0V〉 + |0H2V〉)/

√
2 [92]. The entangled photon

pairs are centred at 811.2 nm wavelength, and the ppKTP crystal is temperature
controlled using a Peltier oven in order to satisfy the degenerate phase matching
condition. The laser power, measured before the SI, was fixed to 3 mW for back-
ground measurements and fixed to 0.6 mW for sample measurements.

As described in Sect. 2.3.3, the correlated nature of SPDC photon pair genera-
tion yields space-momentum entanglement [82]. In the near-field of the entangled
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state (i.e., at the generation plane) both photons are spatially correlated (approx-
imately in the same spatial position) [170]. As shown in Fig. 5.2, this near-field
plane is imaged onto a spatial light modulator (SLM, Holoeye Pluto-2), using two
lenses of focal lengths L1 = 300 mm and L2 = 2500 mm in a 4f configuration. A
second 4f telescope re-images the nearfield into our LIM and onto the Micro Pho-
ton Devices SPC3 photon-counting SPAD array camera, using two further lenses.
In this case, for measuring the first (birefringent) test sample these lenses had focal
lengths L3 = 250 mm and L4 = 500 mm, while for the second (non-birefringent)
sample these lenses had focal lengths L3 = 500 mm and L4 = 500 mm. Note that a
810± 5 nm band-pass filter (BPF) is placed before the camera to remove environ-
ment noise and spurious pump light. Our SPC3 SPAD camera has a pixel pitch of
150 µm, and is fitted with a microlens array, giving an effective pixel fill factor (FF)
of ≈ 75%. Therefore, the overall photon detection efficiency at 811.2 nm (taking
into account FF) is approximately 3% [115]. The LIM and camera are separated by
less than the Rayleigh range of the imaging system. Therefore the SLM, the LIM
and the SPAD camera are at conjugate planes of the SPDC plane, where photon
pairs are spatially correlated [170]. The quantum state after propagating through
the entire setup, can thus be expressed as

|Ψ〉 ≈∑
r,r′

[
|H〉r |H〉r′ + ei2Θ(r) |V〉r |V〉r′

]
(5.1)

where we neglect normalisation coefficients for clarity. Here, r and r′ are the trans-
verse coordinates of the two spatially correlated photons, which are close in space
and thus acquire approximately the same phase (Θ(r) ≈ Θ(r′)). The sample and
setup therefore cause the two-photon entangled state to acquire a total phase dif-
ference between H and V of 2Θ(r) ≈ Θ(r) + Θ(r′). We note the similarity of
Eq. 5.1 to Eq. 2.46. Recall from Sect. 2.3.4 that Eq. 2.46 and Eq. 2.45 require identi-
cal photon pair space-momentum distributions for the two SI SPDC processes (i.e.
the clockwise and counter-clockwise ones). Section 5.3.3 describes the alignment
process through which this condition is satisfied, thereby ensuring that Eq. 5.1 is
a valid description of the quantum state in our system.

5.3.3 Alignment of HH and VV photon pairs

We aligned the HH and VV photon pair generations of our entangled photon
source such that they are indistinguishable in position and momentum correla-
tions, which is the crucial requirement that justifies the use of Eq. 5.1. During the
alignment, we used our SPC3 SPAD array camera to capture coincidences from
the SI SPDC generations, using Eq. 3.16 as described in Sect. 3.2.1 (and subtract-
ing cross-talk, Eq. 3.28).

Position correlations are measured in a discretized space determined by the
SPAD camera resolution, where we consider r −→ ri and r′ −→ rj. By projecting
the coincidences measured in the near-field into the difference coordinates ri − rj,
in the presence of SPDC position correlations one obtains a Gaussian peak with
waist σ−, as can be seen from Eq. 2.44. Through iterative alignment we ensure
that the correlation widths for the HH (clockwise) and VV (counter-clockwise)
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FIGURE 5.2: Full entanglement-enhanced wide-field phase
imaging setup. SI - Sagnac Interferometer, PBS - polarizing beam
splitter, HWP - half-wave plate, L - lenses, DM - dichroic mirror,
M - mirror, φb - birefringent sample (SLM), φnb - non-birefringent
sample, SP - Savart plate, dPBS - lateral displacement polarizing

beam splitter, BPF - band-pass filter.

SI generations are equal, as can be seen in Fig. 5.3. We confirmed that the cor-
relations widths are matching by fitting a two-dimensional Gaussian function to
the difference coordinates projected coincidences, obtaining σ−,HH = 264± 1µm
for the HH photon pairs, and σ−,VV = 275± 2µm for the VV photon pairs (un-
certainties are fitting errors). Note that the theoretically expected SPDC spatial
correlation width at the near-field generation plane can be calculated according

to σ−,theo =
√

0.455Lxtalλp/(2π) [80], where Lxtal = 20 mm is the ppKTP crys-
tal length, and λp = 405.6 nm is the pump laser wavelength. Taking into ac-
count the 8.3-fold magnification factor from the crystal to camera planes, we ob-
tain σ−,theo ≈ 200 µm, which is slightly smaller than the experimentally measured
values. This discrepancy is attributed to an imperfect longitudinal alignment of
the camera plane with the true image plane. We also note that in Fig. 5.3 it can be
seen that the amplitudes of the HH and VV generations are different, which we
attribute to polarization-dependent losses in optical components of our system.
We compensated for this effect however, by increasing the laser pump power for
one generation with respect to the other.

We likewise characterized the momentum correlations of the HH and VV
generations, by letting k⊥i and k⊥j represent the respective transverse momenta
of the two detected photons. We image the SPDC far-field after lens L1 (see
Fig. 5.2), where the detected lateral position coordinates can be mapped to the
transverse momenta, which in turn are projected into sum coordinates (k⊥i + k⊥j ).

Accordingly, as seen in Eq. 2.43, one obtains a Gaussian peak with waist σ−1
+ ,

the momentum correlation width. We again aligned the HH and VV generations
such that their momentum correlations were equal, which is shown in Fig. 5.4.
Through an iterative alignment procedure, we moreover ensured that the HH and
VV generations had equal correlation widths for both position and momentum
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FIGURE 5.3: Alignment of position correlations for photon pairs
from HH and VV generations. (A) HH generation photon coin-
cidences projected into the difference coordinates ri − rj. Fitted
correlation width σ−,HH = 264± 1µm. (B) VV generation pho-
ton coincidences projected into the difference coordinates ri − rj.

Fitted correlation width σ−,VV = 275± 2µm.

correlations. We confirmed that the momentum correlation widths are match-
ing again by fitting a two-dimensional Gaussian function, where we obtained
σ−1
+,HH = 311± 1µm for the HH photon pairs, and σ−1

+,VV = 326± 2µm for the VV
photon pairs (uncertainties are fitting errors). The Gaussian width of the laser spot
in the ppKTP crystal was estimated to be σ+ ≈ 250 µm, which lets us calculate the
expected theoretical SPDC momentum correlation in the far-field σ−1

+,theo, scaling
by the factor (λSPDC fFF)/(2π), where λSPDC = 811.2 nm is the SPDC wavelength,
and fFF = 300 mm is the focal length of L1 (i.e. the lens used to image the far-field)
[80]. This yields therefore σ−1

+,theo ≈ 150 µm, which is significantly smaller than the
experimentally measured correlations. Similar to the near-field case, this discrep-
ancy is explained by imperfect longitudinal alignment of the camera, which in the
far-field case was especially difficult due to space constraints in the optical setup.
Nevertheless, this satisfied the requirement of equal correlation widths in posi-
tion and momentum, after which we finally ensured excellent spatial overlap of
the intensity profiles of the two generations, completing the alignment.

5.3.4 Coincidence imaging

Using our SPC3 SPAD array camera, we measure spatially resolved photon coinci-
dences using the method described in Sect. 3.2.1. Recall that the coincidences, with
accidentals subtracted, can be calculated from a large number of binary intensity
frames according to Eq. 3.16 [30]. Coincidences are counted in the three possi-
ble polarization bases, corresponding to 〈DD|Ψ〉, 〈AA|Ψ〉, and 〈DA|Ψ〉measure-
ments. These three projections correspond to the following photon pair detection
scenarios:

1. ccDD(i, j) – Pixels i and j both on the left half of the camera, i.e. a 〈DD|
polarization projection,
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FIGURE 5.4: Alignment of momentum correlations for photon
pairs from HH and VV generations. (A) HH generation photon
coincidences projected into the transverse momentum sum coor-
dinates k⊥i + k⊥j . Fitted correlation width σ−1

+,HH = 311± 1µm.
(B) VV generation photon coincidences projected into the trans-
verse momentum sum coordinates k⊥i + k⊥j . Fitted correlation

width σ−1
+,VV = 326 ± 2µm. These images were acquired dur-

ing the alignment process, ensuring equal momentum correlation
widths but prior to ensuring spatial overlap of the HH and VV
emissions. This accounts for the relative displacement between

the peaks.

2. ccAA(i, j) – Pixels i and j both on the right half of the camera, i.e. a 〈AA|
polarization projection,

3. ccDA(i, j) – Pixels i and j on different halves of the camera, i.e. a 〈DA| polar-
ization projection.

The SPC3 SPAD camera was operated at a frame rate of 96 kHz, with a deadtime
of 120 ns. For sample and background measurements we used an exposure time
of 10 ns and 70 ns per frame. During acquisitions, frames are first read into the
camera’s internal memory, which is then emptied via USB3 link into an external
PC random access memory. In parallel, the PC executes a control and analysis
script, which calculates the coincidences from the incoming frames, and saves the
coincidence data to disk.

The calculated coincidence counts were then post-processed in order to re-
move the two sources of noise described in Sect. 3.3.1 and 3.3.2: cross-talk and
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spatially uncorrelated noise. Only the coincidence counts ccDD and ccAA include
significant crosstalk. As described in detail in Sect. 3.3.1, crosstalk coincidences
occur in SPAD cameras, because after a real photon detection in pixel i, photons
can be emitted from that location and detected by a nearby pixel j with probability
Pct(j|i) [127], or vice versa [81]. For ccDD and ccAA, both photons are detected on
the same half of the camera sensor. Therefore, cross-talk can overlap with real co-
incidences and must be removed. The crosstalk probability can be approximated
to depend only on the displacement between pixels ∆x = |xi − xj|, ∆y = |yi − yj|
( i and j expressed in terms of their x and y coordinates) [133]. As described
in Sect. 3.3.1, we characterized the crosstalk probability Pct(∆x, ∆y) by counting
coincidences with the camera sensor covered, such that detections were only gen-
erated by dark counts. The map of Pct(∆x, ∆y) for our SPC3 SPAD array can be
seen in Fig. 3.6. Using Pct(∆x, ∆y), we then calculate the crosstalk coincidences
with Eq. 3.28, in order to subtract them from the ccDD and ccAA values obtained
from Eq. 3.16. ccDA on the other hand, is not affected by crosstalk because in this
case the monitored pixels are physically far apart on separate halves of the cam-
era, and as seen in Fig. 3.6, Pct(∆x, ∆y) becomes negligible for large (∆x, ∆y). We
also removed spatially uncorrelated noise from all three polarization projection
coincidence counts, using the method described in Sect. 3.3.2. This involved fit-
ting the Gaussian model Eq. 3.29 to the measured coincidence counts, and filtering
out spatially uncorrelated coincidences with the thresholding function defined by
Eq. 3.31 (with t = 0.5).

Finally, the filtered coincidence counts for each polarization projection were
transformed into a two-dimensional coincidence image (ci) using Eq. 3.32. That
is, the ciDD(r), ciDA(r), and ciAA(r) coincidence images correspond to the two-
photon "intensities" I(2)2,0 , I(2)1,1 , and I(2)0,2 (from Sect. 4.2), respectively. The SNR of
these coincidence images was experimentally characterized, following the method
detailed in Sect. 3.5, where SNR is quantified by the dimensionless parameter
κ ≡ κ(2). By tuning the laser pump power, frame exposure time, and filter-
ing threshold parameter, we were able to optimize the SNR, obtaining a value
of κ = 1.05.

5.3.5 Classical and N00N state interference

Our setup has the capability to probe one-photon (classical) and 2-photon N00N
state interference. The total phase factor 2Θ(r) in Eq. 5.1 acquired by the two-
photon state |Ψ〉modulates the two-photon probability after projecting into D and
A polarizations, as is achieved by the half-wave plate (HWP) at 22.5◦ and lateral
displacement polarizing beam splitter (dPBS) after the LIM. We obtain the possi-
ble two-photon measurement outcomes simply by writing out Eq. 4.18 explicitly
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for the polarization modes (with N = 2):

| 〈DD|Ψ(r)〉 |2 =
1 + cos 2Θ(r)

4
(5.2)

| 〈DA|Ψ(r)〉 |2 =
1− cos 2Θ(r)

2
(5.3)

| 〈AA|Ψ(r)〉 |2 =
1 + cos 2Θ(r)

4
. (5.4)

For the classical case (N = 1) we simply replace the entangled photon pair
illumination in our setup with classical, diagonally polarized light. Again, from
Eq. 4.18, we obtain the possible measurement outcomes:∣∣∣∣ 〈D|

(
|H〉+ eiΘ(r)
√

2

) ∣∣∣∣2 =
1 + cos Θ(r)

2
(5.5)

∣∣∣∣ 〈A|
(
|H〉+ eiΘ(r)
√

2

) ∣∣∣∣2 =
1− cos Θ(r)

2
. (5.6)

5.3.6 Phase-shifting interferometry

As outlines in Sect. 4.2.1, by acquiring a series of coincidence images at controlled
offsets α, an unknown sample phase can be retrieved using phase-shifting digital
holography (PSDH) [7]. Here, we took advantage of the tunable LIM bias phase,
controlled through the motorized pitch tilting angle of SP1 of the LIM, to set α =
{0, π/4, π/2, 3π/4}. This then allows retrieving the sample phase image for each
polarization projection’s coincidence image series. For example, for ciDD(r):

φ̂
(2)
DD(r) =

1
2

tan−1
[

ciDD(r, π/4)− ciDD(r, 3π/4)
ciDD(r, π/2)− ciDD(r, 0)

]
, (5.7)

which is equivalent to Eq. 4.21, with N = 2, k = 0. Following the convention in-
troduced in Chapter 4, the circumflex on φ̂

(2)
DD(r) indicates that it is an estimator of

the sample phase, while the "DD" subscript and "(2)" superscript indicate, respec-
tively, that the estimator is calculated from the experimental DD measurement of
2-photon N00N state interference. Analogous to Eq. 5.7, φ̂

(2)
DA(r) and φ̂

(2)
AA(r) are

calculated using the corresponding coincidence images. The N00N state-retrieved
phase estimate combining all three projections is therefore (using Eq. 4.22):

φ̂N00N(r) =
(

φ̂
(2)
DD(r) + 2φ̂

(2)
DA(r) + φ̂

(2)
AA(r)

)
/4. (5.8)

Similarly, a phase estimate can be obtained using only classical (single-photon)
intensity measurements I(1)D and I(1)A , proportional to the probabilities Eq. 5.5 and
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5.6, respectively. In this case, we obtain

φ̂
(1)
D = tan−1

[
I(1)D (r, π/2)− I(1)D (r, 3π/2)

I(1)D (r, π)− I(1)D (r, 0)

]
, (5.9)

which is equivalent to Eq. 4.12. Equation 5.9 calculates the phase estimated from
intensity measurements in the D projection. Analogously, φ̂

(1)
A is calculated by

substituting in I(1)A intensities. The phase estimate retrieved from classical inter-
ference, combining D and A, is thus

φ̂Classical(r) =
(

φ̂
(1)
D (r) + φ̂

(1)
A (r)

)
/2. (5.10)

To correctly set the four required offset phases, we first scanned through the
interference curves by tilting SP2 (shown in Fig. 5.5), which produces a continuous
scan on α. We then fitted a cosine to the data, to extract the right SP2 tilts for the
required offset phases.

5.4 Results

5.4.1 Entangled state characterization

We characterized the quality of the entangled state by acquiring a series of coin-
cidence count measurements (ciDD, ciDA, ciAA) while scanning through the LIM
offset phase α, with no sample present. In Fig. 5.5 we see that quantum two-
photon interference manifests twice the periodicity of the single-photon interfer-
ence, which is the expected signature of phase super-resolution for N00N state
interference [10, 160]. That is, for an offset phase α which is applied by a given tilt
of SP1 in the LIM, the classical state acquires the phase α, while the N00N state
acquires the phase 2α. When integrating coincidences across the whole SPAD ar-
ray camera (Fig. 5.5B), a relatively low fitted visibility of Voverall = 0.670± 0.022
is obtained. However, as shown in Fig. 5.5C, when analysing the coincidences of
one fixed pixel (i.e. a single pixel in the ciDD, ciDA, ciAA coincidence images), the
fitted visibility is Vlocal = 0.94± 0.06. This result indicates high local fidelity with
respect to the theoretical state |Ψ〉, validating the super-sensitive capabilities of
our quantum resource [38, 107]. The discrepancy in visibility between Fig. 5.5B
and C indicates a spatially-dependent phase background across the N00N state
wave-front, which we characterize and remove when imaging samples.

5.4.2 Theoretical sensitivity enhancement

To model the expected sensitivity enhancement from our entanglement-enhanced
phase imager, we compare the noise (standard deviation) of the two phase es-
timates φ̂Classical and φ̂N00N, calculated using Eq. 5.10 and 5.8, respectively. From
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FIGURE 5.5: Classical vs N00N state interference. (A) Classical
interference integrating across whole camera. Red crosses and
blue circles correspond to 〈D| and 〈A| projections, respectively.
(B) N00N state interference integrating across whole camera. (C)
N00N state interference with a single fixed pixel. For (B) and (C),
red crosses, blue circles and green diamonds correspond to 〈DA|,
〈DD| and 〈AA| projections, respectively. Solid lines are fitting
curves. The doubled periodicity in (B) and (C) as compared to
(A), is obtained by the tilting of SP1 in the LIM, which induces a

phase α in the classical state, and 2α in the N00N state.

Sect. 4.3, we recall that Eq. 4.45 quantifies the standard deviation of an experimen-
tal phase estimate, using M photons under experimental conditions described by
parameters κ(N), V (N) and η(N).

The single-photon (classical) efficiency of the SPC3 SPAD camera used in this
work was η(1) ≈ 0.03 (see Sect. 5.3.2), which is far lower than the 1/

√
2 ≈ 0.707

value required for a N = 2 N00N state to beat an ideal classical phase measure-
ment. Therefore, in this work, coincidences are counted in post-selection (see
Sect. 4.3.3). The effect of this is to artificially set η(1) = 1, and thus only κ and
V (2) have an effect on the expected sensitivity enhancement. See also Sect. 5.5 for
further discussion of this point.

For the two-photon N00N state measurement, we obtained κ(2) = κ = 1.05
(Sect. 5.3.4) and V (2) = Vlocal = 0.94± 0.06 (Sect. 5.4.1). We would like to compare
the uncertainty of our entanglement-enabled phase measurements with an ideal
classical phase retrieval, with phase retrieval in both cases through PSDH. There-
fore, for the classical case, also using M photons, we set κ(1) = 1 and V (1) = 1.
Then we can numerically evaluate the relative reduction in uncertainty enabled by
the N00N-state phase retrieval: sd(φ̂N00N)/sd(φ̂Classical) = 0.79± 0.05. Note that
as pointed out in Sect. 4.3, when using PSDH phase retrieval, the measurement
uncertainty (i.e. also the reduction in uncertainty) is independent of the sample
phase.
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FIGURE 5.6: Birefringent phase profile applied to SLM. Scale bar,
1 mm at sample plane.

5.4.3 Super-sensitive imaging of birefringent sample

We first investigated the entanglement-enhanced phase imaging capabilities of
our system by measuring a birefringent test sample generated by the SLM (pat-
tern shown in Fig. 5.6). An equal number of photodetections was used to re-
trieve a phase image using classical (single-photon) intensity interference, and
entanglement-enhanced (two-photon) N00N state interference. Over all four phase-
shifted images a total of Itot = 8.18 × 105 single-photon detection events, and
citot = 4.06× 105 two-photon coincidences were recorded (i.e. Itot ≈ 2citot). The
total acquisition time for the entanglement-enhanced sample measurement was
24 hours, recording 2.07× 109 binary intensity frames (6 hours at 96 kHz frame
rate) at each PSDH step. We also calculated the spatially dependent background
phase (i.e. with no sample present), using PSDH with four acquisition steps of
2.76 × 109 binary intensity frames (8 hours at 96 kHz frame rate) each. For the
classical case, on the other hand, the total acquisition time was 2.9 s.

Figure 5.7 shows the experimental N00N state phase images, retrieved using
PSDH and coincidence images ciDD, ciDA, and ciAA. In particular, the exper-
imental phase estimate φ̂

(2)
DD(r) was calculated by subtracting the phase profile

shown in 5.7A from the one shown in 5.7B. Similarly, φ̂
(2)
DA(r) and φ̂

(2)
AA(r) were ob-

tained from the phase images shown in 5.7C and D, and 5.7E and F, respectively.
The non-zero background phase profile (5.7A, C, E) is caused by several factors.
Imperfect collimation of the beam through the LIM results in a distortion of the
wavefront difference between the H and V polarized photons [171]. We have also
observed that various components in the optical path going from the entangled
photon source to the LIM, most of all the dichroic mirror, induce small birefrin-
gent effects which again cause spatially dependent phase differences between the
H and V polarized photons. Imperfect alignment of the Sagnac interferometer and
inhomogeneities in the ppKTP crystal also result in non-zero phase distortion. We
note that for the N00N state generation it is experimentally much more difficult to
eliminate or reduce this background phase than in the classical case. The reason
for this is that the hyper-entangled N00N state we have used is generated by indis-
tinguishability between two separate SPDC processes, where the aforementioned
sources of phase distortion apply individually to each of the two generations. That
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is, the spatially dependent background phase profile in our system is due to the
difference in phase between two separate SPDC processes. Eliminating the back-
ground then involves aligning both SPDC processes such that they simultaneously
have flat wave-fronts with zero phase difference between them across the entire
FoV. In practice, this was experimentally extremely challenging to achieve, and
we were therefore unable to fully remove the background phase profile. Integrat-
ing over all pixels then leads to the reduction in N00N-state interference visibility
for the summed pixel case (Fig. 5.5B). On the other hand, for the classical case,
the D polarized classical probe beam consisted of a single SPDC generation ro-
tated by 45 degrees. Experimentally it was far easier to align well the single SPDC
generation, such that the background was virtually eliminated, resulting in a high
classical interference visibility close to unity (Fig. 5.5A).

FIGURE 5.7: Retrieved phase images for birefringent test sam-
ple measurement. (A) and (B) Background and sample retrieved
phase for 〈DD| polarization projection. (C) and (D) Background
and sample retrieved phase for 〈DA| polarization projection. (E)
and (F) Background and sample retrieved phase for 〈AA| polar-

ization projection.

Fig. 5.8A shows the classical phase estimate image φ̂Classical (Eq. 5.10). Fig. 5.8C
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on the other hand, shows the entanglement-enhanced phase estimate φ̂N00N, (Eq. 5.8).
Fig. 5.8B and D show cross-sections of the background noise in the classical and
entanglement-enhanced phase estimate images, respectively. Comparing to Fig. 5.6,
we see that Fig. 5.8A and C both show the recovered sample phase well, whose
accuracy is further confirmed with the zero-normalized cross-correlation image
matching metric (details in Appendix A). In order to quantify the sensitivity en-
hancement that our protocol provides, we compute the local uncertainty (LU) of
the images, that is the root-mean-squared differences between all pairs of neigh-
bouring pixels [38]. The regions indicated by the black rectangles in Fig. 5.8A and
C respectively were used to calculate the LU, yielding LUClassical = 0.091± 0.005
and LUN00N = 0.065± 0.004, where the errors in LU represent the statistical stan-
dard error. We therefore obtained a reduction in noise from φ̂Classical to φ̂N00N,
which can be seen qualitatively by comparing the roughness of Fig. 5.8B and D,
and numerically as LUN00N/LUClassical = 0.72± 0.06. The above result is consis-
tent with the expected phase super-sensitivity for our system sd(φ̂N00N)/sd(φ̂Classical) =

0.79± 0.05 (Sect. 5.4.2), and close to the theoretical bound of 1/
√

2 ≈ 0.707.

FIGURE 5.8: Retrieved phase images of a birefringent sam-
ple. (A) Classical phase image φ̂Classical. (B) Cross-section of
phase profile along yellow dashed line in (A). (C) Entanglement-
enhanced phase image φ̂N00N. (D) Cross-section of phase profile
along yellow dashed line in (C). Black rectangles in (A) and (C)
indicate area used for LU calculations. Clearly the pixel-to-pixel
noise is reduced in (C) and (D) compared to (A) and (B). The re-
duced edge contrast in (C) is due to the relatively large photon
spatial correlation width, but can be addressed by engineering an
entangled photon source with tighter spatial correlation. Scale

bars, 1 mm at sample plane.
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5.4.4 Super-sensitive imaging of protein microarray sample

In the second test of our entanglement-enhanced phase imager we imaged a non-
birefringent phase sample, which was implemented by fabricating a microarray of
protein spots on a glass slide. This is similar to clinical microarray assays, where
a range of capture antibodies are spotted onto a glass slide, each binding with a
specific biomarker (e.g. an indicator of a disease). Measuring a change in signal
for a given spot therefore confirms the presence or absence of a certain condition,
aiding in rapid diagnosis [172]. Here, the microarray test sample was fabricated
using commercially available Pierce Recombinant Protein A/G (Thermo Scientific
21186). First the stock solution at 5 mg/mL was diluted using milli-Q water to a
final concentration of 500 µg/mL. This was then spotted (using a SCIENION sci-
FLEARRAYER S3 spotter) onto a borosilicate glass slide (NEXTERION Slide E,
SCHOTT), coated with a multi-purpose epoxysilane layer that covalently binds
most types of bio-molecules including amino- and non-modified DNA, RNA, and
proteins. Spots of diameter 500 µm were made with 1000 µm centre-to-centre spac-
ing, and the sample was left to dry overnight (24 hours) before measuring. Accu-
rately imaging the phase jumps due to the presence or absence of proteins in the
biological sample, and showing a quantum enhancement in this measurement
confirms the direct applicability of our entanglement-enhanced imaging system
to diagnostics applications.

Using the LIM in the configuration shown in Fig. 5.1b, the microarray test
sample (φnb) was inserted into the imager for measuring. As with the birefringent
sample, an equal number of photodetections was used to reconstruct the phase
image estimates φ̂Classical and φ̂N00N (Itot = 3.16 × 106 single-photon detection
events, and citot = 1.55 × 106 two-photon coincidences, i.e. Itot ≈ 2citot), per-
mitting a fair comparison of phase sensitivity for the two methods. The sample
acquisition time for the N00N state phase was 7 hours per PSDH step (2.42× 109

binary intensity frames), that is, 28 hours in total across all four steps. In addi-
tion, as for the birefringent test sample (Sect. 5.4.3), the background phase was
retrieved using PSDH, with a 4 hour (1.38× 109 frames) acquisition time per step
(i.e. 16 hours in total). For the classical case, on the other hand, the total acquisi-
tion time was 3.2 s.

Equivalent to Fig. 5.7, in Fig. 5.9 we see the experimental N00N state phase im-
ages, retrieved using PSDH and coincidence images ciDD, ciDA, and ciAA. Again,
the experimental phase estimate φ̂

(2)
DD(r) was calculated subtracting the 5.9A phase

image from the 5.9B one. Similarly, φ̂
(2)
DA(r) and φ̂

(2)
AA(r) were obtained from the

5.7C and D, and 5.7E and F phases, respectively. Fig. 5.10A shows a reference
phase image retrieved under high intensity illumination, whereas in Fig. 5.10B
and Fig. 5.10C are shown the low intensity illumination (single-photon) and en-
tanglement enhanced phase estimates φ̂Classical (Eq. 5.10) and φ̂N00N (Eq. 5.8), re-
spectively.

Horizontal cross-sections of the phase images (Fig. 5.10D-F) confirm the ac-
curacy of the entanglement-enhanced measurement compared to both classical
ones. The contrast between spots and surrounding background, indicating the
presence and absence of proteins respectively, is clear in all measurements, which
confirms the suitability of the technique for probing diagnostic microarrays. We
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FIGURE 5.9: Retrieved phase images for non-birefringent test
sample measurement. (A) and (B) Background and sample re-
trieved phase for 〈DD| polarization projection. (C) and (D) Back-
ground and sample retrieved phase for 〈DA| polarization projec-
tion. (E) and (F) Background and sample retrieved phase for 〈AA|

polarization projection.

again compare the LU, using the areas defined by the black rectangles. The ex-
tracted values are LUClassical = 0.059± 0.002 and LUN00N = 0.047± 0.001, which
provides an enhancement of LUN00N/LUClassical = 0.80± 0.04, again consistent
with the predicted phase super-sensitivity of 0.79± 0.05 (Sect. 5.4.2) and close to
the theoretical bound of 1/

√
2 ≈ 0.707.

5.5 Discussion

Our proof-of-principle demonstration of quantum-enhanced imaging represents
a first step towards a real-world advantage for specific bio-imaging use cases that
require imaging sample phases with a lower photon number than classically pos-
sible. As pointed out in Ref. [173] and [11], besides photodamage, which is readily
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FIGURE 5.10: Retrieved phase images of a non-birefringent
protein microarray sample. (A) Reference phase image from
high intensity classical illumination. (B) Low intensity (single-
photon level) classical illumination phase image φ̂Classical. (C)
Entanglement-enhanced phase image φ̂N00N. (D)-(F) Cross-
sections of phase profiles along yellow dashed lines in (A)-(C).
Black rectangles in (B) and (C) indicate area used for LU cal-
culations. All three experimental conditions show clear con-
trast between regions of high protein binding (circular spots)
to regions with no binding (background). The entanglement-
enhanced method (C) manifests less pixel-to-pixel noise than its
classical counterpart (B), for an equal number of photons de-

tected. Scale bars, 2 mm at sample plane.

observed upon sample inspection, also experimentally significant are photosensi-
tive effects caused by illumination levels orders of magnitude below the dam-
age threshold. Such effects may not be obvious to the user but still adversely
affect measurement reliability, and include altering of gene expression [149], en-
zyme activity [152], and acceleration of oxidation and reduction reactions in cells
[148]. Comprehensive quantitative data on these phenomena is scant [173], espe-
cially for phase imaging, which has only recently begun to supplant fluorescence
microscopy in biomedical applications [8]. However, for instance, for Ref. [152]
rough calculations indicate that light-induced changes become noticeable start-
ing from only ∼109 – 1011 photons at the cell level – a light budget comparable
to illumination levels enabled by state-of-the-art entangled photon sources. A
promising application for quantum-enabled super-sensitive imaging may then be
the long-term inspection of photosensitive bio-samples, such as the monitoring of
biomarkers from a patient subjected to an evolving disease [163], or the character-
ization of slow changes in neural cells [174]. In such a case a small photon budget
must be stretched across a period of hours or days, and therefore even the

√
2
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sensitivity enhancement enabled by 2-photon N00N states would lead to a useful
improvement in measurement capacity.

Moreover, it is straightforward to extend our protocol to larger N00N states
or other non-classical light states with N > 2 photons. Analogously to what is
shown here, if all N photons of the state are spatially correlated, a SPAD array
camera can measure the N > 2 multi-photon coincidence images, so the phase
can be retrieved using PSDH with a theoretical sensitivity enhancement of

√
N,

rather than the
√

2 factor currently afforded by entangled photon pairs. However,
using SPDC to generate N00N states with many photons is experimentally very
challenging, with past demonstrations showing only probabilistic generation of
N00N states with relatively small N [145, 160]. On the other hand, recent progress
in quantum dot, and cavity based entangled photon sources has been promising
[175–177], and we are therefore hopeful that N00N state sources with high N may
become available in the future, which will enable greater sensitivity enhancements
in our system.

In our experiment, the image resolution of 32× 32 pixels was only limited by
the sensor of our SPAD array camera. Based on recent developments of megapixel
resolution SPAD arrays [155, 178], we expect that our protocol can be fully ex-
ploited for highly detailed quantum-enhanced phase imaging. We note that our
protocol becomes susceptible to errors when the correlation width between pho-
tons is comparable to the sample feature size, as in this case it is likely that the
two photons acquire different phases. This implies a breakdown in the approxi-
mations that lead to Eq. 5.1 (i.e. the condition Θ(r) ≈ Θ(r′) is no longer satisfied),
and leads to reduced edge contrast, as can be seen in the blurred edges of the “φ"
pattern in Fig. 5.8D. Entangled photon sources with a tighter photon pair correla-
tion width will therefore improve spatial resolution.

Sensitivity comparisons between the classical and quantum-enhanced mea-
surements were made here for an equal number of photons counted, with post-
selection used for coincidence counting (see Sect. 4.3.3). Photon losses due to im-
perfect optical efficiencies were not taken into account, which is standard practice
in almost all works on quantum-enhanced phase measurements to date [19, 37,
38, 160]. However, as N00N state phase measurements are highly sensitive to
loss, a real sensitivity advantage can only be shown by comparing an equal num-
ber of photons at the sample [107], which necessitates very high optical efficiencies
[147]. To this end, future work will focus on developing entangled photon sources
at shorter wavelengths in combination with enhanced efficiency SPAD array cam-
eras [179], in order to dramatically improve system optical efficiency. Another
promising approach would be to use superconducting nanowire single-photon
detectors (SNSPD), which routinely achieve detection efficiencies of close to unity
[106]. In particular, SNSPD image sensors have recently been demonstrated [180,
181] which, while currently possessing some limitations, could in future be used
for the required high efficiency coincidence image detection. Lastly, future work
will also focus on modifying our method to achieve enhanced phase imaging us-
ing other quantum states that have less demanding optical efficiency requirements
than N00N states [146, 182–185]. We are therefore optimistic that the technologi-
cal requirements for our method to yield a true quantum advantage over classical
phase measurements will soon be met.
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In this work the coincidence acquisition speed was limited by the SPAD cam-
era readout scheme and photon detection efficiency (PDE), which resulted in much
longer quantum imaging acquisition times than for the classical case. Firstly, we
employed a SPAD camera intended for general use, that thus reads out and trans-
fers information for all pixels regardless of whether they detected a photon or not,
in every frame. Thus, the shortest achievable frame time is simply the readout
time per pixel multiplied by the number of pixels, in our case 10.4 µs. This is∼103

times longer than the exposure time per frame, leading to a very low duty cycle
and correspondingly slow acquisitions. Moreover, as we image with low photon
numbers, a large overhead of useless data (pixels with no detections) is gener-
ated. To solve this issue, future work will make use of emerging SPAD arrays spe-
cialized for sparse event detection, with optimized asynchronous or event-driven
readout schemes that only read out and transfer useful coincidence information
[39]. Secondly, for a given PDE η, the coincidence detection efficiency is η2 – in our
case yielding an available coincidence detection rate ∼30 times lower than single-
photon detection. We anticipate further improvements in detection technology
that will allow this problem to be addressed in the foreseeable future. See Ap-
pendix B for a more detailed exploration of these details and a comparison with
single-pixel detector scanning based imaging.

Note that despite also using holographic phase retrieval, the phase imager pre-
sented in this work is quite different from the quantum-enabled holography tech-
nique from Ref. [31]. In that work two photons are spatially separated and non-
local photon correlations are needed for holographic reconstruction. In our sys-
tem on the other hand, both entangled photons pass through the sample together,
which is the crucial aspect that enables our system to achieve super-sensitive
phase imaging.

We also note that the optical centroid measurement (OCM) coincidence im-
age mapping, as introduced by Ref. [24] and used for example in Ref. [25], is not
suitable for a direct phase sensitivity comparison with classical images (as is the
main aim of this chapter). The OCM maps a four-dimensional two-photon coinci-
dence vector (e.g. Eq. 3.31) onto the two-dimensional coordinate (ri + rj)/2 with
four times the number of (virtual) pixels compared to the physical SPAD array (a
factor of two on each axis) [186]. Therefore, for an equal number of total photons
across the field-of-view (FoV), an OCM-mapped coincidence image will have only
one quarter of the photons per pixel as a classical image, with correspondingly
higher noise, thereby negating any possible photon-number advantage. The un-
suitability of the OCM for super-sensitive phase imaging is not surprising when
considering its aim of spatial super-resolution [24, 25], as it is true in general that
a larger total light budget is required for imaging smaller spatial features without
decreasing sensitivity.

In conclusion, we have successfully implemented a practical large FoV, scan-
free quantum-enhanced phase imaging protocol, capable of retrieving phase im-
ages with decreased noise compared to equivalent classical measurements. Our
system uses space-polarization hyper-entanglement, generated by an integrated
source of quantum light, and combines a lens-free interferometric microscope
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with robust phase-scanning mechanism and novel data processing of images pro-
duced by a SPAD array camera. Polarization entanglement is exploited as a re-
source for phase super-sensitivity, while photon pair spatial correlations ensure
that coincidence detections are confined to nearby pixels, thereby enabling scan-
free simultaneous multi-photon imaging on many spatial modes across the whole
FoV. For birefringent and non-birefringent phase samples we measured reduc-
tions in noise of the retrieved phase images, by factors of 0.72± 0.06 and 0.80±
0.04, whose inverse values yield the sensitivity enhancements of 1.39± 0.11 and
1.25 ± 0.06, respectively. Precise measurement of a protein microarray demon-
strate that biomarkers can be well identified. We expect systematic calibrations of
the phase-response of specific samples to allow identifying biomarker concentra-
tion. This advance shows compatibility of our quantum-enhanced method with
medical diagnostic applications, with further use cases extending to a range of ma-
terial and biological inspection tasks such as monitoring photoresist-based micro-
fabrication, inspection of semiconductor and crystal materials, and observation of
living organisms without inducing cellular damage or photosensitive effects. We
believe that with realistic future developments our technique will be highly com-
petitive with respect to classical alternatives in which delicate samples cannot be
analysed without risks of being significantly altered or even damaged, and that
this work is thus an important step towards practically useful quantum imaging.
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Chapter 6

Fast Quantum Imaging with
Visible-Wavelength
Entanglement

The information, text and figures in this chapter have been adapted, under the terms
of the Creative Commons Attribution-NonCommercial license, from the original publi-
cation: "Fast quantum-enhanced imaging with visible-wavelength entangled photons",
Robin Camphausen, Adrià Sansa Perna, Álvaro Cuevas, Alexander Demuth, Javier Ar-
rés Chillón, Markus Gräfe, Fabian Steinlechner, Valerio Pruneri. Optics Express, 31(4),
2023.

6.1 Abstract

Quantum resources can provide supersensitive performance in optical imaging
and sensing. Detecting entangled photon pairs from spontaneous parametric
down conversion (SPDC) with single-photon avalanche diode (SPAD) image sen-
sor arrays (ISAs) enables practical wide-field quantum-enhanced imaging. How-
ever, matching SPDC wavelength to the peak detection efficiency range of comple-
mentary metal oxide semiconductor (CMOS) compatible mass-producible SPAD-
ISAs has remained technologically elusive, resulting in low imaging speeds to
date. Here, we show that a recently developed visible-wavelength entangled pho-
ton source enables high-speed quantum imaging. By operating at high detection
efficiency of a SPAD-ISA, we increase acquisition speed by more than an order
of magnitude compared to previous similar quantum imaging demonstrations.
Besides being fast, the quantum-enhanced phase imager operating at short wave-
lengths retrieves nanometre scale height differences, tested by imaging evapo-
rated silica and protein microarray spots on glass samples, with sensitivity im-
proved by a factor of 1.351± 0.004 over equivalent ideal classical imaging. This
work represents an important stepping stone towards scalable real-world quan-
tum imaging advantage, and may find use in biomedical and industrial applica-
tions as well as fundamental research.
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6.2 Introduction

Chapter 5 describes our realization of the first wide-field super-sensitive phase
imaging system, enabled through hyper-entangled photon pairs and SPAD array
camera coincidence imaging. This proof-of-principle demonstration provides a
scalable path towards improving measurement capability in some applications,
such as imaging sensitive biological samples, including live cells and organisms,
which can be altered or even damaged if the illumination brightness is too high
[148, 149, 151, 152]. Quantum-enhanced techniques, as in Chapter 5, are expected
to be of particular use in specialized cases when photon budget is limited and
acquisition times are long [174].

Notwithstanding promising results, the system presented in Chapter 5 does
not yet provide any "real-world" usefulness. To this end, two key aims are speed
and practicality. For practicality, the most important recent advance is represented
by SPAD image sensor array (ISA) cameras fabricated in standard complemen-
tary metal oxide semiconductor (CMOS) processes, due to their scalability (and
therefore potential cost-effectiveness), and low-noise coincidence imaging capa-
bility (as discussed extensively in Sect. 3.2.1 and 3.2.2) without requiring active
cooling [39]. However, the speed of quantum imaging with SPDC photon pairs
is at present far lower than in classical counterparts, limiting quantum-enabled
improvements to academic interest. In Chapter 5 (Ref. [144]) we identified two
main factors as the cause of current low imaging speeds: low photon detection ef-
ficiency (PDE) in SPAD-ISAs for photon pairs at the common near-infrared (NIR)
SPDC emission wavelength (typically ∼800 nm), and low detector duty cycle.

Here, we address the first of the two aforementioned issues, and show that
short-wavelength SPDC is an enabling technology for fast and practical quantum
imaging. Fabrication of mass-scalable SPAD-ISAs must adhere to standard CMOS
processes, resulting in very few customizable design parameters. In particular, a
limited thickness of SPAD photon absorption regions presents a fundamental bar-
rier to achieving high PDE at NIR wavelengths [42]. On the other hand, CMOS
SPAD-ISA efficiencies peak in the green visible wavelength range, and can be
even further optimized to approach the values of other image sensor technologies
[115, 155]. In this work, we take advantage of this, and demonstrate a quantum
imaging system using a recently developed green visible-wavelength (532 nm) en-
tangled photon pair source (EPS), generating hyperentanglement in polarization
and space [73]. This visible-wavelength EPS (VEPS) is combined with a compact
and stable, large field-of-view (∼4× 4mm2) phase imager to perform supersen-
sitive phase imaging [144]. We show that our VEPS-enabled quantum imaging
scheme is able to accurately retrieve the features of two test samples – an electron-
beam evaporated silica pattern on glass, and a protein microarray. These mea-
surements illustrate our technique’s potential applicability to real-world uses, as
imaging nanometre-scale height steps has important applications in semiconduc-
tor metrology [187], while protein microarrays represent a widely used biomedi-
cal diagnostic tool [172]. Introducing a phase sensitivity calculation independent
of sample spatial features, we show the supersensitivity of our quantum imag-
ing scheme which yields an increase in SNR by a factor of 1.351± 0.004. This is
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close to the theoretically predicted
√

2 ≈ 1.414 enhancement. Compared to imag-
ing with the widely used ∼800 nm EPS, for our two samples, our VEPS enabled
speedups by a factor of 39, and 60, respectively. This is consistent with our SPAD-
ISA’s ∼5.3−9.5-fold PDE increase from the NIR to 532 nm, that is, corresponding
to a ∼28−90 times higher coincidence efficiency [115].

6.3 Experimental setup and methods

Our wide-field quantum imaging platform is optimized for the measurement of
large area transparent samples. Here, we improve upon the setup from Chapter
5 [144], probing again a sample held in a large field-of-view (FoV) interferomet-
ric microscope (LIM, see Sect. 5.3.1), this time using visible wavelength space-
polarization hyper-entangled photon pairs. As in Chapter 5, we use the photon-
counting Micro Photon Devices SPC3 SPAD camera (pixel pitch 150 µm, pixel fill
factor 78%), which has PDE of∼35±3% at 532 nm, compared to∼5±1% at 810 nm
[115].

6.3.1 Optical setup with visible-wavelength EPS

As can be seen in Fig. 6.1a, hyper-entangled photon pairs are generated in our
setup by SPDC, using a crossed-crystal geometry VEPS (see Sect. 2.3.4) [73]. The
collimated pump laser at 266 nm (Toptica TopWave, continuous wave, linewidth
<1 MHz) is prepared in the diagonal polarization |D〉, (following notation estab-
lished in Sect. 2.2.2). The pump then passes through four barium borate (BBO)
crystals sequentially. In the first (second) BBO crystal, 532 nm wavelength photon
pairs are generated by SPDC with H (V) polarization. The third and fourth BBO
crystals compensate spatial walk-off between the two SPDC processes, a band-
pass filter (BPF) then removes the pump, and an yttrium vanadate (YVO4) crystal
is used for temporal compensation. This leaves the polarization-entangled two-
photon N00N state.

The SPDC near-field is imaged onto the sample in the LIM, and then re-imaged
onto the SPAD camera sensor, using two pairs of lenses in 4f configuration (see
Fig. 6.1a). Therefore, as in Chapter 5, we obtain at the sample and detection
planes the hyper-entangled state |Ψ〉 (r) ≈ ∑r,r′(|HH〉r,r′ + exp(i2Θ(r)) |VV〉r,r′)
[82, 170]. This is equivalent to Eq. 5.1 and Eq. 2.46, where again we neglect nor-
malisation coefficients for clarity, The term Θ represents the spatially dependent
phase difference between H and V induced by the LIM and sample in each pho-
ton, and r and r′ are the transverse coordinates of the two spatially correlated pho-
tons. As in Sect. 5.3.2, we have r ≈ r′ is true, which implies Θ(r) ≈ Θ(r′). That
is, |Ψ〉 acquires a total phase factor of 2Θ(r) ≈ Θ(r) + Θ(r′). Lastly, a half-wave
plate (HWP) and a lateral displacement polarizing beam-splitter (dPBS) project
the state |Ψ〉 into the diagonal polarization measurement bases |DD〉, |AA〉, and
|DA〉 before the SPAD camera.

We note that the crossed-crystal scheme here is considerably more simple to
align, and that therefore the alignment procedure described for a Sagnac inter-
ferometer geometry (Sect. 5.3.3) is unnecessary. On the other hand, we note that
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light must be spatially filtered in the far-field after the VEPS with a 2.5 mm aper-
ture. This reduces the photon pairs’ momentum distribution in order to minimize
k-vector-dependent phase distortion inherent in crossed-crystal EPS designs [188].

6.3.2 Measuring height steps with the LIM

Section 5.3.1 introduced in some detail the large field-of-view (FoV) interferomet-
ric microscope (LIM). Here we briefly elaborate on this, in order to show explicitly
how the LIM can be used to infer nanometric height steps of the features of trans-
parent samples with known refractive index.

As illustrated in Fig. 6.1b, a non-birefringent target sample is placed between
the two LIM Savart plates (SPs; SP1 and SP2), i.e. corresponding to the config-
uration shown also in Fig. 5.1b. At every lateral spatial location the LIM can be
considered to form a Mach-Zehnder interferometer (MZI) for each lateral spatial
location, with displacement S between the MZI modes. The effect of the LIM on
every photon is to introduce a phase between H and V, which can be expressed
in terms of the sample feature height (see Fig. 6.1b):

Θ(r) =
(h(r + S/2)− h(r− S/2))(nSample − nAir)

λ/2π
+ α

=
OPD(r)
λ/2π

+ α (6.1)

Here we assume a sample with uniform refractive index nSample and spatially de-
pendent height h(r), nAir is the air refractive index, and λ is the photon wave-
length. For convenience we also denote φ ≡ OPD/(λ/2π) as the phase factor
induced by only the sample, which is positive or negative depending on whether
the H or V trajectory is longer in the LIM.

6.3.3 Entanglement imaging method

As described in detail in Sect. 3.2.1, we can extract spatially resolved two-photon
coincidences, cc between any two arbitrary pixels i and j, using a large number
(M & 107) of intensity image frames acquired by a photon-counting SPAD-ISA
[30, 40]. Recall that Eq. 3.17 calculates the coincidences for a sub-acquisition (in-
volving a sub-set of the M total binary frames) which we write here again for
convenience:

cc(i, j, p, q) =
q

∑
l=p

Il,i Il,j −
1

q− p + 1

q

∑
m,n=p

Im,i In,j. (6.2)

This the coincidences from the pth to the qth intensity frame of an acquisition. The
whole acquisition is recovered by setting p = 1 and q = M. As seen in Fig. 6.1a,
the HWP and dPBS before the SPAD-ISA direct D (A)-polarized light to the left
(right) half of the camera sensor. Therefore we can use Eq. 6.2 to directly measure
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• 〈DD|Ψ(r)〉, 〈AA|Ψ(r)〉 – camera pixels i,j both on left or right half of sensor,
respectively, and

• 〈DA|Ψ(r)〉 – pixels i,j on different halves of sensor.

Equation 6.2 cannot calculate coincidence counts for the case of both photons
falling onto the same physical SPAD pixel [30]. This situation can occur in the
DD and AA measurement bases, resulting in a slight loss of coincidence counts
as compared to the DA measurement.

Analogous to Chapter 5, we follow the post-processing workflow for coinci-
dence imaging established in Chapter 3. Cross-talk is removed using Eq. 6.2 (see
Sect. 3.3.1), and coincidences are filtered using their position correlation (Sect. 3.3.2,
Eq. 3.31). We then trace out the detection coordinates of one of the two photons
to convert the filtered 4D coincidence count quantity into a 2D coincidence image
cipq(x, y) (Sect. 3.4, Eq. 3.32). Note also that we optimized the EPS pump power
(∼80 mW) to obtain high coincidence counting SNR, which, following Sect. 3.5, is
expressed by the dimensionless parameter κ = 1.07± 0.05 (where κ = 1 for ideal
SNR) [144].

Section 5.3.1 describes how motorized tilting of one of the SPs in the LIM in-
duces a controlled bias phase α between H and V. Here we measured the coin-
cidence interference visibility by monitoring ci(x, y) for different phase offsets α.
Figure 6.1c shows the coincidences integrated across the whole camera, that is,
∑x,y cipq(x, y) for each α, while Fig. 6.1d plots cipq(xi, yi) for a single fixed pixel
i ≡ [xi, yi]. Both results show two interference periods as α goes from 0 to 2π,
rather than a single period as in classical optics, manifesting therefore the signa-
ture of N00N states [10, 160]. However, while the fitted visibility of the single
pixel coincidence curve (Fig. 6.1d) is V (∈)local = 0.96± 0.03, the integrated coinci-

dence curve (Fig. 6.1c) shows a lower visibility of V (∈)overall = 0.75± 0.02. Similarly
to Chapter 5, this discrepancy in visibilities is evidence of a spatially dependent
phase background across the N00N state wavefront, which we measure and re-
move when imaging samples.
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6.4 Accurate phase imaging of test samples

To demonstrate the fast and accurate quantum-enhanced imaging capability of
our system, we measured two test samples representative of possible use cases.
First, we acquired a phase image of a silica test sample, and confirmed the ac-
curacy of our quantum-enhanced step height estimation using an atomic force
microscope (AFM) scan. Second, we demonstrated the potential applicability of
our platform in the biomedical field, by imaging a protein microarray sample.
Samples were illuminated with our VEPS, and coincidence images detected with
the SPAD camera. Phase-shifting digital holography (PSDH) was then used to
retrieve the phase induced by the sample (Sect. 4.2.1), acording to Eq. 4.21. The
offset phases α = {0, π/(2N), π/N, 3π/(2N)} required by four-step PSDH (with
N = 1 for classical, N = 2 for quantum) are set by tilting the LIM’s first Savart
plate (see Sect. 5.3.1).

6.4.1 Silica test sample

A silica test sample was fabricated in-house, by electron-beam evaporating silica
steps of controlled height onto a borosilicate glass substrate, in the shape of the
word “ICFO" as shown in Fig. 6.2c. The phase image of this silica test sample,
retrieved from N00N state interference, can be seen in Fig. 6.2a, where the let-
ters “ICFO" can readily be made out. As illustrated in Fig. 6.1b, when using the
LIM to measure a non-birefringent sample, the retrieved phase contains a positive
and negative double-image, which is clearly visible in Fig. 6.2a. In Fig. 6.2b we
plot the x cross-sections along all rows in the area defined by the black rectangle
in Fig. 6.2a, where again the positive and negative steps in phase measured are
clearly visible.

Fig. 6.2a shows the phase induced by the sample φ̂(2) = OPDexp/(λ/2π), ex-
pressed in radians. Recall that the "(2)" superscript indicates explicitly that this
φ̂(2) refers to a phase estimate retrieved from a two-photon N00N state interfero-
metric measurement (see Chapter 4). For Fig. 6.2b, we used Eq. 6.1 to convert φ̂(2)

to the height difference ∆Height = h(r + S/2)− h(r− S/2), in terms of nanome-
tres. This required the refractive indices of silica and air at 532 nm, nSample = 1.46
and nAir = 1.00 [189]. Taking the difference between, respectively, the mean of the
∆Height values in the upper blue and orange shaded regions with the average of
the ∆Height values in the lower blue and orange shaded regions in Fig. 6.2b, gives
an experimental estimate the sample feature step height of hexp = 44± 8 nm. We
confirmed the sample step height with a reference AFM measurement, as shown
in Fig. 6.2c and d, where Fig. 6.2c illustrates the region on our sample scanned by
the AFM as well as the AFM, and Fig. 6.2d the cross-section showing clearly the
jump in sample height at the feature step. Taking the difference between the mean
heights of the two grey shaded regions in Fig. 6.2d, we obtain the reference AFM
measurement of the silica sample step height href = 44.7± 0.4 nm. Our quantum-
enhanced imaging system was therefore able to retrieve the sample feature height
with a high degree of accuracy, thereby confirming its suitability for material sci-
ence inspection tasks of transparent samples involving nanometre-scale variations
in structure height.
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The acquisition time for obtaining the image in Fig. 6.2a was 1200 s, and with
a total number of detected coincidences of 7.2× 105 this corresponds to a coinci-
dence detection rate of 6.0× 102 s−1. In contrast, the fastest acquisition in Chapter
5 (Ref. [144]) counted 1.55× 106 coincidences over a total measurement time of 28
hours, corresponding to a coincidence detection rate of 1.5× 101 s−1. Therefore,
here our VEPS enabled a 39-fold increase in quantum-enhanced imaging speed
compared to 5.

FIGURE 6.2: Quantum-enhanced phase imaging using VEPS of
silica test sample. (a) Entanglement-enhanced phase image of
silica sample. (b) cross-sections in x direction of the area defined
by black rectangle in (a). For the blue and orange shaded regions
respectively, subtracting the mean of the right from the left re-
gions, yields the experimental estimate of the phase induced by
the sample. (c) AFM image of sub-section of test sample, showing
jump in height from substrate to step. (d) Average cross-section
of AFM image in (c). Scale bar in (a), 1 mm both at sample and

camera sensor plane.

6.4.2 Protein microarray test sample

For the second sample, as in Chapter 5, we measured a microarray of protein
spots. Accurate quantum-enhanced imaging in this case demonstrates our sys-
tem’s potential applicability to biomedical use cases, as protein microarrays are
used as clinical diagnostic tools (See Sect. 5.4.4 for details).

The microarray test sample was fabricated in-house, following the procedure
described in Sect. 5.4.4 (diluting the protein solution here to 250 µg/mL). A phase
image of this sample, retrieved from N00N state interference, can be seen in Fig. 6.3a,
where several protein spots can readily be made out. Cross-sections of the phase
image along dashed lines in Fig. 6.3a, shown in Fig. 6.3b and c, also confirm the
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detection of individual protein spots. Unlike for the silica test sample (Sect. 6.4.1),
it was not possible to confirm phase measurements of the mechanically fragile
microarray using an AFM. We therefore acquired a reference image with bright
classical illumination (i.e. using many more photons than for Fig. 6.3a), which is
shown in Fig. 6.3d. Comparing Fig. 6.3d, and cross-sections in Fig. 6.3e and f, with
the corresponding entanglement-enabled images Fig. 6.3a-c clearly confirms the
accuracy of our quantum-enhanced imaging system.

The image in Fig. 6.3a was obtained over a total acquisition time of 3600 s, and
is made up of 3.3 × 106 detected coincidences, corresponding to a coincidence
detection rate of 9.2× 102 s−1. Therefore, compared to the coincidence detection
rate of 1.5× 101 s−1 in Chapter 5 (Ref. [144]), our VEPS-illuminated imager again
enabled a huge improvement in quantum-enhanced imaging speed, by a factor of
60.

FIGURE 6.3: Quantum-enhanced phase imaging using VEPS of
protein microarray . (a) Entanglement-enhanced phase image of
protein microarray sample. (b) and (c) x cross-sections along up-
per and lower dashed black lines in (a), respectively. (d) Bright
classical illumination reference phase image of protein microar-
ray sample. Colour scale the same as in (a). (e) and (f) x cross-
sections along upper and lower dashed black lines in (d), respec-
tively. Scale bars in (a), (d), 1 mm both at sample and camera

sensor plane.

6.5 Supersensitivity of phase imaging

In order to prove super-sensitivity of our entanglement-enhanced phase imaging
results, in Chapter 5 we compared quantum-enhanced and classical phase images
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using the local uncertainty (LU), which quantifies pixel-to-pixel noise [38, 144].
However, the LU requires that images being compared have identical distribution
of (lateral) spatial features. This is because we want to quantify the pixel-to-pixel
differences that arise solely from noise in the phase measurements, and not from
any differences in the actual spatial pattern. Therefore, there is an inherent diffi-
culty in choosing the region of interest (ROI) for comparing LUs – for example,
in Fig.5.8 it was necessary to compare ROIs well-separated from the "φ" feature in
order not to "contaminate" the sensitivity calculation with the difference in lateral
spatial resolution between Fig.5.8a and c.

It would be more rigorous to quantify a sensitivity enhancement without as-
suming identical lateral spatial features. Moreover, some quantum imaging modal-
ities provide higher lateral spatial resolution than possible with classical illumi-
nation [24, 25, 186], in which case the assumption of identical spatial features will
necessarily be broken. Therefore, here we extend the method from Ref. [107] to
the imaging domain. This yields an empirical measure of phase uncertainty for
every pixel individually, without reference to variations with neighbouring pixels.
This phase uncertainty estimation can then compared to the theoretically expected
noise of an ideal classical measurement with an equal number of photons.

We begin by recalling that the PSDH formula Eq. 4.21 retrieves the phase for
N00N state interference coincidences. We can write this in terms of the coinci-
dence images calculated from a sub-set of the full acquisition. Explicitly, for the
sub-acquisition calculated using the pth to the qth binary intensity frames, the re-
trieved phase estimation is

φ̂
(2)
pq (r) =

1
N

tan−1
[

cipq(r, π/(2N))− cipq(r, 3π/(2N))

cipq(r, π/N)− cipq(r, 0)

]
, (6.3)

with N = 2 in our case, and cipq(r, α) being calculated for the DD, AA and DA

projections (the three φ̂
(2)
pq (r) estimates are then combined using Eq. 4.22). Recall

again that the "(2)" superscript in φ̂
(2)
pq (r) tells us that this phase estimate is re-

trieved from a two-photon N00N state interferometric measurement (see Chapter
4). Therefore, as detailed in Sect. 3.2.1, the full acquisition with M total frames is
subdivided into Q sub-acquisitions (setting (p, q) = [(1, M/Q), (M/Q+ 1, 2M/Q), ..., ((Q−
1)M/Q + 1, M)]). This yields Q different φ̂

(2)
pq phase estimates, each calculated

from M/Q camera frames. Some example sub-acquisition phase estimates φ̂
(2)
pq

are shown in Fig. 6.4, for the protein microarray test sample, and for four different
numbers of sub-acquisitions Q = 4, 8, 32, 64. This corresponds to the full mea-
surement over 3600 s being divided into shorter equally sized sub-acquisitions
of respective durations 900 s, 450 s, 112.5 s, and 56.25 s. Figure shows all Q sub-
acquisition phase values for the single pixel indicated by the black "X" in Fig. 6.4.

Now, as can be seen clearly in Fig. 6.4, for each pixel there is a variation over
the retrieved sub-acquisition phase estimates. Therefore, for every pixel we can
compute the standard deviation over these sub-acquisition retrieved phase val-
ues. That is, we obtain sd(φ̂(2)(r, Q))emp which is an empirical measure of the
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FIGURE 6.4: Phase images retrieved from coincidence sub-
acquisitions. Each row shows first four of Q equal sub-
acquisitions, where in (a) Q = 4, (b) Q = 8, (c) Q = 32, (d)

Q = 64.

uncertainty in retrieved phase for each pixel, without requiring comparison to
neighbouring pixels that relies on assumptions about the spatial features of the
image. In order to prove super-sensitivity, we now simply have to demonstrate
that sd(φ̂(2)(r, Q)) is lower than sd(φ̂(1)), the theoretical phase uncertainty of
an ideal classical measurement using the same number of photons. For a given
Q, the mean number of photons used per sub-acquisition on a given pixel is
M(r, Q) = (2/Q)∑3

j=0 cipq(r, α = jπ/4), that is, summing over all four offset-
phase settings, and multiplying by two as as each coincidence consists of two
single photons. The theoretical phase uncertainty of an ideal classical PSDH-
retrieved phase measurement is given by Eq. 4.44, which we reiterate here for
convenience:

sd(φ̂(N)) =
κ(N)

NV (N)
√

2η(N) I(N)
IN

, (6.4)
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FIGURE 6.5: Variation in phase values over coincidence sub-
acquisitions. Retrieved phase values from all Q sub-acquisitions
for the single pixel marked by black "X" in Fig. 6.4. (a) Q = 4, (b)

Q = 8, (c) Q = 32, (d) Q = 64.

where we set N = 1, κ(1) = 1, V (1) = 1, and M = M(r, Q). Note that, as in
Chapter 5, we count coincidences in post-selection here, which has the effect of
artificially setting η(2) = (η(1))2 = 1 and η(1) = 1 (see Sect. 4.3.3).

We performed this analysis, dividing into Q = {16, 32, 64, 128} equally sized
sub-acquisitions. Fig. 6.6a shows sd(φ̂(2)(r, Q)) for three example pixels, where
the x-axis value for each data point is M(r, Q), the number of photons used. The
dashed line represents the phase uncertainty from an ideal classical measurement
(sd(φ̂(1))), while the solid line represents the theoretical uncertainty from a per-
fect 2-photon N00N state PSDH measurement, both as a function of the num-
ber of photons used. Clearly the empirically derived uncertainties, as shown in
Fig. 6.6a, are lower than the classical bound, therefore indicating supersensitivity
of the phase measurement. Error bars in Fig. 6.6a represent the statistical stan-
dard error, due to calculating standard deviation from a finite sample size. In
Fig. 6.6b we show the spatially resolved enhancement in phase imaging afforded
by our entanglement-enabled method. That is, using Q = 64 sub-acquisitions, for
every single pixel, Fig. 6.6b plots the experimental phase uncertainty sd(φ̂(r, Q))
divided by the theoretical noise of an equivalent perfect classical measurement.
A value below 1 in this noise reduction is therefore evidence of phase supersen-
sitivity, which in Fig. 6.6b is represented by a blue pixel colour, showing that our
system achieved supersensitivity over practically the entire FoV. We attribute the
region of higher experimental noise in the bottom right corner to the presence of
stray light hitting the sensor there. Fig. 6.6c shows a cross-section along the yel-
low dashed line in Fig. 6.6b, where the shaded area represents the statistical stan-
dard error, again due to calculating standard deviation from a finite sample size.
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Fig. 6.6c clearly shows again the reduction in phase measurement noise of our sys-
tem with respect to an ideal classical measurement, with a reduction close to the
theoretically expected value of 1/

√
2. By taking the mean over the area defined

by the rectangle in Fig. 6.6b, we calculated the average noise reduction afforded
by our method to be 0.740± 0.002. Taking the inverse therefore yields an average
increase in sensitivity over the entire FoV of S (2) = 1.351± 0.004, which is close
to the theoretically expected ideal sensitivity enhancement of S (2)max =

√
2 ≈ 1.414.

FIGURE 6.6: (a) Number of detected photons vs empirically mea-
sured phase uncertainty, for three example pixels. Blue shaded
region, phase uncertainty lower than for ideal classical measure-
ment. Grey shaded region, phase uncertainty lower than for ideal
2-photon N00N state measurement. (b) Reduction in noise en-
abled by quantum-enhanced method for all individual pixels. "X"
show the location of pixels used for (a). Rectangle, FoV used
for calculating average sensitivity enhancement. Scale bar, 1 mm
both at sample and camera sensor plane. (c) cross-section along

dashed line in (b).

6.6 Discussion

In this work we showed how the use of visible-wavelength entangled photon
pairs results in dramatically higher detection efficiency, thereby addressing one
of the two prominent issues that thus far prevented fast quantum imaging [144].
Indeed, for mass-producible CMOS SPAD array cameras, our method using VEPS
illumination likely represents the only path towards high PDE quantum imag-
ing, as standard CMOS fabrication processes place constraints on the thickness
of a silicon SPAD pixel’s photon absorption region, which fundamentally limits
PDE at longer wavelengths [42]. The other issue discussed in Ref. [144] is camera
duty cycle, which in the present work remains a limiting factor. This is due to
the use of a general purpose SPAD camera, which reads out and transfers infor-
mation for every pixel in every frame regardless of whether a detection occurred
or not. The shortest possible frame readout time with the camera used here is
10.4 µs, which is obtained simply by multiplying the pixel readout by the number
of pixels [115]. As the frame exposure time is 10 ns, we operate at a duty cycle
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of ∼0.1%. However, this problem will be addressed in the near future through
the use of a new generation of SPAD cameras, optimized for sparse coincidence
imaging [39]. For example, the camera described in Ref. [123] can image coinci-
dences at a rate of hundreds of kilohertz, with a duty cycle close to 100%, and has
a modular design that can easily be scaled to large numbers of pixels. We antic-
ipate therefore that, while using visible-wavelength entanglement here reduced
measurement times from hours to minutes, the addition of sparse detection opti-
mized SPAD array cameras will result in further speed improvements, to achieve
real-time entanglement-enhanced quantum imaging at high spatial resolution.

We emphasize that with the present general purpose frame-based SPAD cam-
era it would not be possible to simply use a longer frame exposure time in order
to obtain a higher duty cycle, and thereby increase coincidence imaging speed.
This is because the SPAD camera used here does not provide any timing infor-
mation about photon detections within a frame [115]. Therefore, a longer expo-
sure time results in lower SNR due to greater uncertainty about whether coin-
cident photodetections originated from real SPDC photon pairs [116]. Increas-
ing duty cycle without negatively affecting SNR therefore requires faster frame
readout times and/or photodetection timing information (for example detection
time-stamping), both of which are provided by the next-generation SPAD array
described by Ref. [123]. When using a SPDC EPS with SPAD detectors it is gen-
erally also not possible to increase the generation rate (e.g. by increasing pump
power) without incurring a penalty in SNR [116, 190]. Our technique is therefore
not limited by currently achievable entangled photon emission rates.

In this work the supersensitivity of our quantum-enhanced imaging method
was calculated using postselection for coincidence counting, without considering
photon losses in detection. This is standard practice in almost all entanglement-
enabled phase measurement experiments to date (with the notable exception of
Ref. [107]), and does not affect the validity of quantum imaging proof-of-principle
demonstrations [17, 37, 38, 144]. However, to achieve an actual quantum-enabled
sensitivity advantage in real-world applications, detector efficiencies higher than
1/
√

2 ≈ 0.707 are required when using 2-photon N00N states [107]. State-of-the
art CMOS SPAD arrays are approaching this efficiency for the visible wavelength
range; for example, Ref. [191] showed a PDE of 70% at 490 nm, while Ref. [155]
demonstrated a PDE of 69.4% at 510 nm. Moreover, custom SPAD technologies are
close to reaching these efficiencies in the red visible wavelength range, and may
eventually become viable options for cameras [192]. Nevertheless, in the NIR, the
critical threshold PDE 1/

√
2 remains far out of reach for SPAD arrays [39], further

emphasizing the need for visible-wavelength EPSs in useful quantum imaging.
We note that recent research has identified entangled states that are more tolerant
to loss in phase measurements than the N00N states used here, which may in
future lower the required detection efficiency [183].

Sensitivity enhancements beyond the theoretical
√

2 factor in this work are
enabled by states with N > 2 entangled photons [10, 18]. However, these are ex-
tremely challenging to experimentally realize with passive SPDC setups, in which
photon generation is probabilistic and thus scales poorly for large N [10]. On the
other hand, while currently lacking the required technological maturity to be used
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in practical quantum imaging, alternative platforms capable of generating entan-
glement between many photons have shown promising developments. These in-
clude semiconductor quantum dots, high harmonic generation, trapped atoms,
and SPDC combined with active feed-forward [177, 193–195]. Lastly, multipass
methods represent a different approach that may yield practical supersensitive
imaging, without requiring the generation of exotic large entangled states [182,
196].

An important feature of our imaging platform is its large FoV. We note that
the AFM image in Fig. 6.2c only covers a very small area out of the entire test
sample, which has dimensions 5 mm× 5 mm. The reason for this is that AFMs
are not able to image the height of areas larger than a few (100 µm)2, without
complicated and labour-intensive scanning and image-stitching operations. Our
quantum-enhanced phase imager on the other hand is able to image nanometre-
height material samples of large areas in a single shot, representing an important
advantage with respect to AFMs.

In conclusion, in this work we have demonstrated a fast and practical quantum-
enabled supersensitive imaging platform. Through the use of a visible-wavelength
(532 nm) EPS we optimized photon detection efficiency on our SPAD array cam-
era. When imaging a silica and protein microarray test sample, this allowed us to
increase imaging speed by factors of 39 and 60, respectively, compared to equiva-
lent measurements with the commonly used NIR (∼800 nm) EPS, as used in Chap-
ter 5 [144]. We showed accurate imaging of sample phase features, with a sensitiv-
ity enhancement of 1.351± 0.004 over an equivalent ideal classical measurement.
Our technique represents an important stepping stone towards the real-world ap-
plication of quantum-enhanced imaging.
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Chapter 7

Real-time
Entanglement-enabled
Imaging

This chapter presents a further improvement of our quantum-enhanced imaging
system introduced in Chapters 5 and 6. Here, our setup now integrates the visible-
wavelength entangled photon source (VEPS) used already in Chapter 6 [73], and
the single photon avalanche diode (SPAD) array camera designed by Politecnico
di Milano (POLIMI) and Micro Photon Devices (MPD) for the "Q-MIC" research
project, (named the "QMIC24x24tdc" camera in this thesis for brevity). In contrast
to the MPD SPC3 camera used in the previous chapters, the QMIC24x24tdc cam-
era acquires photon detection timestamps, requiring the methods from Sect. 3.2.2
to count coincidences. Moreover, the QMIC24x24tdc features a close to 100% duty
cycle [123]. Therefore, the combination of high detection efficiency at the VEPS’s
532 nm emission and ∼100% detection duty cycle largely resolves the issues iden-
tified in Sect. 5.5 which limited quantum imaging speed. Indeed, we show here
the first demonstration of real-time entanglement-enabled imaging with N00N
states.

This chapter presents the results from three experiments. Firstly, we show
how our setup is able to use SPDC photon pair spatial correlations to obtain real-
time videos of an imaging system’s point spread function (PSF), which we use to
optimize the image plane focus. Secondly, we demonstrate real-time wide-field
imaging of interference fringes resulting from classical and two-photon N00N
state interference, where here we show how the observed fringe contrast can be
used to optimize interference visibility. Lastly, we perform real-time wide-field
entanglement-enhanced phase imaging of birefringent and non-birefringent test
samples (based on the same principle as Chapters 5 and 6), with ∼Hz frame rate.

7.1 Experimental setup

Figure 7.1 shows the experimental setup, consisting of two main sub-systems: the
visible-wavelength entangled photon source (VEPS), and the imaging system. As
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in Chapter 6, the VEPS generates hyper-entangled photons by spontaneous para-
metric down conversion (SPDC), using a crossed-crystal geometry (see Sect. 2.3.4)
[73]. Here, in Fig. 7.1 it can be seen that the 266 nm pump laser (Toptica TopWave,
continuous wave, linewidth <1 MHz) power is adjusted using a half-wave plate
(HWP) and polarizing beam-splitter (PBS) in series. The pump spatial mode is
cleaned using two lenses (Lf, 1 and Lf, 2, with focal lengths 40 mm and 100 mm,
respectively) and a 25 µm pinhole. The pump is then rotated to the diagonal (D)
polarization, and passes through two pairs of barium borate (BBO) crystals and
an yttrium vanadate (YVO4) crystal. As described in Sect. 6.3.1, this generates
hyper-entangled photon pairs, correlated (anti-correlated) in space (momentum),
and forming a N00N (N = 2) state in the polarization degree of freedom. The en-
tanglement emission is collected by two lenses (L1 and L2, focal lengths 100 mm
and 500 mm, respectively), with a 2.5 mm iris in the far-field performing k-vector
filtering as in Sect. 6.3.1.

Similar to in Chapters 5 and 6, the SPDC near-field is imaged onto the LIM,
re-imaged onto the spatial light modulator (SLM), and finally re-imaged again
onto the sensor of our QMIC24x24tdc camera. This is achieved using two pairs of
lenses in 4f configuration (see Fig. 7.1 – L3, L4, L5, and L6, focal lengths 200 mm,
200 mm, 300 mm and 100 mm, respectively). Therefore, the hyper-entangled state
at the near-field (NF) planes can be written as [82, 170]

|Ψ(r)〉 ≈∑
r,r′

(|HH〉r,r′ + exp(i2Θ(r)) |VV〉r,r′). (7.1)

This is equivalent to Eq. 5.1 and Eq. 2.46, where we neglect normalisation coeffi-
cients for clarity. Θ represents the spatially dependent phase difference between
H and V induced by the LIM, SLM and sample in each photon. The spatial coordi-
nates r and r′ are the respective transverse locations of the two spatially correlated
photons, where we have r ≈ r′, i.e. Θ(r) ≈ Θ(r′), and thus 2Θ(r) ≈ Θ(r) + Θ(r′).
The HWP and PBS before the camera project |Ψ〉 into the diagonal polarization
measurement basis |DD〉, while the band-pass filter (BPF) removes stray light.

As described in Sect. 3.2.2, the QMIC24x24tdc camera records the time-tags
of all photon detections. Therefore, following the method from Sect. 3.2.2, we can
calculate coincidence images and "videos" using Eq. 3.23 and 3.26. All coincidence
videos in this chapter are calculated by first recording a long full acquisition, and
then, in post-processing, sub-dividing this into shorter sub-acquisitions (Eq. 3.26)
each of which form one of the coincidence "video frames". However, future work
will focus on calculating coincidence images at runtime, which will enable live
and real-time coincidences imaging.

7.2 Point-spread function imaging in real-time

This thesis has thus far mainly focused on phase imaging schemes, without ex-
plicit discussion of (lateral) spatial resolution. However, spatial resolution is of
course a critical parameter in optical microscopy, as this is what ultimately lim-
its the size of sample features that can be imaged. In classical microscopy, when
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FIGURE 7.1: Imaging system with entanglement illumination.
Top: visible-wavelength entangled photon source (VEPS). 266 nm
pump in violet, and entangled photon pair emission centered at
532 nm in green shading. HWP, half-wave plate; PBS, polarizing
beam-splitter; BBO, barium borate crystal (first pair for SPDC,
second pair for compensation); BPF, band-pass filter; YVO4, yt-
trium vanadate crystal; L, lenses; NF, SPDC near-field plane; FF,
SPDC far-field plane. Bottom: imaging system. LIM, large field-
of-view interference microscope; SP, Savart plate; SLM, spatial

light modulator.
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imaging light that was simply scattered or absorbed by a sample, spatial reso-
lution is limited by diffraction: this is the well-known Rayleigh limit and corre-
sponds to approximately half of the wavelength of the illumination light source
[1]. Nowadays, a large range of fluorescence-based imaging methods exist that
can improve upon the Rayleigh limit [197–199], however, these require fluores-
cent labelling and are therefore considered invasive techniques. Moreover, for
samples which lie inside a thick optically complex medium, even reaching the
Rayleigh limit represents a highly non-trivial task, because light travelling from
sample to detector can be strongly scattered and distorted. This situation applies
when imaging through layers of organic tissue, which has motivated the develop-
ment of adaptive optics techniques in an attempt to see biological structures and
processes deep inside live organisms [13].

Spatial resolution can be quantified by the point spread function (PSF), which
represents an imaging system’s response to an ideal point source. In other words,
when imaging an infinitesimally small light-emitting object, the intensity distri-
bution recorded at the image plane is the PSF, and characterizes the amount of
blurring added by an optical system over the imaging process [200], where here
we think of the optical system as including both the optical medium containing
the sample as well as external optical elements (lenses, mirrors, etc). Indeed, the
image measured by an optical setup can be mathematically expressed as exactly
the convolution between the object and the PSF. Experimentally characterizing the
PSF constitutes therefore a critical task in most imaging applications: as the PSF
quantifies optical resolution, minimizing PSF width results in maximizing resolv-
ing power. This applies to autofocus systems (the PSF is narrowest when an image
is exactly in focus), as well as adaptive optics which actively correct aberrations
caused by complex optical media [13].

Unfortunately, in many cases it is not straightforward to directly measure the
PSF, because one normally does not have access to a point source object. This
is especially true when imaging in vivo through organic tissue, where sometimes
fluorescent beads are used as reference point sources, but which is not always pos-
sible due to the difficulty of insertion and potential toxicity of fluorescent markers
[201, 202]. On the other hand, spatially entangled photon pairs, such as are pro-
duced by SPDC, allow directly accessing the PSF without the need for a point
source [203]. This is made possible by measuring the spatial correlations between
SPDC photon pairs – indeed, when projecting two-photon coincidence detections
into the difference coordinates (as shown in Sect. 5.3.3, when aligning the SPDC
near-field, see Fig. 5.3), the resulting distribution corresponds to the convolution
of the EPS spatial correlation with the PSF [25]. That is, we can think of a bulk
crystal SPDC EPS’s inherent spatial correlation as a "point source", if they are
much narrower than the imaging system PSF [70]. Therefore, fast coincidence
imaging represents a major potential advance in imaging science, by enabling
real-time characterization of PSFs. In general it is not always the case that the
SPDC spatial correlations are much narrower than the PSF, and in order to ensure
that this condition is satisfied it is necessary to use a very short nonlinear crys-
tal, as the correlation width is proportional to the square root of the crystal length
[80]. Moreover, as discovered by Ref. [170], SPDC spatial correlations also display
three-dimensional spatial structure dependent on phase matching conditions, as
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could be tuned for example by custom poling of nonlinear crystals [204]. Lastly,
we note that quantum-enabled plenoptic imaging has attracted considerable inter-
est in recent years, which can also be facilitated by the real-time characterization
of SPDC two-photon spatial correlations [205, 206].

Here, we show our system’s capability of real-time PSF monitoring, which we
demonstrate by scanning longitudinally through the image plane focus and ob-
serving the PSF width as a function of defocus. Figure 7.2 shows the essential
elements of the experimental scheme: we use the full setup shown in Fig. 7.1,
however, without any birefringent or non-birefringent sample, and without mak-
ing use of interference here (i.e., we do not vary the offset phase α). As indicated
by Fig. 7.2, we record an acquisition using our QMIC24x24tdc camera while si-
multaneously moving the camera by hand along the longitudinal (optical propa-
gation) axis, from a negative to positive defocus (∼−25 µm to ∼25 µm). The ac-
quisition was processed following the method in Sect. 3.2.2, with sub-acquisitions
of duration 0.3 s, corresponding therefore to a coincidence "video" with frame rate
∼ 3 Hz.

FIGURE 7.2: Setup to observe changing PSF as function of defo-
cus. Full setup as in Fig. 7.1 (elements before camera not shown
for clarity). SPAD array camera is manually moved along the
optical propagation axis, from negative to positive defocus. NF,

near-field.

Figure 7.3 shows seven selected frames (we show here every third frame for
the selected acquisition time period ∼1.2 s to ∼6.7 s), where on the left is shown
the difference-coordinate projection of the two-photon coincidences, while the
right shows the corresponding (single-photon) intensity image for every step. We
clearly observe the difference-coordinate coincidence images showing the PSF
narrowing to a minimum and then broadening again as the camera is moved
through the near-field plane. This is reflected also in the intensity image frames
on the right of Fig. 7.3, where we see a sharp in-focus image of a speck of dust on
the LIM sample holder when the difference-coordinate coincidence distribution
has minimum width.

Figure 7.4 shows how real-time imaging of SPDC spatial correlations can be
utilized in an autofocus system. Here, we fit a two-dimensional Gaussian model
(of the form Eq. 3.29) to every difference-coordinate coincidence frame, plotting
the extracted Gaussian width against the acquisition time. We clearly see that the
fitted width reaches a minimum at around 4 s, before rising again. Therefore, it
is straightforward to use this information to optimize the focus of an image sys-
tem. Note that the SPDC-generating BBO crystals in our VEPS have a thickness
of 1.5 mm [73], which yields a theoretical near-field spatial correlation width of
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FIGURE 7.3: Real-time PSF measurement with SPDC photon
pairs. Left: SPDC near-field coincidences projected into differ-
ence coordinates, showing the PSF which narrows to a minimum
width when the imaging system is in focus. Right: intensity im-
ages, at minimum coincidence width we see in-focus image of
dust speck. Note: intensity image drifts laterally due to imper-
fect axial alignment, while difference-coordinate coincidence im-

age stays intrinsically centered.

5.4 µm [80]. Taking into account the magnification factor of 1.67 from the SPDC
generation plane to the SPAD array camera, we see in Fig. 7.4 that the minimum
observed fitted Gaussian width is considerably larger than this theoretical value
(i.e. we should expect to see a minimum of 1.67× 5.4 µm = 9.0 µm). However, the
experimental spatial correlation measurement was limited by the QMIC24x24tdc
camera’s pixel pitch of 50 µm, and therefore obtaining a more accurate experi-
mental estimation of the image plane would require a larger magnification factor.
Figures 7.3 and 7.4 therefore clearly show that, using our setup integrating the
VEPS and QMIC24x24tdc camera, we are able to perform live monitoring of an
optical system’s PSF. This can find uses in autofocus, as well as adaptive optics
systems in general.
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FIGURE 7.4: Fitted Gaussian width of difference-coordinate co-
incidence distribution, over acquisition time. Note: camera was
moved by hand, which accounts for the varying rate of Gaussian

width increase over positive defocus.

7.3 Interference visibility monitoring in real-time

A common task in experimental quantum optics is optimizing the visibility of an
interference measurement. As described in Sect. 4.3.1 and 4.3.2, when estimating
an unknown phase the visibility is directly linked to the sensitivity of the measure-
ment [18, 53, 207]. More generally, experimentally observing a high interference
visibility indicates high fidelity with the ideal theoretical quantum state and op-
eration one is attempting to reproduce. This has important implications in use
cases such as quantum computing, which is only scalable if fidelities surpass cer-
tain thresholds [46], and entanglement-based quantum key distribution, where
the transmitted secret key rate depends on the entangled state fidelity [208, 209].

For the concrete case of classical and two-photon N00N states encoded in the
polarization degree of freedom H and V, interference is maximized when the mea-
surement corresponds to Eq. 5.5 or 5.6, and Eq. 5.2, 5.3 or 5.4, respectively – i.e.
when photons are projected into exactly the D or A polarizations. This projec-
tion can be optimized by passing through a half-wave plate (HWP), followed by
a polarizing beam-splitter (PBS), rotating the HWP until interference visibility is
maximized. For a detection system consisting of single-pixel photon detectors,
a given measurement yields only a single intensity (for classical light) or two-
photon coincidence (N = 2 N00N state) value. This detection reading depends
on the HWP rotation as well as the phase factor between the H and V polarized
components of the state: φ in the case of the classical state (|H〉+ eiφ |V〉)/

√
2, and

2φ for the N00N state (|HH〉+ ei2φ |VV〉)/
√

2. Maximizing visibility is therefore
an iterative procedure, consisting of two repeated steps. First, one scans through
φ or 2φ, calculating the normalized difference between the maximum and mini-
mum intensity or coincidence reading. Second, the HWP is rotated slightly and
step 1 repeated, until the HWP orientation is found which maximizes this nor-
malized difference. On the other hand, by using an image sensor array of single
photon detectors (e.g. a SPAD array camera), we can apply a spatially dependent
phase, thereby simultaneously observing all φ-dependent projections in the form
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of an image of intensity or coincidence interference fringes. Maximizing visibility
in this case only involves fine-tuning the HWP rotation while monitoring fringe
contrast which can be performed both manually or by an automatized system (e.g.
for active interference stabilization).

In classical interferometry, maximizing fringe contrast in intensity interference
images represents a well-established optimization technique. For N00N state in-
terference, however, coincidence imaging speeds have thus far been prohibitively
slow for any practical use of the coincidence image fringes. Here, we show for
the first time the real-time imaging of N00N state interference fringes on a two-
dimensional image sensor, achieving a frame rate of ∼0.6 Hz. In effect, this work
represents the two-dimensional imaging version of Ref. [210, 211]. The experi-
mental setup can be seen in Fig. 7.5. This corresponds to the overall setup shown
in (Fig. 7.1), without any sample in the LIM, and a spatially dependent linear
phase gradient φ(r) applied to the SLM (SLM shown here in transmission for clar-
ity). The classical state or two-photon N00N state in polarization is generated by
the visible-wavelength source, entering the setup as shown by the arrow on the
left of Fig. 7.5. The HWP is rotated to an angle θ, where we define θ of the HWP

FIGURE 7.5: Setup for measuring classical and two-photon in-
terference fringes. Phase on spatial light modulator (SLM) lin-
early increasing as a function of r. HWP rotated by hand, with
rotation angle θ defined with respect to the H polarization axis.
VEPS, visible-wavelength entangled photon source; FoV, field of
view; BPF, band-pass filter; PBS, polarizing beam-splitter; NF,

SPDC near-field plane; FF, SPDC far-field plane.

as the angle formed between the H polarization axis (parallel to the optical table
surface) and the HWP fast axis. Passing through the HWP (rotated to angle θ), fol-
lowed by the PBS has the effect of projecting into the following polarization basis,
defined in terms of |H〉 and |V〉:

|Pθ〉 = cos (2θ) |H〉+ sin (2θ) |V〉 , (7.2)

|P⊥θ 〉 = sin (2θ) |H〉 − cos (2θ) |V〉 . (7.3)

Note, if θ = 22.5◦, |Pθ〉 = |D〉 and |P⊥θ 〉 = |A〉, the diagonal and anti-diagonal
polarization, respectively (as defined in Sect. 2.2.2). In our setup (see Fig. 7.1 and
7.5) we only measure the photons in the |Pθ〉 polarization mode, while |P⊥θ 〉 exits
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the side port of the PBS without being detected. We can also express |H〉 and |V〉
in terms of |Pθ〉 and |P⊥θ 〉:

|H〉 = cos (2θ) |Pθ〉+ sin (2θ) |P⊥θ 〉 , (7.4)

|V〉 = sin (2θ) |Pθ〉 − cos (2θ) |P⊥θ 〉 . (7.5)

Therefore, we can now calculate the detection probability when projecting the
classical state (|H〉+ eiφ(r) |V〉)/

√
2 into the |Pθ〉 basis:∣∣∣∣∣〈Pθ |

(
|H〉+ eiφ(r) |V〉√

2

)∣∣∣∣∣
2

=

(
cos (2θ) + eiφ(r) sin (2θ)√

2

)(
cos (2θ) + e−iφ(r) sin (2θ)√

2

)

=
1 + 2 cos (2θ) sin (2θ) cos (φ(r))

2
. (7.6)

We observe that for θ = 22.5◦, Eq. 7.6 equals (1 + cos (φ(r)))/2, i.e. correspond-
ing to Eq. 5.5 (projecting into the D polarization). In this case the interference
visibility with respect to φ(r) is maximized, with maxima at φ(r) = 2kπ (where
k ∈ Z) and minima at φ(r) = (2k + 1)π. Similarly, for θ = 67.5◦, Eq. 7.6 equals
(1− cos (φ(r)))/2, i.e. corresponding to Eq. 5.6 (projecting into the A polariza-
tion). Again the φ(r) interference visibility is maximized, in this case with max-
ima at φ(r) = (2k + 1)π and minima at φ(r) = 2kπ. On the other hand, if
θ = 0◦, 45◦ or 90◦, Eq. 7.6 simply evaluates to 1/2, with the dependence on φ(r)
completely removed, while for other values of θ the φ(r) interference has lower
visibility.

Similarly, we can calculate the detection probability when projecting the two-
photon N00N state |Ψ(r)〉 = (|HH〉+ ei2φ(r) |VV〉)/

√
2 into the |Pθ Pθ〉 basis (i.e.

both photons projected into the Pθ polarization):

| 〈Pθ Pθ |Ψ(r)〉 |2 =

∣∣∣∣∣〈Pθ Pθ |
(
|HH〉+ ei2φ(r) |VV〉√

2

)∣∣∣∣∣
2

=

(
cos2 (2θ) + ei2φ(r) sin2 (2θ)√

2

)(
cos2 (2θ) + e−i2φ(r) sin2 (2θ)√

2

)

=
cos4 (2θ) + sin4 (2θ) + 2 cos2 (2θ) sin2 (2θ) cos (2φ(r))

2
. (7.7)

Here, we see that for θ = 22.5◦ and θ = 67.5◦, Eq. 7.7 corresponds to Eq. 5.2 and
5.4, respectively, evaluating to (1 + cos (2φ(r)))/4 in both cases. Therefore, as for
Eq. 7.6, the interference as a function of φ(r) has maximum visibility when θ =
22.5◦, 67.5◦, however, with double the periodicity compared to the classical case
(Eq. 7.7 has maxima at φ(r) = kπ, where k ∈ Z; minima at φ(r) = (k + 1/2)π).
Again, if θ = 0◦, 45◦ or 90◦, Eq. 7.7 yields 1/2 (no dependence on φ(r)), while for
other values of θ the φ(r) interference has lower visibility.

Experimentally, we probed Eq. 7.6 and 7.7, scanning over θ by manually rotat-
ing the HWP while acquiring data with the QMIC24x24tdc camera (using Eq. 3.26
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and Eq. 3.32 to calculate coincidence imaging "video frames"). At a frame rate of
∼0.6 Hz, both intensity and coincidence fringe images showed sufficiently high
counts to be useful for accurate HWP alignment procedure. Selected frames from
the "video" of classical and coincidence interference fringes can be seen in Fig. 7.6,
where we note that for a given frame the maximum intensity or coincidence value
was arbitrarily assigned the value of 1. Figure 7.6a shows Eq. 7.6 (with φ(r) in-
creasing linearly as a function of x), with θ increasing as the acquisition proceeds.
In particular, for the left-most frame of 7.6a we observe closed to maximized
fringe contrast corresponding to a projection into approximately the D polariza-
tion, while the right-most frame shows the expected inversion of fringe maxima
and minima, corresponding to a projection into approximately the A polariza-
tion. Middle frames show decreased visibility for 22.5◦ < θ < 67.5◦. Similarly,
Fig. 7.6b shows Eq. 7.7, where compared to Fig. 7.6a the interference fringe peri-
odicity is doubled, reflecting the expected fact that that N00N states experience an
N-fold phase factor multiplication. The left-most frame of Fig. 7.6b shows close to
maximized visibility, corresponding to a projection into approximately the |DD〉
basis, while other frames show reduced visibility as the HWP is rotated to angles
22.5◦ < θ < 67.5◦. Unlike in Fig. 7.6a, for the coincidence fringes in Fig. 7.6b
there is no inversion of maxima to minima as θ increases, which reflects the fact
that | 〈DD|Ψ〉 |2 = | 〈AA|Ψ〉 |2 (Eq. 5.2 and 5.4). Figure 7.6 therefore clearly shows
that, using our setup integrating the VEPS and QMIC24x24tdc camera, we are
able to perform live optimization of the classical and entanglement interference
visibility, representing a major simplification of one of the most common task in
experimental quantum optics.
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FIGURE 7.6: Optimizing classical and N00N-state interference
fringe visibility. Selected frames from acquisition of (a) inten-
sity interference fringes (Eq. 7.6), and (b) coincidence interference
fringes (Eq. 7.7. Half-wave plate was rotated manually during ac-
quisition, with θ increasing over acquisition time (left to right).
Cross-sections along dashed yellow lines in both (a) and (b). Left-

most frame in both (a) and (b) corresponds to θ ≈ 22.5◦.
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7.4 Real-time entanglement-enhanced phase imaging

Chapters 5 and 6 presented our realizations of wide-field entanglement-enhanced
phase imagers. As described in Chapters 1 and 5, super-sensitive imaging enabled
by quantum resources is expected to improve experimental capabilities whenever
the total photon budget must remain low [18, 53, 105]. Applications may include
imaging photosensitive biological samples which may be altered or damaged by
bright light [148, 149, 151, 152, 174], as well as quantum gas states [159] or atomic
ensembles [20].

Chapter 5 showed the first demonstration of a wide-field entanglement-enhanced
phase imaging scheme, while Chapter 6 demonstrated how visible wavelength
entangled photon pair emission provides a realistic path towards fast and effi-
cient quantum imaging. Here, we combine these previously presented advances
with the QMIC24x24tdc camera and methods developed in Sect. 3.2.2 to acquire
entanglement-enhanced phase map "videos" (∼Hz frame rate). Therefore, this
enables for the fist time the use of quantum-enhanced phase imaging to capture
dynamic scenes.

Similar to Chapter 5, we imaged birefringent and non-birefringent phase sam-
ples, where birefringent test samples were generated by a spatial light modulator
(SLM), and the LIM (Sect. 5.3.1) used to image non-birefringent samples, showing
the retrieval of coincidence image and phase image "video" frames. Rather than
phase-shifting digital holography (PSDH), phases are retrieved here according to
the single-measurement method described in Sect. 4.2.1 and 4.3.1. Finally, we cal-
culate phase imaging sensitivity, and compare to sensitivity results from the other
chapters, identifying improvements that are required for future optimization.

7.4.1 Phase retrieval without PSDH

Our previous demonstrations of quantum-enhanced phase imaging retrieved sam-
ple phase information through phase-shifting digital holography (PSDH), which
has the significant advantage of not requiring a priori knowledge of the illumi-
nation brightness and spatial distribution, interference visibility and phase offset
(see Sect. 4.1.1 and 4.2.1). The downside of PSDH is that recovering an unknown
phase always requires multiple separate measurements (over four offset phase
steps in this thesis) of the same scene. In Chapters 5 and 6, these separate mea-
surements were acquired sequentially in time; however, this is clearly not feasible
when imaging a dynamic scene as the sample phase is not constant over all PSDH
steps. Another option would be to acquire all four steps simultaneously by di-
viding the image sensor into four sections, but this comes of course with a corre-
sponding loss in image resolution (i.e. image pixel number). Therefore, the most
feasible solution is to use the single-measurement phase retrieval as described by
Eq. 4.20, which requires additional prior characterization compared to the PSDH
method.

We recall from Eq. 4.19 that the two-fold coincidence measurement I(2) result-
ing from interference of a polarization-entangled two-photon N00N state can be



7.4. Real-time entanglement-enhanced phase imaging 119

expressed as

I(2)DD(Θ(r)) = I(2)Bkg(r) + (η(1))2 I(2)IN (r)
[

1
4

(
1 + V (2) cos (2Θ(r))

)]
. (7.8)

We now write the phase factor as Θ(r) ≡ φSample(r) + φBkg(r) + α, where α is the
bias phase controlled by tilting one of the LIM SPs (see Sect. 5.3.1), and φSample(r)
and φBkg(r) are the spatially depend sample and background phases, respectively.
That is, φBkg(r) represents the phase induced by the setup in the absence of any
sample. As described in Sect. 5.3.1, the sample phase φSample(r) can be expressed
in terms of a birefringent or non-birefringent phase, corresponding to the two
cases shown in Fig. 5.1 a and b. In the case of a birefringent sample φb(r) (i.e. in
Fig. 7.1 a test sample defined by the SLM) we have simply φSample(r) = φb(r). On
the other hand, in the case of a non-birefringent sample φnb(r) placed between the
LIM SPs, we have φSample(r) = φnb(r + S/2) − φnb(r − S/2) (where S is the SP

shear). We now write the background and input two-photon intensities (I(2)Bkg(r)

and I(2)IN (r), respectively) as explicitly dependent on the spatial coordinate r, to
take into account spatial inhomogeneity. Note that our setup here only measures
the DD polarization projection (as seen in Fig. 7.1), however, accessing the DA
and AA terms is straightforward, as shown in Chapters 5 and 6.

In this experiment, we always ensure that the condition I(2)Bkg(r) � I(2)IN (r) is

satisfied, which lets us neglect the I(2)Bkg(r) term. Moreover, as in previous chap-

ters, we count coincidences in post-processing, which artificially sets η(1) = 1 (see
Sect. 4.3.3). The two-photon interference visibility V (2) was characterized as de-
scribed in Sect. 5.4.1, obtaining a value of V (2) = 0.90± 0.08. Therefore, analogous
to Eq. 4.20, we can rearrange Eq. 7.8 to estimate the sample phase:

φ̂
(2)
Sample,DD(r) =

1
2

arccos

[
1
V (2)

(
4I(2)DD(Θ(r))

I(2)IN (r)
− 1

)]
− φBkg(r)− α, (7.9)

where, following the convention from previous chapters, the circumflex, "(2)" su-
perscript and "DD" subscript in φ̂

(2)
Sample,DD(r) indicate explicitly that this is an

empirical estimate of the unknown sample phase φSample, obtained by projecting

the two-photon N00N state into the |DD〉 basis. The two-photon "intensity" I(2)DD in
our case (as in previous chapters) corresponds to the coincidence image ciDD(r),
calculated according to the procedure described in Sect. 3.2.2, 3.3.1, 3.3.2, and 3.4.

From Eq. 7.9 we see that extracting the sample phase from a single ciDD mea-
surement requires characterizing φBkg(r) and I(2)IN (r). This characterization is per-
formed using PSDH, where we then make the physically reasonable assump-
tion that φBkg(r) and I(2)IN (r) stay constant over the duration of sample measure-
ments. We acquire four ciDD(Θ(r)) measurements (acquisition time tacq = 16 s
per step) without sample, with phase factors Θj(r) = 0 + φBkg(r) + jπ/4, where
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j = 0, 1, 2, 3. Therefore, from Eq. 4.21, the background phase is:

φBkg(r) =
1
2

tan−1
[

ciDD(Θ1(r))− ciDD(Θ3(r))
ciDD(Θ2(r))− ciDD(Θ0(r))

]
. (7.10)

We can also define the two-photon input rate R(2)
IN (r)), i.e. the illumination flux of

photon pairs per unit time. From Eq. 7.8 (neglecting I(2)Bkg(r) and η(1)), we see that

we can obtain R(2)
IN from the four ciDD(Θj(r)) measurements [7]:

R(2)
IN (r)) =

1
tacq

∑
j

ciDD(Θj(r)). (7.11)

For every sample acquisition we can then simply multiply R(2)
IN (r)) by the sample

acquisition time to obtain I(2)IN (r). Thus, knowing now φBkg(r) and I(2)IN (r), we are
able to use Eq. 7.9 to retrieve an unknown sample phase. Note that Eq. 7.10 and
7.11 of course also represent empirical parameter estimates with non-zero uncer-
tainty. However, as we calculate φBkg(r) and I(2)IN (r) using an acquisition time far
longer than sample measurements, their uncertainty is negliible compared to the
sample measurement error.

7.4.2 Phase imaging of dynamic phase samples

We first investigated our system’s entanglement-enhanced phase imaging capa-
bilities of a dynamic scene, by measuring a birefringent test sample (generated
by the SLM) of a rotating "yin and yang" symbol which varies over time. Using
our QMIC24x24tdc camera (as part of the setup shown in Fig. 7.1), we recorded a
full acquisition with duration 23 s. Using Eq. 3.26, this was divided into 32 equal
sub-acquisitions of length 0.7 s each. These were processed to obtain coincidence
image frames (method from Sect. 3.4, frame rate ∼1.4 Hz), which in turn were
used to obtain the sample phase according to Eq. 7.9. Note that spatially uncorre-
lated noise was filtered out with a threshold of t = 0.5 (see Sect. 3.3.2, Eq. 3.31). In
Fig. 7.7 we see five selected frames of the acquisition, with the left column show-
ing coincidence images and the right column showing retrieved phase estimates
(real experimental acquisition times also shown on left). We clearly see the rotat-
ing "yin and yang" pattern, both in the coincidence images as well as the phase
information. This confirms our system’s capability to measure dynamic birefrin-
gent samples.

Similarly, we demonstrated entanglement-enhanced imaging of a time-varying
non-birefringent phase. Here we measured a silica test sample (fabricated in-
house as described in Sect. 6.4.1), consisting of four parallel bars with step height
50 nm. This sample was placed into the LIM (between the Savart Plates, see
Fig. 7.1 or Fig. 5.1b), and moved by hand in order to vary the sample phase dis-
tribution over time. While moving the sample, we recorded a full acquisition
with duration 19 s, which was again divided into 32 equal sub-acquisitions (sub-
acquisition time 0.6 s) using Eq. 3.26. As for the birefringent sample, these were
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processed to obtain coincidence image frames (Sect. 3.4, frame rate ∼1.7 Hz), and
sample phase frames (Eq. 7.9). Spatially uncorrelated noise was again filtered out
with a threshold of t = 0.5 (Eq. 3.31). In Fig. 7.8 we see five selected frames of
the acquisition, with the left column showing coincidence images and the right
column showing retrieved phase estimates (real experimental acquisition times
also shown on left). Note that Fig. 7.8 shows every second sub-acquisition frame,
in order to make the sample movement more visible. We clearly see the pattern
of the four bars, both in the coincidence images as well as the phase information.
This confirms our system’s capability to also measure dynamic non-birefringent
samples.
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FIGURE 7.7: Coincidence image frames and retrieved phase im-
age frames for dynamic birefringent test sample Left column:
coincidence images ci(r) after projecting |Ψ〉 into |DD〉 basis.
Right column: Retrieved phase image frames, obtained by sub-

stituting corresponding ci(r) frame into Eq. 7.9.
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FIGURE 7.8: Coincidence image frames and retrieved phase im-
age frames for dynamic non-birefringent test sample Left col-
umn: coincidence images ci(r) after projecting |Ψ〉 into |DD〉 ba-
sis. Right column: Retrieved phase image frames, obtained by
substituting corresponding ci(r) frame into Eq. 7.9. Note, every

second frame shown.
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7.4.3 Sensitivity of phase imaging

As detailed in Sect. 4.3.1, in general when measuring an unknown phase with a N-
photon N00N state, there are N + 1 possible coincidence measurements. Obtain-
ing the maximum phase sensitivity requires combining the phase estimates from
all of these N + 1 measurements (Eq. 4.22) [20]. In the case of our two-photon
N00N state this corresponds to measuring the DD, DA, and AA projections, as
was done in Chapters 5 and 6. However, here we only acquired coincidence im-
ages for the DD projection, which prevents us from obtaining a direct experimen-
tal quantification of entanglement-enabled phase supersensitivity. However, we
can use Eq. 4.34 to estimate the reduction in phase uncertainty enabled by our
setup if we were detecting th DD, DA, and AA terms, taking into account the ex-
perimental parameters κ and V (2). Recall that κ represents the excess experimental
noise of a coincidence measurement above the shot noise limit. We characterized
κ following the method described in Sect. 3.5, obtaining a value of κ = 1.02± 0.09.
The two-photon interference visibility for this experiment was characterized in
Sect. 7.4.1, with a value of V (2) = 0.90± 0.08.

Figure 7.9 shows the reduction in experimental phase uncertainty compared
to an ideal classical measurement with equal number of photons, as provided by
measuring our two-photon N00N state. We obtain this noise reduction estimate
by substituting our experiment parameters κ = 1.02± 0.09 and V (2) = 0.90± 0.08
into Eq. 4.34. Analogous to Fig. 6.6b, a blue pixel colour indicates lower phase
measurement uncertainty than would be obtained by an ideal classical measure-
ment, i.e. super-sensitivity. Red pixel colour on the other hand indicates an un-
certainty that could still be surpassed by a measurement using only classical re-
sources. Figure 7.9a and b show the noise reduction for the corresponding frames
shown in Fig. 7.7 (i.e. the birefringent test sample) and Fig. 7.8 (i.e. the birefrin-
gent test sample), respectively. We observe a noise reduction factor below 1 in
large parts of all Fig. 7.9 frames. However, Fig. 7.9a and b clearly both contain
significant regions which do not achieve super-sensitivity, and moreover show
dependence on the retrieved sample phases (right columns of Fig. 7.7 and 7.8).
This is in contrast to Fig. 6.6b, and reflects the fact that Eq. 4.34 (unlike Eq. 4.45) de-
pends non-trivially on the phase being measured (e.g. compare Fig. 4.4 to Fig. 4.5).
Therefore these results indicate that, using our imaging system integrating VEPS
and the QMIC24x24tdc camera, it is possible to perform super-sensitive phase
imaging enabled by entanglement. However, one must also take care in choosing
not only the correct controlled bias phase, but also the sample phase itself, which
must be known to remain within a small range.

7.5 Discussion

In this chapter, we showed how the combination of our visible-wavelength entan-
gled photon pairs and the QMIC24x24tdc camera enable real-time quantum imag-
ing with entangled photon pairs. We therefore address both of the significant ex-
perimental issues as identified in Chapter 5 and Ref. [144]: using an entanglement
source at 532 nm wavelength provides high photon detection efficiency (PDE)
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FIGURE 7.9: Reduction in noise enabled by quantum-enhanced
method. (a) Frames corresponding to Fig. 7.7. (b) Frames corre-

sponding to Fig. 7.8.

with mass-producible CMOS SPAD array cameras[42], and the QMIC24x24tdc
camera enables ∼100% duty cycle. Therefore, from the experimental physicist’s
point of view, the challenge of wide-field quantum imaging with entangled pho-
ton pairs can be considered, in principle, "solved". We follow this with the im-
mediate caveat that phase super-sensitivity without making use of post-selection
coincidence counting (see Sect. 4.3.3) still requires higher PDE (at least ∼70.7%),
though we note that the latest SPAD array camera demonstrated in the litera-
ture are now approaching this threshold [155]. Moreover, recent progress on the
development of imaging arrays of superconducting nanowire single photon de-
tectors (SNSPDs) has been promising, with novel architectures now capable of
coincidence measurements [212, 213]. Given that SNSPDs routinely reach PDEs
above 90% [106], in the future such arrays may become the technology of choice
for quantum imaging with multi-photon states.
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All coincidence "videos" in this chapter were calculated in post-processing, i.e.
by saving acquisitions consisting of photon timestamps to disk, and then extract-
ing individual frames afterwards (using Eq. 3.26). For some applications, such
as monitoring of entanglement interference it would be beneficial to obtain a live
video of coincidence image frames. Future work will focus on implementing an
efficient coincidence processing algorithm at runtime, or the use of a graphics
processing unit (GPU) for accelerating the calculations required to obtain a coin-
cidence image. This will enable true live quantum imaging of entangled photon
pairs.

The image resolution of 24× 24 pixels was only limited by the sensor of our
QMIC24x24tdc SPAD array camera. However, this sensor architecture is scalable
to 96× 96 pixels [123], enabling therefore quantum imaging with moderately high
resolution, while maintaining ∼100% duty cycle. On the other hand, megapixel
SPAD array cameras have now been demonstrated [155, 178], however with sig-
nificantly lower duty cycles. In some applications it may nonetheless be interest-
ing to trade duty cycle (and thus imaging speed) for a higher resolution.
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Chapter 8

Conclusions

In this thesis, we developed a quantum imaging platform based on entangled pho-
ton pair emission through spontaneous parametric down conversion (SPDC), and
coincidence imaging with single photon avalanche diode (SPAD) array cameras.
We show advances in quantitative phase imaging enhanced through entangle-
ment, demonstrating super-sensitivity as compared to equivalent classical mea-
surements, in a practical wide-field imaging configuration. Through the progress
presented in this thesis in the integration of novel software and hardware compo-
nents, our quantum-enhanced optical imager was able to reach real-time acqui-
sition speeds. This opened the door to additional applications enabled by SPDC
entangled photon pairs, including real-time monitoring of entangled state fidelity,
and real-time point spread function characterization of optical imaging systems.

The main achievements of this thesis are:

• The first experimental demonstration of a super-sensitive phase imager en-
abled by utilizing entanglement, operating in a wide-field configuration.
This was achieved by exploiting hyper-entanglement, simultaneous N00N
state entanglement in polarization and correlations in a massive pixel mode
state space, enabling the retrieval of phase information with a large field-of-
view (FoV) using a SPAD array camera.

• The evolution and optimization of our system towards real-time quantum
imaging capability, as speed and practicality are two essential requirements
for real use cases. First, we showed how the use of a visible-wavelength en-
tangled photon source (VEPS) can enable high-speed quantum imaging, by
operating at peak photon detection efficiency of mass-producible comple-
mentary metal oxide semiconductor (CMOS) SPAD array cameras. Second,
we integrated into our system both a VEPS as well as a novel time-tagging
SPAD array camera with near unity duty cycle. The resulting entanglement-
enabled imager improved acquisition speed by at least four orders of mag-
nitude compared to previous state-of-the-art quantum imaging demonstra-
tions, with the ability to record ∼Hz frame rate entangled photon pair coin-
cidence videos.
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• Development of software methods to retrieve high signal-to-noise ratio (SNR)
two-photon coincidence images, as well as videos consisting of many coinci-
dence image frames, from raw data acquired by photon-counting and time-
tagging SPAD array cameras. We also implemented holographic and direct
phase retrieval methods in order to recover phase images from classical, and
N00N state entanglement multi-photon interference.

• Demonstration of our quantum-enhanced imager’s applicability to several
realistic relevant imaging scenarios, including measuring nanometre-scale
feature step heights in transparent material, biomedical protein microarrays,
as well as birefringent phase samples.

• Demonstration of additional applications in the form of real-time entangled
state fidelity monitoring, by imaging interference fringe contrast, and ex-
ploiting SPDC spatial correlations for real-time point spread function char-
acterization of optical systems, which is important in adaptive optical imag-
ing.

• The development of methods to calculate SNR in coincidence imaging, and
sensitivity in phase imaging. This sensitivity, relating to measurement un-
certainty, was quantified initially through analysing pixel-to-pixel noise in
phase images, and later by dividing phase measurements into sub-acquisitions
and looking at experimental variations independent of image spatial distri-
bution. Sensitivity enhancements over equivalent classical measurements
were found to agree with predictions according to theory described also in
this thesis.

8.1 Outlook

The methods developed in this thesis represent a significant stepping stone to-
wards obtaining real-world usefulness from quantum imaging. Nevertheless,
further development will be necessary in order to reach this goal. Unconditional
phase super-sensitivity still requires detection efficiencies higher than those achieved
here (at least ∼70.7%), though we note that the latest SPAD array camera demon-
strated in the literature are now approaching this critical threshold. Moreover, im-
age resolutions of all experiments shown in this thesis were relatively low, limited
by the sensors of our SPAD array cameras to the kilopixel range. However, the
development of SPAD array cameras with large pixel numbers (even megapixel)
represents an extremely active field of research, with novel high resolution sensors
likely to become useful for coincidence imaging in the near future. We emphasize
that all experimental techniques and computational methods from this thesis are
immediately applicable in the case that a SPAD array camera with larger pixel
number and higher photon detection efficiency becomes available That is, achiev-
ing the real quantum enhancement afforded by entangled two-photon states (e.g.
in the case of phase sensitivity a factor of

√
2), is now a matter of "just" waiting for

detector hardware advancements.
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A broader question remains as to the usefulness of a
√

2 sensitivity enhance-
ment in phase imaging, as made possible through the use of N = 2 N00N states.
In the biomedical field there is still a lack of quantitative data regarding illumi-
nation thresholds for light-induced effects or even damage, for label-free quan-
titative phase imaging. As described in Sect. 5.5, "back of the envelope" calcu-
lations indicate that in some highly specific scenarios, light-induced changes be-
come significant when probing living cell samples, at photon flux comparable to
state-of-the-art entangled photon source (EPS) output levels. It is likely therefore
that super-sensitive imaging with entangled photon pairs can become a tool in
basic biology and biomedicine research, in niche applications at the cutting edge
where extremely high sensitivity is required. Nonetheless, a far broader range of
use cases will be enabled by a higher sensitivity enhancement of

√
N, if N > 2

N00N states (or indeed, other types of N-photon entangled states with large N)
could be used for illumination. It is relatively straightforward to extend coin-
cidence imaging protocols shown in this thesis to larger N00N states or other
non-classical light states with N > 2 photons. However, despite several recent
promising results, utilizing quantum dots, trapped atoms, and cavity based en-
tangled photon sources, deterministically generating entangled states with many
photons remains a largely open problem in experimental quantum optics, whose
solution will doubtless have large impact in the field of quantum imaging.

On the other hand, a far more near-term impact could be provided by the real-
time point spread function (PSF) characterization ability, as described in Sect.7.2.
Relying exclusively on presently available technologies, there may be great po-
tential in scattering analysis and adaptive optics applications where SPDC spatial
correlations can be used. In terms of improving near-term usefulness, we also
note that all coincidence "videos" presented in this thesis were calculated in post-
processing. It would be promising to pursue the development of more efficient
coincidence processing algorithms at runtime, or the use of accelerating hardware
(e.g. graphics processing units), to reduce processing time required to obtain a co-
incidence image. This will enable true live quantum imaging of entangled photon
pairs.

We note that the technologies presented in this thesis may have potential be-
yond quantum imaging, for example, in quantum communication and computa-
tion. One area to explore is the transmission and detection of space and momen-
tum correlated entangled states through optical fibre for quantum cryptography
using the developed entangled photon sources, SPAD arrays, and post-processing
techniques. Another area is analogue (linear) quantum processing that could in
principle be built using free space optical components.
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Appendix A

Image similarity using zero
mean normalized
cross-correlation

For the work described in Chapter 5, we calculated the image similarity between
the birefringent test sample applied to the SLM, and the phase images retrieved
by classical and entanglement-enhanced interferometric measurements (as shown
in Fig. 5.8, Sect. 5.4.3). The image similarity was quantified using the zero mean
normalized cross-correlation (ZNCC), which is widely used in image template-
matching [214]. The ZNCC parameter RZNCC varies between -1 and 1. The higher
RZNCC is, the more similar two images I and J are, with

RZNCC =
〈I(x, y)− Ī|J(x, y)− J̄〉√

〈I(x, y)− Ī|I(x, y)− Ī〉 〈J(x, y)− J̄|J(x, y)− J̄〉
. (A.1)

For the ZNCC calculations, we downsampled the image of the Greek letter “φ"
applied to the SLM (Fig. 5.6), such that it would have the same pixel resolution as
the retrieved phase images measured with our SPAD array camera. We then calcu-
lated RZNCC between the downsampled SLM image (Fig. A.1A) and the retrieved
phase image for the classical measurement (Fig. A.1B) and for the entanglement-
enhance measurement (Fig. A.1C) respectively. Note that, as seen in Fig. A.1B and
C, for the retrieved phase images we used only a central region of interest (ROI)
of φ̂Classical and φ̂N00N (Fig. 5.8A and C), in order to avoid noisy edge effects. We
obtained image similarity values RZNCC between the image applied to the SLM
and the classically retrieved phase image of 0.823, and between the image ap-
plied to the SLM and the entanglement-enhanced retrieved phase image of 0.848.
This demonstrates that the classical and entanglement-enhanced measurements
retrieved the sample phase approximately as well as each other.
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FIGURE A.1: Images used for ZNCC calculation. (A) Central
ROI for downsampled image of test sample applied to SLM. (B)
Central ROI for phase image retrieved by classical measurement.
(C) Central ROI for phase image retrieved by entanglement-

enhanced measurement.
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Appendix B

Advantages of using a SPAD
array camera for quantum
imaging

Here we elaborate on the advantages of our SPAD array camera coincidence imag-
ing approach, as compared to the pixel-to-pixel scanning approach demonstrated
for example in Ref. [38] and [37]. For conciseness in the following, we denote
method A to refer to the SPAD camera imaging protocol as demonstrated in this
work, while method B refers to the scanning approach. Method B is implemented
by focusing the illumination source to a small spot which determines the spatial
resolution of the system. An image is then reconstructed pixel-by-pixel, either by
scanning the sample against a stationary spot (using a motorized or piezoelec-
tric scanner, as in Ref. [38] and [37]), or by scanning the illumination spot across
a stationary sample (using galvo mirrors or a spatial light modulator). We note
that single-pixel imaging is not well-suited for super-sensitive measurements, as
optical efficiencies are intrinsically limited to 50% [215]. We restrict our compar-
ison here to imaging with SPAD detectors (SPAD arrays and single SPADs, for
methods A and B respectively), which at present show the highest technological
maturity out of available single photon detection technologies.

For coincidence imaging to be useful in real-world applications, the follow-
ing requirements must be satisfied: practicality and ease of use, sufficiently high
image pixel number, low measurement duration, and high optical efficiency. We
therefore compare methods A and B in light of these requirements.

B.1 Practical considerations

A significant practical advantage of method A is its lower cost when compared
to method B. While method B requires multiple SPAD detector modules, a coin-
cidence detection unit, as well as the scanning apparatus, in method A the SPAD
array camera alone suffices for coincidence imaging.
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In addition, pixel scanning in method B generally relies on mechanical move-
ment (with the exception of spatial light modulator scanners), which can intro-
duce noise into a measurement due to vibrations, as well as suffering from long-
term reliability issues. For accurate image retrieval, pixel-scanning and light de-
tection operations must also be synchronized in time, leading to non-trivial cal-
ibration procedures for the user (especially for fast scanning). Another impor-
tant drawback of method B relates to non-static behaviours of the apparatus or
the analyzed samples. If experiment fluctuations or sample dynamics occur on a
timescale faster than the acquisition time, such temporal variations will translate
to spatial variations in the acquired image as pixels are measured sequentially and
not simultaneously. All of these issues can be avoided by method A.

B.2 Image resolution

The image resolution (the number of image pixels) was limited by the camera used
in the present work. However, megapixel SPAD array cameras have already been
demonstrated [178], which, while still suffering from comparatively slow readout,
may in the future become suitable for practical high resolution quantum imaging.
With regard to the short term, we note that Ref. [123] demonstrates a SPAD ar-
ray optimized for coincidence imaging, scalable to 96× 96 pixels. Therefore for
method A, with present available technological advances, an image resolution of
∼104 pixels can realistically be achieved.

On the other hand, there is no limit to the image resolution in method B, as
one can scan over an arbitrarily high number of pixel steps. Therefore, method
B is better suited for use cases requiring a very high image resolution. We also
note that scalable and cost-effective fabrication of SPAD arrays is only possible in
silicon, which limits method A to detecting photons with wavelengths <1.1 µm,
whereas for other wavelength ranges method B is at present the only feasible op-
tion.

B.3 Measurement duration

For obtaining a coincidence image with npix pixels and M photon-pair detections
per pixel, the total acquisition time T is simply the time required to count npix M
photon pairs. For method A, this can be expressed as TA = npix M/rA, where
rA is the pair detection rate across the entire SPAD array camera. For method B,
this can be expressed as TB = npixtB, where tB is the time required to detect M
photon pairs on one pixel. As mentioned in the previous section, with currently
achievable technological advances, ∼104 pixels is a realistic image resolution for
method A. We therefore compare here the measurement durations for methods A
and B, with npix = 104, and show that under realistic conditions TA < TB.

To begin, we note that in both methods currently achievable entangled pho-
ton generation rates are not a limiting factor in measurement speed. State-of-
the-art photon pair sources achieve an estimated generated brightness of ∼107
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pairs/mW/s [93], corresponding to emission rates of ∼109 pairs/s with commer-
cially available lasers. Even at low PDEs, this yields a detectable photon pair flux
higher than the maximum count rates of both SPAD array cameras and single
SPAD detectors.

In method A, the factor rA is determined by the achievable count rate of SPAD
array cameras. While this was limited by the readout scheme of the general pur-
pose camera used in the present work, new SPAD arrays dedicated to sparse event
detection currently being developed are able to detect at much higher rates. For
example, the SPAD array from Ref. [123], is able to read out two-photon coin-
cidence detections in <1 µs by employing row skipping. This enables a >106

pairs/s detection rate, and we obtain TA ≈ npix M/106 seconds.
In method B, the factor tB is determined by two main considerations: (i) The

saturation rate of available SPAD detectors: SPADs can count photons at a rate
of up to ∼5× 105 counts/s before distortions due to their deadtime become sig-
nificant [216]. (ii) The time required to scan from one pixel to the next, which
depends strongly on experimental details: setups which scan the sample against
a stationary illumination spot are widely used due to their ease of use and com-
paratively low cost, but require tens to hundreds of milliseconds per scan step
(e.g. the commercially available nano-positioning equipment from Physik In-
strumente and Thorlabs). In contrast, scanning the spot over a stationary sam-
ple using resonant scanning galvo mirrors can be much faster, with negligible
moving time per scan step (e.g. using the commercially available resonant scan-
ner from Leica), however at the expense of significantly higher cost and experi-
mental sophistication. Therefore we obtain, for the case of scanning the sample,
TB ≈ npix(

M
5×105 + 0.01) seconds (for an ideal situation of only 10 ms moving time),

and for the case of scanning the illumination spot, TB ≈ npix M/(5× 105) seconds.
For realistic desirable experimental parameters of M = 1000 and npix = 104,

we therefore calculate acquisition times of TA ≈ 10s, and TB ≈ 120s for the case
of scanning the sample, and TB ≈ 20s for the case of resonant scanning of the
illumination spot. That is, with present achievable technological advances and at
image resolutions up to ∼104 pixels, we expect SPAD array cameras to perform
quantum-enhanced imaging more rapidly than sample-scanning systems, princi-
pally because of two reasons: (i) They can count at higher rates than single-pixel
SPADs because the photon flux is spread over a large number of pixels. Any sin-
gle pixel in the array will thus count at rates far below saturation. (ii) In the case
of scanning the sample in method B there is a constant overhead due to the time
taken to scan from one pixel location to the next, which is avoided by method
A. We also note that event-based readout SPAD array cameras are likely to yield
even higher detection rates in the near future [39]. With optimized SPAD array
camera readouts providing only the addresses of pixels which detected coinci-
dences, we also do not expect a significant difference in processing time between
the two methods.



136Appendix B. Advantages of using a SPAD array camera for quantum imaging

B.4 Optical efficiency

For method A, the photon detection efficiency (PDE) of SPADs that can be fabri-
cated in scalable, large image detector arrays peaks around 60% [179]. For method
B the PDE of available single-pixel SPADs is slightly higher, peaking around 70%
(e.g. the widely used Excelitas Single Photon Counting Modules). However, we
note that to measure two-photon coincidences in all possible polarization bases
(as was done in this work) a minimum of four SPAD detectors are required, in the
layout shown in Fig. B.1A. When the two photons have polarizations perpendic-
ular to each other, this setup can in principle detect all two-photon coincidences
because the polarizing beam splitter (PBS) deterministically separates the photon
pair. In contrast, when the two photons have the same polarization, only 50% of
coincidences can be detected, as the beam splitters (BS) after the PBS only prob-
abilistically separate the photon pair. That is, with 50% probability the situation
shown in Fig. B.1B occurs, where one photon goes to each of the two SPADs and
a coincidence is recorded. However, with 25% probability each, the scenarios de-
picted by Fig. B.1C and D occur, where both photons go together to only one of
the SPADs and therefore no coincidence is detected. This issue can of course be
mitigated by adding more BSs and SPADs to the setup from Fig. B.1A, to reduce
the probability of two photons going to the same SPAD, but, requiring a larger
number of detectors and optics, and a coincidence detection unit between many
channels, this remedy carries a significant penalty in both cost and experimental
complexity.

FIGURE B.1: Coincidence detection of polarized photon pairs.
(A) Setup to detect two-photon coincidences using method B. PBS
- polarizing beam splitter, BS - (non-polarizing) beam splitter. (B)
Coincidence detected by BS and two single SPADs. (C) and (D)
Coincidence not detected by BS and two single SPADs. (E) Coin-

cidence detection using method A.

In method A on the other hand, the optical imaging system can always be
designed such that the photon pair’s spatial correlation width is larger than the
SPAD array pixel pitch. This scenario is shown in Fig. B.1E, where the round gray
shading represents the two-photon spatial correlation distribution. The probabil-
ity for both photons to land on the same SPAD pixel (as depicted by the pair of
green dots) is then low compared to the probability for the photons to be detected
by different SPAD pixels (as depicted by the pair of red dots). Method A can
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therefore inherently avoid the above coincidence efficiency issue faced by method
B, without additional cost or experimental effort.

B.5 Quantum spatial correlations as a resource

Lastly, a unique advantage of a wide-field scan free approach such as ours re-
lates to the accessibility of photon spatial correlations as an additional physical
resources. The scanning setups shown in Ref. [38] and [37] did not have access
to the spatial correlations of the 2-photon state, which necessitated strong focus-
ing into the sample to achieve good spatial resolution. On the other hand, when
weakly focusing into the sample, the 2-photon correlation width can stay small
– enabling simultaneously high resolution and large field-of-view in our system
combining free-space quantum illumination and SPAD array detection. This point
is also crucial to obtain for instance images with resolution beyond the diffraction
limit [24], which can in principle be accessed by method A regardless of the fo-
cusing conditions, as one can characterize the spatial correlations with the SPAD
camera. With method B on the other hand, this would be impossible. We note
also that in the weakly focused illumination regime of method A, the peak power
density on a sample is lower than for the strongly focused illumination condition
of method B, which may be significant for photosensitive samples that display a
nonlinear response to light.
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