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“All we have to decide is what to do with the time that is given to us”
— J. R. R. Tolkien, The Fellowship of the Ring
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Abstract

In this thesis, I investigate the collective dynamics of confined colloidal
particles dispersed in water and driven through an optical potential. For
this purpose, I used micro-meter size polystyrene particles, which I arrange
in the optical potential created by fast scanning optical tweezers.

With the help of an Acousto Optical Deflector (AOD), which varies the
laser position at a high frequency, I created multiple quasi-simultaneous
optical traps. With this technique, it was possible to manipulate the particles
and vary with high precision the parameters of the optical potential. During
the experiments, I recorded videos of the particles’ dynamics using optical
microscopy. Thus, I obtained the particles’ positions over time, which allows
me to measure different quantities with the aim at the mechanisms of the
forced transport.

The results presented in this thesis highlight the importance of Hydrody-
namic Interactions (HI) when the transport of particles occurs due to a fluid
drag. In addition, different situations are compared, including the change in
the relative particle size with respect to the separation between potential
wells. In addition, I demonstrated the emergence of solitons propagating
with high speed against the direction of the drag force. This situation, which
appears when the system is overcrowded, i.e., the number of particles exceed
that of potential wells, presents a novel mechanism to transport and spread
matter at the microscale.
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Resumen en Castellano

En esta tesis investigo la dinámica colectiva de partículas coloidales dispersas
en agua cuando son forzadas a moverse a través de un potencial óptico. Para
ello, utilizo partículas de poliestireno de tamaño micrométrico, las cuales
dispongo en el potencial óptico creado con un sistema de pinzas ópticas.

Con la ayuda de un Deflector Acusto Óptico (AOD), el cual varía la
posición del láser a una alta frecuencia, he creado múltiples trampas ópticas
de manera casi simultánea. Esto me permite manipular las partículas con
facilidad y variar con una alta precisión los parámetros del potencial óptico.
A través de microscopía óptica, obtengo imágenes en vídeo de la dinámica
de las partículas. Así, obtengo la posición de las partículas a lo largo del
tiempo, lo que me permite medir diferentes parámetros para determinar los
mecanismos que se desarrollan durante el transporte forzado de las partículas.

Los resultados expuestos en esta tesis ponen de manifiesto la importancia
de las Interacciones Hidrodinámicas (HI) en el transporte de partículas
cuando son arrastradas por el fluido. Además, se comparan diferentes situa-
ciones en las que se incluye el cambio en el tamaño relativo de las partículas
respecto a la separación entre pozos de potencial. Además, demuestro la
aparición de solitones que se propagan a alta velocidad en dirección con-
traria a la fuerza de arrastre. Esta situación, que aparece al sobrepoblar
el sistema, es decir, el número de partículas es mayor al número de pozos
de potencial, presenta un novedoso mecanismo para transportar materia a
escala micrométrica.
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Resum en Català

En aquesta tesi investigo la dinàmica col·lectiva de partícules col·loidals
disperses en aigua quan són forçades a moure’s a través d’un potencial òptic.
Per a això, utilitzo partícules de poliestirè de grandària micromètric, les
quals disposo en el potencial òptic creat amb un sistema de pinces òptiques.

Amb l’ajuda d’un Deflector Acusto Òptic (AOD), el qual varia la posició
del làser a una alta freqüència, he creat múltiples paranys òptics de manera
gairebé simultània. Això em permet manipular les partícules amb facilitat i
variar amb una alta precisió els paràmetres del potencial òptic. A través de
microscòpia òptica, obtinc imatges en vídeo de la dinàmica de les partícules.
Així, aconsegueixo la posició de les partícules al llarg del temps, la qual cosa
em permet mesurar diferents paràmetres per a determinar els mecanismes
que es desenvolupen durant el transport forçat de les partícules.

Els resultats exposats en aquesta tesi posen de manifest la importància
de les Interaccions Hidrodinàmiques (HI) en el transport de partícules quan
són arrossegades pel fluid. A més, es comparen diferents situacions en les
quals s’inclou el canvi en la grandària relativa de les partícules respecte a la
separació entre pous de potencial. A més, demostro l’aparició de solitons que
es propaguen a alta velocitat en direcció contrària a la força d’arrossegament.
Aquesta situació, que apareix al sobre poblar el sistema, és a dir, el nombre
de partícules és major al nombre de pous de potencial, presenta un nou
mecanisme per a transportar matèria a escala micromètrica.
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Chapter 1

Introduction

Nowadays, science and technology are growing at the highest speed humanity
has ever witnessed. Since scientific progress allows fast technological devel-
opment, we need a better understanding of the most fundamental processes
occurring in nature. This picture is common in most fields of science where,
in many situations, these processes, although uncorrelated, share similar
physical principles.

However, it is very challenging to study these systems; nature and
human-made developed devices are complex systems where we find multiple
elements interacting simultaneously, so it is hard to extract solid analyses of
the specific mechanisms we pretend to investigate. For this goal, we need to
discern among all the events occurring in the system and obtain information
about the governing physical laws.

We should avoid all the external actors that interfere with the observation
to make a proper analysis without dealing with superfluous information.
This way, we can go to the fundamental phenomenon, obtaining valuable
information that would help us understand the basics of the physical process.
We can assemble our laboratories’ artificial systems with specific conditions
where we keep only the interactions we desire to examine. These assemblies
are called model systems and are usually a convenient way of extracting useful
information about specific phenomena that are too complex to investigate
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2 CHAPTER 1. INTRODUCTION

directly. The utility of model systems arises from their easy manipulation,
versatility, and the possibility to determine all the degrees of freedom of the
system.

In this thesis, I show how I used colloidal particles manipulated with
optical tweezers to explore the multi-particle dynamics in driven-confined
microscale systems. I present several results obtained from investigations
in colloidal model systems. Model systems based on colloidal particles
are suitable to mimic more complicated scenarios, like the dynamics of
collections of atoms or molecules. As I show in Chapter 2, colloidal model
systems are versatile, easy to observe directly to obtain direct information
with conventional optical microscopy, and easy to manipulate. Moreover,
one can synthesize colloids to obtain different interactions between particles
(for example, hard-core, electric, or magnetic) and, thus, reproduce a great
variety of physical situations.

1.1 Thesis aim and outline

The main objective of this thesis is to explore the emerging processes oc-
curring when confined systems of colloidal particles are driven by external
fields. In particular, I expose the importance of collective phenomena arising
in neutral multi-particle systems, where the main interaction between the
particles is collisions. I also investigate the importance of the dispersing
medium, particularly I explore the role of a fluid environment in the interac-
tion between colloidal particles in suspension. The conclusions I draw in this
thesis can be interesting for microfluidic applications, the development of
lab-on-a-chip devices, and the understanding of different biological processes.

The thesis is structured as follows. In Chapter 2 and Chapter 3, I
introduce the fundamentals of colloid science and the principles of optical
tweezers, respectively. There, I provide the basis to understand the physics of
the model systems I used in this work. In Chapter 4, I present the equipment
I have used to realize the experimental part of this thesis and the software
tools I used to retrieve the experimental data and develop the analysis.

In Chapters 5, 6, and 7, I describe the experimental systems I used to
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explore the multi-particle dynamics of confined colloidal particles driven
across periodic potential landscapes.

Finally, in Chapter 8, I recapitulate the main results obtained in these
works, make an overall conclusion of the thesis, and give some possible paths
to continue in the future the research line I have started.
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Chapter 2

Fundamentals of Colloid
Science

Colloidal suspensions are present in our daily lives. We can encounter them
in soaps (colloidal electrolytes), milk (emulsion), fog (aerosol), jelly (sol),
or beer (foam). Colloidal suspensions are systems composed of dispersed
particles in a homogeneous immiscible medium. The solute particles are
much larger than those of the solvent molecules. Typically, the particle size
of the solute has diameters in the range of 10 to 10000 nanometers.

Besides the importance of colloidal suspensions in our day-to-day life,
they are also of enormous relevance in multiple technological fields, where
scientists widely study them in chemistry and physics laboratories [1]. We
could identify the origin of modern colloidal science in the early nineteenth
century with the work of Thomas Graham (1805-1869), that systematically
studied polysaccharide gums and, in turn, gave the name ’colloid’ to these
substances, which comes from the ancient Greek word ’kolla’ and means
gum-like [2–5]. In his work [6], he first describes two classes of matter:
crystalloids, including salt, sugar, and other substances that crystallize, and
colloids, which in contrast, do not crystalize like albumin, gum arabic, or
gelatin.

Later on, Robert Brown (1773-1858) described the erratic motion of clay
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6 CHAPTER 2. FUNDAMENTALS OF COLLOID SCIENCE

particles suspended in water, observed from his experiments on a suspension
of pollen from Clarika Pulchella whose cytoplasm contained particles of about
5 µm diameter [7]. This random movement of the particles in suspension is
nowadays known as Brownian motion.

2.1 Brownian motion

In Robert Brown’s work, he first observed the random movement of mi-
croscopic objects suspended in a fluid medium. However, the investigation
of Jean Perrin (1870-1942) settled the basis for understanding molecular
motion. Perrin reported how particles seem to move independently with no
effect of density or composition and noticed that the movement amplitude
is higher for smaller particles, decreases with the medium viscosity, and
increases with temperature [8]. Jean Perrin and Louis G. Gouy (1854-1926),
who performed experiments isolating the system from any external noise
source like mechanical vibrations [9], attributed the jiggling motion of the
particles to the ceaseless impacts of the fluid molecules. They determined
that the energy transfer between the solvent molecules and the solute parti-
cles was equal to 3

2kBT [10], where kB is the Boltzmann constant and T is
the absolute temperature. This assumption agrees with the observation done
by Perrin that smaller particles and higher temperatures promote larger
amplitudes of motion.

On the other hand, Paul Langevin (1872-1946) developed the mathemat-
ical description of the motion dynamics of individual particles performing
Brownian motion. Consider a colloid as a neutral spherical particle of radius
a in a fluid of viscosity η and density ρ. Since it is impossible to precisely
describe the multiple collisions of the fluid molecules with the colloidal parti-
cle, one has to adopt a continuum approach when considering the dispersing
medium. In particular, one can approximate all these collisions as a single
random force acting over the particle that induces Brownian motion.

Applying the second Newton’s law to a particle in suspension in a fluid,
we reach the Langevin equation:
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m
d2~r

dt2
= ~ζ(t)− 6πηa

d~r

dt
(2.1)

There, m is the particle mass (m = 4
3πa

3ρ) and ~r(t) is the particle
position. Hence, the effect of the external random force ~ζ(t), along with
the friction force produced by the fluid viscosity, results in the acceleration
of the particle. In equation (2.1), the last term on the right-hand side is
the friction force of the fluid, where γ = 6πηa is the Stokes coefficient for a
spherical particle, the inverse of the mobility µ.

To complete the integration of the Langevin equation, we need to define
the random force ~ζ to match the experimental observations. Brownian
forces act randomly in direction and magnitude and are δ correlated in time.
Mathematically, this corresponds to:〈

~ζ(t)
〉

= 0〈
~ζ(t)~ζ(t+ τ)

〉
= ~Kδ(τ)

(2.2)

Now δ(τ) is the Dirac delta function with properties δ(τ) = 0, for
τ 6= 0, and

∫∞
−∞ δ(τ) dτ = 1 [11]. These conditions of Eqs. (2.2) are also

characteristic of white noise [12]. Equation (2.1) is the prototype of a
stochastic differential equation, which has many other applications in science
due to its versatility in the description of noise in general systems [13].

In the case of Brownian motion, the constant vector ~K is given by
~K = 2γkBT~n [10, 13], where ~n is the unit vector. This result derives from
the energy equipartition theorem, and Perrin demonstrated that it applies
not only to the liquid molecules but also to colloids [14].

We have finally described the dynamics of the Brownian motion for a
spherical particle in a fluid suspension. Nevertheless, it is still challenging
to precisely determine the particle position in time due to the stochastic
noise in equation (2.1). Thus one can only obtain relevant information about
this process from statistical analysis. Therefore, in the following section, we
study this statistical process by treating the displacements produced by the
Brownian random forces like a diffusion process.
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2.2 Diffusion of colloidal particles

We are now interested in studying Brownian motion from the point of view
of a diffusion process. Albert Einstein (1879-1955) developed this idea in
the early 20th-century [15, 16] and provided the theoretical description of
the work performed by Perrin [10], who was also capable of estimating the
Avogadro constant using Einstein’s relation [2, 3]. One of the results derived
from the investigations of Albert Einstein is the Sotkes-Einstein relation of
diffusion, which establishes a connection between the diffusion coefficient
and the drag coefficient of the fluid:

D =
kBT

γ
(2.3)

The Stokes-Einstein relation applies to the diffusion of a spherical particle
on a fluid with a low Reynolds number, which would be the situation for a
colloidal particle suspended in water.

In the following, we restrict ourselves to one-dimensional analysis for
simplicity, as the extension to more dimensions is straightforward. We
are interested in obtaining the mean-squared displacement (

〈
x2
〉
), which

gives valuable information about the system’s dynamics. To do so, we first
multiply Eq. (2.1) by x and take the averages using the Gaussian random
noise property of Eq. (2.2):

m
d 〈xẋ〉
dt

= m
〈
ẋ2
〉
− γ 〈xẋ〉 (2.4)

where we have also applied the equalitymxẍ = m
[
d(xẋ)
dt − ẋ

2
]
. Since the

dispersing medium is at the thermodynamic equilibrium, the kinetic energy
of the fluid molecules follows the equipartition theorem, m

〈
ẋ2
〉
/2 = kBT/2,

and Eq. (2.4) takes the form:(
d

dt
+
γ

m

)
〈xẋ〉 =

kBT

m
(2.5)

Whose solution is
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〈xẋ〉 =
1

2

d
〈
x2
〉

dt
= Ce−

γt
m +

kBT

γ
(2.6)

C is a derivative constant, which we can determine by applying the
boundary conditions. In our case, the mean square displacement is zero at
the initial time t = 0, hence 0 = C + kBT

γ and Eq. (2.6) becomes:

1

2

d
〈
x2
〉

dt
=
kBT

γ

(
1 + e−

γt
m

)
(2.7)

On integrating Eq. (2.7) we find:

〈
x2
〉

=
2kBT

γ

[
t− m

γ

(
e−

γt
m − 1

)]
(2.8)

Which, considering that the times are much longer than the viscous
relaxation times (t� ρa2/η, or the same that t� m/γ), finally leads to

〈
x2(t)

〉
= 2

kBT

γ
t = 2Dt (2.9)

For the three dimensional case, if the medium is at equilibrium and
isotropic, to obtain the mean square displacement is straightforward from
the one dimensional case since

〈
r2
〉
/3 =

〈
x2
〉
and so:〈

r2(t)
〉

= 6Dt (2.10)

2.3 Interaction between Colloids

Until now, we have only considered the diffusion of individual colloids, but
many intriguing phenomena arise from the collective interactions between
particles. Since colloidal particles are in a fluid suspension, typically in
water, there is an effective interaction between individual particles with
liquid molecules and ions.

Usually, dispersed particles acquire a net charge on their surface for
different reasons: a metal oxide nature or a defect structure on their crystals,
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which generates the presence of surface groups [2]. Hence, when colloidal
particles are in a liquid suspension, we expect the ions in the fluid with
opposite charges to be closer to the particle’s surface. The arrangement of
ionic charges around the colloidal particles is known as the diffuse electric
double layer.

Now, if two colloidal particles are close to each other, a repulsive force
arises between them due to the compression of the electric double layer.
However, there are also attractive forces between colloids that may bring
them together. In some scenarios, individual colloidal particles can collide
to form an aggregate, so the system is unstable. The process of colloidal
aggregation can occur via flocculation (reversible) or coagulation (irreversible)
[2]. The attraction between colloids can be due to long-ranged van der Waals
forces, which originates from molecular interactions [3].

The balance between repulsive-attractive forces determines the stability
and dynamics of the colloidal suspension. The work of Boris Derjaguin (1902-
1994) and Lev Landau (1908-1968) first [17], and the later interpretation
by Jan Theodor Gerard Overbeek (1911-2007) and Evert Johannes Willen
Verwey (1905-1981) [18, 19] gave rise to the DLVO theory, which describes
the total electrostatic interaction between particles. Indeed, the DLVO
theory expands and completes the work of Louis Georges Gouy [20] and
David Leonard Chapman (1869-1958) [21], who extensively studied the
diffusive double layer, establishing the well-known Gouy-Chapman model
with their investigation.

Figure 2.1 shows a plot representing the different types of interaction
energy involved between charged surfaces. The DLVO interaction potential
is the sum of the double-layer repulsion and the van der Waals attraction,
which varies depending on the surface charge of the particles in the solution.
The DLVO potential is recognized for providing an accurate description of
long-range interaction forces between similarly charged particles [22].

2.3.1 Hydrodynamic Interactions

The Hydrodynamic Interactions (HI) between colloidal particles dispersed in
water emerge from the movement of the fluid produced by their diffusive or
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Figure 2.1: Representation of the repulsive double-layer potential (upper
dashed line), the Van der Waals (VDW) attractive interaction (lower dashed
line), and the DLVO potential (solid lines) that determine the net interaction
between two charged surfaces immersed in aqueous solution for different
surface charges. [22]

driven motion. In many situations, the dispersing medium is an incompress-
ible Newtonian fluid, such as water, whose motion obeys the Navier-Stokes
equations:

∇ · ~u = 0 (2.11)

ρ

(
∂~u

∂t
+ ~u · ∇~u

)
= −∇p+ η∇2~u (2.12)

Where ~u is the fluid velocity, p is the dynamic pressure, and η is the
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shear viscosity, constant for Newtonian fluids such as water.
We can further simplify Eqs. (2.11) and (2.12) by considering that

colloidal particles are usually at low Reynolds numbers. The Reynolds
number (Re ≡ ρuL

η , where L is a characteristic linear dimension) provides an
estimate of the importance of inertia relative to viscous forces. Thus, if we
consider 2 µm radius particle, which moves in water at room temperature
at a speed of 10−5 m/s, the Reynolds number is negligible (Re ≈ 10−5).
Hence, in this scenario, we can neglect the inertia term and assume steady
conditions, which simplifies equation (2.12) to:

∇p = η∇2~u (2.13)

This equation is the Stokes equation. For a sphere at rest, we can extract
the drag a fluid exerts (~F ) when it moves at speed ~uf by solving the Stokes
equations computing the stress tensor and integrating over the sphere surface
[10]. This gives rise to Stokes law:

~F = 6πηa~uf or = −6πηa~U0 (2.14)

In which we can identify the mobility of a sphere µ = 1
6πηa .

Solving the Stokes equations (Eqs. 2.11 and 2.13), it is possible to find
the mobility tensors that describe the interaction between particles due to
the fluid presence between them [23–25]. We will restrict the discussion to
the experimental conditions of this thesis, where we find that particles are
near a planar boundary, then we will apply the no-slip boundary condition.

The single particle case can be solved using the method of images and
leads to the Blake tensor ~µB [26]. To obtain the interaction between two
particles of radius a at positions ri and rj , one has to perform a multipole
expansion to the second order of the Blake tensor. The result is the Blake
tensor at the Rotne-Prager level [27], which decomposes into a self and an
interaction part:

~µij = ~µRPBself (zi)δij + (1− δij)~µRPB(~ri, ~rj) (2.15)

The self component depends only on the distance z of a particle from
the coverslip surface,
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~µRPBself (z) =

~µRPB‖ (z) 0 0

0 ~µRPB‖ (z) 0

0 0 ~µRPB⊥ (z)

 (2.16)

Where the self-mobility tensors parallel (~µRPB‖ ) and perpendicular (~µRPB⊥ )
to the wall are [28]:

~µRPB‖ = µ

(
1− 9a

16z
+

1

8

(a
z

)3)
(2.17)

~µRPB⊥ = µ

(
1− 9a

8z
+

1

2

(a
z

)3)
(2.18)

The interaction contribution proceeds from the second-order term of the
multipole expansion of the Blake tensor:

~µRPB(~ri, ~rj) =

(
1 +

a2

6
∇2
~ri

+
a2

6
∇2
~rj

)
~µB(~ri, ~rj) (2.19)

The mobility tensors show that the self-mobilities of the spheres moving
near planar boundaries depend on the ratio between the sphere radius (a)
and the distance to the wall (z). Moreover, the mobility of the spheres
diffusing parallel to the wall is higher than that obtained when moving
perpendicular to the boundary (~µRPB‖ > ~µRPB⊥ ).

We know that, at high densities, particles interact through long-range
HI, which are mediated by the flow of the dispersing medium [29–31]. These
interactions decay as 1/r (r is the distance between two neighboring spheres
r = |~ri − ~rj |) in an unbounded fluid. When the particles move along the
direction parallel to a close wall, the HI become weaker, and it decays as
1/r3 for particles at distances farther than their separation with the wall
(|~ri − ~rj | � z). In the case of particles moving perpendicular to the surface,
the HI strength decays much faster, proportional to 1/r5 [28]. For two
touching particles at a distance z = 2a from a wall, the HI strength gets
reduced by 20% [28]. Nevertheless, we cannot neglect the HIs until we reach
the limit of large distances (|~ri − ~rj | > 100a), thus they are of fundamental
importance in transport phenomena as we will discuss in Chapter 5.
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2.4 Colloids as Model Systems

One could think that the physics of colloidal systems is well understood, but
there is still much to understand and explore on their collective dynamics.
Model systems are well-controlled systems easy to manipulate, which we
can use to reproduce and understand more complicated effects on different
lengths and time scales. Indeed, they are helpful because we acquired a
good comprehension of the physical laws governing these model systems,
but other reasons make colloids relevant in this type of investigation.

When I introduced the Brownian motion of colloidal particles, I did
not mention that the energy equipartition theorem in a fluid suspension is
fulfilled. This discovery had tremendous importance in modern science and
is considered the keystone of using colloids as model systems [14]. Hence, a
collection of colloids is equivalent to its counterpart of atoms or molecules
from the thermodynamic or statistical physics point of view.

One could think that if we are interested in studying in detail the behavior
of molecular systems, there is no reason to study colloids. Unfortunately,
this is not so simple because the processes in small systems with lengths of
the order of a few nm occur much faster than microscopic ones. A simple
example is to compare the self-diffusion time τ between atoms and molecules;
this is the time it takes for an isolated sphere of radius a to diffuse in a
medium at a distance comparable to its radius:

τ =
a2

6D
(2.20)

In the equation above, D is the diffusion coefficient. Molecules’ self-
diffusion time is in the order of picoseconds, while for colloidal particles
(typically in the micrometric scale) is in the order of seconds. Hence,
experimentally it is more convenient to study generic phenomena common
to both systems, like crystallization or sedimentation, with colloids rather
than molecules.

Apart from the time scale, we also have to consider the length scale.
While atoms have a nanometric scale, colloids are on a micrometric scale,
which allows us to extract direct information on individual particles’ positions
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with a conventional optical microscope. The scale of colloidal particles and
their light scattering properties makes possible to manipulate them with
optical tweezers, a very effective tool I have used in this thesis. Optical
tweezers allow the manipulation of individual particles in a non-destructive
way and help configure, transport, and arrange multiple particles easily.
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Chapter 3

Fundamentals of Optical
Tweezers

The first experimental realization of an optical tweezer was done by Arthur
Ashkin (1922 - 2020) at Bell laboratories in the 1970s [32]. With a highly
focused laser beam, he could trap latex particles of different micrometric sizes,
which led to the development of an important tool widely used in science
nowadays. With the help of optical tweezers, one can easily manipulate
neutral microscopic bodies (and also neutral atoms [33]) with high precision
without damaging the environment or the sample. Optical tweezers are
widely operated in different research areas with an emphasis on biophysics,
where they have been used to measure the rigidity of molecules [34] and
explore the mechanical properties of DNA [35–38]. Other areas of interest
where they are relevant are, for example, lab-on-a-chip devices [39], Brownian
motion [40, 41], or particle alignment and sorting [42–44]. Combining a single
laser beam with different optical elements, like Acousto-Optic Deflectors
(AOD) or Spatial Light Modulators (SLM), offers the possibility to create
multiple effective optical tweezers and complex potential landscapes to
investigate more complicated scenarios [45–48].

The working principle of optical tweezers is based on the momentum
exchange of light with a refractive medium. A light beam carries a momentum
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p = hν/c, so when it interacts with a particle with a higher refractive
index than its surrounding medium, its refraction creates an attractive
potential well [49]. Since the photons produced by a laser are coherent
(they have the same phase, frequency, and polarization state), they carry
the same momentum, which creates the necessary force balance to generate
the trapping. When the photons reach a dielectric particle suspended in
a medium, the particle surface scatters the incident photons. Due to the
different refractive indices of the particle and the medium, the photons
are refracted inside the particle, changing their momentum. This change
produces a reaction force on the particle.

We now analyze the interaction between the laser beam and the particle
using ray optics analysis. Fig. 3.1 shows a schematic of the momentum
exchange between the photons and the particle. There, we depict two
situations: when the particle and the laser focus are in the same z plane
but different x plane and the opposite situation. In the first case (Fig. 3.1
(a)), the particle experiences a net force towards the focus position. This
force arises from the difference in the change of the light momentum in
distinct regions of the particle due to the spatial light gradient. The particle
region closer to the laser focus refracts more light than that farther, so the
momentum change that originates due to the refraction of this region is
higher, which induces a net force towards the laser focus. The resulting net
force is called gradient force.

In the second case (Fig. 3.1 (b) and (c)), the particle and the laser
beam focus are in different z planes. In this circumstance, there are two
possibilities: the particle is in a z plane above the focus or below. When
the particle is above the focal point (case c), the refraction of the incoming
photons produces a momentum change along the upward direction. Hence,
the resulting net force on the particle is downwards, dragging the particle
towards the laser beam focus. The opposite happens when the particle is
below the position of the focus. The net force of the momentum exchange
pushes the particle upwards along the focus direction. The forces depicted
in these two situations are the scattering force.

Note that the gradient force in Fig. 3.1 (a) also has a positive z component
due to a scattering force component. Hence, the stable point of an optical
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Figure 3.1: Schematics of the net force acting on a particle for different
situations depending on the relative positions between the particle center
and the laser focus. The red color gradient corresponds to the spatial light
gradient, the star indicates the position of the focus, and the blue arrow is
the net force exerted by the laser on the particle. a) the particle and the
laser focus are in different x planes (gradient force origin), b) and c) the
laser focus and particle center have different z positions (scattering force
origin).

tweezer is not in the laser focal point but when the laser beam focuses
slightly above the center of the particle. In this last situation, the upward
force acting on the particle is compensated by the pushing scattering force
produced by the partial reflection of the incident light plus the gravitational
force, achieving stable trapping.

It is essential to have a strong gradient force to obtain stable optical
tweezers. In practice, we can realize this situation with the help of an
objective with a high numeric aperture (NA). Such an objective provides a
sharp focus of the laser beam, so the spatial light gradient acquires a high
steep. This way, the gradient force overcomes the scattering force, and we
can confine the colloidal particle. In these conditions, the light gradient
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produces a restoring force towards the equilibrium position responsible for
particle confinement. The resulting force acts as a Hookean spring with a
stiffness proportional to the light intensity [50].

3.1 The Acousto-Optic Deflector

I describe the basis of an Acousto-Optic Deflector (AOD), a device I used in
the laboratory to create multiple optical traps. The working principle of an
AOD is the change in the refractive index when an acoustic wave propagates
in a material. The acoustic wave creates regions where the medium gets
compressed in a periodic pattern according to the wave propagation. In these
regions, the density and the refractive index are higher than those found
where the medium is rarefied. In solids, the acoustic wave produces vibrations,
which alters the polarizability of molecules and, thus, the refractive index
changes [51].

This way, the acoustic wave creates stratified parallel planes with different
refractive indices. The wavelength of sound Λ determines the separation
between these planes, which partially reflect the light beam only if the
incidence angle θ fulfills the Bragg condition for constructive interference
[51]:

sinθ =
λ

2Λ
(3.1)

Where λ is the wavelength of light in the medium. This phenomenon
is the Bragg diffraction, and the devices that implement it are known as
Bragg cells (Fig. 3.2).

Fig. 3.2 shows a scheme of a Bragg cell where the incident beam of light
is directly transmitted and partially diffracted within the cell. The directly
transmitted light beam is called the zero order of the Bragg cell. The first
order is the diffracted light beam generated by the interaction with the
acoustic wave. Thus, the zero-order will always appear, whereas the first
order only appears by interaction with an acoustic wave.

In practice, the AOD uses a radio frequency signal to create acoustic
waves in a crystal that composes the Bragg cell. The modulation of the
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Figure 3.2: Schematic of a Bragg cell with the different parameters: Λ is the
acoustic wavelength, θ is the incidence angle (in the scheme coincides with
the diffracted angle, but it may not necessarily occur), and the directions of
the incident, the transmitted, and the diffracted light beams. [51].

diffracted light beam angle depends on the input radio frequency signal,
which allows the modification of the output laser direction. The advantage
of the Bragg cells is that the diffraction pattern can change very fast with
radio frequency signaling, so the diffracted beam can change its output angle
in a very short time-lapse of the order of kHz. The typical self-diffusion
time of suspended micrometric particles is of the order of seconds. Thus,
as the laser beam visits different positions in a much shorter time-lapse,
the created optical traps can be considered quasi-static or simultaneous.
This property allows us to generate multiple optical tweezers for trapping
colloidal particles.
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Chapter 4

Methodology

In this chapter, I will present the methods, equipment, and software I used
in the present thesis. I developed the experimental work of Chapters 5, 6,
and 7 by using optical tweezers, which offer high versatility in manipulating
microscopic particles and generating potential landscapes. I obtained the
positions of the colloidal particles with optical microscopy techniques, which
I analyzed using specific-developed software.

4.1 Optical Tweezers

Optical tweezers have played a central role in the realization of the different
experiments, allowing us to achieve the trapping of microscopic particles
with high precision. To create the optical tweezers, I used an infrared laser
Manlight ML5-CW-P/TKS-OTS shown in Fig. 4.1 (a), which operates at a
power of 6A/3W to create a continuous wave laser of wavelength λ = 1064µm.
As shown in Fig. 4.2 (a), I deflect the laser source through an AOD AA
Optoelectronics DTSXY-400-1064 (Fig. 4.2 (2)). The deflection of the AOD
produces a trap at a position roughly proportional to the input frequency.
As a trapping microscope objective, I use a 40x magnification Nikon water
immersion objective operating dry (Fig. 4.2 (7)), which conjugates the AOD
deflection plane to the focal plane. I use a two-channel radio frequency wave
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generator DDSPA2X-D431b-34 (Fig. 4.1 (b)) to produce the input frequency
of the AOD, which ranges from 60 to 90 MHz. To control the wave generator,
I use a digital output card of National Instruments cDAQ NI-9403 (Fig. 4.1
(c)) with a refresh frequency of 150 kHz. This card introduces a value to
the wave generator at a frequency of 50 kHz; hence the AOD can deflect the
laser beam to a different position every 20 µs. Thus, I can create a series of
effectively simultaneous optical traps because the time interval in which the
laser visits a trap position is shorter than the typical self-diffusion time of
the colloidal particles, which is τ ∼ 10s for polystyrene particles with 2 µm
radius.

The optical path the laser beam follows is shown in Fig. 4.2 (a), where
I have highlighted the main optical components used to realize the optical
tweezers. In this picture, we find the collimator lens (Fig. 4.2 (3)), which
in combination with the convergent lens (Fig. 4.2 (8)), modifies the aspect
ratio of the incident laser beam. With this arrangement and the microscope
objective (Fig. 4.2 (7)), I can reduce and focalize the laser beam such that
it traps the microscopic colloidal particles.

When the beam enters the instrument, the AOD deflects the laser beam
to the zero-order mode, so it deviates from the main optical path. Hence, I
neglect this mode and only keep the first-order deflections produced by an
RF input signal, which follows the main optical path depicted in Figs. 4.2
(a), (b), and (c).

It is also worth mentioning the role of the power meter in this setup
(Fig. 4.2 (4) is the optical sensor, and Fig. 4.2 (5) is the power meter station),
which I used to control the amplitude of the generated potential landscapes
in the sample. I used LabView software to program a feedback loop system
with which I modified the input voltage to the AOD and, thus, the strength
of the optical tweezer in the colloidal suspension, depending on the measured
optical power. This way, I minimized the laser power fluctuations, increasing
the stability of the optical tweezer acting over the sample.

The optical path pases through a custom-built inverted optical microscope
equipped with a second observation objective (Nikon 40x plan apo) inside
a magnetic coil system in Fig. 4.2 b, which also serves as a sample holder.
Finally, the optical path is closed by a CMOS camera (Ximea MQ003MG-
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a)

b)

c)

Figure 4.1: Images of the instruments used in the laboratory to generate the
fast scanning optical tweezers: a) infrared laser generator Manlight ML5-
CW-P/TKS-OTS, b) radio frequency wave generator DDSPA2X-D431b-34,
and c) digital output card cDAQ NI-9403 from National Instruments.

CM, Fig. 4.2 10), which allows us to record videos at a framerate of up to
200 fps. We place an infrared filter (ThorLabs short pass filter, 850 nm
cutoff) before the CMOS camera (Fig. 4.2 11) to avoid the interference of
the optical tweezers in the resulting recorded video.

Fig. 4.3 shows a diagram of the optical path, where all the elements of
the optic table have the same labels as Fig. 4.2. In this figure, I indicate
the cut of the laser path after the beam splitters and the blocking of the
zero-order deflected by the AOD. Also, one can easily see the position and
role of the different lenses more clearly. Lenses L1 and L3 establish a simple
lens system to expand the laser beam, while L2 is a convergent lens that
converges the laser into the photodiode power detector.
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4.1.1 Calibration of the Optical Tweezers

In the experimental setup, the optical tweezers focalize from above with a
40x Nikon objective, as shown in Fig. 4.2 (b). Hence, the position of this
objective determines the focal point of the optical tweezers in the sample.
To determine the focal point of the optical tweezer, I follow a proceeding to
determine the best performance to confine the colloidal particles. I perform
this calibration process before starting the set of measurements exposed
in Chapters 5, 6, and 7 to achieve the best conditions for the potential
landscape.

I dispose of a set of optical tweezers resembling the target experimental
conditions, forming a ring with the number of optical traps I will use
afterward. Then, I fill the optical ring by placing one colloidal particle
in each optical trap. I record a video, registering the particle tracking
simultaneously, of the particles’ Brownian motion inside the potential wells
created by the optical tweezers. Using a Python script, I calculate the
average mean squared displacement performed by the ensemble of particles
during one minute. After this minute, I modify the height position of the
objective with a micrometer, taking the average mean squared displacement
information for each new situation. Comparing the results, I find the
minimum value of the particles’ mean squared displacement, which indicates
the maximum confinement for the considered optical beam intensity and,
thus, the optimal position of the objective.

This process is essential to find the best objective position before starting
a new set of measurements. The variable thickness of the cover-slips I use
to create the fluid cell alters the relative distance of the colloidal particles
to the objective, so the best-focusing position varies for each sample.

4.2 Realization of the Experimental Cell

The used colloidal system consists of a suspension of polystyrene particles in
water with 4 µm diameter (CML Molecular Probes). The samples are closed
fluid cells transparent to light to facilitate the observation in the optical
microscope. I constructed these samples with two cover-slips that keep a
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Figure 4.2: Image showing the optical path of the laser beam. The optical
path is represented with the solid red line in (a), (b), and (c), while the
dashed red line represents the path that part of the laser, deflected by
the beam splitter, undergoes towards the power meter. The dotted line
represents the zero-order of the AOD, whose path ends in the metallic screen
(A). a) The laser path with the different optical components. The numbers
indicate: (1) the laser beam entry, (2) the AOD, (3) the collimating lens, (4)
the power meter sensor, and (5) the power meter. b) custom-made inverted
optical microscope, with the incoming laser path represented by the solid
red line, highlighting its main components: (6) the sample holder containing
the observation objective 40x Nikon and the magnetic coil system used to
apply external fields when needed, (7) the microscope objective 40x Nikon
responsible of focalizing the laser beam and the light source, (8) is the
convergent lens, and (9) is the LED illumination system. c) Image showing
the detail of the final part of the optical path before entering the microscope.
d) The CMOS camera Ximea MQ003MG-CM (10) and the infrared filter
(ThorLabs short pass filter, 850 nm cutoff) (11).
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Figure 4.3: Diagram that reproduces the optical path followed by the laser
beam with the different optical components. The relevant elements have the
same labels as in Fig. 4.2. The lenses L1 and L3 compose a simple telescope
to expand the laser beam. The lens L2 is necessary to converge the laser
into the photodiode power detector (4). I extracted the components of the
diagram from Ref. [52].



4.3. SOFTWARE ANALYSIS TOOLS 29

water solution of the polystyrene particles sealed with parafilm and vacuum
grease. I adjusted the density of particles in water depending on the specific
experiment to realize. In particular, I dispense between 2 and 10 µL of the
CML batch suspension in 1 mL of MiliQ water.

To realize the cell, I used the following procedure. I cleaned two cover-
slips with MiliQ water, acetone, and isopropanol. One of the cover-slips
had a rectangular shape (50 × 24 mm), which will be the bottom of the
cell, and the other was smaller with a squared shape (20× 20 mm). Once
cleaned, I placed two slips of parafilm along the bottom cover-slip and closed
the fluid cell chamber with the other. I used a hot plate at 140 ◦C to melt
the parafilm so that the two cover-slips glued together. Then, I introduce
a droplet of the previously prepared solution containing the polystyrene
particles in the cell. I removed the remaining solution outside the fluid cell
with a tissue and sealed it using silicon-based vacuum grease placed around
the borders of the upper cover-slip.

4.3 Software Analysis Tools

The principal source of data extracted from the experiments were video-
recorded images with the help of a XIMEA complementary metal-oxide-
semiconductor (CMOS) camera. Hence, I developed scripts based on Python
[53] to extract the particle position from these videos. I also used these
libraries to process the experimental data and obtain graphs. I obtained the
individual particle trajectories with the tracking library trackpy [54] based
on the Crocker-Grier algorithm [55]. This algorithm finds the center of the
particles by computing the brightness-weighted centroid of each particle in
the image, which determines the particle positions with sub-pixel resolution.
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Chapter 5

Transport in Flow-Driven
Systems

Particle transport on the microscale has become a trend of interest due to
the large fields of application in science and technology. Some examples
include applications in micro- and nanofluidic devices [56–58], the driven
motion of particles through narrow channels [59–61], or in pores of zeolites
[62], and through carbon nanotubes [63]. All these applications require a
detailed understanding of the mechanisms involved in particle transport.

Collective transport of microscopic particles in fluid media can occur
either due to external forces or to the drag produced by the movement of the
surrounding fluid. Hence, the presence of the fluid implies the emergence of
Hydrodynamic Interactions (HI) between neighboring particles. However, we
find few reports studying the influence of these interactions on the collective
transport behavior [64–70]. Even so, most of these investigations have
focused on systems driven by external forces where they reported how HI
enhance particle motion. For example, Ref. [47] describes the relevance of HI
in facilitating surmounting potential barriers when particles are force-driven
across an optical sawtooth potential.

In this section, we explore the scenario where particle transport is flow-
driven, showing that the slowing down of the collective transport through
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periodic potentials is a consequence of the HI between neighboring particles.
We use a combined experimental and theoretical approach to show that HI
can provoke an effective enhancement of potential barriers, causing jamming
in transport at high particle density. This work, and that of the following
chapters, has been developed in collaboration with the group of Prof. Philipp
Maas at Osnabrük University, who have developed the numerical simulations.

5.1 Experimental Conditions

The experimental realization of a well-controlled flow-driven system is not a
simple task since it has to overcome several difficulties to obtain suitable
conditions. For example, the pressure field should be precisely controllable,
and one should be able to vary the number of particles and the height
of the potential barriers to explore the system under different conditions.
Lithographically designed chambers are usually employed to analyze flow-
driven transport, where the flow is produced by connecting a microfluidic
channel to two-particle reservoirs at different pressures. However, when
studying many-particle dynamics, such arrangement can originate undesired
effects. For example, it can be difficult to precisely control the number of
particles in the channel or even induce strong channel-reservoir coupling
effects, which can influence particle dynamics. These couplings can lead to
nonequilibrium steady states, causing the particle number density to become
dependent on uncontrollable details [71].

To avoid such problems, we confined the colloidal particles in an optical
ring of simultaneous potential wells (created by multiple optical tweezers)
and characterized thus by periodic boundary conditions. Then, we generate
a flow by rotating the optical potential to drive particles inside the circular
landscape. Changing the reference frame to one co-rotating with the opti-
cally generated potential landscape, we find that the particle transport is
equivalent to a situation of a flow-driven system.

In Fig. 5.1, I show a microscope image of the experimental system with
a superposed plot of the generated potential landscape, which we create by
placing Ntr = 27 optical traps along a ring of radius R = 20.22 µm. We
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Figure 5.1: Optical microscope image showing the colloidal particles in the
potential landscape generated by the optical tweezers. The superimposed
scheme indicates the potential landscape shape and the depth of the potential
wells. Arrows indicate the radius of the optical tweezer’s ring and the
direction of the motion. The scale bar is 10 µm.

choose the radius and the number of traps of the ring so that we obtain a
separation between the traps comparable to the diameter of the colloidal
particles, which is 2a = 4µm. Hence, the distance between neighboring
particles determines the wavelength of the periodic potential landscape λ =
2πR/Nnt ' 4.7 µm.

5.1.1 Realization of the Optical Landscape

Fig. 5.1 shows the obtained potential landscape U(r), which confines the
particles to a ring with potential wells at the center of each trap. We now
consider the potential in polar coordinates U(r, ϕ). The trap positions
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determine a deep minimum along the radial direction at r = R, and Ntr

pronounced minima along the azimuthal axis, represented with red lines
in Fig. 5.1. The trap positions are rotated by changing the phase of the
circulating beam linearly in time, moving at a constant velocity of ω =
0.63 rad s−1 ' 6 rpm, so the potential becomes time-dependent, U =
U(r, ϕ − ωt). From now on, we analyze the system from the co-rotating
reference frame where the trap positions are stationary: ϕ→ ϕ−ωt. Besides,
experimental observations indicate that the particles inside the optical ring
exhibit negligible radial displacements, and thus we can consider the potential
as one-dimensional Uϕ(ϕ) = U(R,ϕ).

We expect that the generated potential is periodic along the azimuthal
direction with a period 2π/Ntr. To check the validity of this hypothesis, I
measured the optical forces by dragging a single particle along the ring and
analyzing the displacements between successive frames, similarly to in Ref.
[72]. Such method consists on analyzing the velocity of a particle inside
the potential landscape. As the particle’s velocity is given by the fluid drag
and altered by the optical forces (Eq. (5.1)), we can extract the generated
potential landscape by integrating the resulting expression after isolating
the optical force contribution.

v(x) = vdrag +
Fopt(x)

γ
(5.1)

Then, we only need to extract information about the particle velocity
to obtain detailed information regarding the actual generated potential
landscape. We show the result of this analysis in Fig. 5.2 (a), which reveals
a non-perfectly λ-periodic experimental potential. The imperfections of the
potential landscape are a consequence of the non-uniform response of the
AOD, which makes the optical strength dependent on the deflected angle
and, thus, a variation on the potential well depth with ϕ. The result is
a static modulation of the potential amplitude with a relative strength ξ.
With all these considerations, we reformulate the potential landscape by
adding a periodic time dependence in its amplitude modulation, leading to
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a)

b) c)

Figure 5.2: Experimental characterization of the optical landscape. a)
Potential Uϕ(ϕ, t0) as a function of ϕ. The faded line shows the potential
at a later instant t0 + ∆t, and the dashed black lines indicate the potential
amplitude modulation. We determine the experimental data (markers) by
averaging the position increments of a single particle measured at a sequence
of times tn = t0+ 2πn/ω, n = 0, 1, 2,... b) Mean barrier height U0 and
modulation parameter ξ as a function of the laser power. c) Average single-
particle velocity v0 normalized to the flow velocity ωR as a function of the
mean barrier height U0. We compare the experimental values (symbols) to
simulations (line) for the potential in Eq. (5.2).

Uϕ(ϕ, t) =
U0

2
[1 + ξ sin(ϕ+ ωt)] cos(Ntrϕ) (5.2)

We extracted the parameters of Eq. (5.2) by fitting the forces for various
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laser powers in the range of 11 to 40 mW. Fig. 5.2 (a) shows the result-
ing filling to the experimental data, where the dashed line represents the
modulation caused by the response of the AOD. We determined that the
modulation strength is almost constant and independent of the laser power, ξ
= 0.22 ± 0.02. Moreover, we found that the mean barrier height U0 between
neighboring traps increases linearly with the laser power from 70 to 150
kBT , where kBT is the thermal energy. We show both trends in the plot of
Fig. 5.2.

The Brownian dynamics simulations help to check the validity of the
experimentally extracted parameters U0, ξ, and D0. The resemblance of
the drag velocities v0 obtained in simulations and experiments is the key to
validating the applicability of the simulated results. The results in Fig. 5.2
(c) show an excellent agreement, signature of good reproducibility of the
experimental conditions with the simulation parameters.

5.2 Dynamics of the Multi-Particle System

To characterize the collective many-particle dynamics, we measure the
fundamental diagram [73], which is the relation between the particle current
J and the particle density ρ.

To determine the current, I must first know the mean particle velocity.
From the recorded videos obtained from the experiments, I extract the speed
of individual particles from the position change between successive frames
(∼0.3 s) along the azimuthal direction. Then, I average the velocity of
particles over time and the particle ensemble. Finally, I obtain the particle
current J = ρ 〈v〉 /(2πR) with the obtained average velocity 〈v〉. I take
the density of particles ρ as the fraction of potential wells occupied by the
particles ρ = N/Ntr.

Fig. 5.3 (a) shows the experimentally measured current J(ρ) for various
barrier heights U0. I normalize the particle current to that of the single
particle Jsp = v0/(2πR), so we can easily compare the behavior for the
different explored situations. If particles were independent without any
interaction among them, the average velocity of particles would be equal
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Figure 5.3: Fundamental diagrams for a) experiments and b), c) for simula-
tions based on Eqs. 5.3. The current J(ρ) is normalized with respect to the
single-particle current Jsp = v0/(2πR), where v0 is the single-particle velocity
of Fig. 5.2 (c). Filled circles/solid lines and open circles/dashed-dotted lines
refer to simulations with and without HI, respectively. In b), we show results
for the time-dependent potential of Eq. 5.2 with amplitude modulation (ξ =
0.22). In c), we show the results for the ideal periodic potential (ξ = 0) and
a force-drive system (squares/dotted lines). The legend in b) also applies to
c). In all the graphs the solid black lines mark the behavior for independent
particles, and the thin dotted line indicates the function ρ(1− ρ).

to that of a single particle. I indicate this situation in the plot with the
straight black line representing the linear function J(ρ)/Jsp = ρ. One can
observe that the experimental results differ from the non-interacting particle
scenario, which is only present in the limits of small particle density ρ→ 0.
Therefore, the decrease of J(ρ)/Jsp with increasing particle density reveals
the emergence of interacting phenomena in the multi-particle system.

Moreover, the particle density is not the only cause for the current
suppression, as one can also observe the current decreases with increasing
barrier height, U0. And not only the suppression of current is affected, but
also the whole multi-particle behavior.

When U0 . 80kBT , the particle current is close to the non-interacting
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particle case with only a weak reduction from the linear trend. On the
other hand, at higher barrier heights U0 & 100kBT , we observe a dramatic
suppression of current. In these cases, the experimental data present a local
maximum in J(ρ), which displaces towards low ρ regions with increasing
values of U0. This behavior is a signature of jamming: a transition from
fluid-like continuous motion to arrested states.

The Asymmetric Simple Exclusion Process (ASEP) [74, 75] provides
a simple model describing the jamming behavior in driven systems. This
theoretical model considers point-like particles in a squared periodic poten-
tial with asymmetric jumping probability to neighboring potential wells,
forbidding jumps to previously occupied positions. This model predicts that
the particle current obeys J(ρ)/Jsp = ρ(1−ρ), which we represent in Fig. 5.3
with a black dotted line as a reference. However, the experimental results
contrast with this simple model, revealing that the multi-particle dynamics
are more complex, as suggested by the strong dependence on the potential
barrier height U0.

To understand the origin of the jamming, we performed Brownian dy-
namics simulations of hard-sphere interacting particles. The potential U(~ri)
defines the optical forces acting on the particles at positions ri, where
~ui = ~ω × ~ri are the azimuthal velocities of the particles (~ω = ωẑ, where ẑ is
the unit vector in the z direction).

In the reference frame co-rotating with the optical traps, the translational
motion of N particles in the presence of HI can be described by the Langevin
equations [76]:

~̇ ir = −~ω × ~ri +
N∑
j=1

[
kBT ~∇j~µij + ~µij ~fi

]
+ ~ζi, (5.3a)

~fi = −~∇iU(~ri) + ~f inti , (5.3b)

Where ~f inti is the interaction force exerted on particle i by the other
particles, and ~µij = ~µij(~r1, . . . , ~rN ) is the mobility tensor, which accounts
for HI by the mobility method [77]. The vector ~ζi is the Gaussian white
noise described in Section 2.1.
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Equation (5.3a) shows that the proposed experimental conditions effec-
tively correspond to a system of interacting particles driven by an external
flow field: a flow-driven system. The ~ω × ~ri term corresponds to the driving
mechanism, a radially symmetric vortex flow field that forces the movement
of particles inside the potential landscape. One can also check this fact by
averaging Uϕ(ϕ, t) from Eq. (5.2) over one period of rotation 2πR/ω. The
result is a function time-independent and periodic in ϕ with period 2π/Ntr.
Hence, the resulting average force of the time-averaged potential along the
azimuthal direction is zero. In other words, the average particle current is
zero without a fluid flow.

In the numerical simulations, the HI develop from the point of view of
the Rotne-Prager form, which I showed in Section 2.3.1. With this method,
one can obtain the mobilities ~µij for the reflective fluid flows resulting from
the coverslip underneath the colloidal particles and those induced by the
movements of the neighboring particles. This treatment of HI simplifies the
experimental conditions, as it neglects lubrication effects, possible translation-
rotation couplings, and expansions of the mobilities beyond the Rotne-Prager
form for particles coming close to each other. Despite the simplification,
one can see in Figure 5.3 that this approximation suffices to describe the
experimental system qualitatively. All simulations consider the reflective
fluid flow and constrain the particle movement to the azimuthal direction.
In the following, when I refer to simulations with and without HI, I mean
the particle-particle HI calculated in full-three dimensional space.

Figure 5.3 (b) shows the simulated normalized current J(ρ)/Jsp obtained
for the potential in Eq. (5.2) with the amplitude modulation obtained in the
experiments (ξ = 0.22). The open circles connected by the dashed-dotted
lines refer to the simulations without HI. In contrast to a decrease in the
particle current, they show an enhancement at larger particle densities. This
scenario dramatically changes when we include the HI, represented by the
filled circles connected by solid lines. Presently, the normalized current
decreases at large ρ in qualitative agreement with the experiments, where
the jamming-like behavior becomes stronger when increasing U0. However,
one can still appreciate divergences from the experimental results of Fig. 5.3,
which we attribute to the limitations of the minimal model of the HI.
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In order to elucidate the role of the amplitude modulation of the potential
landscape in the emergence of jamming, additional simulations treat the
ideal case of a time-independent potential (ξ = 0 in Eq. (5.2)). I present the
results of this case in Fig. 5.3 (c), which are very similar to those in Fig. 5.3
(b). Again, without HI, the particle current overpasses that of independent
particles, while the inclusion of HI leads to jamming with increasing values
of U0. Therefore, we can discard any relevant interference coming from the
amplitude modulation.

To summarize, simulations show that HI highly influence the experimental
system. When we exclude the HI, the particle transport exceeds the single-
particle current, enhancing the total current in the optical ring. On the other
hand, when we introduce HI, the particle current becomes smaller than that
of independent particles and decreases with ρ at large densities, reflecting
jamming. We can also discard that this effect originated from the amplitude
modulation since the simulations with and without such modulation of the
potential landscape show minor changes in the behavior of the particle
current.

5.2.1 Effect of Hydrodynamic Interactions

We now focus on the role of HI in particle transport, which are responsible
for jamming in the flow-driven system. To this end, we consider the equation
of motion of a single particle in the potential given by Eq. (5.2),

ϕ̇ = − µ0
R2

∂

∂ϕ

[
ωR2

µ0
ϕ+ Uϕ(ϕ, t)

]
+ ζϕ (5.4)

Where 〈ζϕ(t)ζϕ(t′)〉 = 2D0R
−2δ(t − t′) with D0 = kBTµ0, and µ0 the

mobility of the particle. Hence, Uϕ(ϕ, t) is tilted by the linear poten-
tial ωR2ϕ/µ0, resulting in the effective potential U effϕ (ϕ, t) = Uϕ(ϕ, t) +
ωR2ϕ/µ0. For small U0, the tilting dominates the potential landscape, so the
effective potential appears as if it had no barriers. Therefore, the flow drags
a single particle, which finds little resistance to the movement. The part Uϕ
in U effϕ can be interpreted as creating resistance to the particle motion when
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driven by the flow field. Therefore, it causes the single particle velocity v0
to be smaller than the flow velocity ωR for U0 > 0 and to decrease with U0.

When U0 becomes larger than a critical amplitude U0c, the single-particle
motion becomes thermally activated, and particle motion originates from
the random Brownian forces. For determining U0c, we take the temporally
period-averaged potential Ū effϕ (ϕ) = (ω/2π)

∫ 2π/ω
0 Uϕ(ϕ, t) dt, which is also

the effective potential for the ideal case of a time-independent potential
(ξ = 0 in Eq. (5.2)). The barriers in Ū effϕ (ϕ) arise when U0 becomes higher
than the critical amplitude U0c = 2ωR2/(µ0Ntr) ' 147kBT .

For this reason, all experiments are below the critical amplitude, and
therefore one would expect linear current-density relations with no pro-
nounced jamming effect. Indeed, the simulation data without HI shown
in Fig. 5.3 (b) confirms this prediction. However, the HI contributes to
effectively increasing the potential barrier. In the absence of HI, we only
consider the terms j = i of Eq. (5.3a), meaning that the mobility of particles
is not affected by external actors. However, this situation changes when
the HI emerge. With the Rotne-Prager level of description, the external
contributions to the particle mobility extend only to the particles j closest
to particle i. Thus, the estimated contribution of a particle j located at a
neighboring trap of a particle i is µ0[3a/λ − 2a3/λ3]∂Uϕ/∂ϕ, being a the
particle radius and λ the wavelength of the potential. Hence, leading to an
effective enhancement of the mean barrier height U0 by HI to a value:

UHI0 =

(
1 + 3

a

λ
− 2

a3

λ3

)
U0 (5.5)

Because a < λ, the additional contribution is always positive (UHI0 > U0).
Using Eq. 5.5 with λ = 2πR/Ntr ' 4.71µm and a ' 2µm, U0 is doubled.
Thus, the effective potential barriers enhanced by the HI overcome the
U0c value at smaller U0. Now, the potential landscape presents barriers
where there were not without HI. This behavior also agrees with the current
suppression at large ρ. When the occupancy of potential wells is higher, there
are more probabilities of finding neighbors that strengthen the potential
barriers, increasing the current suppression. Besides, we still must consider
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the possible blocking effects derived from the particle density increase, leading
to a further slowdown of particle dynamics [78, 79]. One can see in the
experimental videos shreds of evidence of hopping motion and jamming
phenomena, also collected by the measured trajectories in the cases of large
U0 and high densities.

5.3 Comparison with a Force-Driven System

Here, we compare the results obtained for a flow-driven system with a force-
driven one. The motivation originates from the different behavior observed
compared to other reports on force-driven systems [47].

To explore whether the jamming would occur in a force-driven system,
we solved the Langevin equiations (5.3) for particles driven by the external
torque ~fext(ϕ̂) = −ωRϕ̂, where ϕ̂ denotes the unit vector along the azimuthal
direction; this means that Eq. (5.3a) becomes

~̇ ir =
∑
j

{
kBT ~∇j~µij + ~µij

[
~fi + ~fext(ϕ̂)

]}
+ ~ζi (5.6)

If we compare the expressions (5.3a) and (5.6), we observe that the
force position has changed from inside the sum to the outside. This change
reflects the different mechanisms occurring in both systems. In Eq. (5.3a), we
observe that the fluid vortex responsible for the particle driving is outside the
sum term, whereas for the later expression derived for a force-driven system,
we find the force contribution fext inside. Therefore, in the flow-driven case,
the external force applies after considering all the modifiers to the mobility
tensor, so it actuates over the whole particle ensemble. The opposite occurs
for the force-driven system, which contemplates the contribution of the
external force within the terms that affect the mobility tensor, so in this
situation, the force acts over the particles individually.

Thus, as the external force acts differently in each case, we should expect
that HI contribute distinctly. The fact that the modifiers of the mobility
tensor apply to the driving force implies that the HI also influence the
driving. Hence, in the force-driven system, we find that the enhancement
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factor found in Section 5.2.1 applies not only to the potential barriers but
also to the external driving. Implementing this reasoning to the experimental
conditions, which develop under low noise conditions (kBT � U0), the HI
effective contribution is a speed-up effect of all the particles. The opposite
situation occurs in flow-driven systems, where HI enhancement only applies
to the optical barriers and, hence, the overall effect is the reduction of the
particle current.

We show the results of simulations performed in the force-driven case
with the squares connected by dotted lines in Fig. 5.3 (c). In contrast to
the flow-driven case, one can see that the particle transport experiences an
intense current enhancement, in agreement with previous findings [64].

5.4 Conclusions

In this chapter, I have used colloids confined and driven by an optical ring
to show that the flow behavior in flow-driven many-particle systems differs
from previously reported results for force-driven systems. With my analyses,
I could discern the differences between flow- and force-driven mechanisms,
elucidating the effect of HI in both scenarios.

The experimental and simulated data display satisfactory qualitative
agreement but not perfect quantitative. We could obtain better matching
between experiments and simulations by refining the description beyond the
Rotne-Prager approximation. Such modifications can include higher-order
terms in the expansion of mobilities in powers of the particle radius to inter-
particle distance ratio a/λ, lubrication effects, and additional consideration
of the rotational dynamics of the particles.

Thus, the performed analysis provides an accurate theoretical description
of the phenomenon occurring in the experiments. The described interaction
mechanisms can also apply to diverse scenarios. Transport of matter over
energic barriers in a fluid suspension is typical in many soft matter, biological
systems, and microfluidic devices. Therefore, I expect the phenomena uncov-
ered here will be of general importance for further studies and applications
of flow-driven many-particle systems.
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Chapter 6

Jamming in Flow-Driven
Systems

In the previous chapter, I showed that HI induce jamming in a flow-driven
system. In this chapter, I expand the analysis to explore the effect of different
system parameters, like relative particle size, on the transport through HI.
I also present a deeper analysis of the potential landscape shape and its
characterization.

A wide variety of biological and soft matter systems are affected by HI
[80]. For example, they influence the organization of sperm cells [81] and
magnetotactic bacteria [82], modify the dynamics of bacteria propelling close
to a surface [83–85], or they induce synchronizaztion phenomena [86–92].
Besides, there are also investigations about the effect of HI in the context of
particle sedimentation [93–95], confinement [96–98], pattern formation [99,
100] or crystallization kinetics [101, 102]. For this reason, we investigate the
role of HI between spherical particles. Our system provides a relatively simple
model that allows us to explore the impact of HI on transport properties,
circumventing problems derived from more complicated biological systems
characterized by non-trivial shapes and interactions. Therefore, we expect
that the results extracted from this analysis may provide relevant information
applicable to other physical systems.

45
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Figure 6.1: Experimental system. a) Optical microscope image showing
N = 17 colloidal particles of radius a = 2µm trapped along a ring with
Ntr = 27 equidistant optical traps (blue line). b) Isolines of the periodic
potential generated by the scanning laser tweezers with angular velocity ω.
The experiments are performed for different ring radii R = 17.8µm, 20.2µm,
and 21.8µm.

6.1 Optical Potential Landscape

Fig. 6.1 shows a microscopic image of the experimental system considered
here and the experimentally generated potential landscape.

The experimental system consists of Ntr = 27 time-shared optical tweez-
ers evenly spaced along a ring of radius R. The ring confine colloidal particles
of radius a = 2µm in the positions of the optical tweezers, which define the
locations of the potential wells. The optical traps rotate with angular speed
ω to induce a vortex flow, forcing the confined particles to move along the
optical ring, jumping across the neighboring potential wells.

The distance between two neighboring potential wells determines the
wavelength of the potential landscape, which is:

λ =
2πR

Ntr
(6.1)
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Then, one can relate the size of the colloidal particles with λ to obtain the
relative particle size a/λ. This relation is practical to explore the dynamics of
different particle sizes to the potential landscape features without changing
the physical particle radius a. Hence, I modified the ring radius R while
keeping Ntr constant to vary the relative particle size.

6.1.1 Theoretical description

One can describe the experimentally generated potential landscape, shown
in Fig. 6.1 (b), created by the optical traps positioned at (xtr, ytr) with a
Gaussian profile:

Utr(x, y;xtr, ytr) = −u0 exp

[
−(x− xtr)2

2w2
− (y − ytr)2

2w2

]
(6.2)

Where w = 2.02µm is the width of a trap, and u0 is its depth determined
by the laser power. For describing the circular arrangement of the traps in
Fig. 6.1, we use polar coordinates, where (x, y) = (r cosϕ, r sinϕ) and the
trap center positions are at (xtr, ytr) = (R cosϕk, R sinϕk), k = 1, . . . , Ntr

with ϕk = 2πk/Ntr, being R the ring radius.
Then, the sum of the contributions of each trap determines the static

potential of the optical ring:

U st(r, ϕ) =

Ntr∑
k=1

Utr(x, y;xk, yk)

= −u0
Ntr∑
k=1

exp

[
−r

2 +R2 − 2rR cos(ϕ− ϕk)
2w2

]
(6.3)

Due to the intense radial confinement of the particles, displacements
of the colloidal particles along the radial directions are almost negligible.
Hence, we can set r = R in Eq. (6.3), which leads to a potential landscape
expression that depends only on the azimuthal angle ϕ:



48 CHAPTER 6. JAMMING IN FLOW-DRIVEN SYSTEMS

U stϕ (ϕ) = −u0
Ntr∑
k=1

exp

[
−R

2

w2
(1− cos(ϕ− ϕk))

]
(6.4)

This potential has the period 2π/Ntr, U stϕ (ϕ + 2π/Ntr) = U stϕ (ϕ). Ex-
panding it into a Fourier series, we obtain

U stϕ (ϕ) =

∞∑
n=−∞

cn exp(iNtrnϕ) (6.5)

where

cn =
Ntr

2π

π/Ntr∫
−π/Ntr

dϕU stϕ (ϕ) exp(−iNtrnϕ)

'− u0
Ntr

2π

π/Ntr∫
−π/Ntr

dϕ exp

[
−R

2

w2
(1− cosϕ)

]
exp(−iNtrnϕ) (6.6)

To go from the first to the second line in Eq. (6.6), we have kept only the
summand for k = Ntr when inserting U stϕ (ϕ) from Eq. (6.4). We can do this
because of the large ratio (R2/w2) ' 100 in the experiments, which means
that the summands for k 6= Ntr are negligible in the integration interval.
Likewise, we can set (1− cosϕ) ' ϕ2/2 in Eq. (6.6) and extend the limits
of integration to ±∞. The resulting Gaussian integral gives

cn ' −u0
Ntrw√

2πR
exp

[
−
(
Ntrw

R

)2 n2

2

]
(6.7)

Since (Ntrw/R)2/2 ' 3.6, the Fourier coefficients decay quickly. The
ratio c2/c1 is already of the order 10−5, which allows a truncation of the
Fourier series after n = 1, leading to a sinusoidal form of

U stϕ (ϕ) ' c0 +
U0

2
cos(Ntrϕ) (6.8)
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with potential barrier

U0 = 4c1 = −2u0

√
2

π

Ntrw

R
exp

[
−1

2

(
Ntrw

R

)2
]

(6.9)

Ref. [103] gives a similar derivation of this result, while Ref. [72] reports
a sinusoidal form of the experimental potential resulting from a periodic
arrangement of Gaussian optical traps. For the radii R studied in our
experiments, the relative deviation between U stϕ (ϕ) from Eq. (6.4) and the
approximate sinusoidal potential of Eq. (6.8) is less than 0.15% for all ϕ.

The rotation of the traps along the ring with angular frequency ω leads
to the time-dependent potential in the laboratory reference frame:

Uϕ(ϕ, t) = U stϕ (ϕ− ωt) = c0 +
U0

2
cos(Ntr(ϕ− ωt)) (6.10)

In a corotating reference frame, this traveling-wave type potential reduces
to U stϕ (ϕ).

In experiments, we evaluate the potential by analyzing the single-particle
dynamics. For the kinematic viscosity v ' 10−6m2/s of water and azimuthal
velocity ωR, the Reynolds number is Re = ωRσ ' 3×10−5 � 1.The velocity
correlation time (4πa3ρPS/3)/(6πρH2Ova) ' 1µs for the polystyrene beads
is much smaller than the characteristic diffusion time a2/D0 ' 30s (where
ρPS and ρH2O are the densities of polystyrene and water respectively). To
obtain the value of D0, I performed independent measurements of the time-
dependent mean-square displacements in the absence of the optical force
fields, which yielded to the diffusion coefficient D0 ' 0.1295 µm2s−1.

Under these conditions, inertia effects are negligible, and a single parti-
cle performs an overdamped Brownian motion described by the Langevin
equation:

d~r

dt
= −µ0~∇Uopt(~r, t) + ~ζ(t) (6.11)

where Uopt(~r, t) is the potential of the optical forces, µ0 is the mobility,
and ~ζ(t) is the Gaussian white noise with 〈~ζ〉 = 0 and 〈ζα(t)ζβ(t′)〉 =
2D0δαβδ(t− t′); D0 = kBTµ0 is the diffusion coefficient.
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As we only have to consider displacements in the azimuthal direction,
Eq. (6.11) simplifies to:

dϕ

dt
=
µ0
R2

τopt(ϕ, t) + ζϕ (6.12)

where 〈ζϕ〉 = 0, 〈ζϕ(t)ζϕ(t′)〉 = 2D0R
−2δ(t − t′), and τopt(ϕ, t) is the

torque excerted on the particle:

τopt(ϕ, t) = −∂Uϕ(ϕ, t)

∂ϕ
(6.13)

In the corrotating reference frame with the angle variable ϕ′ = ϕ− ωt,
Eq. (6.12) becomes:

dϕ′

dt
=
µ0
R2

[
ωR2

µ0
+ τ ′opt(ϕ

′)

]
+ ζϕ (6.14)

where τ ′opt(ϕ′) = (NtrU0/2) sin(Ntrϕ
′) is a time-independent torque.

6.1.2 Characterization of the Experimental Conditions

Unfortunately, the experimental realization of the potential landscape differs
from the ideal conditions discussed in the previous section. As one can
see in Fig. 6.2 (b), the torque in the corotating reference frame is not per-
fectly sinusoidal, presenting a periodic time dependence τ ′opt = τ ′opt(ϕ

′, t) =

τ ′opt
(
ϕ′, t+ 2π

ω

)
.

To obtain the shape of the experimentally generated potential landscape,
I placed a single particle on the ring and recorded its motion with a video
for 30 min at a time resolution of 30 frames per second (δt = 1/30s) and
extracted the two-dimensional particle trajectory. After conversion to polar
coordinates, I obtain the time series of the azimuthal positions of the particle
ϕ(t) while obviating the radial positions r(t) because of the intense radial
confinement.

With the azimuthal position of the particles, I proceed to obtain the
optical torque with a similar method to in Ref. [72]. From Eq. (5.1), after
adapting it to the experimental features, we can reach the expression:
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τ ′opt(ϕ
′, t) =

R2

µ0

[
ϕ′(t+ δt)− ϕ′(t)

δt
− ω

]
(6.15)

Where ϕ′(t) is the azimuthal position of the particle at time t, δt is the
time interval between consecutive frames of the video, ω is the drag velocity
given by the rotation speed of the ring, R is the ring radius, and µ0 is the
particle mobility, which I obtained through the relation µ0 = D0/kBT .

The periodicity of τ ′opt(ϕ′, t) in the experimental system requires an
increase of the resolution on the trajectory data to obtain better fitting
results. To do so, I divide the trajectory into spatial and temporal bins to
perform an average of all the data available for each bin. In the spatial case,
I split the periodicity [0, 2π] into Nϕ = 270, so there are ten bins of width
∆ϕ′ = 2π/Nϕ for each wavelength of the optical potential. Likewise, I obtain
Nω = 15 temporal bins in the interval [0, 2π/ω] of width ∆t = 2π/(ωNω).
Then, the bin intervals are Jj = [(j−1)∆ϕ′, j∆ϕ′], j = 1, . . . , Nϕ, and Kk =
[(k− 1)∆t, k∆t], k = 1, . . . , Nω and have the midpoints ϕ′j = (2j − 1)∆ϕ′/2
and tk = (2k − 1)∆t. Finally, I obtain τ ′opt(ϕ′, t) with the expression:

τ ′opt(ϕ
′
j , tk) =

R2

µ0


〈

[ϕ′(t+ δt)− ϕ′(t)]
∣∣ϕ′(t) ∈ Jj , t ∈ Kk

〉
δt

− ω

 (6.16)

The brackets 〈. . . 〉 means an average over many times in the measurement
under the condition that ϕ′(t) is in the bin interval Jj and the time t in the
bin interval Kk. When applying Eq. (6.16), the angle ϕ = ϕ(t) and the time
t are first mapped to the intervals [0, 2π] and [0, 2π/ω].

I show an overview of the described process in Fig. 6.2. Fig. 6.2 (a)
illustrates the particle tracking, and Fig. 6.2 (b) shows representative results
for the torque at two different times in the corresponding frame, see the
blue lines of the graph for τ ′(ϕj , t1) and τ ′(ϕj , t10). There, one can see the
deviation of the experimental data from the ideal traveling waveform, which
one would expect to be a sinusoidal function for the torque in the corotating
reference frame.
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Figure 6.2: Method to determine the potential parameters from single-
particle measurements. a) Illustration of the particle tracking. b) Fitting of
the torque. The blue lines show representative results for the torque τ ′opt(ϕ′, t)
at two different times t1 and t10 in the corotating frame obtained from
measured trajectories using Eq. (6.16). The red lines are fits of Eq. (6.18)
to the experimental data. c) Parameters U0, ξ, α, and β extracted from the
fitting.
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Now, I provide a reformulation of the potential landscape in the corotating
reference frame of Eq. (5.2), where the barrier height is modulated with a
strength ξ, and U0 thus represents a mean barrier height.

For comparison with the torque data in Fig. 6.2, we must consider phase
shifts α and β for both the periodic trap arrangement and the amplitude
modulation. Taking the time instant t = 0, the shift α accounts for the phase
difference between the maxima of the cos(Ntrϕ) function and an arbitrary
but fixed zero point of ϕ along the ring in Fig. 6.1 (b). Likewise, the shift β
accounts for the phase difference between the maximum of the barrier height
modulation and the zero point. In the corotating reference frame, we then
have:

U ′ϕ(ϕ′, t) =
U0

2

[
1 + ξ sin(ϕ′ + β + ωt)

]
cos(Ntr(ϕ

′ + α)) (6.17)

and,

τ ′opt(ϕ
′, t) =

U0

2

{
ξ cos(ϕ′ + β + ωt) cos(Ntr(ϕ

′ + α)) (6.18)

+Ntr

[
1 + ξ sin(ϕ′ + β + ωt)

]
sin(Ntr(ϕ

′ + α))
}

To determine the parameters U0, ξ, α, and β, we fitted Eq. (6.18) to the
experimental data for each time bin, Fig. 6.2 (c). For all the parameters
above, we obtain constant values with minor numerical uncertainties, which
proves that the functional form of Eq. (6.17) accurately represents the
experimental optical potential.

We found that all the parameters agreed with the ones estimated from
the experimental trajectories except U0, which we underestimated by a few
percent. The reason is that the time resolution in the experiment was not
appropriate (δt a bit too large). Fig. 6.3 shows that the simulated v0 (solid
line) agrees well with the experimental data (symbols).
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Figure 6.3: Comparison of measured (symbols) with simulated (line) mean
velocity of a single particle as a function of the mean barrier height U0 for
ring radius R = 20.2µm, angular frequency ω = 0.63rad/s of optical trap
rotation, and potential amplitude modulation ξ = 0.22.

6.2 Equations of Motion for the Particle Dynamics

The Langevin equations in Eq. (5.3) describe the driven Brownian motion of
the N colloidal particles. Adapting the expression to the coordinate change
for the corotating reference frame, we have:

~̇r′i = −~ω × ~r′i +

N∑
j=1

[
kBT ~∇′j~µij − ~µij ~∇′jU ′opt(~r′j , t) + ~ζi

]
(6.19)

Here, the prime indicates that we are working with the corotating ref-
erence frame, so ~∇′i takes the derivative to the primed coordinates, and
U ′opt(~r

′
i, t) = Uopt(~ri − ~ω × ~rit, t).

With the expression for the mobility tensor given in Section 2.3.1, its
divergence reduces to a simple derivative to the distance z of the particles
from the coverslip surface. Due to the nature of the optical tweezers’
confinement, we estimate that the particles are at a constant mean distance
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from the coverslip surface. This estimation is reasonable as the optical
tweezers confine the particles from above by pushing the colloidal particles
against the coverslip surface. Hence, Eq. (6.19) reduces to:

d~r′i
dt

= −~ω × ~r′i −
N∑
j=1

~µij ~∇′jU ′opt(~r′j , t) + ~ζi (6.20)

Since we neglect the motion in the radial direction, we project Eq. (6.20)
onto the azimuthal direction, whose axis is given by the unit vector êϕi =
(− sinϕi, cosϕi). As illustrated in Fig. 6.1 (b), ~ω is projected in the z
direction (~ω = ωêz). Hence, Eq. (6.20) becomes:

R
dϕ′i
dt

= ωR− êϕ′
i
·
N∑
j=1

~µij ~∇′jU ′opt(~r′j , t) + êϕ′
i
· ~ζi (6.21)

The simulations performed to validate our analysis are based on Eq. (6.21).
This equation describes the motion of particles in the reference frame coro-
tating with the optical ring. In particular, it emphasizes the role of the
potential barriers. In the extreme case we have no potential barriers, one
would observe the maximum particle current in the corotating reference
frame, corresponding to the rotation of the particles counterclockwise with
angular velocity ωR. On the other hand, for sufficiently high barriers, par-
ticles would move along with the rotating traps, suppressing the particle
current along the potential landscape.

6.3 Particle Size Effect on Transport

In this section, I present the experimental results of particle transport for
diverse relative particle sizes. The used colloidal particles have a radius
a = 2µm, and I keep constant the number of traps in the ring Ntr = 27.
Here, I explore the cases of ring radius with values R = 21.8µm, 20.2µm, and
17.8µm, so the relative particle size to the potential landscape wavelength
a/λ become 0.39, 0.43, and 0.48 respectively.
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Again, to characterize the system, we focus on the current-density rela-
tions for various barrier heights U0 in the corotating reference frame. We
determine the particle density by the filling factor of the traps ρ = N/Ntr.
We obtained the data of the currents from the particle trajectories (extracted
from microscopy video-imaging) by determining the azimuthal velocities in
the corotating frame for all particles. After averaging over time, we obtain
the mean velocity of the particles 〈v〉 in the azimuthal direction and the
current:

J(ρ) = ρ
〈v〉

2πR
(6.22)

Then, we normalized these currents with respect to the single particle
current J0 = v0/(2πR). The term v0 is the single-particle velocity shown in
Fig. 6.3.

We have seen in Section 5.2.1 that HI are decisive for suppressing the
current at high particle densities. In contrast, in the absence of HI, the
current increases with particle density at large ρ, which can be attributed to
a cluster speed-up effect, as discussed in Refs. [104–106]. In Section 5.2.1, we
also determined the influence of the HI on the barrier height enhancement
in Eq. (5.5). Hence, such barrier enhancement should decelerate the motion,
but it is not immediately evident why it leads to the jamming behavior.

We can understand such jamming-like behavior from the effective mean
external potential Ueff (ϕ′) in the azimuthal direction in the corotating
frame. In the absence of the driving, this potential is given by U stϕ (ϕ′)

of Eq. (6.8) with a HI-enhanced barrier height UHI0 (we set the constant
c0 = 0 to match the experimental conditions). The flow-driving given by
(−~ω × ~r′) ' (−ω0Rϕ

′)êϕ in Eq. (6.19) corresponds to a constant torque
(−ω0R

2/µ0). Accordingly, U stϕ (ϕ′) becomes tilted in (−ϕ′)-direction:

Ueff (ϕ′) =
UHI0

2
cos
(
Ntrϕ

′)+
ωR2

µ0
ϕ′ (6.23)

The external torque tilting restricts the appearance of potential minima in
Ueff to cases where the potential barriers are sufficiently large, corresponding
to the undercritical regime. In this regime, when a particle occupies a
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Figure 6.4: The effective potential of Eq. (6.23) in the corotating frame for
two values of U0. The data corresponds to the same number of optical traps
Ntr = 27, ring radius R = 20.2µm, and angular frequency ω = 0.63rad/s,
yielding a tilting torque ωR2/(Ntrµ0) ' 73.5kBT . For this tilting torque,
the effective potential starts exhibiting minima and maxima when U0 &
147kBt. Accordingly, for U0 = 80kBT , the tilting is overcritical and Ueff
varies monotonically with ϕ′. For U0 = 200kBT by contrast, the tilting
is undercritical, and Ueff shows potential barriers. In the inset, I show
the HI-induces barrier enhancement as predicted by Eq. (5.5) (UHI0 /U0 ≈
(1 + 3a/λ− 2a3/λ3).

potential well becomes an obstacle to the motion of neighboring particles
(blocking effect), which leads to jamming at high particle densities.

Fig. 6.4 shows the effective potential of Eq. (6.23) for the overcritical
(U0 = 80kBT ) and the undercritical (U0 = 200kBT ) regimes. The emergence
of barriers occurs when UHI0 is greater than a critical value UHI0c . In this
situation, the particle motion shifts from a free motion along the potential
landscape to surmounting barriers through thermally activated events oc-
curring on large time scales. The critical barrier that promotes the change
on the tilting regime UHI0c = 2ωR2/(Ntrµ0) ' 147kBT ). Hence, due to the
barrier height enhancement produced by the HI, the undercritical tilting
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regime is reached at U0 much smaller than U0c.
According to the estimate in Eq. (5.5), the barrier enhancement should

increase with the ratio a/λ for a/λ ≤ 1/2, see the inset of Fig. 6.4, were I
plot UHI0 /U0 ≈ (1 + 3a/λ − 2a3/λ3). Therefore, we expect the transition
from over- to undercritical tilting shift toward smaller barrier heights U0

with decreasing λ or decreasing ring radius R (λ = 2πR/Ntr).
In Fig 6.5, I show the experiments and simulations we carried out to

check the previous hypothesis, showing the current-density curves for the
radii R = 17.8µm, 20.2µm, and 21.8µm. To keep invariant the tilting in
Eq. (6.23) and hence the drag torque on the particles, I adjust ω for each
radius so that ωR2 ' 257µm2 is constant. I show the experimental results
in the upper row, while the simulated ones are in the lower row.

For all the studied radii, I observed jamming at sufficiently large ρ
and barrier height U0, whose values vary in each case. As expected, the
experimental results show that jamming becomes more pronounced for
smaller radii R or larger ratios a/λ.

In particular, for the biggest considered relative particle size a/λ = 0.48
(R = 17.8µm), one can observe jamming signatures even for the lowest
barrier height U0 ' 80kBT . In this case, one can clearly appreciate jamming,
finding similar results at intermediate barrier heights from 95 to 110kBT ,
where the current dramatically decreases after reaching the maximum value
of J(ρ). Such results resemble the ASEP model, so it may be indicative that
the blocking effect is significant in this situation. For higher barrier heights,
the maximum value of the current density migrates toward lower ρ regions,
strongly reducing the particle current even when the particle occupancy is
below half.

In contrast, in the smallest treated ratio a/λ = 0.39 (R = 21.8µm), the
jamming bearly appears for barrier heights from 89 to 130kBT , and one can
only clearly appreciate it for U0 = 140kBT , where the maximum current
occurs at a low ρ value. One can also observe that J(ρ) is close to the
independent particle behavior for U0 ' 90kBT , diminishing progressively
with increasing barrier height and acquiring a trend resembling the ASEP
mechanism.

Between the extreme commented scenarios, we find the case of a/λ = 0.43



6.3. PARTICLE SIZE EFFECT ON TRANSPORT 59

0.0

0.2

0.4

0.6

0.8

J
/J

0

(a)

a/λ = 0.39, R = 21.8µm

U0[kBT ]

89

101

112

127

140

(b)

a/λ = 0.43, R = 20.2µm

U0[kBT ]

64

80

104

132

141

(c)

a/λ = 0.48, R = 17.8µm

U0[kBT ]

83

98

105

108

124

0.2 0.4 0.6 0.8 1.0

ρ

0.0

0.2

0.4

0.6

0.8

J
/J

0

(d)U0[kBT ]

80

89

101

112

120

127

140

0.2 0.4 0.6 0.8 1.0

ρ

(e)U0[kBT ]

64

80

90

104

120

132

141

0.2 0.4 0.6 0.8 1.0

ρ

(f)U0[kBT ]

83

90

98

105

108

124

140

Figure 6.5: Experimental fundamental diagrams (upper row) in comparison
with the simulated ones (lower row) for three different ring radii R (or
particle radius a in units of the wavelength λ). Results correspond to a fixed
number of optical traps Ntr = 27, various mean barrier heights U0, and the
same amplitude modulation ξ = 0.22 in all graphs. The angular frequency ω
is such that ωR2 ' 257µm2/s is invariant, implying a constant tilting of the
effective potential of Eq. (6.23), so the drag torque in the corotating reference
frame is the same in all cases. The measured and simulated currents show
qualitatively similar trends with jamming emerging at large ρ for sufficiently
high mean barriers U0. The value U0 for the onset of the jamming behavior
(transition from over- to undercritical tilting) shifts to smaller values for
larger a/λ, as predicted from Eq. (5.5). In all the plots, the solid black lines
mark the behavior for independent particles (J(ρ)/J0 = ρ), and the thin
dotted line indicates the current density function ρ(1− ρ) predicted by the
ASEP model.
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(R = 20.2µm). Here, J(ρ) is close to the linear trend expected of independent
particles for U0 ≤ 80kBT . At higher barrier heights, the observed behavior is
similar to that of a/λ = 0.39, but at a lower barrier height. Hence, the cases
U0 = 132 and 104kBT for a/λ = 0.43 evoke the results found in U0 = 140
and 127kBT for a/λ = 0.39, respectively.

If we compare the experimental and simulated data for the same value
U0, we notice the presence of a quantitative mismatch. This issue can be
due to the simplifications of the modeling, where we restricted the particle
motion along the azimuthal direction and treated the HI approximately by
the Blake tensor at the Rotne-Prager level.

One can notice that simulations tend to underestimate the particle cur-
rent in all the analyzed situations, indicating a higher current suppression
than the one observed in the experiments. The reason behind such under-
estimation could be ignoring experimental events that punctually increase
the particle current. Examples may include cluster speed-up effects, like the
collision between neighboring particles produced by the jump of a particle
to an already occupied potential well. These events, arising from thermal
fluctuations, occur with a very low probability but may be a source of the
mismatching, especially at large ρ values, as the simulations implement
severe constraints from the exclusion process.

6.4 Conclusions and Outlook

Transport overcoming potential barriers is widely present in nature. In this
chapter, I have provided experimental results on how HI and particle size
influence transport in the case of the Brownian motion of hard spheres driven
across a periodic potential.

In our experiments, we implement a system of rotating optical traps
that allow for studying particle transport under a vortex flow field. In the
case of high potential barriers, I find that the currents strongly decrease
with the particle density, reflecting jamming. This finding was interpreted
by an effective HI-induced enhancement of the energetic barriers between
the optical traps, which leads to a transition from an overcritical to an
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undercritical tilting of the potential landscape. The interpretation of the
jamming as a consequence of a HI-induced shift from over- to undercritical
tilting of the optical potential provides an understanding of the experimental
results.

Besides, I analyze the effect of the relative particle size by comparing
the measured particle current for each situation. As expected, I reported
that the HI-enhancement of the potential barriers is more pronounced with
increasing the relative particle size. I also found signatures of a strong
influence of the blocking mechanism when the particle radius a is close to
λ/2, which slightly varied the multi-particle dynamics behavior compared to
the two other exposed scenarios. The evidence presented for such affirmation
derives from the similar behavior exhibited by J(ρ) in a relatively wide range
of potential barrier heights, namely from U0 ' 95 to 110KBT .

The presented experimental system can be extended in different directions.
For example, the present work focuses on the flow-driven properties of
monodispersed systems. One could ask how the collective dynamics and the
reported jamming effect change in polydispersed systems with particles of
different sizes. The simplest case would be to include one or a few differently-
sized particles within the ring and to investigate how these inclusions behave
by varying their relative fraction and the depth of the potential wells. Smaller
or larger particles will see a different potential well than their neighbors,
affecting their jumping over the potential barriers.

Further, modern colloid science allows the preparation of monodispersed
particles with a shape that departs from the spherical one, such as ellipsoids
[107] or cubes [108]. Using anisotropic colloids will increase the system’s
complexity when considering the generated HI but, on the other hand,
will also allow us to experimentally extract the relative orientations of the
particles within the ring. We could use this information to determine whether,
in the steady state, such particles synchronize their rotational motion due
to HI under the driving.

We could also change the nature of the particles, for example, using
monodispersed paramagnetic colloids, which could be easily manipulated via
magnetic fields in this geometry [109, 110]. One could increase the density
of particles to induce jamming but using a rotating magnetic field [111, 112]
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with opposite chirality to apply a torque which would un-jam the system.
Finally, instead of changing particles, the AOD can be programmed

in such a way as to introduce a controlled degree of spatial or temporal
disorder in the potential landscape, for example, by reducing or increasing
the time that the laser beam visits one trap. One can also design a more
complex optical path than the circular one, like elliptical or square, where
the presence of sharp corners could induce earlier jamming or could act as a
sink of particles that release them later at high angular speed.

Exploring these intriguing options will cultivate our understanding of HI
effects in natural systems and could open ways toward their exploitation in
technological applications.



Chapter 7

Fast Counterpropagating
Solitons in Colloidal Systems

In previous chapters, I have discussed the importance of particle transport
in condensed matter systems [113–115], since emerging phenomena from
many-body effects appear in diverse systems. These systems vary from
frictional atomic sliding [116, 117] to electron scattering [118–121], driven
skyrmions [122, 123], and vortices in high-temperature superconductors
[124–126]; liquid crystals [127], ultracold atoms [128], photonic [129–131],
and active matter [132, 133].

In this context, in the previous chapters, I have focused on studying
collective particle transport across periodic energy landscapes when these
contain a number of particles lower than the potential wells. Here, I examine
the situation of an overfilled potential landscape, where the periodic potential
is loaded with particles over the number of available wells. Under this
condition, I observed the appearance of counterpropagating solitons, which
are stable cluster waves originating from a continuous particle exchange
process.

In this chapter, I report the experimental dependence of the size and speed
of the solitons with the particle diameter, which is supported by numerical
simulations performed by the group of Prof. Philipp Maass at Osnabrük

63



64 CHAPTER 7. FAST COUNTERPROPAGATING SOLITONS

University (Germany). I also examine the coexistence of several solitons and
the interactions between them. These experiments demonstrate a generic
mechanism for cluster-mediated transport with potential applications to
other condensed matter systems on different length scales.

7.1 Introduction

When the transport of particles is due to an external force, different factors
can influence their motion, including noise. However, in condensed matter
systems, particle motion usually occurs across a potential landscape, like
a crystalline surface, that may alter such transport. Examples include
electrons moving in the potential created by an array of ions in a lattice [134]
or motor proteins on a series of polar tracks [135, 136]. Prominent examples
in soft matter systems include directional locking, which is the deviation of
the particle motion from the force direction along a crystal axis [137–139], or
pinning-depinning transition characterized by a complex alteration between
static and dynamic modes [140–142].

Nevertheless, the movement of particles against the direction of the
force is an unusual phenomenon reported only under specific conditions.
These include the presence of intense confinement [143–145], multi-particle
interactions [146], or under an external time-modulated potential [147, 148].
In most cases, however, the inversion of motion involved many particles
rather than a small localized cluster.

Solitons are stable solitary waves propagating without distortion [149]
that represent an alternative way matter can be transported at the microscale.
They appear in diverse systems from fermionic superfluids [150] to Bose-
Einstein condensates [151, 152], macroscopic cracks [153] and ocean waves
[154]. In colloidal systems, stable solitons are difficult to be observed,
especially when the particles are driven by periodic potentials. The difficulty
follows from the fact that a soliton should contain a finite number of particles
moving stably over an ensemble of passive ones. This situation is only possible
when external forces due to optical tweezers [155] or external magnetic fields
[156] are applied.
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Here, I experimentally show how to create propagating solitons in a
periodic potential created by a circular array of optical tweezers. The
solitons emerge when I introduce more particles than potential wells, and they
propagate against the driving direction, defined by the rotation of the optical
ring. Further, the solitons reach higher speeds than that of the external
driving. The observed solitons are dynamic clusters that continuously break
and reform by releasing and accepting particles.

7.2 Soliton Observation

I show a scheme of the experimental setup in Fig. 7.1 (a), where one can
see the collected particles inside a closed fluid cell trapped by the potential
landscape. The fluid cell contains a water dispersion of polystyrene particles
with diameter σ = 4µm. I create the potential landscape with the optical
system presented in Chapter 4, which allows me to place M = 27 equispaced
quasi-simultaneous optical traps along a circle of radius R. As a result, I
obtain a quasi-one-dimensional periodic potential landscape with wavelength
λ = 2πR/M rotating at a constant angular velocity ω that confines N
particles.

In this investigation, I explored different situations changing the rela-
tive particle diameter with respect to the potential wavelength, σ/λ. The
experimental procedure consisted of varying the ring radius of the optical
landscape without changing the number of optical trapsM . Thus, λ changes
and therefore does the coefficient σ/λ. However, as I changed the ring radius,
I also needed to modify the angular velocity to obtain an equivalent torque
for the different values of R. One can find the detailed parameters of the
experiments in Tab. 7.1.

In this system, one can neglect the particle motion along the radial
direction and focus only on the angular direction along the traveling-wave
potential. The latter can be characterized mathematically as:

U(x, t) =
U0

2
cos

[
2π

λ
(x+ ωRt)

]
(7.1)
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Figure 7.1: a) Scheme showing a ring of radius R with N colloidal particles
of diameter σ trapped by a rotating periodic optical potential. I generate
the potential landscape using an infrared laser (IR) passed through an
Acousto Optic Deflector (AOD). The latter creates M equispaced traps at
intervals λ = 2πR/M and depth U0, which slowly rotates clockwise with
angular velocity ω. Particles highlighted in red belong to a counterclockwise
propagating soliton. Two particles of the soliton marked in dark red occupy
the same optical trap. b) Optical microscope (left) and simulation (right)
images showing a particle cluster (red) counter-propagating with angular
velocity ωsol against the optical traps moving clockwise. The traps drag
individual particles; one dragged particle is indicated in blue as a reference.
The system parameters are R = 20µm, M = 27, N = M + 1 = 28,
σ = 0.86λ, λ = 4.7µm, ω = 0.36 rad/s, and U0 = 122kBT . c) Sequence of
images separated by 0.67 s for σ = 0.6λ, showing single particle attachments
and detachments during soliton propagation.
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Figures M N−M σ/λ U0/kBT

7.1 (b), 7.1 (c) 27 1 0.86 122
7.1 (d) 19 1 0.60 211

7.2 (c), 7.2 (d), 7.3 (a) 21 1 0.67 179

7.2 (c), 7.2 (d) 24 1 0.76 158

7.3 (b) 22 1 0.6-0.85 176-124

7.4 (a), 7.4 (b) 21 1 0.67 179
22 1 0.70 178
23 1 0.73 165
24 1 0.76 158
25 1 0.80 140
26 1 0.83 128
27 1 0.86 122

7.5 21 1-4 0.67 179
24 1-4 0.76 142

7.6 25 2 0.8 140
21 3 0.67 179

Table 7.1: Parameters used to determine the different experimental conditions
(also used in numerical simulations). M is the number of optical traps, N−M
is the overcrowding, and U0/kBT is the potential barrier between optical
traps in units of thermal energy. The wavelength is λ = 2πR/M . Parameters
that are kept constant in all experiments are R = 20µm, σ = 4µm, ω =
0.36 rad/s, and D = 0.1295µm2/s.
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Figure 7.2: Temporal evolution of the angular particle coordinates ϕi(t) in the
reference frame corotating with the traps for the filled system (N = M = 27,
left) and the overcrowded system (N = M + 1 = 28, right) of the images
given in Fig. 7.1 (b). The emerging soliton is highlighted in red.

where x = Rϕ with ϕ the azimuthal angle along the ring. This translating
potential is responsible for the particle drag, and the angular velocity ω
determines the regime of the particle transport. If ω is low, the particles
can follow the movement of the potential wells, and they move at constant
angular speed, so the particle current is maximum. When we increase ω,
the viscous drag hinders the particle motion, decreasing the average velocity.
Thus, the particle current decreases.

However, we have seen how HI induce jamming when the number of
particles N approaches the number of potential wells M . In contrast, I
find that when there are more particles than potential wells (N > M),
the overcrowding promotes the generation of localized clusters that stably
propagate along the ring without dispersion (Fig. 7.1 (b)). The cluster
formation is not trivial since there are negligible attractive interactions
between the colloidal particles.

Let me consider the case of one extra particle in the system, N = M + 1,
which generates a double-occupied trap. In this situation, the surplus
particle displaces the neighboring particles from their preferred position in
the potential minima, which creates an extended defect, appearing as an
almost compact cluster composed of particles that are almost in contact.
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The defect propagates as a dispersion-free solitary wave (or soliton) along
the optical ring. Surprisingly, the soliton propagation opposes the driving
motion, achieving a much higher velocity than that imposed by the rotating
potential.

7.3 Soliton Stability and Propagation

To understand the backward movement of the soliton propagation, one must
consider a wavelike cooperative movement of the particles in the defect.
During the process of defect propagation, there is a mechanism of detaching-
attaching particles from the cluster. This way, the particles in the back
end of the ensemble get detached, while the particles in the front end get
attached as the potential landscape rotates (Fig. 7.1 (c)). Here, I refer to
the back and front ends, taking as a reference the motion of the propagation
of the defect. However, why do particles stay together without attractive
interactions, and why does their cooperative movement appear as a stable
soliton?

To answer these questions, I show in Fig. 7.2 the trajectories of the
particles in a corotating reference frame with the optical traps. When the
number of particles is equal to the number of potential wells, the particles
perfectly follow the movement of the optical traps. On the other hand,
when I add one extra particle to the system, one can see coherent particle
movements between potential wells due to the soliton propagation, a situation
highlighted by the red regions of the plot.

In the corotating reference frame, the fluid resistance, which opposes
the motion with the potential rotation, tries to drive the particles in the
clockwise direction, corresponding to the x-direction. The net force of the
flow-driving follows from a coordinate transformation to the comoving frame:
x′ = x+ ωRt, yielding to dx′/dt = dx/dt+ ωR. Hence, this corresponds to
a constant drag force F = ωR/µ acting on the particles in the corotating
reference frame, which tilts the periodic potential. For the parameters used
in the experiments, the tilting is always in the undercritical regime, and the
effective barrier between traps is much higher than the thermal energy kBT .
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Therefore, a single particle could only move between neighboring potential
wells due to thermal activation. In the many-particle system with filling
factor one (N = M), the drag force F does not promote any sustainable
motion, as shown in Fig. 7.2.

In the case of an overcrowded system, the external fluid drag force
contributes to the cluster stabilization, which we can express as F ext(x′) =
ωR/µ− ∂U(x′)/∂x′, where U(x′) = (U0/2) cos(2πx′/λ) is the potential in
the corotating reference frame. The condition on the external forces to hold
n particles in an n-cluster is [105]:

1

i

i∑
j=1

F extj ≥ 1

n− i

n∑
j=i+1

F extj , i = 1, . . . , n− 1 (7.2)

Here, F extj = F ext(x′j) is the external force acting on the jth particle of
the cluster. If the inequality 7.2 holds, cluster fragmentation is impossible.
The fragmentation into a left subcluster of the first i particles and a right
subcluster of the (n− i) remaining particles would imply that the average
force

∑i
j=1 F

ext
j /i on the left subcluster would be smaller than the average

force
∑n

j=i+1 F
ext
j /(n− i) on the right subcluster.

Thus to maintain a stable cluster motion, Eq. 7.2 must be fulfilled for all
points in some interval. If the interval spanned a period λ, the cluster would
move without varying size. However, the soliton dynamics are complex,
and the size of a cluster changes within λ, which leads to different types of
solitons.

7.4 Types of solitons

As the potential barrier U0 is much higher than kBT , one can understand the
formation and propagation of solitons by considering the limit of vanishing
noise. Theoretical studies demonstrated that, in this limit, solitons consist
of periodically repeating movements of clusters with different sizes [105, 106],
whose equations of motions in the corotating frame are:
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dx′i
dt

= µF ext(x′i) = ωR+
µU0π

λ
sin

(
2πx′i
λ

)
(7.3)

Introducing scaled dimensionless coordinates and time, x′i → yi = x′i/λ,
t → λ2t/(πµU0), and a dimensionless driving force f = λωR/(πµU0) =
Fλ/(πU0), these equations become:

dyi
dt

= f + sin(2πyi) (7.4)

Solving Eq. (7.4) under the conditions of one well with double occupancy
and the external force actuation, after a transitory time, two soliton types
with different motions appear as limit cycles: an A type soliton characterized
by two subintervals of the movements of an n- and (n+ 1)-cluster during
one period [n-(n+ 1)-soliton] (Fig. 7.3 (a)), and a B type soliton formed by
four subintervals of cluster movements [n-(n + 1)-(n + 2)-(n + 1)-soliton]
(Fig. 7.3 (b)). We use the coordinate of the leftmost particle to define the
position of a cluster.

The particle attachments and detachments to the cluster occur separately,
so the cluster size changes discretely with one event at a time. The positions
of a cluster are yk, and tk accounts for the time instants where an attachment
or a detachment takes place, being k the label of each event. For example,
in Fig. 7.3, k = 1, 2 for the type A soliton, and k = 1, 2, 3, 4 for the type B
soliton.

Within one period of the motion of the type A soliton of size n, a single
particle detaches at the back end of an (n+ 1)-cluster and attaches at the
front end of an n-cluster. The back and front ends refer to the directions
of the cluster motion in the corotating reference frame (this direction is
positive, x > 0, for f > 0). In the case of the type B soliton, within one
period of the motion, a single particle first detaches and attaches as in the
case of type A, but in addition, the detached particle re-attaches at the back
end of an (n+ 1)-cluster and, subsequently, detaches again. Type B solitons
occur only in very determined conditions of particle sizes and driving forces,
while the most common solitons are those of type A.
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Figure 7.3: Soliton types and their observation. a) & b) Schemes showing
two soliton types: a) type A soliton consisting of subsequent movements of
an n- and (n+ 1)-cluster during one period, and b) type B soliton consisting
of subsequent movements of four clusters. In both schemes, blue (red)
arrows denote detachment (attachment) events of particles in the cluster.
Framed circles represent those particles that keep in contact with progressing
time. c) Experimental observation of a 3-2 soliton (σ = 0.67λ) and a 4-3
soliton (σ = 0.76λ). The particles that take part in the cluster formation
are highlighted in red. d) Alternating cluster size for the two solitons as
a function of the rescaled time t/τ , where τ = λ/vsol is the soliton’s time
period. The detailed parameters for all the figures are those of Tab 7.1.
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Figure 7.4: a) Fraction of time traversed by the n-clusters as a function of
σ/λ calculated in the zero noise limit, represented by the blue lines and the
color maps. b) Power spectra of soliton position versus scaled frequency ντ
in experiments (top) and simulations (bottom). The detailed parameters for
each situation are those of Tab 7.1.

Indeed, in the experiments, I observe the type A solitons: for σ = 0.67λ,
sequences of 3- and 2-cluster movements occur, corresponding to a 3-2-soliton.
Instead, for σ = 0.76λ, I observe the emergence of a 4-3-soliton (Fig. 7.3
(c)). In the analysis, the identification of a cluster proceeds from a sequence
of neighboring particles whose separation is shorter than 5 × 10−3λ. The
number of n particles in the corresponding sequence determines the cluster
size. To define the soliton position, we detect the pair of particles that share
an optical trap as shown in Fig. 7.1 (a). The center of mass position of the
two particles determines the soliton coordinate [angle coordinate ϕ(t)].

Fig. 7.3 (d) shows the time intervals of alternating n- and (n + 1)-
cluster motion. The duration of two consecutive time intervals is close to
λ/vsol = λ/(ωsolR), which results from the underlying periodicity of the
soliton motion. In the presence of noise, the movement is no longer perfectly
periodic in time, but the power spectrum of the cluster position still reflects
the underlying periodicity by exhibiting a peak at a frequency vsol/λ. Indeed,
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we find this peak in the spectrum in both experiments [Fig. 7.4 (b) top], and
numerical simulations [Fig 7.4 (b) bottom]. In the spectra calculation, the
relative position of the clusters to the next potential minimum was taken to
filter out the trivial peak at frequency vsol/L.

In Fig. 7.4 (a), I show the fraction of time a soliton stays in the n-
cluster state as a function of the particle diameter. These results have
been calculated analytically in the zero-noise limit. In particular, they
demonstrate that the clusters of the solitons grow in size with increasing σ,
in agreement with the experimental observations.

7.5 Soliton size and speed

In Fig. 7.5 (a), I show how the mean cluster size 〈n〉 increases with ω/λ.
In the experiments (empty squares), I varied the wavelength λ according
to λ = 2πR/M with M = [21, 27]. The estimation of 〈n〉 derives from the
assumption that an n-cluster extends a space nσ. Hence, the remaining
(N −n) particles not belonging to the n-cluster are close to potential minima
and thus distributed over the length (N − n)λ. The two lengths should fill
the ring of lengthMλ = (N−1)λ, which leads to (N−n)λ+nσ ' (N−1)λ,
or the same nσ ' (n− 1)λ. Generalizing this reasoning to any cluster in a
soliton mode, one can find:

〈n〉 = α
1

1− σ/λ
(7.5)

Where α is a prefactor of order unity. As shown in Fig. 7.5 (a), Eq. 7.5
with α = 0.83 fits well the experimental data.

Fig. 7.5 (b) shows the normalized mean angular speed of the soliton
ωsol/ω as a function of the scaled particle diameter σ/λ, where the potential
wavelength λ varies as in Fig. 7.5 (a). The observed speed raises nonlinearly
with σ/λ, reaching a maximum value of vsol = 41.9µm/s for λ = 4.65µm,
which is almost six times higher than the optical landscape velocity in the
opposite direction (ωR = 7.2µm/s).

One could estimate the soliton mean velocity vsol using a scaling argument
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Figure 7.5: Soliton size and speed. a) Mean size 〈n〉 of clusters forming
solitons as a function of σ/λ for M potential wells and N = M + 1 particles
(M = [21, 27]). Empty squares are experimental data, filled circles are
numerical simulations with the corresponding parameters similar to the
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in the corotating reference frame. After the detachment and attachment
of a particle, the mean distance a cluster moves is one wavelength λ. The
required time for an attachment and detachment process is in the order of
the mean distance (λ − σ) between two particles divided by the velocity
ωR. Accordingly, vsol should be proportional to λωR/(λ − σ), so vsol ∝
ωR/(λ − σ) ∝ ωR〈n〉. An exact calculation of soliton velocities in the
zero-noise limit supports this scaling argument, which in the laboratory
frame is:

ωsol =
vsol
R
− ω =

α

1− σ/λ
ω − ω =

(α− 1) + σ/λ

1− σ/λ
ω (7.6)

Fig. 7.5 (b) shows that Eq. (7.6) accurately describes the mean soliton
velocity found in the experiments.

7.6 Interaction between colloidal solitons

I find that in the experimental system is possible to generate more solitons
simultaneously. In particular, the number of appearing solitons equals the
overcrowding, defined as the difference N −M . Fig. 7.6 shows the increase
of the number of solitons with N−M for two cases of σ/λ. The observations
suggest that solitons repel each other and propagate by keeping a well-defined
mean distance. To quantify this effect, we analyzed the distributions of
soliton distances.

I show in Fig. 7.7 the distribution ψ(∆ϕ) of distances ∆ϕ(t) = |ϕ2(t)−
ϕ1(t)| between the positions ϕ1(t) and ϕ2(t) of two solitons for experiments
(top row), and simulations (bottom). In both cases, ψ(∆ϕ) exhibits several
peaks with a Gaussian-like envelope centered around a mean ∆̄ϕ ' π.
This fine structure appears because of the preferential positions of the
solitons around the potential minima, while other regions are less probable.
Accordingly, the distance distribution shows peaks separated by 2π/M . The
localized envelope points out the existence of an effective repulsive soliton-
soliton interaction, which tends to keep the positions of the solitons at a
maximal distance π.
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Figure 7.6: Number of solitons at different overcrowdings N −M at two
different scaled particle diameters σ/λ. The first (second) column shows
experimental (simulation) images with solitons highlighted in red. Tab. 7.1
contains the detailed parameters of the experiments and simulations.
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For steady states characterized by three propagating solitons, their
positions can be ordered at each time t such that ϕ1(t) < ϕ2(t) < ϕ3(t).
Accordingly, Fig. 7.7 the distributions ∆ϕ12(t) and ∆ϕ13(t) for the distances
∆ϕ12(t) = ϕ2(t)− ϕ1(t) and ∆ϕ13(t) = ϕ3(t)− ϕ1(t), respectively. In these
cases, the envelopes of ψ(∆ϕ12) and ψ(∆ϕ13) are centered near the values
2π/3 and 4π/3.
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7.7 Conclusions

In this chapter, I showed the experimental observation of solitary cluster
waves in a highly crowded system of driven Brownian particles across a
periodic potential. Strongly confined microscopic colloidal particles were
forced to move along a ring of slowly rotating potential wells. In the
overcrowded regime, where the number of particles exceeds the number of
potential wells, solitary waves of particle clusters emerge. These solitons
are robust and propagate against the rotation direction at speeds up to
seven times higher than that of the potential landscape, offering an excellent
method to transport matter under confinement.

The observed clusters form without the need for attractive interactions
between particles but due to the external driving force. The cluster size
varies during its motion, produced from an attachment-detachment process
of the neighboring particles. As a result, the solitons consist of periodic
sequences of particle clusters having different sizes. I also explained how to
determine the main features of the clusters, including their size and velocity,
using analytical calculations. Besides, the soliton features could be described
by an analytical expression as a function of the particle size.

The experimental observations are supported by numerical simulations,
which confirm the conclusions extracted from the experimental data. The
simulations also allow us to explain the underlying physical mechanism of the
system behavior with the analysis in the limit of small thermal fluctuations.

Moreover, I presented the observation of multiple solitons simultaneously
in the system. This situation arises from system overcrowding, which
generates one soliton for each extra particle exceeding the number of potential
wells. When present, different solitons show an effective repulsive interaction
between them.

Generally, solitons are waves without dispersion due to non-linear effects.
Here, I experimentally demonstrate that it is possible to generate solitary
cluster waves in a many-body system of overdamped Brownian particles,
where inertia is negligible. I expect this transport mechanism is generic
enough to be extended to other strongly confined dissipative systems under
overcrowding conditions. Examples of such systems may include particles
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flowing through porous media [157–159], high Tc vortices in heterostructures
[160, 161], or self-propelling bacteria through small channels [162–164].

Particle transport in single-file conditions has attracted the attention of
theoretical studies [79, 165–169], but it has found little attention from the
experimental counterpart [60, 61, 170]. However, this work extends further
the rich physics behind these confined systems. Specifically, this may be
of keen interest when one intends to enhance transport through periodic
potential barriers, a situation widely present nowadays in many artificial
and biological systems, such as microfluidic channels or vein networks.
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Chapter 8

Conclusions and Future
Perspectives

In this thesis, I presented several experimental results focused on explor-
ing the rich dynamics of driven and confined colloidal systems. All three
Chapters 5, 6, and 7 have in common the transport of colloidal particles in
periodic potentials. The optical tweezers have been the key to generating
the periodic potential landscape, offering high versatility and control of the
system conditions. With this technique, one can control the number of
potential wells of the potential landscape, the barrier height between wells,
the wavelength of the potential, and its rotation speed to induce the external
driving force.

In Chapter 5, I presented the importance of the interactions mediated by
the dispersing medium on particle transport. Inside a sinusoidal potential,
the confined colloidal particles are restricted to moving along a line, so they
cannot overpass each other. The effect of the external force through the
fluid drag induces the movement of particles along the same direction, but
the interaction of the particles with the fluid medium hinders the particle
transport, causing jamming in the system.

When a fluid flow drives particles, the Hydrodynamic Interactions (HI)
between neighboring particles induce a decrease in the drag force, which

83
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makes it harder to overcome the potential barriers, decreasing the particle
current. This result contrasts with the behavior of a force-driven system,
in which the particle current increases with the effect of the HI. Both
situations were presented and compared to explain the difference between
flow- and force-driven mechanisms, highlighting the peculiarities of each type
of transport and explaining the underlying physical mechanism observed in
the experiments.

Motivated by these findings, in Chapter 6, I explored the system when
the particle size varies. Specifically, the particle size changed compared to
the potential wavelength, so keeping the number of potential wells while
changing the optical ring radius allowed us to vary this feature within the
rotating potential. This complementary study helped to understand that
jamming increases when the relative particle size to the wavelength increases.
The transport hampering is a consequence of the presence of HI between
the particles, which induces an effective increase of the potential barrier.
The potential wells are the stable positions of the colloidal particles. When
the distance between wells is reduced (the relative particle size increases),
particles get closer, blocking the particle transport.

However, we observed that transport hindering vanishes when the system
becomes overcrowded. I investigated the overcrowding situation in Chapter 7,
where I reported the emergence of solitary waves counterpropagating against
the rotation of the potential landscape. The velocity of the solitons was
observed to be up to seven times faster than the speed of the external
potential driving. I then explain the characteristic features of the solitons,
identifying their main properties (size and propagation speed) and connecting
them to the relative particle size to the potential wavelength. Moreover, I
reported the presence of effective repulsive interactions emerging when the
system has multiple propagating solitons.

With these results, I have provided an exhaustive description of driven
and confined colloidal systems in one-dimensional periodic potential land-
scapes. I obtained results that bring new phenomenology of particle transport
in confined flow-driven systems, a research field with few experimental works.

Therefore, I expect the results of this thesis may be of interest to re-
searchers working in diverse fields such as soft matter physics, biology,
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microfluidics, and lab-on-a-chip devices. The system under study is general
enough to easily extrapolate the obtained results to other condensed matter
systems characterized by particle transport in a one-dimensional periodic
potential.

However, there is still work to do beyond this system. Although I
have achieved several results, some aspects need to improve. We witnessed
that the potential landscape was not perfectly periodical, having a spatial
modulation induced by the AOD deflection. Even though I proved that the
spatial modulation did not interfere with the overall behavior, this is an
undesired effect that one should avoid.

Moreover, it would be interesting to modify more features of the generated
optical potential, for example, the potential well width given by the laser
beam. This feature may introduce another control parameter on the optical
potential landscape, making the system richer.

Also, there are other interesting situations that one could investigate
without modifying the optical system. One could explore the transport
dynamics of a bidisperse system of particles, the dynamics of particles
with exotic shapes (squares, ellipses, peanuts...), or working with magnetic
particles to induce long-range interactions. Despite the more complex
physical mechanisms that such situations may introduce, the resulting
emerging phenomena may justify their use.
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