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Abstract

Interventions in high-risk hazardous environments often require teleoperated re-
mote systems or mobile robotic manipulators to prevent human exposure to danger.
The need for secure and effective teleoperation is growing, demanding enhanced
environmental understanding and collision prevention. Therefore, the human-robot
interfaces must be designed with reliability and safety in mind to enable the operator
to perform remote inspections, repairs, or maintenance. Modern interfaces provide
some degree of telepresence for the operator, but they do not allow full immersion
in the controlled situation. Mixed Reality (MR) technologies with Head-Mounted
Devices (HMDs) can address this issue, as they allow for stereoscopic perception
and interaction with virtual and real objects simultaneously. However, such human-
robot interfaces were not showcased in telerobotic interventions in hazardous envi-
ronments, and the work done within this thesis intended to address this challenge.
The research was done at the European Organization for Nuclear Research (CERN)
for mobile robots operated remotely in particle accelerators and experimental areas.

During the thesis progression, three subsequent goals were achieved. Firstly,
the teleoperator was provided with immersive interactions while still ensuring the
accurate positioning of the robot. These techniques had to be adapted to accommo-
date delays, bandwidth restrictions, and fluctuations in the 4G shared network of
the realistic underground particle accelerator environment. A developed network
optimization framework enabled Mixed Reality technologies, such as 3D collision
detection and avoidance, trajectory planning, real-time control, and automated tar-
get approach. A novel application-layer congestion control with automatic settings
was applied to the video and point cloud feedback with adaptive algorithms based
on the camera frame rate, resolution, point cloud subsampling, network round-trip
time, and throughput-to-bandwidth ratio.

Secondly, the MR human-robot interface was designed to function with Aug-
mented Reality (AR) HMDs in wireless network environments. The multimodal
interface provided efficient and precise interaction through hand and eye tracking,
user motion tracking, voice recognition, and video, 3D point cloud, and audio feed-
back from the robot. Furthermore, the interface allowed multiple experts to collab-
orate locally and remotely in the AR workspace, enabling them to share or monitor
the robot’s control. The interface was tested in real intervention scenarios at CERN
to evaluate its performance. Network characterization and measurements were con-
ducted to assess if the interface met the operational requirements and if the network
architecture could support single and multi-user communication loads.

Finally, the 3D MR human-robot interface was compared with a well-validated
2D interface to ensure it was safe and efficient. The 3D MR interface brought multi-
ple valuable functionalities, which may have added to the operator’s workload and
stress while increasing system complexity. The CERN 3D MR and operational 2D
interfaces were compared using the NASA TLX assessment method, custom ques-
tionnaires, task execution time curves, and by measurement of the heart rate (HR),
respiration rate (RR), and skin electrodermal activity (EDA) evaluated by the devel-
oped Operator Monitoring System (OMS). The system was designed to measure the
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physiological parameters of a teleoperator during robotic interventions.
Limitations and further research areas for improvement were identified, such

as optimizing the network architecture for multi-user scenarios and applying au-
tomatic interaction strategies depending on network conditions for higher-level in-
terface actions. The practical use of OMS revealed the necessity of applying ma-
chine learning techniques in signal interpretation to detect non-standard situations
and utilizing contactless monitoring technology. The developed interface systems
demonstrated operational readiness, achieving a Technical Readiness Level (TRL) 8,
through successful single and multi-user missions.
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Resumen

Las intervenciones en entornos peligrosos de alto riesgo a menudo requieren sis-
temas remotos teleoperados o manipuladores robóticos móviles para evitar la ex-
posición humana al peligro. La necesidad de una teleoperación segura y eficaz es
cada vez mayor, lo que exige una mejor comprensión ambiental y prevención de
colisiones. Por lo tanto, las interfaces hombre-robot deben diseñarse teniendo en
cuenta la confiabilidad y la seguridad para permitir que el operador realice inspec-
ciones, reparaciones o mantenimiento remotos. Las interfaces modernas brindan
cierto grado de telepresencia para el operador, pero no permiten una inmersión to-
tal en la situación controlada. Las tecnologías de realidad mixta (MR) con dispos-
itivos montados en la cabeza (HMD) pueden abordar este problema, ya que per-
miten la percepción estereoscópica y la interacción con objetos virtuales y reales si-
multáneamente. Sin embargo, tales interfaces hombre-robot no se encontraron en
intervenciones telerrobóticas en entornos peligrosos, y el trabajo realizado dentro de
esta tesis pretendía abordar este desafío. La investigación se realizó en la Organi-
zación Europea para la Investigación Nuclear (CERN) para robots móviles operados
de forma remota en aceleradores de partículas y áreas experimentales.

Durante el desarrollo de la tesis, se lograron tres objetivos principales. En primer
lugar, al teleoperador se le proporcionaron interacciones inmersivas mientras se ase-
guraba el posicionamiento preciso del robot. Estas técnicas tuvieron que mejorarse
para adaptarse a los retrasos, las restricciones de ancho de banda y las fluctuaciones
en la red compartida 4G del entorno realista del acelerador de partículas subterrá-
neo. Un marco de optimización de red desarrollado permitió tecnologías de realidad
mixta, como la detección y prevención de colisiones en 3D, la planificación de trayec-
torias, el control en tiempo real y el enfoque automatizado de objetivos. Se aplicó
un novedoso control de congestión de la capa de aplicación con configuraciones
automáticas al video y la retroalimentación de la nube de puntos con algoritmos
adaptativos basados en la velocidad de captura de la cámara, la resolución, el sub-
muestreo de la nube de puntos, el tiempo de ida y vuelta de la red y la relación
rendimiento-ancho de banda.

En segundo lugar, la interfaz hombre-robot MR fue diseñada para funcionar con
HMD de realidad aumentada (AR) en entornos de red inalámbrica. La interfaz
multimodal proporcionó una interacción eficiente y precisa a través del seguimiento
de manos y ojos, seguimiento de movimiento del usuario, reconocimiento de voz
y video, nube de puntos 3D y retroalimentación de audio del robot. Además, la
interfaz permitió que varios expertos colaboraran local y remotamente en el espacio
de trabajo de AR, lo que les permitió compartir o monitorizar el control del robot. La
interfaz se probó en escenarios de intervención reales en el CERN para evaluar su
desempeño. Se realizaron caracterizaciones y mediciones de la red para evaluar si
la interfaz cumplía con los requisitos operativos y si la arquitectura de la red podía
admitir cargas de comunicación de uno o varios usuarios.

Finalmente, la interfaz 3D MR hombre-robot se comparó con una interfaz 2D
bien validada para garantizar que fuera segura y eficiente. La interfaz 3D MR trajo
múltiples funcionalidades útiles, que pueden haber aumentado la carga de trabajo
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y el estrés del operador al tiempo que aumentaba la complejidad del sistema. La
MR 3D del CERN y las interfaces 2D operativas se compararon utilizando el método
de evaluación TLX de la NASA, cuestionarios personalizados, curvas de tiempo de
ejecución de tareas y mediante la medición de la frecuencia cardíaca (HR), la fre-
cuencia respiratoria (RR) y la actividad electrodérmica de la piel ( EDA) evaluado
por el Sistema de Monitorización del Operador (OMS) desarrollado. El sistema fue
diseñado para medir los parámetros fisiológicos de un teleoperador durante inter-
venciones robóticas.

Se identificaron limitaciones y otras áreas de investigación para mejorar, como la
optimización de la arquitectura de red para escenarios multiusuario y la aplicación
de estrategias de interacción automática según las condiciones de la red para ac-
ciones de interfaz de nivel superior. El uso práctico de OMS reveló la necesidad de
aplicar técnicas de aprendizaje automático en la interpretación de señales para detec-
tar situaciones no estándar y utilizar tecnología de monitorización sin contacto. Los
sistemas de interfaz desarrollados demostraron preparación operativa, logrando un
nivel de preparación técnica (TRL) 8, a través de misiones exitosas de uno o varios
usuarios.
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Chapter 1

Introduction

Robots are often necessary for interventions in hazardous environments due to dan-
gers such as dust, fire, pressurized water, or radioactivity. To ensure the reliability
and safety of telerobotics, appropriate user interfaces should be provided to the op-
erator for remote inspections, repairs, or maintenance tasks. The amount of effort
an operator must contribute must be considered, and cognitive fatigue avoided, as
these factors affect precision, efficiency, and safety. Typically, out-of-the-box robotic
solutions, such as tEODor [1] or telemax [2] Remotely Operated Vehicles (ROVs) are
used for telerobotics in hazardous scenarios, which limits the number of tools, sen-
sors, and devices that can be integrated and controlled. These solutions have specific
communication systems and closed-source user interfaces. In extremely harsh envi-
ronments, such as in the space around the International Space Station [3], fully cus-
tomized solutions must be used. Controlling robots on the Moon from Earth requires
overcoming a round-trip ~3-second communication delay. Radiation and tempera-
ture could also damage electronics and reduce computation efficiency. Furthermore,
exploring the Mars surface is challenging due to the 8-42 minutes communication
latency and low bandwidth between the Earth and Mars stations, making some tele-
operation tasks impossible [4] and require predictive and autonomous control.

FIGURE 1.1: The MASCOT master arms are operated to replace com-
ponents in the Joint European Torus (JET) tokamak [5]. The interface
is composed of multiple screens with camera video feedback and 3D

models visualisation.

In interventions with radioactive hazards, such as the Fukushima Daiichi NPS
survey of radioactive water leakage [6], specific aspects of robot’s design and use
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have to be taken into account. In such environments, the challenges include hard-
ware resistance to radiation, communication link limitations, and the need for porta-
bility and decontamination easiness of the emergency response robots [7]. Remote
handling in fusion research [8] is motivated by radiation near installation, repair or
replacement of components (Figure 1.1). Robotic arms are mounted on fixed posi-
tions or mobile platforms and connected to a high-bandwidth wired or wireless net-
work to overcome bandwidth limitations. Particle accelerator complexes challenge
strong safety protocols, limited access, and interventions with mobile robots next to
equipment positioned with micrometre precision. The communication systems are
limited by radiation in normal operating conditions.

Designing human-machine interfaces for mobile robots is a complex task con-
sidering numerous technical characteristics and human factors [9]. These include
the limitations of the robot’s mechatronic systems (e.g. motor torques, control algo-
rithms, material strength), the processing power available for onboard sensory data
processing, and the communication link between the robot and the operator (band-
width, delays, volatility, security). On the operator’s side, human-centred factors
such as cognitive limits, psychology, and ergonomics must also be evaluated [9].
Deciding on the level of automation is critical, as it will influence the required tele-
operation functionalities and Artificial Intelligence (AI) [10]. The type of sensory
feedback from the robot determines the choice of interface hardware. For example,
a 2D screen may be sufficient for a video stream, while 3D feedback may require the
use of stereo glasses, Virtual Reality (VR) or Augmented Reality (AR) head-mounted
displays (HMDs). A hand-held controller may be used to enable force feedback from
the robot.

For field operations such as underwater and underground robot control [11],
search and rescue, and space robot operation [12], easily deployable interfaces are
needed. 2D-based Graphical User Interfaces (GUIs) are reliable but limited to flat
screens. The user experience (UX) can be improved by providing more accessible
information with Virtual, Augmented, and Mixed Reality techniques and 3D per-
ception. However, they require a larger data transmission from the robot to the op-
erator, which can cause issues in high-latency, low-bandwidth scenarios [13][14][15].
Communication system optimization is therefore crucial for improved user interac-
tion. High-bandwidth communication is required for the quality of environmental
perception and precise robot localization in tunnels.

Human-Robot Interaction (HRI) in field robotics requires the combination of dif-
ferent communication media, depending on the mission and the environment, to
decrease the operator’s workload and increase the robot’s autonomy. Using a high-
level command structure requires the operator to be able to specify missions and
trajectories, as well as activate semi-autonomous behaviours. Simulated and actual
data can be combined to give the user a better understanding of the remote robot’s
performance, follow the mission steps, and receive telemetry information.

1.1 State of the art

The state of the art of research presented in the thesis can be divided into five do-
mains:

1. Mixed Reality displays taxonomy;

2. Adaptive communications congestion control;

3. Mixed Reality telerobotics;
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FIGURE 1.2: The diagram shows the current main research lines in
the CERN robotics team’s R&D. In bold, the work in this thesis is

highlighted.

4. Multi-user collaboration in Mixed Reality;

5. Vital physiological parameters measurement and stress assessment;

Table 1.1 summarises the domains and their most representative references. The
three journal papers, published within this thesis framework, presented as Chap-
ters 2, 3, and 4 extend, interconnect and present integrally a comprehensive state of
the art. Chapter 2 focuses on domains 1, 2, and 3, Chapter 3 on domains 2, 3, and 4,
and Chapter 4 on domains 3 and 5.

The work presented in this thesis has been completed at the European Organi-
zation for Nuclear Research (CERN) within the Mechatronics, Robotics and Opera-
tion (MRO) section that is part of the Controls, Electronics and Mechatronics (CEM)
group which is under the Beams Department (BE). The previous research done at
CERN significantly contributed to the success of the developments. The most rele-
vant references are presented in Table 1.2.

At CERN, multiple technologies have been investigated and applied in opera-
tional robotic scenarios. Figure 1.2 presents the main research lines. Human-robot
interfaces covers teleoperation and supervisory control aspects, particularly the 2D,
3D and stereoscopic visualisation techniques, operator’s tasks execution assistance
and automation, or other solutions provided in the interface application layer. Con-
trol covers the robot’s dynamics, inverse kinematics, trajectory generation, or ma-
chine learning. Mechatronic design focuses on robots’ modular mechanical, electrical
and electronic design. Vision concentrates on using control and feedback acquisition
from visible or infrared spectrum imagery, or LiDARs. Navigation implements the
SLAM and path planning algorithms. Haptics research utilises force-feedback input
devices and environmental sensors.

1.2 Motivation

The novelty and contribution pursued in this thesis were motivated by the state of
the art’s lack of reliable MR human-robot interface solutions applicable to CERN
telerobotics. Figure 1.3 illustrates the key challenges in mobile robotics in CERN’s
hazardous environments, which must be considered for successful interventions.
The presented work concentrates on mitigating these difficulties by investigating
and applying novel MR techniques in the interfaces, addressing the network com-
munication constraints by adaptive communication congestion protocols, and mon-
itoring the operator’s vital parameters for the user’s inclusion as a critical part of the
telerobotic system.
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TABLE 1.1: This table presents the most representative references of
the five distinctive domains of the general state-of-the-art: MR dis-
plays, adaptive communication congestion control, MR telerobotics,
multi-user MR collaboration, and the operator’s vital physiological

parameters measurement and stress assessment.

Domains The most relevant aspects of the references
Mixed Real-
ity displays
[16][17][18]

The authors proposed a taxonomic framework classifying MR visual
displays using three-dimensional space of Extent of World Knowledge,
Extent of Presence Metaphor and Reproduction Fidelity. The Extent of
World Knowledge relates to the amount of real world modelled in MR.
The Extent of the Presence Metaphor relates to the user’s immersion or
presence in the Mixed Reality. Lastly, the Reproduction Fidelity relates
to how realistic the graphics are rendered.

Adaptive com-
munications
congestion
control [19]

The authors explored transport protocol solutions for Internet Teler-
obotics, which were necessary to manage an IP protocol due to the con-
nection over the Internet. It was found that TCP protocol was more
suitable for high-level commands sent with low frequency, as reliabil-
ity was the primary concern, while UDP was better for low-level con-
trol, where transmission delay was more critical. As a result, the pa-
per demonstrated the need to develop a specific UDP-based teleoper-
ation protocol for low latency and optimised congestion/flow end-to-
end control.

Mixed Reality
telerobotics [20]

The research concentrated on AR control of UAVs, emphasising that
teleoperation conceals the mapping between the operator’s input and
the robot’s dynamics, which can only be acquired through experience
and is difficult for inexperienced operators. The UDP communication
protocol was used to communicate with the robot. The development
was done with the Unity game engine and the HoloLens AR HMD. The
robot was controlled with waypoint and trajectory control. The system
incorporated safeguarded teleoperation. The operator shared the same
environment with the robot and operated in LoS.

Multi-user
collabora-
tion in Mixed
Reality [21]

A Virtual Monitors system combined the real world with virtual im-
ages of other participants in an Augmented Reality (AR) conference,
with one user wearing an optical head-mounted display (HMD) and
the others using webcams. The interaction was carried out using a Vir-
tual Shared Whiteboard, and communication was done by voice and
gestures. This system permitted virtual representations of other confer-
ence participants to be seen. However, the system was not symmetrical,
as only one user can use an augmented reality head-mounted display
(AR HMD) while the others view 2D webcam video feedback. Addi-
tionally, the wireless video link experienced high latency, and the AR
display had difficulty functioning in an overly lit room.

Vital physiolog-
ical parameters
measurement
and stress as-
sessment [22]

This system aimed to adjust a robotic arm’s control strategy based on
the operator’s emotional state, as measured through cardiac and elec-
trodermal activity, to enable a cooperative human-machine interaction.
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TABLE 1.2: This table shows four references that were the founda-
tions of the R&D done within this thesis. They cover the modular
architecture of the robotic framework developed at CERN for harsh
semi-structured environments; multimodal human-robot interfaces;
cooperative robotics; and a pilot project studying the advantages of

3D Mixed Reality for robotic interventions.

References The most relevant aspects of the references
CERNTAURO: A modu-
lar architecture for robotic
inspection and telemanip-
ulation in harsh and Semi-
Structured environments [23]

The CERNTAURO framework has provided a modular
architecture encompassing all aspects of the CERN facil-
ity’s remote robotic maintenance and interventions. This
includes elements such as the specifications and train-
ing of operators, the selection of robots, the selection
of materials based on radiological contamination risks,
the successful completion of the mission, and the de-
velopment of recovery strategies and procedures. This
framework includes innovative features such as bilateral
master-slave control, user-friendly multimodal human-
robot interfaces, and offline operator training.

Multimodal Human-
Robot Interface for Ac-
cessible Remote Robotic
Interventions in Haz-
ardous Environments [24]

This system was created to assist robotic platforms in
dangerous CERN settings. It addressed practical con-
cerns such as adapting to changing network latencies,
continuous robot reconfiguration, and many different
kinds of input devices or sensors mounted on the robots.
Furthermore, it enabled multi-robot and multi-tasking
scripting.

Cooperative and Multi-
modal Capabilities Enhance-
ment in the CERNTAURO
Human-Robot Interface
for Hazardous and Un-
derwater Scenarios [25]

The system was based on a multimodal user interface
enabling the user to activate assisted cooperative be-
haviours according to a mission plan. The cooperative
teleoperation could be coupled with additional assisted
tools such as vision-based tracking and grasping deter-
mination of metallic objects, and communication proto-
cols design.

From 2D to 3D Mixed Real-
ity Human-Robot Interface in
Hazardous Robotic Interven-
tions with the Use of Redun-
dant Mobile Manipulator [26]

This study was the CERN MR human-robot interface
prototype, which employed Augmented Virtuality to
provide real-time video feedback from the robot and
complete scene modelling. This technology was stud-
ied to facilitate robotic measurements with a redundant
manipulator. Additionally, the study introduced moni-
toring of the operator’s vital parameters (heartbeat and
galvanic skin response).
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FIGURE 1.3: The diagram highlights the main aspects in the mobile
robotics context in the CERN hazardous environments that must be

addressed to perform successful interventions.

The objectives of the work are defined as follows:

• Evaluate the risks and challenges of telerobotics in hazardous environments;

• Address the risks of collisions and damage to the unique scientific equipment
by providing spacial collision detection and avoidance mechanisms based on
the robot’s geometry, joint torques, and environmental feedback;

• Increase environmental awareness by real-time 3D point cloud and video feed-
back;

• Mitigate volatility of network bandwidth limitation and increased delays by
automatically recognising network quality and adjusting video and point cloud
feedback parameters;

• Increase the interaction level by transiting from manual teleoperation to the
supervisory control of a complex redundant manipulator;

• Evaluate available MR HMDs and their applicability to human-robot inter-
faces;

• Address the problem of a too complex and not intuitive input system by ap-
plying novel control with hand, locomotion, eye tracking, and voice inputs;

• Create a multi-user system in the MR workspace for the collaboration of mul-
tiple experts during an intervention and robot’s remote control;

• Perform a methodical assessment of user experience, workload, and vital phys-
iological parameters and its comparison between the standard 2D interface
and the developed 3D MR interface;

• Apply the research in operation by providing an expert system with a high
TRL and reliability for robotic interventions at CERN.
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The work presented in this thesis has multiple interconnections with other re-
search lines (Figure 1.2 in Section 1.1). For example, the point clouds captured by
multiple RGBD cameras and displayed in the human-robot interfaces are also used
for localisation and navigation in the SPS or LHC tunnels. The AR environment vi-
sualisation and interface can surround the force feedback input manipulator. The
interface plans and previews the inverse kinematics solutions developed for arm’s
control.

1.3 Publications

During the work, the following manuscripts were published1:

• Szczurek., K. A., Prades., R., Matheson., E., Perier., H., Buonocore., L., di Cas-
tro., M. (2021). "From 2D to 3D Mixed Reality Human-Robot Interface in Haz-
ardous Robotic Interventions with the Use of Redundant Mobile Manipulator".
Proceedings of the 18th International Conference on Informatics in Control,
Automation and Robotics - ICINCO, 388–395.

• Szczurek, K. A., Prades, R. M., Matheson, E., Rodriguez-Nogueira, J., di Cas-
tro, M. (2022). "Mixed Reality Human–Robot Interface With Adaptive Com-
munications Congestion Control for the Teleoperation of Mobile Redundant
Manipulators in Hazardous Environments". IEEE Access, 10, 87182–87216.

• Szczurek, K. A., Prades, R. M., Matheson, E., Rodriguez-Nogueira, J., di Cas-
tro, M. (2023). "Multimodal Multi-User Mixed Reality Human–Robot Inter-
face for Remote Operations in Hazardous Environments". IEEE Access, 11,
17305–17333.

• Szczurek, K. A., Cittadini, R., Prades, R. M., Matheson, J., di Castro, M. (2023).
"Enhanced Human-Robot Interface with Operator Physiological Parameters
Monitoring and 3D Mixed Reality". IEEE Access, 11, 39555-39576.

Moreover, the results of the thesis have been disseminated in the following public
events:

• The CERN Academic Training, lecture delivered on 26 Jan 2022 on "Robotics
activities at CERN - Enhanced reality, user interfaces and artificial intelligence"
for CERN community and open for external participants, the recording and
presentation are available online: https://indico.cern.ch/event/1055752/.

• CERN IT Lightning Talks, lecture delivered on 13 May 2022 on "Telerobotics
at CERN: Mixed-Reality Human-Robot Interface" for CERN community and
open for external participants, the recording and presentation are available
online: https://cds.cern.ch/record/2811231?ln=en.

1.4 Professional and personal background

The choice of doctoral thesis research was made based on CERN robotics necessities
and the professional and personal interests of the author. The author’s educational

1This thesis has been accepted by the co-authors of the publications listed above, that have waived
the right to present them as a part of another PhD thesis.
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FIGURE 1.4: Author’s background that created a synergy for the R&D
of the MR human-robot interfaces.
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background was in control engineering and robotics, specialising in machines, ve-
hicles and apparatus automation. The previous professional experiences were in
5G technology software engineering; automotive production lines automation and
robotic systems engineering; coal excavation machines design; and mechatronics
and controls engineering at CERN. The author’s bachelor thesis covered all aspects
of a mobile robot climbing ferromagnetic surfaces: mechanical and electrical design
and its practical production, electronics, microcontroller programming, and integra-
tion with a 2.4 GHz aviation remote control. The master thesis was a project at
CERN covering all control layers (hardware, low-level programming, real-time sys-
tems, middleware and interfaces) for more than 20 mechatronic devices controlling
and monitoring a laser beam in the Advanced Proton Driven Plasma Wakefield Ac-
celeration Experiment.

The multidisciplinary understanding gathered during studies, work, and bach-
elor and master theses were crucial during the execution of the doctoral thesis. It
helped with the execution and management of the challenging project on the Mixed
Reality human-robot interfaces. It required telecommunication expertise to master
the network behaviour, its limited resource optimisation, and industrial reliability
assurance for cutting-edge technology. A good understanding of mechanical com-
ponents, motors, gearboxes, and electrical systems was necessary to develop appro-
priate control methods.

The personal interests in diving, sailing, aeroplane piloting, remote drone op-
erations, human space exploration, analogue astronaut spacesuit design, and MR
astronaut training contributed to finding methodologies, new approaches and solu-
tions in the research presented in this thesis. For example, the interaction protocol
between the pilot flying and the pilot monitoring was implemented for the multi-
user MR interface command exchange between multiple operators. Diving in harsh
underwater environments contributed to forward-thinking of backup technical so-
lutions and potential reaction to stress. Practical experience with autonomous drone
operations helped to understand the options of automatic recovery scenarios in case
of lost communication. The human space exploration fascination, experience during
an astronaut selection and further collaboration at ESA for applying Extended Re-
ality (XR) to astronaut training contributed to the broader MR outlook on technical
solutions for MR interfaces for robots at CERN. Participating in a spacesuit design
equipped with AR HUD gave a better perspective on the most optimal informa-
tion display in stressful situations. Together, diving, flying and sailing taught what
the physiological reactions of the machine operator to workload and stress could be,
and that human is more important than the technical perfection of a human-machine
system. Thus, the vital physiological parameters monitoring system became an im-
portant part of the research.

1.5 Outline of the thesis

The material presented in this thesis is organized, with colour coding2, as follows:
Chapter 2 presents, through the publication "Mixed Reality Human-Robot Inter-

face with Adaptive Communications Congestion Control for the Teleoperation of Mobile Re-
dundant Manipulators in Hazardous Environments", the application of MR interface in
robotic intervention scenarios in the LHC at CERN, which offered such techniques
as trajectories planning, real-time control, 3D collision detection and avoidance, and

2The text colour coding links each publication with its results in Chapter 5, and the diagram in
Figure 5.1.
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automatized target approach based on point cloud representation of the environ-
ment. Since these MR functionalities require higher throughput due to point cloud
streaming, and the available network in the underground particle accelerator and
the experimental areas has limited bandwidth and high delays, the Adaptive Com-
munications Congestion Control framework was proposed to optimize the sensor
feedback depending on network characteristics and task. The framework offered
twelve automatic setting modes for video and point cloud feedback with algorithms
based on: network round-trip time and throughput to bandwidth rate, camera frame
rate, resolution, and point cloud subsampling. As a result, the higher network
use was optimized, and the drawback was mitigated, simultaneously allowing to
take advantage of additional MR functionalities increasing the teleoperator’s spatial
awareness, efficiency and safety.

Chapter 3 proposes, through the publication "Multimodal Multi-user Mixed Real-
ity Human-Robot Interface for Remote Operations in Hazardous Environments", a solu-
tion for multi-user MR interface for collaborative remote robot control using stereo-
scopic HMDs with a holographic display. It addressed the problem of screen-based
interfaces not fully allowing the robotic teleoperator to immerse in the controlled
scenario. This solution extended the previous interface’s functionalities with mul-
timodal operation using hands, eyes and locomotion tracking, gestures and voice
commands. It proposed an architecture for multiple users to cooperate and share
the robot’s control in local or remote MR workspaces. The experimental work de-
termined whether operational requirements were met and whether the network ar-
chitecture could support single and multi-user communication loads. The Adaptive
Communications Congestion Control described in the previous publication was also
taken advantage of and applied to multi-camera and multi-user setups.

Chapter 4 considers, through the publication "Comparative study of 3D Mixed Re-
ality and 2D Human-Robot Interfaces with Operator Vital Parameters Monitoring for Re-
dundant Mobile Manipulator in Hazardous Environment", the robotic teleoperator as a
part of the human-robot interface system, contributing to the mission’s success. The
Operator Monitoring System (OMS) was proposed to assess the teleoperator’s phys-
iological stress. For the evaluation, the heart rate (HR), respirate rate (RR), and skin
electrodermal activity (EDA) were measured and analysed. The OMS was used to
compare 3D MR and 2D interfaces and evaluate the physiological response of op-
erators during teleoperation. The comparative methodology also used the NASA
TLX assessment method, custom questionnaires, and execution time curves. The
experimental results found that the workload did not increase with the 3D MR in-
terface use, while the interface provided multiple functionalities increasing safety
and more supervisory control. The OMS trials during real interventions indicated
the need for applying machine learning techniques in signal interpretation to detect
non-standard physiological situations, and for contactless monitoring technology.
Moreover, critical improvements for both interfaces were identified.

Chapter 5 discusses the obtained results, and Chapter 6 summarises the thesis
achievements and proposes further future work.
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ABSTRACT Robotic interventions with redundant mobile manipulators pose a challenge for telerobotics in
hazardous environments, such as underwater, underground, nuclear facilities, particle accelerators, aerial or
space. Communication issues can lead to critical consequences, such as imprecise manipulation resulting in
collisions, breakdowns and mission failures. The research presented in this paper was driven by the needs
of a real robotic intervention scenario in the Large Hadron Collider (LHC) at the European Organization for
Nuclear Research (CERN). The goal of the work was to develop a framework for network optimisation in
order to help facilitate Mixed Reality techniques such as 3D collision detection and avoidance, trajectories
planning, real-time control, and automatized target approach. The teleoperator was provided with immersive
interactions while preserving precise positioning of the robot. These techniques had to be adapted to
delays, bandwidth limitation and their volatility in the 4G shared network of the real underground particle
accelerator environment. The novel application-layer congestion control with automatic settings was applied
for video and point cloud feedback. Twelve automatic setting modes were proposed with algorithms based
on the camera frame rate, resolution, point cloud subsampling, network round-trip time and throughput to
bandwidth ratio. Each mode was thoroughly characterized to present its specific use-case scenarios and the
improvements it brings to the adaptive camera feedback control in teleoperation. Finally, the framework was
presented according to which designers can optimize their Human-Robot Interfaces and sensor feedback
depending on the network characteristics and task.

INDEX TERMS Collision avoidance, collision detection, communication, human-robot interaction, mixed
reality, mobile robots, network bandwidth, point cloud, redundant manipulator, telerobotics.

I. INTRODUCTION
A. HUMAN-ROBOT INTERACTION AND TELEROBOTICS IN
HAZARDOUS ENVIRONMENTS
Robotic interventions in hazardous environments are often
required due to the presence of dust, fire, pressurized water
or radioactivity. The robotic platforms must be reliable, and

The associate editor coordinating the review of this manuscript and

approving it for publication was Jason Gu .

appropriate user interfaces should be present when an opera-
tor is performing remote inspection, maintenance or repair
tasks. A consideration of the effort made by the operator
and the necessity to avoid their cognitive fatigue must be
taken, as this affects the safety and precision. Interventions
in this kind of scenario are often performed using out-
of-the-box robotic solutions, which cannot be adapted and
improved according to the current requirements. An example
are Remotely Operated Vehicles (ROVs), which have their
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FIGURE 1. 3D perception of the environment, the robot model and video
stream, combined in one interface. A fragment of a particle accelerator is
captured by a RGBD camera installed on a robotic platform.

own communication system and a very specific user interface,
which limits the number of tools, sensors, and devices that can
be integrated and controlled.

Most systems rely on 2D-based Graphical User Interfaces,
which have been demonstrated as very reliable when used
by expert robotic operators, but should be improved when
the expertise of the operator controlling the robot must be
focused on the complexity of the environment instead [1].
This normally occurs in facilities where the real value of the
operator is their knowledge of the machines and procedures
that the robot will intervene on, and not their familiarity of the
software interface. Interfaces could be enhanced by providing
more information in a simple manner, for example, using
Virtual, Augmented, and Mixed Reality techniques, as well
as a 3D perception of the environment (see Figure 1, where
additionally to a video stream, a point cloud of the environ-
ment and its relation to the robot can be seen). However, this
enhancement requires the transmission of a larger quantity of
information from the remote robot to the operator. The com-
munication system behaviour can be affected enormously,
especially when using wireless techniques in scenarios with
a limited access to low-latency and high-bandwidth network,
eg. underground, underwater or search and rescue missions
in remote areas. The optimization and improvement of com-
munication system is necessary in order to improve the user
interaction experience.

Numerous telerobotic solutions have been used in haz-
ardous intervention scenarios. In nuclear facilities, a critical
mission which required a robotic teleoperation in a radioac-
tive environment was the Fukushima Daiichi NPS survey of
a radioactive water leakage [2]. During the mission, apart
from dealing with radiation and using sufficiently resis-
tant hardware components, the challenges also included the
communication link characteristics. The need for portability,
transportability and decontamination easiness of emergency
response robots have been emphasized in [3] during nuclear
facility accidents. The paper listed multiple robots that have
been taken into account for such scenarios, however some

FIGURE 2. Virtual reality head-mounted device tested in the CERN
teleoperation framework.

of them were not suitable for the conditions at Fukushima.
Regarding the user interface, they were controlled with a
standard 2D GUI with video feedback.

An even more challenging endeavor is that of Mars surface
exploration, where the Mars-Earth communication latency
and low bandwidth are key obstacles for teleoperation, and
for some tasks only supervised or autonomous control are
possible. As written in [4], the round-trip communication
delay ranged from 8 to 42 minutes for the Mars Sample
Return mission. Space exploration also poses radiation and
temperature risks which decrease electronics and computa-
tion efficiency. Meanwhile, the teleoperation of robots on the
Moon from the Earth has to overcome the delay of 3 s. A new
control approach for kinesthetic coupling under this extreme
condition was studied in [5].

Remote handling in fusion research [6] is motivated by the
radiation present near components that have to be installed,
repaired or replaced. The robotic arms are mounted in a
fixed position or on well defined movable platforms. With
such structured systems, the network limitations are easier
to overcome by connecting it with a well planned, high-
bandwidth wired or wireless designated network.

Particle accelerator complexes present a challenge where
strong safety protocols must be kept, access is limited and
the installed equipment is aligned with micrometer preci-
sion. Any telerobotic operation must not only be able to
execute tasks normally done by a person, but also do them
safely for the accelerator itself, not to cause any damage
to fragile devices. It means that the robotic systems require
high-bandwidth wireless communication for the quality of
the environmental perception, as well as precise localization
of the robots in the tunnels. The techniques can be applied
together in order to improve the whole performance of mis-
sion, and be combined with on-board artificial intelligence
techniques for the situations where the robots might get con-
strained communication links [7], [8].

In TableA.1 inAppendixA, there is a non-exhaustive state-
of-the-art of Human-Robot Interface products in terms of
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hazardous environments, 2D and 3D interfaces, operational
state, communication type, complexity of manipulator, level
of interaction, collision avoidance or detection, adaptive com-
munication for shared and dynamic networks.

B. MIXED REALITY INTERFACES FOR TELEROBOTICS
Mixed Reality can provide added value to telerobotic inter-
faces and control, for instance by providing more intuitive
collision avoidance strategies. The main advantage of colli-
sion avoidance is improved safety, however this functionality
must be properly managed and integrated to avoid overcom-
plicating teleoperations. As described in [10], there are multi-
ple methods of presenting real objects in Virtual Reality. They
can be depicted with the Chaperone method with boundaries,
as a point cloud, or as Virtual Reality objects if they are
recognized. The first method displayed only the boundaries
of the objects, therefore only partial surface information was
available. The second method provided more information
but gave less immersion to the operator, because it could
significantly block the virtual content display. However, this
inconvenience could be mitigated by setting a maximum
distance of the point cloud. The third method depended on
the precision, availability of model and recognition of real
objects and placing them correctly as virtual objects.

The underwater environment is another hazardous environ-
ment that presents multiple risks for humans: lack of oxygen
if the life support fails or decompression sickness in the case
of a rapid ascent. Therefore, underwater tasks such as infras-
tructure maintenance, recovery of benthic stations or disarm-
ing post-war explosives are often addressed with remotely
operated submersibles. However, complex tasks require pre-
cise manipulation, localization and advanced teleoperation
techniques. Some advancements in this field were presented
in [9], where underwater robots cooperation and supervision
with Virtual Reality system were presented.

The use of Mixed Reality can also help with the execu-
tion of complex tasks which require redundant robotic arms.
The teleoperation of such arms becomes more complicated
without any additional visual 3D or model representation.
Moreover, the inverse kinematics management, pose aware-
ness and control or understanding of the arm’smovementmay
be possible only for highly experienced operators. There-
fore, as presented in [11], the use of Mixed Reality could
greatly improve the efficiency of teleoperation and provide
more intuitive and immersive control methods. The inverse
kinematics problem may not be solvable with standard tech-
niques, therefore alternative methods could be used specifi-
cally for redundant arms, such as the Forward And Backward
Reaching Inverse Kinematics (FABRIK) heuristic method
introduced in [12]. However, in this method the subsequent
movements of the teleoperator arm have the impact on the
final pose. This is why the continuous visual and spatial
feedback presented to the operator is important.

MixedReality Interfaces are still in their early development
and research phase, although there have been attempts to
standardize them and their design process. As an example,

an extensive study of Virtual Reality Human-Robot Interface
for underwater robot operation was done in [9], where types
of controllers, headsets, simulation engines or frameworks
and computer components were tested and characterized.
A link between the interface usability and ISO usability stan-
dards was established, which lays the foundation for more
methodical approach of the Human-Robot Interface design
which must meet specific requirements of performance and
user satisfaction.

The authors of [13], [14], and [15] proposed a taxo-
nomic framework classifying Mixed Reality Visual Dis-
plays. In Figure 3, the currently used CERN Robotic 2D
Graphical User Interface (Figure 4) and the Mixed Reality
Human-Robot Interface have been classified according to this
(black points). Additionally, two next generation interfaces
(Mixed Reality using Virtual Reality Head-Mounted Device
- Figure 2, and Mixed Reality using holographic Head-
Mounted Device) currently being developed are classified
(white points). The Virtual Reality and holographic Head
Mounted Devices improve the Presence Metaphor. Finally,
an ideal Mixed Reality interface using holographic Head-
Mounted Devices, with master-slave control and force feed-
back, as well overlaying the fully modelled environment with
a fully registered point cloud, would achieve an interface of
unmediated reality, as described in Section 5.3 of [14].

C. COMMUNICATION PROTOCOLS AND POINT CLOUD
STREAMING
Mixed Reality Interfaces are based on a 3D representation of
the environment, therefore a reliable and fast communication
becomes a very important success factor. In this section the
topic of communication protocols and point cloud streaming
is explained.

The authors of [16] described end-to-end congestion
control transport protocol solutions designed for Internet
Telerobotics, where time-varying transmission delay and
non-guaranteed bandwidth were problems. Since the devices
needed to connect over the Internet, they had to manage an
IP protocol. It was found that the TCP protocol was better
for high-level commands sent with low frequency, where
reliability was more important, while the UDP protocol was
better for low-level control, where transmission delay played
a bigger factor. Therefore, the paper shows the necessity to
build a specific UDP-based teleoperation protocol for low
latency and adjusted congestion/flow end-to-end control.

Maritime search and rescue communication solution for
Unmanned Aerial Vehicles (UAVs) described in [17] was
based on Long Term Evolution (LTE) technology for high
volume traffic and LoRa for low-rate telemetry. Due to the
very high latency and reliability requirements for teleoper-
ated UAVs, the proposed solution was application-aware for
mission-critical traffic and users. A prioritizing scheduling
strategy was a trade-off between network latency, reliability,
and capacity.

An adaptive point cloud streaming compression algo-
rithm was proposed in [18], which adapted to the current
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FIGURE 3. Placement of currently used, or being developed, or an ideal CERN mixed reality human-robot interface in the three
dimensional taxonomic framework for classifying Mixed Reality displays.

FIGURE 4. CERN Robotic 2D Graphical User Interface used in a real
intervention scenario.

available network data rate. The algorithm operated on an on-
going point cloud stream instead of compressing a full point
cloud, which avoided additional delay. In the paper, current
state-of-the-art point cloud compression solutions were men-
tioned: Google Draco, MPEG codecs [19], machine learning
approaches [20], [21] and the traditional octree [22] or kd-tree

based approaches. Point cloud streaming ideas were also
described. The first one was the DASH-PC [23], which sent
different parts of a point cloud depending on the user’s current
view and the available network data rate. The second one was
adapting voxel length according to the available network data
rate [24], [25].

A method using layered structures of point cloud trans-
mission depending on communication channel conditions
was described in [26]. The source encoded point cloud was
converted into a layered structure where deeper layers hold
finer point cloud representations. If the channel conditions
were bad, only the upper layers were sent, which gave less
detailed representation, while if the conditions were good, all
the point cloud without any loss (represented by all layers)
was sent.

D. CERN HUMAN-ROBOT INTERFACES EVOLUTION
Robotic interventions require a great level of modularity
to achieve solutions in different scientific, hazardous and
semi-structured scenarios. This modularity should be pro-
vided in both the mechatronics design (i.e. various mechan-
ical configurations, as can be seen in Figure 5) and also
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FIGURE 5. Robots used at CERN, consisting of industrial commercial robots (Telerob) and custom-made solutions (CERNBots [27], CharmBot,
CraneBot, TIM [28], SPSBot, MiniCERNBot [29]).

the software architecture. The CERN CERNTAURO robotic
framework [30] and [31] provides multiple autonomous and
supervised teleoperation techniques. It has been tested dur-
ing the last 8 years in more than 150 real interventions,
500 performed tasks and 500 hours of operation, that required
multimodality [32] and flexibility. The framework contains
functionalities such as master-slave interaction with time-
delay monitoring, multimodal user interface, passivity con-
trol when the delay exceeds limits, vision and SLAM-based
operation. The system was extended with cooperative multi-
robot teleoperation [33].

The cooperative behaviour was tested with the CERN-
TAUROproject at CERN andwith the TRIDENT/TWINBOT
projects [34], [35] in an underwater scenario, and proved that
one operator can safely handle an intervention with several
robots simultaneously. The paper introduced a scripting fea-
ture, which allows the operator to supervise vision and arti-
ficial intelligence semi-automated behaviours to complement
the manual teleoperation. It was especially helpful when mul-
tiple robots had to perform a complex task together, such as
transporting or assembling a big object. As described in [36],
the system was enriched with a depth estimation algorithm
to be used with monocular cameras, such as a laparoscopic
camera, which have been used in the design of grippers and
tools for specific interventions.

Various phenomena affecting the operator were studied
in [32]. For example, during the intervention, an operator
could get distracted and lose focus on the relevant part
of the screen. To track the operator focus, an eye track-
ing system was employed. An eye-tracking camera checked
the position of the pupils and sent the information to a
software interlocking movement if the operator was look-
ing elsewhere. Moreover, in the paper it was verified that
the real-time feedback from the robot’s environment was
crucial in remote teleoperation. It concluded that crossing

FIGURE 6. Beam loss monitor robotic arm installed on the train
inspection monorail in the LHC.

a 300 ms delay threshold should decouple the commands
from the robot feedback. As presented in [37], a preliminary
study of Mixed-Reality Human-Robot Interface was done
and a pilot project was tested in a real intervention sce-
nario inside the LHC accelerator testing the particle beam at
CERN. In the scenario, the Beam LossMonitors robotic mea-
surements were performed [38], where a redundant manip-
ulator (Figure 6) using different trajectories required full
perception of the robot’s pose. The redundant manipula-
tor was installed on a mobile robotic platform - the Train
Inspection Monorail - mounted on a ceiling rail in the LHC
(Figure 5).
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E. MOTIVATION AND PROBLEM FORMULATION
Virtual, Augmented andMixed Reality techniques in Human-
Robot Interfaces have been used, however the problems of
high positioning precision, collision avoidance and network
delay/bandwidth constraints for mobile robots with redun-
dant manipulators in hazardous intervention scenarios have
not been fully addressed using these techniques.

Currently, there are no accepted standards or frameworks
according to which designers can optimize their Human
Robot Interfaces depending on the network characteristics.
This paper seeks to present a framework that can be adapted
to the needs of the interface. The application is given to
redundant manipulators in hazardous intervention scenar-
ios where there is a need for high positioning precision
and collision avoidance while actively managing network
delays/bandwidth constraints.

Much of the state-of-the-art research in Mixed Reality
Human-Robot Interface controlling robots is done in con-
trolled laboratory scenarios. However, in reality, a bigger
margin of uncontrolled parameters can be expected. In this
paper, emphasis is put firstly on the communication net-
work variability, limitations and accessibility and secondly
on the consequences of collisions, prioritizing safe opera-
tion with maximum possible collision detection and preven-
tion. Both self-collisions and collisions with the environment
must be checked. Thirdly, the interface, although providing
muchmore immersion and functionalities in the teleoperation
scenario, must still provide very precise positioning of the
robotic arm in the industrial and scientific scenario. The
positioning precision should be in the range of 1 mm for
contact interaction with small elements, such as screws, or in
the range of 10 mm for non-contact tasks that avoid collisions
and operate, for example, a camera.

The most important aspect of the teleoperation in a haz-
ardous environment is safety. In the Beam Loss Monitors
(BLM) measurements project (Figure 6), the manipulation is
performed in a very specific environment containing crucial
equipment used for the LHC operation, and any collision
could cause a major failure of the Collider. The robotic
manipulator also carriers a radioactive source which is used
to trigger and validate the Beam Loss Monitor sensors. This
part is delicate, and contact with the environment should be
avoided. The requirements for such missions are as follows:

• Multiple waypoints with complex manipulator configu-
rations that can be recorded and modified;

• Collisions or dangerous close passes check during
motions between waypoints. Warning about manipula-
tor’s self-collision or a collision with the environment;

• Information on the distance from the end effector to
any captured point of the environment displayed during
planning or real-time movements;

• The verification of all these conditions from any opera-
tor viewpoint in the scene;

• Feedback: internal status of the robot, its 3D pose visu-
alization, and real-time environment view.

Although the LHC is partiallymodelled, it is not practically
possible to position the robot in the modelled environment
due to the localization error of the robot and the fact that
not all the areas or details have been modelled. This is why
the most robust 3D feedback is the real-time point cloud.
The necessity to transmit 3D information increases required
bandwidth, which is challenging in the 4G shared network
with variable delays and bandwidth parameters. The available
bandwidth depends on the position in the accelerator and
current network use by different devices.

In terms of point cloud transmission, the reliability of the
transmission is important (e.g. TCP protocol is more suitable
than UDP protocol, as discussed in the state-of-the-art). If a
part of the transmission is corrupted, the fragment or even the
whole point cloud area will not be received. Some compres-
sion mechanisms can be applied and binary format of point
cloud can be used to lower the transmitted size, however the
biggest impact on throughput is the size of the point cloud (3D
area acquired by the camera), the precision (distance between
points) and the update frequency (point cloud frame rate).
Therefore, application level of the end-to-end congestion
control is needed. This was the main motivation of the study
presented in this paper regarding point cloud acquisition and
automatic setting algorithms that adapt to network conditions.
Since the robot shares a public network and the point cloud
communication parameters are related to the point cloud
acquisition and transmission, where the network cannot con-
trol it (the parameters are beyond TCP stream), the interface
needs an application-level, end-to-end and multimodal (from
manual to supervisory) congestion control of point cloud
streaming.

F. PAPER STRUCTURE
The paper is structured as follows: Section II describes the
developed Mixed Reality Human-Robot Interface system,
Section III describes the experimental setup. The results
are presented in Section III-B and discussed in Section IV.
Finally, Section V concludes the work.

II. SYSTEM DESCRIPTION
The system uses multimodal teleoperation techniques, from
low-level manual control to high-level commands. It includes
velocity control of the manipulator in real-time; trajec-
tory specification and motion planning; target-centered task
specification (e.g. aligning the end-effector to a normal
line from a point cloud perceived object); and collision
avoidance or detection. These strategies are applied to
the Mixed Reality Human-Robot Interface for a mobile
redundant manipulator operated under challenging com-
munication conditions in hazardous intervention scenar-
ios, characterized in Sections I-E and III-A1. As the video
and point cloud feedback are crucial, an adaptive con-
gestion control of this feedback was implemented in the
interface to provide reliable automatic behaviour during
operations.
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FIGURE 7. Robot-GUI architecture presenting processes that run on the robot and how the connection is established with the user
interfaces. The parts which are focused on in this paper are highlighted.

A. OVERALL SYSTEM ARCHITECTURE
The robot is located in a remote area which is usually
hazardous for a human. It has an onboard computer that
communicates with all physical devices (e.g. motor drivers,
cameras, sensors), and runs the CERN robotic framework
that processes all the sensory information, controls and inter-
nal/external communication. The operator sits in a control
centre and connects to the robot over the available network
from a Graphical User Interface (GUI). Currently there are
two types of interfaces developed for CERN purposes, the
2D GUI and 3D, Mixed Reality GUI. The 2D GUI has
been developed using the Windows Presentation Founda-
tion Technology and programmed in C# programming lan-
guage. The 3D GUI has been developed in Unity, also in
C#. Using the same language allowed the core commu-
nication and abstraction layers between the two GUIs to
be shared. The two GUIs can and usually run in parallel
as they provide different functionalities. In this paper, the
CERN Mixed Reality Human-Robot Interface is presented
and all the experimental data has been produced with its use.
A diagram presenting the robot-GUI architecture is shown in
Figure 7.

Depending on the operational setup, the robot and GUIs
can communicate via a 4G network, WiFi or the cabled
network infrastructure. However, the 4G network is mostly
used for the reasons described in Section III-A1. Standard
robotic intervention use cases and sequences of the function-
alities are presented in Appendix B.

B. MIXED-REALITY HUMAN-ROBOT INTERFACE
ARCHITECTURE
The global software architecture is shown in Figure 8. It spec-
ifies modules responsible for distinct functionalities and how
they interact with each other. The main modules of the soft-
ware are:

1) Arm control (architecture view in Figure 12 and
description in Section II-D);

2) Trajectory planning (description in Section II-E);

3) Closest end effector position (description in
Section II-H);

4) Target approach with a normal point (description in
Section II-G);

5) Collisions (collision integration in the arm control is
shown in Figure 12 and description is in Section II-F);

6) Menu (description in Section II-C4);
7) Camera control and automatic settings algorithms

(description in Section II-I);
8) Camera hologram (description in Section II-I3);
9) Player movement;

10) Head-Up Display (architecture view in Figure 10 and
description in Section II-C1);

11) Network measurements (description in Section II-J).

C. INTERACTION MODES
The user has the possibility to interact with the following
interfaces:

• Head-Up Display;
• Holograms in the scene;
• Scene objects interaction;
• Menu interaction.

The executions of commands continues only if a corre-
sponding confirmation key is kept pressed. This ensures a
degree of safety and allows fast cancellation of a given com-
mand. For example, during a joint controlmode, when a key is
pressed, the program periodically sends a command to move
the joint with a selected speed. As soon as the key is released
a stop command is sent. Similarly, an execution of trajectory
following is done as long as the key is pressed, and is stopped
if key is released.

1) HEAD-UP DISPLAY
The Head-Up Display (HUD) allows the operator to have
critical information constantly available during teleopera-
tion. The HUD is shown in Figure 9 and its components in
Figure 10. It displays the current connection status to the
robot, current control mode of the manipulator and speed
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FIGURE 8. CERN mixed reality human-robot interface architecture overview. The components taking part in the
camera automatic control has additional description of their role in the end-to-end application level congestion
control.

settings (control modes are described in Section II-D), current
usage of available bandwidth or round-trip time to estimate
the control delay to be expected (network measurements are
described in Section II-J), or the Mixed Reality simulation
FPS (i.e. frames per second).

2) HOLOGRAMS IN THE SCENE
Some controlled elements of the robot have detailed and
numerous settings that the operator must set during the inter-
vention. An example is a camera which has ∼20 param-
eters to set or display simultaneously. Showing them on
the Head-Up Display would take too much space and the
information could overload the operator. Using a menu
screen would hide the scene and camera video or point
cloud feedback. Therefore, a solution of holograms placed
in the scene was implemented. The hologram can be seen in
Figures 23 and 24. The operator can interact with the holo-
gram from any position in the scene.

3) SCENE OBJECTS INTERACTION
Various objects in the scene can be interactive. The arm target
position (Point I in Figure 9) can be moved and the arm
follows it. A hologram can be enabled by clicking on the
3D model of the camera. This type of interaction is more
intuitive and plays a major role while using a Virtual Reality
or Augmented Reality headsets with hand controls.

4) MENU INTERACTION
Certain functionalities require complex structures of infor-
mation or parametrization. As an example, for the current
interface, the menu presents a network measurements screen
(Figure 11), which can request bandwidth measurements or
observe network behaviour and values during operations.

D. MANIPULATOR CONTROL
The robot arm can be controlled via 2 methods. The motion
can be planned and then executed, or the arm can be
controlled directly in real-time. Moreover, the control in each

of these methods is also multimodal. The arm can use inverse
kinematics to approach a desired point by the end-effector or
each joint can be controlled separately. The inverse kinematic
used in planning is based on the FABRIK algorithm [12]
which allows certain joints to be blocked, and during real-
time control, the Jocobian-based inverse kinematic is used
and computed directly by the on-board computer. For moving
between trajectory positions, the position PID with velocity
feedforward control is used.

The arm can be controlled in 4 control modes:

1) Real-time direct joint control;
2) Real-time inverse kinematic control;
3) Planning with separate joint control. The speed of

angular and linear movement can be adjusted;
4) Planning with FABRIK inverse kinematic [12] control,

where the last 6 joints follow the target. One or more
of the joints can be blocked to change the behaviour of
the inverse kinematics and approach.

E. TRAJECTORY SPECIFICATION
As presented in Figures 9 and 13, the operator can create a
trajectory to reach the target. The 3D representation of the
environment given by the point cloud feedback facilitates
the manipulator’s path planning by the operator or any other
path planner. Path planner specifications are generalized for
this framework. The waypoints can be saved, modified or
removed on demand. Afterwards, a waypoint can be selected,
a movement preview can be launched to check any potential
collisions (more in Section II-F1), and finally the movement
to the selected waypoint can be initiated.

F. COLLISIONS
The collision avoidance or detection plays a very important
role in the CERN Mixed Reality Human-Robot Interface.
The safety during the intervention in the LHC and with the
use of the radioactive source is the most important aspect,
and any collision or unplanned contact between the source
and the environment should be avoided. While self-collisions
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FIGURE 9. CERN mixed reality human-robot interface - operator’s view from an LHC intervention scenario.

FIGURE 10. Head-Up display components overlaid on the scene content.
It is visible at all times during the teleoperation.

can be recognized using the robot model, the collisions with
the environment require environmental spatial information.
The functionalities described in this section require 3D point
cloud feedback, whose parameters are controlled by the adap-
tive congestion control. Therefore, this automatic control
facilitates the reliable collision avoidance or detection. The
interface implements the following functionalities:

• Collision avoidance during planning and preview of
movements (Section II-F1);

FIGURE 11. Communication measurements screen. It shows all network
parameters related to the general communication with the robot and the
camera-specific acquisition data transfer information.

• Real-time collision detection with joint torques
(Section II-F2);

• Real-time collision detection of real arm with itself or
point cloud (Section II-F3).

They assist the operator by preventing the movement if any
recognized collision may happen or limiting the consequence
of a collision if it occurs.
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FIGURE 12. BLM arm control architecture. It shows how the main functionalities,
responsible for manipulator movement planning, real-time control, preview, collision
avoidance and detection, or target approach, are structured.

FIGURE 13. Trajectory planning. There are 3 types of arms visible: opaque
real arm, transparent waypoints with numbers and blue planning arm.

1) COLLISION AVOIDANCE
If a collision is detected by the system during planning control
mode, the operator should modify the waypoint or current
arm position to avoid the collision. An example of the self-
collision of the planning arm is shown in Figure 14, where the
end-effector collided with another part of the arm. An exam-
ple of the preview arm collision is shown in Figure 15, where
the arm will self-collide if the movement is executed. The last
example of a collision of the planning arm with point cloud is
shown in Figure 16, where the end-effector collided with the
Beam-Loss Monitor device’s point cloud.

2) SENSORY COLLISION DETECTION
The sensory collision detection is represented in the interface
by directional arrows and colors indicating the value of a

FIGURE 14. Planning arm self-collision detection.

torque or a force in each joint. The movement of the arm
is stopped when the torque value exceeds a specified limit.
An example of a situation when the arm collided and two
joints started to have higher torques is shown in Figure 17.

3) VIRTUAL COLLISION DETECTION
Apart from the sensory collision detection using real joint
torque feedback, a virtual real-time collision detection has
been implemented. It detects when the real arm model col-
lides with itself or with point cloud. It can happen during
an execution of a movement to a waypoint or during real-
time direct arm control. When a collision is detected, the
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FIGURE 15. Preview arm self-collision detection.

FIGURE 16. Planning arm point cloud collision detection.

movement of the arm is stopped. The situations when the real
arm collided can be seen in Figures 17 and 18.

G. TARGET APPROACH WITH A POINT CLOUD NORMAL
The point cloud acquisition allows the interface to visualize
the environment in 3D. Additionally, on most point cloud
points, a surface normal can be calculated. Using this, a func-
tionality of a simplified target approach has been imple-
mented. The operator can select any point cloud point and
a normal will be added in the environment. The direction
of the surface normal is based on the surrounding points.
However, the direction and distance can be adjusted by using
a gizmo (Figure 19). Furthermore, in the planning mode with
the inverse kinematics, the arm can automatically move to

FIGURE 17. Real arm torques during a collision, with point cloud collision
visualization.

FIGURE 18. Real arm self-collision detection.

this point on demand of the operator. This makes any target
approach much faster and it requires only 4 quick operations:

1) Select a point cloud point for the normal vector;
2) Adjust the direction/distance of a point on the normal;
3) Command the end-effector to move to this point;
4) Launch movement after the preview arm collision

check.

H. CLOSEST OBJECT DISTANCE INDICATOR
For further assistance with environment awareness and early
prevention of collisions, or for precise end-effector manipu-
lation, a functionality of showing the closest object distance
to the end-effector has been implemented. In Figure 20, indi-
cators for real and waypoint arms are presented. The distance
is calculated between the closest point cloud point and the
end-effector tip. Analogously, the closest object distance is
indicated for the planning and preview arms.
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FIGURE 19. Target approach point normal to point cloud surface with
gizmo interaction.

I. VIDEO AND POINT CLOUD FEEDBACK
During teleoperations, operators require real-time feedback
from the robot. The feedback signals can be a single piece
of information such as speed, force or position, or it can
have a complex structure, such as a camera feedback. In the
presentedMixed Reality Interface, in addition to the 2D video
stream, the 3D feedback has a form of point cloud, which
resembles reality as much as it is technically possible. The
video feedback provides a clearer feedback due to its 2D
form, however it does not provide precise 3D spatial infor-
mation. When approaching an object, only the point cloud
can provide direct distance information. The video and point
cloud are acquired in real-time according to the parameters
specified by the teleoperator. In the presented application an
RGB-D camera was used as the point cloud source, but it is
universal and can also be acquired from a different sensor
type, for example, a LiDAR. The initial processing of the
point cloud is done on the onboard computer, including fil-
tering, subsampling, compression and serialization as needed
by the task. After processing, it is sent to the interface.

1) RGB-D CAMERA SETTINGS AND ACQUISITION STATUS
Basic camera parameters are shown in Figure 21. Three
of them (requested resolution, resolution feedback and
requested FPS) are shared between the point cloud and video
streams, while real video FPS and video stream enable are
specific to video, and real point cloud FPS, point cloud enable
and subsampling unit size are specific for point cloud. The
subsampling unit size is the distance between point clouds
points. This parameter can decrease the size of the transmitted
point cloud by decreasing the point cloud density. The real
video and point cloud FPS are estimated as the difference
between the current and the previous received video or point
cloud frame counter divided by a constant interval. The
Equation 1 shows this estimation, whereCcurrent is the current

FIGURE 20. Closest object indicators for real and waypoint arms.

FIGURE 21. Point cloud and video settings. The settings in the middle are
shared between video and point cloud acquisition.

video or point cloud frame counter, Cprevious is the previous
video or point cloud frame counter, FPSreal is the real video
or point cloud FPS and Interval is the real FPS update interval
that in this project it is set to 3 seconds but can be changed.

FPSreal =
Ccurrent − Cprevious

Interval
(1)

Depending on the model of the RGB-D camera, the avail-
able resolutions and corresponding allowed FPS settings may
vary. That is why the choice of resolution is simplified to
3 options: LOW, MEDIUM, HIGH which are automatically
selected from the available resolutions. The requested FPS
and resolution are parameters which can be changed as
inputs.

2) UNITY RGB-D CAMERA ARCHITECTURE
The Unity RGB-D camera structure is shown in Figure 22.
The component controls the following functionalities:

• Camera control, communication with the camera pro-
cess in the robot, setting the requested parameters,
enabling video or point cloud streams;

• Managing the operator’s interaction with the camera
hologram;

• Display of a video canvas with projection lines and a
point cloud area in the scene;

• Automatic camera settings controlled by camera internal
state or network measurements (i.e. the focus of the
paper).
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FIGURE 22. RGB-D camera architecture in unity.

3) CAMERA HOLOGRAM
The teleoperator can modify the parameters of the cam-
era acquisition (Section II-I1), video and point cloud
streams, or automatic settings via a hologram. The holo-
gram is a transparent 3D object displayed in the interface
(Figures 23 and 24).

4) AUTOMATIC SETTINGS CONTROL
Automatic settings control (accessible to the teleoperator in
the hologram shown in Figure 23) adjusts the camera settings
depending on a chosen parameter. The operator can decide
to use only 2D feedback, or both video and point cloud,
or only point cloud. The automatically controlled settings and
monitored parameters are camera-related (FPS, point cloud
subsampling or resolution) but the monitored parameters can
also be network-related (throughput, bandwidth, round-trip
time). The synthesis of the automatic setting modes is in
Table 1. The algorithms and hologram visual controls are
grouped in Appendix C. A selected automatic setting algo-
rithm is executed once per specified amount of time (e.g.
5 seconds). There are 4 distinct types of 12 automatic setting
modes:

• Settings controlled by throughput to bandwidth
ratio: During an intervention a robot can be located in
areas where the network coverage is poor with highly
limited bandwidth. Furthermore, if it happens that the
available bandwidth is used in full capacity, it causes
problems of even temporarily lost connection or stop-
ping any video or point cloud stream. Moreover, the
available bandwidth can vary over time and even nearby
locations. This is why the automating setting of FPS,
resolution or subsampling were introduced to allow
the system to adapt to current conditions and facili-
tate the teleoperation. The setting adapts to the cur-
rent throughput to bandwidth ratio, and the operator
has the possibility to launch the available bandwidth
measurement at any time. When the ratio is above
the setpoint set by the operator, the FPS or resolution
decreases or the subsampling increases. Accordingly,
they change if the ratio is below the setpoint to give

FIGURE 23. Camera hologram with automatic settings enabled. All the
parameters of camera acquisition and automatic settings can be
controlled here.

FIGURE 24. Transparent camera hologram view overlaid on the video
stream in the 3D environment.

better quality of control. The operator can set the lim-
its of FPS or subsampling within the range that the
automatic control algorithm can adjust them. The algo-
rithms using throughput to bandwidth ratio for point
cloud FPS and subsampling control are described in
Algorithms 1, 2, and for video FPS and resolution con-
trol in Algorithms 1, 3 in Appendix C. The holographic
control is shown in Figures C.1, C.2, C.3 and C.4.

• Settings controlled by round-trip time: During a pre-
cise teleoperation it is important to have fast-enough
and stable feedback from the robot to avoid collisions
and to allow delicate manipulation, particularly if haptic
feedback should be implemented. The frequency of cam-
era feedback can be controlled with a setting, however
the round-trip time depends on the used network and
load. This is why the automatic setting mode monitoring
round-trip time allows automatic control of the FPS,
resolution and point cloud subsampling. The algorithms
using round-trip time for point cloud FPS and subsam-
pling control are described in Algorithms 4, 5, and for
video FPS and resolution control in Algorithms 4, 6 in
Appendix C. The holographic control is shown in Fig-
ures C.5, C.6, C.7 and C.8.

• FPS controlled by point cloud subsampling or res-
olution: Subsampling and resolution settings impact
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the size of a single frame and allow the control of
feedback precision required by a teleoperator. However,
network bandwidth constraints might not allow high
enough frame rates. That is why the requested FPS set-
ting is automatically lowered in order to avoid buffering
frames and a collapse of the stream. On the other hand,
if the requested frame rate is achieved, the automatic
setting algorithm tries to slowly increase the setting to
increase the frame rate, which improves control quality.
The automatic control is described in Algorithm 7 in
Appendix C. The holographic control is shown in Fig-
ures C.9 and C.10.

• Resolution or point cloud subsampling controlled
by FPS: In certain operation scenarios the teleoperator
needs to have high-enough feedback frequency which
is task and environment specific. The frequency defines
the delay added to network delay that the teleoperator
feels while controlling a robot. However, in this case
the maximum size of a single feedback frame (point
cloud or video) can be limited by network bandwidth.
This is why in this automatic setting mode the resolution
or point cloud subsampling are automatically adjusted
to achieve the requested FPS. Similarly to the previous
point, overloading the network can lead to a total col-
lapse of stream due to buffering. On the other hand, if the
network allows, the algorithm tries slowly to increase the
precision (by increasing resolution or lowering subsam-
pling). It is important to note that this mode does not use
any direct network monitoring, it is based only on the
camera behaviour. The automatic control is described
in Algorithms 8 and 9 in Appendix C. The holographic
control is shown in Figures C.11 and C.12.

J. NETWORK MEASUREMENTS
During an intervention, the operator can check the current
network parameters andmeasured bandwidth, as shown in the
menu screen in Figure 11 in Section II-C4 which provides a
full overview of the network performance situation.

The camera acquisition throughput is proportional to the
FPS and resolution, and inversely proportional to the subsam-
pling (applicable for point cloud only), as presented in the
Equation 2. The formulas calculating the round-trip time and
deviation were inspired by the TCP procedures [39].

Throughput ∼ FPS ·
1

subsampling
· resolution (2)

Another parameter is the round-trip time, which is calcu-
lated according to the Equation 3, and standard values are
shown in the Equation 4.

RTT = (1− α) · PreviousRTT+ α · CurrentRTT (3)

where α = 0.125, then

RTT = 0.875 · PrevRTT+ 0.125 · CurrRTT (4)

The round-trip time oscillations are also important to
assess the network behaviour; the Equations 5 and 6 present

how it is calculated.

DevRTT = (1− β) · PrevDevRTT

+β · |CurrRTT− PrevRTT| (5)

where β = 0.25, then

DevRTT = 0.75 · PrevDevRTT

+ 0.25 · |CurrRTT− PrevRTT| (6)

The timeout interval is an indicative parameter in the
communication performance, it is presented and calculated
according to the Equation 7.

TimeoutInterval = PrevRTT+ 4 · PrevDevRTT (7)

III. EXPERIMENTS
A. EXPERIMENT SET-UP
1) NETWORK CHARACTERIZATION
During the CERN robotic BLM validation measurements the
robot is connected to the operator via the 4G/LTE network
present in the LHC tunnel - currently the only suitable com-
munications link with large coverage of the LHC. A large
number of equipment would be necessary to provide full
Wi-Fi coverage and it is not feasible to adequately protect
standard Wi-Fi active electronic devices from ionising radi-
ation, as explained in [40]. The 4G network uses a coax-
ial antenna cable, which since it is a passive device, can
be exposed to radiation. The authors registered download
maximum speed of 70 Mbps and upload maximum speed
14 or 30 Mbps depending on location. The antenna is shared
between other networks, such as the LoRA network used for
other purposes. Therefore, the CERN network in the LHC is
characterized by volatility, variable bandwidth and latency
and lack of information of the current use of the network
which can all have an impact on robotic operations [32], [33].

During the experiments, 4 connection types were tested
(Table 3) to provide a wider set of behaviours. Network
parameters measured for all connection types are shown in
Table 4. The Ethernet cable connection was expected to
be a reference value as a maximum bandwidth and min-
imum round-trip-time that could be achieved. The con-
nection of Ethernet over CERN General Purpose Network
(GPN) is characterized by relatively very good bandwidth

FIGURE 25. Connection between the camera acquisition system installed
in a robot and the interface using automatic setting. A connection type
using VPN 4G modem in the LHC tunnel is shown here.
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TABLE 1. Point cloud and video automatic setting modes. All automatic modes are listed, the automatically controlled setting and settings controlled by
operator are specified for each algorithm.

TABLE 2. Automatic settings behaviours and dependencies of
parameters. The arrows represent changes, i.e.: in the round-trip time
dependent algorithms, when the round-trip time increases, an automatic
setting algorithm will decrease the requested FPS or resolution,
or increase subsampling to maintain the requested round-trip time target.

and round-trip time values, however the bandwidth starts to
vary over time-dependent infrastructure load. The Wi-Fi over
CERN GPN significantly lowers the available bandwidth
(74 Mbps) and the round-trip time is much longer (20-30 ms)
and has a jitter of 5 ms. The VPNwith 4Gmodem connection
type had the worst results, with significant round-trip time
(43-132 ms), depending highly on the bandwidth usage and
had a jitter of 26 ms), and a low bandwidth value (12 Mbps)
although the deviation of the bandwidth was low (< 1 Mbps).
The VPN with 4G modem connection type is largely used for
real intervention scenarios at CERN.

2) PARAMETERS OF VIDEO AND POINT CLOUD
During the experiments, all relevant settings and measure-
ments were logged at the moment of acquisition of the point
cloud or video frame to understand and recreate the state of

the user interface and the network. The parameters presented
in the graphs in Section III-B are:

• requested resolution, FPS and subsampling unit size of
point cloud;

• real FPS for video or point cloud - calculated as number
of received frames per last second;

• downlink throughput / bandwidth ratio;
• measured round-trip time.

3) EXPERIMENTS OVERVIEW
The network and camera video or point cloud streaming
parameters and behaviour were tested. The experiments were
undertaken separately for both the point cloud and video
streams. In each experiment, there was one setting (i.e.
FPS, resolution, subsampling, throughput to bandwidth ratio
or round-trip time limit) that was the experiment setpoint,
changing in time according to the experiment sequence.
Other settings were either constant, not used or automatically
controlled by the algorithms. In total, there were 16 types
of experiments. During the first half of the experiment the
demand for throughput was increasing, and in the second part
decreasing. There were 4 experiments in which the automatic
setting algorithms were not enabled to test the behaviour and
encountered problems, and 12 experiments where there was
one automatic setting algorithm enabled to test if and how
the problems were solved or what was the improvement in
the behaviour. The overview of experiments, showing which
parameter was the setpoint and which were automatically
controlled or constant, is shown in Table 5.

Additionally, the times of point cloud processing on the
robot/server and the operator/client sides were measured to
provide the range of the processing delay in addition to the
network delay.

4) HARDWARE
As shown in Figure 25, the connections were established
between 2 machines: the operator interface and the robot
computer. All the variations of interfaces were tested. The
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TABLE 3. Connection types between a robot and an operator’s computer.

TABLE 4. Bandwidth and its deviation, round-trip time and its jitter measurements for all connection types.

FIGURE 26. Teltonika RUTX12 used for experiment with the VPN 4G
modem over CERN GPN connection type experiments.

experiments were done with a hardware configuration shown
in Table 6. The client was a Windows machine running
the Unity project, while the robot onboard computer (Intel
NUC) ran Linux Ubuntu. In the experiments with the VPN
connection over 4G network, a mobile modem was used
(Figures 26 and 27) and the onboard computer was the server.
In the experiments over Wi-Fi or cabled connection over
CERN GPN, a DELL computer was the server. The Intel
RealSense D415 and D435 camera were used for the experi-
ments (Figures 28, 29 and 30).

B. RESULTS STRUCTURE
The results are organized in the order presented in Table 5 and
divided in two groups; the first where the automatic control
of settings was not used and the second where the automatic

control was used. Although the experiments were done with
all the network connection types (Table 3), in each experiment
section there are results and graphs with chosen connection
type(s) that best present the situation, problem or solution.

C. EXPERIMENTS WITH NO AUTOMATIC SETTINGS
The first group of experiments with no automatic control
of settings is presented in this section. The behaviours and
problems shown here are often encountered during real
robotic interventions. The consequences for teleoperation
caused by these behaviours are synthesized in Table 8 in
Section III-G.

1) POINT CLOUD EXPERIMENT: CHANGING FPS
The FPS setpoint was changing over time, while the point
cloud subsampling and resolution settings were constant.
In Figures 31 and 32 the requested FPS could not be achieved
due to the available bandwidth limit. After reaching the limit,
the real FPS started to oscillate around its maximum, and the
round-trip time increased 2 times instantaneously.

2) POINT CLOUD EXPERIMENT: CHANGING SUBSAMPLING
The subsampling setpoint was changing over time and the
point cloud requested FPS and resolution settings were con-
stant. In Figures 33 and 34 the acquisition FPS decreased
significantly after reaching the bandwidth limit. The used
connection type was Ethernet over CERN GPN. An anal-
ogous situation is shown for the Wi-Fi connection type
(Figures 35 and 36), which has a lower bandwidth, and which
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TABLE 5. Overview of experiments.

caused the problem to start earlier and for a lower requested
FPS setting.

3) VIDEO EXPERIMENT: CHANGING FPS
When using VPN 4G modem connection in the LHC tunnel,
the available bandwidth was limited and affected the video
acquisition. After consuming all the available bandwidth,
the requested FPS could not be achieved. The increase of
the round-trip time, which doubled instantly by exceeding
200 ms, and its oscillation was very significant (100%),
when the throughput reached the bandwidth. The observed
behaviour is shown in Figures 37 and 38.

4) VIDEO EXPERIMENT: CHANGING RESOLUTION
The video resolution setpoint was changing over time, while
the requested FPS was constant. The VPN 4G modem in
the LHC tunnel connection type was used. As presented

in Figures 39 and 40, for HIGH resolution, the requested
FPS was not achieved due to bandwidth limit. The round-trip
time increased by 4 times when the resolution was switched
from MED to HIGH, and the throughput and round-trip time
became unstable and started significant oscillations. The tem-
porary real FPS falls were caused by switching resolution.

D. EXPERIMENTS WITH AUTOMATIC MODES
In this section, the experiments using automatic settingmodes
are presented. A synthesis of scenarios and solved problems
or improvements due to the automatic settings is presented in
Table 8 in III-G Section.

1) POINT CLOUD FPS CONTROLLED BY THROUGHPUT TO
BANDWIDTH RATIO
The point cloud throughput to bandwidth ratio setpoint was
changing over time, while the requested FPS was controlled
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TABLE 6. The Human-Robot Interface’s and robot’s machines specification.

FIGURE 27. Teltonika RUTX12 installed in the Train Inspection Monorail
wagon. The position of the router device in the robot is highlighted.

FIGURE 28. Intel RealSense D415 used for experiments, mounted on a
tripod. The camera consists of a pair of depth sensors, an infrared
projector, and an RGB sensor. The D415 model has a rolling shutter.

by the automatic setting algorithm to follow the setpoint,
and the resolution and subsampling were constant. TheWi-Fi
over CERN GPN connection type is presented. In Figure 41,
the requested FPS adjustments are changing the throughput
correctly, and the real FPS value is following it precisely.
The requested FPS adapts automatically to the size of the
point cloud and the specified ratio and subsampling, while
maintaining a stable acquisition stream.

FIGURE 29. Intel RealSense D435, also used in the experiments, installed
in the train inspection monorail wagon. The D435 model, compared to
D415, has a wider field of view (FOV) and a global shutter.

FIGURE 30. The D415 camera mounted on the effector of the BLM
manipulator that approached a beam loss monitor.

2) POINT CLOUD FPS CONTROLLED BY ROUND-TRIP TIME
The point cloud round-trip time setpoint was changing over
time, the requested FPS was controlled by the automatic
setting algorithm to follow the setpoint, and the resolution and
subsampling were constant. TheWi-Fi over CERNGPN con-
nection type is presented. In Figures 42 and 43, the requested
round-trip time was automatically followed by adjusting
the requested FPS setting. Despite major oscillations of the
round-trip time characterizing this connection type, the set-
point was followed correctly.
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FIGURE 31. Point cloud experiment without automatic settings (exp. n◦ 1
in Table 5). Requested FPS as setpoint. Throughput to bandwidth ratio,
real FPS behaviour presented. Connection type: Wi-Fi over CERN GPN.
Constant parameters: resolution = MEDIUM, subsampling = 10 mm.

FIGURE 32. Point cloud experiment without automatic settings (exp. n◦ 1
in Table 5). Requested FPS as setpoint. Round-trip time, real FPS
behaviour presented. Connection type: Wi-Fi over CERN GPN. Constant
parameters: resolution = MEDIUM, subsampling = 10 mm.

3) POINT CLOUD FPS CONTROLLED BY SUBSAMPLING
The point cloud subsampling setpoint was changing over
time, the requested FPS was controlled by the automatic
setting algorithm to follow the setpoint, and the resolution
was constant. The Wi-Fi over CERN GPN connection type
is presented. In Figures 44 and 45, by changing the subsam-
pling, the requested FPS automatically adjusted to maintain
the used bandwidth at high level. This mode does not need
any network measurement and is based only on the internal
acquisition parameters. The bandwidth limit was probed by
increasing the requested FPS until the acquisition failed to
achieve the setting, then decreasing it accordingly. The round-
trip time was maintained at a similar level with natural oscil-
lations for this connection type.

4) POINT CLOUD SUBSAMPLING CONTROLLED BY
THROUGHPUT TO BANDWIDTH RATIO
In this experiment, the point cloud throughput to bandwidth
ratio setpoint was changing over time, the subsampling was

FIGURE 33. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Throughput to bandwidth ratio,
requested and real FPS behaviour presented. Connection type: Ethernet
over CERN GPN. Constant parameters: resolution = MEDIUM, requested
FPS = 15 Hz.

FIGURE 34. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Round-trip time, requested and real
FPS behaviour presented. Connection type: Ethernet over CERN GPN.
Constant parameters: resolution = MEDIUM, requested FPS = 15 Hz.

controlled by the automatic setting algorithm to follow the
setpoint, and the resolution and requested FPS were constant.
The Wi-Fi over CERN GPN connection type is presented.
In Figures 46 and 47, the subsampling setting was adapting
to the throughput to bandwidth ratio target, while maintaining
the real FPS at the value set by the requested FPS setting, even
for the highest setpoint values. The round-trip time approx-
imately doubled when the throughput to bandwidth ratios
had minimum and maximum values. There was an occasional
spike, which was observed for this connection type.

5) POINT CLOUD SUBSAMPLING CONTROLLED BY
ROUND-TRIP TIME
The point cloud round-trip time setpoint was changing over
time, the subsampling was controlled by the automatic setting
algorithm to follow the setpoint, and the resolution and
requested FPS were constant. The Wi-Fi over CERN GPN
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FIGURE 35. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Throughput to bandwidth ratio,
requested and real FPS behaviour presented. Connection type: Wi-Fi over
CERN GPN. Constant parameters: resolution = MEDIUM, requested
FPS = 7 Hz.

FIGURE 36. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Round-trip time, requested and real
FPS behaviour presented. Connection type: Wi-Fi over CERN GPN.
Constant parameters: resolution = MEDIUM, requested FPS = 7 Hz.

connection type is presented. In Figures 48 and 49, the
round-trip time target was followed, although the achieved
round-trip time had significant oscillations, which charac-
terize the used network. Because of these oscillations, the
subsampling had to change often by up to 30%. Occasionally,
when the throughput to bandwidth ratio was close to 100%,
the real FPS value decreased by a few frames per second
below the requested FPS.

6) POINT CLOUD SUBSAMPLING CONTROLLED BY FPS
The point cloud requested FPS setpoint was changing over
time, the subsampling was controlled by the automatic setting
algorithm to follow the setpoint, and the resolution was
constant. The Wi-Fi over CERN GPN connection type is
presented. In the Figures 50 and 51, the real FPS followed
the requested FPS target by automatically adjusting the sub-
sampling setting. The bandwidth use was indirectly maxi-
mized whenever possible to have a minimum subsampling

FIGURE 37. Video experiment without automatic settings (exp. n◦ 3 in
Table 5). Requested FPS as setpoint. Throughput to bandwidth ratio, real
FPS behaviour presented. Connection type: VPN 4G modem in the LHC
tunnel. Constant parameters: resolution = HIGH.

FIGURE 38. Video experiment without automatic settings (exp. n◦ 3 in
Table 5). Requested FPS as setpoint. Round-trip time, real FPS behaviour
presented. Connection type: VPN 4G modem in the LHC tunnel. Constant
parameters: resolution = HIGH.

FIGURE 39. Video experiment without automatic settings (exp. n◦ 4 in
Table 5). Resolution as setpoint. Throughput to bandwidth ratio,
requested and real FPS behaviour presented. Connection type: VPN 4G
modem in the LHC tunnel. Constant parameters: FPS = 20 Hz.
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FIGURE 40. Video experiment without automatic settings (exp. n◦ 4 in
Table 5). Resolution as setpoint. Round-trip time, requested and real FPS
behaviour presented. Connection type: VPN 4G modem in the LHC tunnel.
Constant parameters: FPS = 20 Hz.

FIGURE 41. Point cloud experiment with automatic settings (exp. n◦ 5 in
Table 5). FPS was controlled by throughput to bandwidth ratio target as
the setpoint. The throughput to bandwidth ratio, requested and real FPS
behaviour are presented with the onnection type of Wi-Fi over CERN GPN
and with constant parameters: resolution = MEDIUM, subsampling =
10 mm.

for a given requested FPS setting. The round-trip time was
proportional to the throughput to bandwidth ratio with an
occasional spike.

7) VIDEO FPS CONTROLLED BY THROUGHPUT TO
BANDWIDTH RATIO
The video throughput to bandwidth ratio setpoint was
changing over time, the requested FPS was controlled by the
automatic setting algorithm to follow the setpoint, and the res-
olution was constant. The VPN over CERN GPN connection
type is presented. In Figures 52 and 53, the requested FPS
setting automatically adapted to the throughput to bandwidth
ratio target changes. The round-trip time increased when
more throughput was used, and had significant oscillations
characteristic to this connection type.

FIGURE 42. Point cloud experiment with automatic settings (exp. n◦ 6 in
Table 5). FPS controlled by round-trip time target as setpoint. Round-trip
time, requested and real FPS behaviour presented. Connection type: Wi-Fi
over CERN GPN. Constant parameters: resolution = MEDIUM,
subsampling = 15 mm.

FIGURE 43. Point cloud experiment with automatic settings (exp. n◦ 6 in
Table 5). FPS controlled by round-trip time target as setpoint. Throughput
to bandwidth ratio, requested and real FPS behaviour presented.
Connection type: Wi-Fi over CERN GPN. Constant parameters:
resolution = MEDIUM, subsampling = 15 mm.

8) VIDEO FPS CONTROLLED BY ROUND-TRIP TIME
The video round-trip time setpoint was changing over time,
the requested FPS was controlled by the automatic setting
algorithm to follow the setpoint, and the resolution was con-
stant. The VPN 4G modem in the LHC tunnel connection
type is presented. In Figures 54 and 55, the round-trip time
correctly followed the requested target, though it was char-
acterized with significant oscillations (up to 80% temporary
increase), which are characteristic to this connection type.
The throughput to bandwidth ratio was proportional to the
real FPS setting that was automatically controlled.

9) VIDEO FPS CONTROLLED BY RESOLUTION
The video resolution was changing over time, and the FPS
was controlled by the automatic setting algorithm to follow
the setpoint. The VPN 4G modem in the LHC tunnel con-
nection type is presented. In Figures 56 and 57, the requested
FPS adapted to the active resolution by probing the highest
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FIGURE 44. Point cloud experiment with automatic settings (exp. n◦ 7 in
Table 5). FPS controlled by subsampling as setpoint. Throughput to
bandwidth ratio, requested and real FPS behaviour presented. Connection
type: Wi-Fi over CERN GPN. Constant parameters: resolution = MEDIUM.

FIGURE 45. Point cloud experiment with automatic settings (exp. n◦ 7 in
Table 5). FPS controlled by subsampling as setpoint. Round-trip time,
requested and real FPS behaviour presented. Connection type: Wi-Fi over
CERN GPN. Constant parameters: resolution = MEDIUM.

possible value allowed by the bandwidth. With the HIGH
resolution, the bandwidth limit was reached and the FPS
had to be limited to around 3 times from the value that was
used for the MED resolution. Temporary drops of the real
FPS value were caused by resolution changes in the camera
acquisition process.

10) VIDEO RESOLUTION CONTROLLED BY THROUGHPUT
TO BANDWIDTH RATIO
The video throughput to bandwidth ratio was changing
over time, and the resolution was controlled by the auto-
matic setting algorithm to follow the setpoint. The VPN 4G
modem in the LHC tunnel connection type is presented. In
Figures 58 and 59, the resolution setting correctly followed
the throughput to bandwidth ratio setpoint. Temporary drops
of the real FPS value come from the resolution change in the
camera acquisition process.

FIGURE 46. Point cloud experiment with automatic settings (exp. n◦ 8 in
Table 5). Throughput to bandwidth ratio target as setpoint. Throughput to
bandwidth ratio, subsampling, requested and real FPS behaviour
presented. Connection type: Wi-Fi over CERN GPN. Constant parameters:
resolution = MEDIUM, requested FPS = 15 Hz.

FIGURE 47. Point cloud experiment with automatic settings (exp. n◦ 8 in
Table 5). Throughput to bandwidth ratio target as setpoint. Round-trip
time, subsampling, requested and real FPS behaviour presented.
Connection type: Wi-Fi over CERN GPN. Constant parameters:
resolution = MEDIUM, requested FPS = 15 Hz.

FIGURE 48. Point cloud experiment with automatic settings (exp. n◦ 9 in
Table 5). Subsampling unit size controlled by round-trip time target as
setpoint. Round-trip time, subsampling, requested and real FPS behaviour
presented. Connection type: Wi-Fi over CERN GPN. Constant parameters:
resolution = MEDIUM, requested FPS = 15 Hz.
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FIGURE 49. Point cloud experiment with automatic settings (exp. n◦ 9 in
Table 5). Subsampling unit size controlled by round-trip time target as
setpoint. Throughput to bandwidth ratio, subsampling, requested and
real FPS behaviour presented. Connection type: Wi-Fi over CERN GPN.
Constant parameters: resolution = MEDIUM, requested FPS = 15 Hz.

FIGURE 50. Point cloud experiment with automatic settings (exp. n◦ 10 in
Table 5). Subsampling unit size controlled by FPS as setpoint. Throughput
to bandwidth ratio, requested and real FPS behaviour presented.
Connection type: Wi-Fi over CERN GPN. Constant parameters:
resolution = MEDIUM.

FIGURE 51. Point cloud experiment with automatic settings (exp. n◦ 10 in
Table 5). Subsampling unit size controlled by FPS as setpoint. Round-trip
time, requested and real FPS behaviour presented. Connection type: Wi-Fi
over CERN GPN. Constant parameters: resolution = MEDIUM.

FIGURE 52. Video experiment with automatic settings (exp. n◦ 11 in
Table 5). FPS controlled by throughput to bandwidth ratio as setpoint.
Throughput to bandwidth ratio, requested and real FPS behaviour
presented. Connection type: VPN 4G modem in the LHC tunnel. Constant
parameters: resolution = HIGH.

FIGURE 53. Video experiment with automatic settings (exp. n◦ 11 in
Table 5). FPS controlled by throughput to bandwidth ratio as setpoint.
Round-trip time, requested and real FPS behaviour presented. Connection
type: VPN 4G modem in the LHC tunnel. Constant parameters:
resolution = HIGH.

FIGURE 54. Video experiment with automatic settings (exp. n◦ 12 in
Table 5). FPS controlled by round-trip time target as setpoint. Round-trip
time, requested and real FPS behaviour presented. Connection type: VPN
4G modem in the LHC tunnel. Constant parameters: resolution = HIGH.

87204 VOLUME 10, 2022



K. A. Szczurek et al.: Mixed Reality Human–Robot Interface With Adaptive Communications Congestion Control

FIGURE 55. Video experiment with automatic settings (exp. n◦ 12 in
Table 5). FPS controlled by round-trip time target as setpoint. Throughput
to bandwidth ratio, requested and real FPS behaviour presented.
Connection type: VPN 4G modem in the LHC tunnel. Constant parameters:
resolution = HIGH.

FIGURE 56. Video experiment with automatic settings (exp. n◦ 13 in
Table 5). FPS controlled by resolution as setpoint. Throughput to
bandwidth ratio, requested and real FPS behaviour presented.
Connection type: VPN 4G modem in the LHC tunnel.

11) VIDEO RESOLUTION CONTROLLED BY ROUND-TRIP
TIME
The video round-trip time was changing over time, and the
resolution was controlled by the automatic setting algorithm
to follow the setpoint. The VPN 4G modem in the LHC
tunnel connection type is presented. In Figures 60 and 61, the
round-trip time setpoint was changing the resolution setting
to achieve the target value. The round-trip time increased
especially when the resolution changed from MED to HIGH.

12) VIDEO RESOLUTION CONTROLLED BY FPS
The video requested FPS was changing over time, and the
resolution was controlled by the automatic setting algorithm
to follow the setpoint. The VPN 4G modem in the LHC
tunnel connection type is presented. In Figures 62 and 63, the
resolution was changing in the function of the requested FPS.
If the requested FPS could not be achieved, the resolution

FIGURE 57. Video experiment with automatic settings (exp. n◦ 13 in
Table 5). FPS controlled by resolution as setpoint. Round-trip time,
requested and real FPS behaviour presented. Connection type: VPN 4G
modem in the LHC tunnel.

FIGURE 58. Video experiment with automatic settings (exp. n◦ 14 in
Table 5). Resolution controlled by throughput to bandwidth ratio target as
setpoint. Throughput to bandwidth ratio, requested and real FPS
behaviour presented. Connection type: VPN 4G modem in the LHC tunnel.
Constant parameters: FPS = 13 Hz.

dropped, and correspondingly, if the FPS was achieved for
a given resolution, an attempt to increase the resolution was
made.

E. POINT CLOUD PROCESSING TIME MEASUREMENTS
The measured times of point cloud processing are shown in
Table 7. The processing time increases with the size of the
transmitted point cloud, and can even reach ∼245 ms for a
1 mm resolution point cloud. The total time does not include
the network delay, which is communication type dependent,
and the camera internal latency (ranging, for example, from
25 ms to 127 ms for the D435 camera and 848 × 100,
according to [41]), which generally depends on the camera
capture mode, frame rate and resolution. The execution time
of automatic setting algorithms was less than 1 µs.
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TABLE 7. Times of point cloud processing on the robot/server side (capturing, subsampling, serializing) and the operator/client side (deserializing,
rendering, automatic settings). The times are presented in function of subsampling unit size for a fixed number of the initially acquired point cloud points.

FIGURE 59. Video experiment with automatic settings (exp. n◦ 14 in
Table 5). Resolution controlled by throughput to bandwidth ratio target as
setpoint. Round-trip time, requested and real FPS behaviour presented.
Connection type: VPN 4G modem in the LHC tunnel. Constant parameters:
FPS = 13 Hz.

FIGURE 60. Video experiment with automatic settings (exp. n◦ 15 in
Table 5). Resolution controlled by round-trip time target as setpoint.
Round-trip time, requested and real FPS behaviour presented. Connection
type: VPN 4G modem in the LHC tunnel. Constant parameters: FPS = 8 Hz.

F. RELATION OF ROUND-TRIP TIME AND THROUGHPUT
TO BANDWIDTH RATIO
The main difference between the bandwidth and round-trip
time measurements is that the bandwidth measurement inter-
rupts the teleoperation, taking some time and using the full
bandwidth which sometimes might not be acceptable. The
round-trip time measurement is done on-the-fly and it is not

FIGURE 61. Video experiment with automatic settings (exp. n◦ 15 in
Table 5). Resolution controlled by round-trip time target as setpoint.
Throughput to bandwidth ratio, requested and real FPS behaviour
presented. Connection type: VPN 4G modem in the LHC tunnel. Constant
parameters: FPS = 8 Hz.

FIGURE 62. Video experiment with automatic settings (exp. n◦ 16 in
Table 5). Resolution controlled by FPS as setpoint. Throughput to
bandwidth ratio, requested and real FPS behaviour presented.
Connection type: VPN 4G modem in the LHC tunnel.

intrusive. However, when the camera settings are constant,
the throughput-to-bandwidth values are more stable over time
than the round-trip time values, which are characterized by a
jitter. The jitter magnitude depends on the connection type,
as presented in Table 4. As described in Section II-J, the
presented round-trip time was calculated with the Equation 3,
which is a paramaterizable filter. Therefore, it is possi-
ble to change the weights, which would increase/decrease
the response time though the oscillations would be mini-
mized/reinforced accordingly. In the presented graphs, the
standard weights were used (Equation 4).
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FIGURE 63. Video experiment with automatic settings (exp. n◦ 16 in
Table 5). Resolution controlled by FPS as setpoint. Round-trip time,
requested and real FPS behaviour presented. Connection type: VPN 4G
modem in the LHC tunnel.

FIGURE 64. Point cloud experiment without automatic settings (exp. n◦ 1
in Table 5). Requested FPS as setpoint. Throughput to bandwidth ratio vs.
round-trip time behaviour presented. Connection type: Wi-Fi over CERN
GPN. Constant parameters: resolution =MEDIUM, subsampling = 10 mm.

FIGURE 65. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Throughput to bandwidth ratio vs.
round-trip time behaviour presented. Connection type: Wi-Fi over CERN
GPN. Constant parameters: resolution = MEDIUM, requested FPS = 7 Hz.

During the experiments, the round-trip time was found to
be correlated to the throughput to bandwidth ratio. The round-
trip time generally increases when the throughput increases.
Moreover, for certain situations, the values are proportional
with a certain precision, indicating that the bandwidth mea-
surement could be approximated by the round-trip time mea-
surement. In Figures 64 and 65, the proportional correlations
are sufficient. The used connection type was Wi-Fi and the
point cloud acquisition was tested. The scattering depends
on the variability of the network bandwidth and round-trip
time jitter. However, as shown in Figures 66 and 67, the
round-trip time changes with respect to the throughput to

FIGURE 66. Point cloud experiment without automatic settings (exp. n◦ 1
in Table 5). Requested FPS as setpoint. Throughput to bandwidth ratio vs.
round-trip time behaviour presented. Connection type: Ethernet over
CERN GPN. Constant parameters: resolution = MEDIUM, subsampling =
3 mm.

FIGURE 67. Point cloud experiment without automatic settings (exp. n◦ 2
in Table 5). Subsampling as setpoint. Throughput to bandwidth ratio vs.
round-trip time behaviour presented. Connection type: Ethernet over
CERN GPN. Constant parameters: resolution = MEDIUM, requested FPS =
15 Hz.

FIGURE 68. Video experiment without automatic settings (exp. n◦ 3 in
Table 5). Requested FPS as setpoint. Throughput to bandwidth ratio vs.
round-trip time behaviour presented. Connection type: VPN 4G modem in
the LHC tunnel. Constant parameters: resolution = HIGH.

bandwidth ratio might be relatively big and with a significant
jitter. The connection type used here was the Ethernet over
CERN GPN and the point cloud was acquired. For the VPN
4Gmodem in the LHC tunnel connection type, the correlation
is visible (Figure 68), however when almost full bandwidth
is used, the round-trip time started oscillating with large
amplitudes. Therefore, in the last 3 examples, the correlation
cannot be used practically in real-time for the approximation
of throughput-to-bandwidth ratio by the round-trip time.
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TABLE 8. The summary of automatic settings modes: their desired intervention scenario uses, problems that are encountered when the automatic
settings are not used and the improvement or solutions to problems when the automatic settings are used.

These observations and conclusions are also important for
the use of the automatic settings modes. From experience,
the operator might choose the round-trip time based modes
in the networks which have more stable parameters and the
presented correlations are approximately linear, in order to
have more stable behaviour of the camera acquisitions. While
using a network which has variable round-trip times, the
preferredmodes can be based on the throughputmeasurement
or even only on the internal acquisition settings and the real
FPS feedback.

G. RESULTS SUMMARY
Table 8 summarizes in which scenarios the automatic settings
modes should be used, what problems they solve, and what
the improvements are due to the application of the adaptive
congestion control.

H. VIDEO DEMONSTRATIONS
Various videos can further extend the understanding of the
interface used in these experiments. At [42], there is a video
showing how the teleoperation has been performed with the
CERN 2D GUI for an intervention, as a reference and as
a comparison to the solution of the Mixed Reality Human-
Robot Interface presented in this paper. Secondly, at [43],

there is a video showing the use of the interface in the same
real scenarios executed by the same robot in the LHC. Lastly,
at [44], there is a video showing the use of all the automatic
settings modes by a teleoperator.

IV. DISCUSSION AND FUTURE WORK
The automatic settings provide an easier way of camera con-
trol for a non-expert operator who might not know exactly
which parameter should be changed in case of, for exam-
ple, network latency variation. Each control mode gives a
different way of control, mitigating control effort. However,
there is still room for simplification based on the control sce-
nario that is used. For example, the scenario can be focused
on precise manual manipulation, master-slave control, short
or long distance between the robot and a target or operating
in a very network-volatile environment. Thus, the setting
would be rather a robotic scenario than a certain camera
parameter that is controlled. The automatic settings selection
can also depend on the interaction mode. In manual control,
more FPS is needed; in a supervisory mode, a compromise
between point cloud resolution and FPS is sufficient for colli-
sion avoidance and movement observation; in an autonomous
mode the highest precision might be required.
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The processing time of the point cloud (Section III-E)
can change ∼8 times (from ∼245 ms to ∼29 ms) for the
subsampling unit size increase from 1 mm to 20 mm. This
delay has to be added to already affected network round-trip
time by saturated bandwidth (Section III-D9, the round trip
time can change from 50 ms to 250 ms when the throughput
increases to the available maximum). In such a situation, the
action of the automatic settings algorithm, based on network
parameters, to increase the subsampling will have a positive
impact on lowering the processing time. However, an auto-
matic control based also on processing times measured on
client and server sides may be added to the framework for
delay-critical applications.

For further immersion increase using the Mixed Reality
Human-Robot Interface for teleoperation in hostile environ-
ments, multiple advancements are proposed:

1) Apply the proposed framework to other operational
scenarios, including those with very long and varying
delays, such as the space telerobotics scenarios.

2) Study how the presence of multiple robots and/or other
devices influences the available bandwidth while using
the 4G network at CERN, particularly at different times
of the day and what can cause a bottleneck.

3) In the higher level of telepresence with master-slave
(bilateral) control and force feedback, the round-trip
time is crucial. Therefore, a study using Augmented
Reality with point cloud feedback should be done to
verify if the proposition presented in this paper of
automatic setting of subsampling and resolution based
on round-trip time will be enough in the hazardous
scenario.

4) Point cloud area streaming can be customized accord-
ing to the current operator’s viewpoint and look direc-
tion. Limiting which part of the cloud is sent according
to the operators focus should be explored. Optionally,
the point density can be increased in the observed area.

5) Explore point cloud stream density based on the dis-
tance of the operator’s view to the point cloud area.
As the rendering resolution is limited, saving on band-
width can be achieved by lowering the density when the
operator’s position is far from point cloud.

6) The proposed collision detection and avoidance tech-
niques greatly increase the operator’s confidence and
perception abilities to prevent collisions. However, for
precise contact manipulations, a dedicated end effector
force and torque sensor should be integrated.

V. CONCLUSION
The communication/network system is a key aspect of haz-
ardous teleoperation scenarios where an operator requires
a high amount of environmental awareness. An increased
redundancy and complexity of the mobile manipulator can
also increase the risk of collisions. These collisions can be
avoided by the implementedMixed Reality techniques, either
by a spacial collision model and point cloud based avoidance,
or detection of torque changes. However, these techniques

require a significant amount of point cloud data sent from the
robot to the control interface, which can be much larger than
that of video streams. This can greatly impact the round-trip
time and used bandwidth, and is why the automatic setting
framework has been proposed and implemented in the CERN
Mixed Reality interface.

The point cloud parameters need to be adjusted contin-
uously to control the congestion of the network and flow.
The adaptive congestion control in the application level has
been designed to optimize the available bandwidth or to fulfil
the specialized needs of the teleoperator. In the presented
application context, it is possible to adjust the video and
point cloud settings. These methods can be combined and
used on top of the different compression methods which have
been widely explored and are continuously improved. The
automatic setting modes also enable the user to switch to the
interaction mode that is best suited to the task.

The interface can improve the operator’s environmen-
tal awareness and achieve better collision avoidance by
providing immersion in the scene and automatic mechanisms
to prevent or stop the movement when a collision is detected.
Two types of collisions were taken into account: arm self-
collision or collision with the robot’s environment, both exe-
cuted in real-time. The first type was based on the knowledge
of the exact robot’s model. The second type was based on the
information taken from 3D point cloud acquisition or joints
torque feedback.

Full network information was made available to the oper-
ator to facilitate the assessment of the current network con-
ditions. The higher network bandwidth requirements due to
the camera acquisition were met with algorithms of real-
time video and 3D point cloud settings adaptation to the
network. This allowed the optimization of the communication
load and fulfilled the teleoperation goal with regards to
camera feedback; whether a higher precision was needed,
or a maximum delay to encounter, or maximum bandwidth
use to manage. Twelve automatic setting modes were pro-
posed with algorithms based on FPS, resolution, point cloud
subsampling, round-trip time or throughput to bandwidth
ratio. Each mode was thoroughly characterized and tested to
present its specific use-case, advantages and how it lowers
the operator’s workload.

A framework was presented according to which designers
can optimize their Human-Robot Interfaces and environmen-
tal video or point cloud feedback depending on the net-
work characteristics and intervention scenarios. Based on the
experience learnt during the development and experiments
of Mixed Reality techniques for the described application
and constraints, multiple further advancements or research
were described. The solutions presented in this paper can
also be applied in many other fields where network param-
eters vary and any Mixed Reality control using 3D envi-
ronmental feedback is needed. These fields can be automo-
tive environment sensing or remote driving, teleoperation in
space or underwater, or terrestrial teleoperation over large
distances.
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APPENDIX B
ROBOTIC INTERVENTION USE CASES
A standard teleoperation sequence using a Mixed Real-
ity Interface during the Beam Loss Monitor measurement
intervention scenario in the LHC consists of the following
phases:

1) Before setting the camera(s) control parameters and
moving the manipulator, the maximum bandwidth
parameter must be tested to enable automatic con-
trol mode by throughput to bandwidth ratio (more in
Section II-J). The bandwidth measurements can be
repeated at any time on demand.

2) Setting up the camera(s) control parameters
(Section II-I1) to achieve the desired point cloud or
video resolution, frame rate, or automatic behaviour
(Section II-I4). The position or transparency of the
video feedback can be changed if it is obstructing the
view.

3) Planning the manipulator’s trajectory from the cur-
rent real position to the desired position. The operator
moves the planning manipulator using a convenient
planning control mode (explained in Section II-D) and
saves one or more waypoints. During planning, the
operator will be notified if a self- or point cloud col-
lision happens.

4) Before executing the movement to a selected way-
point, a collision check and preview are done to
check if any self- or point cloud collisions occur
(Section II-F).

5) The operator decide to execute the movement, acts on
a control button and observes the environment with
real-time point cloud and video feedback. The move-
ment can be quickly interrupted by releasing the button.

6) Collision check and execution of movement are
repeated for each waypoint. At any time the waypoint
can be modified or removed.

7) Themanipulator can be also controlled directly without
planning (real-time direct control, Section II-D). The
direct control allows adjusting a single joint or use the
robot’s inverse kinematics.

8) The final approach to the BLM device can also be
accelerated by using the Target Approach feature
(Section II-G) that allows any point cloud point to be
selected, which creates an object which is normal to
the surface and which can be adjusted using a gizmo
(rotation or distance). Then, in the planning control
mode the end effector can be moved exactly to this
point with a single click.

9) At any time, there is an indicator showing a distance
from the end effector of real, planning, preview or
waypoint manipulators to any object recorded with
point cloud in the scene. This helps the operator to
predict any potential collisions or plan the movement
precisely.

The use case diagram is shown in Figure B.1, which links
graphically the phases described above.

FIGURE B.1. Robotic intervention use cases with the Mixed Reality
Interface. The parts taking part in the automatic end-to-end congestion
control protocol for the video and point cloud feedback are highlighted.

APPENDIX C
AUTOMATIC CAMERA SETTING ALGORITHMS AND
HOLOGRAM CONTROL VIEWS

FIGURE C.1. Hologram automatic setting for point cloud FPS controlled
by throughput to bandwidth ratio mode.

FIGURE C.2. Hologram automatic setting for video FPS controlled by
throughput to bandwidth ratio mode.

FIGURE C.3. Hologram automatic setting for point cloud subsampling
unit size controlled by throughput to bandwidth ratio mode.

FIGURE C.4. Hologram automatic setting for video resolution controlled
by throughput to bandwidth ratio mode.
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FIGURE C.5. Hologram automatic setting for point cloud FPS controlled
by round-trip time mode.

FIGURE C.6. Hologram automatic setting for video FPS controlled by
round-trip time mode.

FIGURE C.7. Hologram automatic setting for point cloud subsampling
unit size controlled by round-trip time mode.

FIGURE C.8. Hologram automatic setting for video resolution controlled
by round-trip time mode.

FIGURE C.9. Hologram automatic setting for point cloud FPS controlled
by subsampling unit size mode.

FIGURE C.10. Hologram automatic setting for video FPS controlled by
resolution mode.

FIGURE C.11. Hologram automatic setting for point cloud subsampling
unit size controlled by FPS mode.

FIGURE C.12. Hologram automatic setting for resolution controlled by
FPS mode.

Algorithm 1 Algorithm of Automatic Point Cloud or Video
FPS Setting Controlled by Throughput to Bandwidth Ratio
Inputs: Throughput: downlink throughput [Mbps],

Bandwidth: downlink bandwidth [Mbps],
RatioTarget: downlink throughput to downlink bandwidth ratio tar-
get,
ReqFPS: requested FPS [Hz],
MinFPS: minimum FPS limit [Hz],
MaxFPS: maximum FPS limit [Hz].

Output: NewFPS: new requested FPS [Hz].
Temp: CalcRatio: calculated throughput to bandwidth ratio.
Constants: DECR = 1 Hz: FPS decrement value,

INCR = 1 Hz: FPS increment value.
1: CalcRatio = Throughput / Bandwidth
2: if CalcRatio > RatioTarget then
3: if ReqFPS + INCR ≤MaxFPS then
4: if ReqFPS + INCR ≤MinFPS then
5: NewFPS =MinFPS
6: else
7: NewFPS = ReqFPS + INCR
8: end if
9: else
10: NewFPS =MaxFPS
11: end if
12: else if ReqFPS − DECR ≥MinFPS then
13: if ReqFPS − DECR ≥MaxFPS then
14: NewFPS =MaxFPS
15: else
16: NewFPS = ReqFPS − DECR
17: end if
18: else
19: NewFPS =MinFPS
20: end if

Algorithm 2 Algorithm of Automatic Settings Subsampling
Unit Size Controlled by Throughput to Bandwidth Ratio
Inputs: Throughput: downlink throughput [Mbps],

Bandwidth: downlink bandwidth [Mbps],
RatioTarget: downlink throughput to downlink bandwidth ratio tar-
get.
CurrSubs: current subsampling unit size [mm],
MinSubs: minimum subsampling limit [mm],
MaxSubs: maximum subsampling limit [mm].

Output: NewSubs: new subsampling unit size [mm].
Temp: CalcRatio: calculated throughput to bandwidth ratio.
Constants: DECR = 1 mm: subsampling decrement value.

INCR = 1 mm: subsampling increment value.
1: CalcRatio = Throughput / Bandwidth
2: if CalcRatio > RatioTarget then
3: if CurrSubs + INCR ≤MaxSubs then
4: if CurrSubs + INCR ≤MinSubs then
5: NewSubs =MinSubs
6: else
7: NewSubs = CurrSubs + INCR
8: end if
9: else
10: NewSubs =MaxSubs
11: end if
12: else if CurrSubs − DECR ≥MinSubs then
13: if CurrSubs − DECR ≥MaxSubs then
14: NewSubs =MaxSubs
15: else
16: NewSubs = CurrSubs − DECR
17: end if
18: else
19: NewSubs =MinSubs
20: end if
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Algorithm 3 Algorithm of Automatic Settings Video Reso-
lution Controlled by Throughput to Bandwidth Ratio
Inputs: Throughput: downlink throughput [Mbps],

Bandwidth: downlink bandwidth [Mbps],
RatioTarget: downlink throughput to downlink bandwidth ratio
target.
CurrResolution: current video resolution,

Output: NewResolution: new video resolution.
Constants: HIGH: high video resolution.

MEDIUM: medium video resolution.
LOW: low video resolution.
DIFF = 20%: difference between target and current throughput
to bandwidth ratio.

1: CalcRatio = Throughput / Bandwidth
2: if CalcRatio − DIFF > RatioTarget then
3: if CurrResolution == HIGH then
4: NewResolution =MEDIUM
5: else if CurrResolution ==MEDIUM then
6: NewResolution = LOW
7: else if CurrResolution 6= LOW then
8: NewResolution = LOW
9: end if

10: else if CalcRatio + DIFF < RatioTarget then
11: if CurrResolution == LOW then
12: NewResolution =MEDIUM
13: else if CurrResolution ==MEDIUM then
14: NewResolution = HIGH
15: else if CurrResolution 6= HIGH then
16: NewResolution = HIGH
17: end if
18: end if

Algorithm 4 Algorithm of Automatic Point Cloud or Video
FPS Setting Controlled by Round-Trip Time
Inputs: CurrRTT: current round-trip time [ms],

RTTTarget: round-trip time target [ms].
ReqFPS: requested FPS [Hz],
MinFPS: minimum FPS limit [Hz],
MaxFPS: maximum FPS limit [Hz].

Output: NewFPS: new requested FPS [Hz].
Constants: DECR = 1 Hz: FPS decrement value.

INCR = 1 Hz: FPS increment value.
1: if CurrRTT > RTTTarget then
2: if ReqFPS + INCR ≤MaxFPS then
3: if ReqFPS + INCR ≤MinFPS then
4: NewFPS =MinFPS
5: else
6: NewFPS = ReqFPS + INCR
7: end if
8: else
9: NewFPS =MaxFPS
10: end if
11: else if ReqFPS − DECR ≥MinFPS then
12: if ReqFPS − DECR ≥MaxFPS then
13: NewFPS =MaxFPS
14: else
15: NewFPS = ReqFPS − DECR
16: end if
17: else
18: NewFPS =MinFPS
19: end if

Algorithm 5 Algorithm of Automatic Settings Subsampling
Unit Size Controlled by Round-Trip Time
Inputs: CurrRTT: current round-trip time [ms],

RTTTarget: round-trip time target [ms].
CurrSubs: current subsampling unit size [mm],
MinSubs: minimum subsampling limit [mm],
MaxSubs: maximum subsampling limit [mm].

Output: NewSubs: new subsampling unit size [mm].
Constants: DECR = 1 mm: subsampling decrement value,

INCR = 1 mm: subsampling increment value.
1: if CurrRTT > RTTTarget then
2: if CurrSubs + INCR ≤MaxSubs then
3: if CurrSubs + INCR ≤MinSubs then
4: NewSubs =MinSubs
5: else
6: NewSubs = CurrSubs + INCR
7: end if
8: else
9: NewSubs =MaxSubs
10: end if
11: else if CurrSubs − DECR ≥MinSubs then
12: if CurrSubs − DECR ≥MaxSubs then
13: NewSubs =MaxSubs
14: else
15: NewSubs = CurrSubs − DECR
16: end if
17: else
18: NewSubs =MinSubs
19: end if

Algorithm 6 Automatic Settings Video Resolution
Controlled by Round-Trip Time Algorithm
Inputs: CurrRTT: current round-trip time [ms],

RTTTarget: round-trip time target [ms].
CurrResolution: current video resolution,

Output: NewResolution: new video resolution.
Constants: HIGH: high video resolution.

MEDIUM: medium video resolution.
LOW: low video resolution.
DIFF = 3 ms: difference between target and current round-
trip time.

1: if CurrRTT − DIFF > RTTTarget then
2: if CurrResolution == HIGH then
3: NewResolution =MEDIUM
4: else if CurrResolution ==MEDIUM then
5: NewResolution = LOW
6: else if CurrResolution 6= LOW then
7: NewResolution = LOW
8: end if
9: else if CurrRTT + DIFF < RTTTarget then

10: if CurrResolution == LOW then
11: NewResolution =MEDIUM
12: else if CurrResolution ==MEDIUM then
13: NewResolution = HIGH
14: else if CurrResolution 6= HIGH then
15: NewResolution = HIGH
16: end if
17: end if
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Algorithm 7 Algorithm of Automatic Point Cloud FPS Set-
ting Controlled by Subsampling Unit Size or Video FPS
Setting Controlled by Resolution
Inputs: ReqFPS: requested FPS [Hz],

RealFPS: real FPS [Hz],
MinFPS: minimum FPS limit [Hz],
MaxFPS: maximum FPS limit [Hz].

Output: NewFPS: new requested FPS [Hz].
Temp: CalcFPS: calculated new requested FPS [Hz].
Constants: DIFF = 2 Hz: difference between new and current FPS.

INCR = 1 Hz: FPS increment value.
1: if ReqFPS − RealFPS ≥ DIFF then
2: if RealFPS ≥MaxFPS then
3: NewFPS =MaxFPS
4: else if RealFPS ≤MinFPS then
5: NewFPS =MinFPS
6: else
7: NewFPS = RealFPS
8: end if
9: else if ReqFPS − RealFPS ≤ 0 then
10: if ReqFPS + INCR ≤MaxFPS then
11: if ReqFPS + INCR ≤MinFPS then
12: NewFPS =MinFPS
13: else
14: NewFPS = ReqFPS + INCR
15: end if
16: else
17: NewFPS =MaxFPS
18: end if
19: end if

Algorithm 8 Algorithm of Automatic Settings Point Cloud
Subsampling Unit Size Controlled by FPS
Inputs: ReqFPS: requested point cloud FPS [Hz],

RealFPS: real point cloud FPS [Hz],
CurrSubs: current subsampling unit size [mm],
MinFPS: minimum FPS limit [Hz],
MaxFPS: maximum FPS limit [Hz].

Output: NewSubs: new subsampling unit size [mm].
Temp: CalcSubs: calculated new subsampling unit size [mm].
Constants: DIFF = 2 Hz: difference between new and current FPS.

DECR = 1 mm: subsampling decrement value.
1: if ReqFPS − RealFPS > DIFF then
2: CalcSubs = CurrSubs · (1 + 0.1 · (ReqFPS

− RealFPS) / RealFPS)
3: if CalcSubs ≤MaxFPS then
4: if CalcSubs ≤MinFPS then
5: NewSubs =MinFPS
6: else
7: NewSubs = CalcSubs
8: end if
9: else
10: NewSubs =MaxFPS
11: end if
12: else if ReqFPS − RealFPS ≤ 0 then
13: CalcSubs = CurrSubs - DECR
14: if CalcSubs ≥MinFPS then
15: if CalcSubs ≥MaxFPS then
16: NewSubs =MaxFPS
17: else
18: NewSubs = CurrSubs − DECR
19: end if
20: else
21: NewSubs =MinFPS
22: end if
23: end if

Algorithm 9 Automatic Settings Video Resolution Con-
trolled by Video FPS Algorithm
Inputs: ReqFPS: requested point cloud FPS [Hz],

RealFPS: real point cloud FPS [Hz],
CurrResolution: current video resolution,

Output: NewResolution: new video resolution.
Constants: HIGH: high video resolution.

MEDIUM: medium video resolution.
LOW: low video resolution.
DIFF = 4: difference between real and requested FPS.

1: if ReqFPS − RealFPS > DIFF then
2: if CurrResolution == HIGH then
3: NewResolution =MEDIUM
4: else if CurrResolution ==MEDIUM then
5: NewResolution = LOW
6: else if CurrResolution 6= LOW then
7: NewResolution = LOW
8: end if
9: else if ReqFPS − RealFPS ≤ 0 then
10: if CurrResolution == LOW then
11: NewResolution =MEDIUM
12: else if CurrResolution ==MEDIUM then
13: NewResolution = HIGH
14: else if CurrResolution 6= HIGH then
15: NewResolution = HIGH
16: end if
17: end if
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ABSTRACT In hazardous environments, where conditions present risks for humans, the maintenance and
interventions are often done with teleoperated remote systems or mobile robotic manipulators to avoid
human exposure to dangers. The increasing need for safe and efficient teleoperation requires advanced
environmental awareness and collision avoidance. The up-to-date screen-based 2D or 3D interfaces do not
fully allow the operator to immerse in the controlled scenario. This problem can be addressed with the
emerging Mixed Reality (MR) technologies with Head-Mounted Devices (HMDs) that offer stereoscopic
immersion and interaction with virtual objects. Such human-robot interfaces have not yet been demonstrated
in telerobotic interventions in particle physics accelerators. Moreover, the operations often require a few
experts to collaborate, which increases the system complexity and requires sharing an Augmented Real-
ity (AR) workspace. The multi-user mobile telerobotics in hazardous environments with shared control in
the AR has not yet been approached in the state-of-the-art. In this work, the developed MR human-robot
interface using the AR HMD is presented. The interface adapts to the constrained wireless networks in
particle accelerator facilities and provides reliable high-precision interaction and specialized visualization.
The multimodal operation uses hands, eyes and user motion tracking, and voice recognition for control,
as well as offers video, 3D point cloud and audio feedback from the robot. Multiple experts can collaborate
in the AR workspace locally or remotely, and share or monitor the robot’s control. Ten operators tested
the interface in intervention scenarios in the European Organization for Nuclear Research (CERN) with
complete network characterization and measurements to conclude if operational requirements were met and
if the network architecture could support single and multi-user communication load. The interface system
has proved to be operationally ready at the Technical Readiness Level (TRL) 8 and was validated through
successful demonstration in single and multi-user missions. Some system limitations and further work areas
were identified, such as optimizing the network architecture for multi-user scenarios or high-level interface
actions applying automatic interaction strategies depending on network conditions.

INDEX TERMS Augmented Reality, facility maintenance, hand tracking, hazardous environment,
human–robot interaction, mixed reality, mobile robotic manipulator, mobile network, multi-user, safe
operations, point cloud, spatial perception, telerobotics, voice control.

I. INTRODUCTION
The design of human-machine interfaces for mobile robots is
amultidisciplinary challenge that requires taking into account

The associate editor coordinating the review of this manuscript and

approving it for publication was Zheng Chen .

the limitations of the complete control chain. To start with the
robot’s side, there are constraints of the mechatronic systems
installed in the robot (i.e. maximum motor torques, limited
types of control algorithms in drivers, material strength limit
or singularities in manipulators) or processing power avail-
ability in the robot’s control units that can be a bottleneck
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for sensory data on-board processing. Furthermore, the com-
munication link between the robot and the human operator
must be established, which demands an investigation of the
available network bandwidth, delays, volatility, security, and
adapted protocols for dynamic environmental conditions and
control strategies [1]. Finally, on the operator’s side, the
human-centred factors such as cognitive limits, psychology
and ergonomics play a significant role in addition to the
hardware and software design requirements [2]. During the
human-robot interface specification, the level of automation
is decided, which impacts how safeguarded teleoperation
functionalities [3] or artificial intelligence (AI) should be [4].
The choice of the interface hardware is made by function of
the required sensory feedback from the robot. For example,
a 2D screen is enough for a video stream, and most digital
information is presented as text or 2D graphics. Still, the 3D
feedback from spatial sensors such as LiDAR, stereo cam-
eras, and 3D model recognition can be naturally perceived
only with stereo glasses, Virtual Reality (VR) or AR HMDs.
Similarly, to allow force feedback from the robot, a hand-held
controller can be used by the operator, or if the orientation of
the robot must be conveyed (i.e. for a teleoperated aeroplane
or a lunar lander [5]), a fully rotating systemwith the operator
inside is required. Field operations, such as underwater robot
control from a boat, underground tunnel robot control from
nearby safe zones, search & rescue, emergency response,
or space robot operation from a space shuttle, may require
easily deployable and reliable interfaces with backup solu-
tions. In the literature, numerous concepts aiding the design
of the interfaces can guide the specification of required func-
tionalities and making choices. Starting from the automation
levels [6], which define howmuch decision-making authority
the robot has and how much the human should supervise
these actions. Furthermore, as there is always a difficulty
with translating human intentions into a complex system,
the terms ‘‘Gulf of Execution’’ and ‘‘Gulf of Evaluation’’
were proposed [7], which help create a user interaction sys-
tem that brings closer the user high-level operation goals
and low-level inputs, and makes evaluation of the system’s
state by the user easier. In the state-of-the-art, several stud-
ies targeted problems encountered in specific applications.
The authors of [8] presented a broad examination of such
issues and their mitigation proposed in 150 papers. The
problems such as bandwidth, delay, frame rate limitations,
absence of prioperception and frame of reference, 2D views,
attention switches, distance estimation, understanding of the
robot’s position and orientation, predicting motion, or com-
pleting concurrent tasks were investigated. Some solutions
were proposed as mitigation: stereoscopic displays, over-
lays, multimodality, decision, and predicting systems. In [9],
which focused on AR control of unmanned aerial vehicles
(UAVs), it was emphasized that teleoperation hid themapping
between the operator’s input and robot’s dynamics, which
can be learned only by experience, and presents a dangerous
situation for untrained operators. While evaluating the MR

human-robot interface in [10], the problems of predicting
motion, spatial awareness in an unstructured fragile environ-
ment were addressed with preview and collision avoidance
functionalities.

The Human-Robot Interaction (HRI) in field robotics
(e.g. in radiation or fire zones, space or underwater) is
highly affected by the communication media, which enables
telemetry from the remote robot and control signals sent
by the operator. According to the operation scenario, a spe-
cific communication link must be used, which affects the
telerobotic interaction mode (i.e. from manual to supervised
control). Using a constrained communication link requires
giving the robot more intelligence and a higher level of
interaction, which does not require constant fast feedback.
The operator must be able to specify high-level missions,
such as waypoints and trajectories, as well as the activation
of semi-autonomous behaviours. Nevertheless, it is essential
to understand the limits of the network performance in the
case of manual remote control in case the robot encoun-
ters a situation that cannot be solved in an autonomous or
supervisory way. Combining simulated and actual data while
performing an intervention enables the user to follow the mis-
sion steps, confirm them, and receive telemetry information
while the robot is performing the corresponding task [11].
In the underwater communication domain, sonar modems are
used in large areas [12], and Visual Light Communication
(VLC) [13], and Radio Frequency (RF) are considered more
for small scenarios such as industrial underwater facilities.
Sonar modems offer communication links at low bandwidth
and higher delays, while RF [14] gives low and constant
latencies at short distances (e.g. <12m). TheVLC can be used
in dark scenarios with higher communication requirements
(e.g. 2 Mbps) and distances around 15 meters maximum.
Moreover, underwater robots are usually supported by surface
vehicles to bring the communication link to the air, so that
long distances can be established from the control station
to the target scenario (e.g. <50 km). In underwater robotics,
significant efforts are made to have the robots ready for use
in terms of mechatronics, software, and communication. It is
necessary to use a realistic VR [15] and simulation tools
[16] such as UWSIM [17] and Stone Fish [18], which allow
testing the onboard robotic algorithms in controlled virtual
scenarios. Also, it is usual to first test the robotic operations
in a controlled water pool with the real robots [19] before
bringing them to a more realistic scenario, such as the open
sea [20].

In a complex teleoperated system, the user interaction
with the robot greatly influences the mission result. In a
collaborative space with humans or during a surgery [21],
any harm to a person due to a command misunderstanding
would be considered a mission failure. Similarly, any not
avoided or even not perceived collision during manipulation,
causing damage to unique scientific equipment in a particle
accelerator or in a space station, would have critical negative
consequences even if other mission goals were achieved.
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A. STATE-OF-THE-ART OF WEARABLE AR TECHNOLOGY
FOR MULTI-USER HUMAN-ROBOT TELEOPERATION
There have been multiple recent studies evaluating wearable
AR technology for human-robot interaction while sharing
a virtual or physical workspace of a single operator with a
single mobile robot [9], [22], [23], [24], [25] or a fixedmanip-
ulator [26], [27]. Some studies were done for a single operator
controlling multiple robots [23], [28], [29]. Table 1 presents
an analysis of selected MR human-robot interfaces relevant
to the research and development of the work presented in
this paper. The study focused on the elements applicable to
the compound challenges for the interfaces for robots oper-
ating in hazardous environments (explained in Section I-C),
which is:

• The environment where the robot operates; if it is
a laboratory or real scenario; if the scenario presents
hazards for the robot or the operator; if the interface
controls a real robot or it is done only in simulation.

• The type of the user interface (2D, 3D, and if it is based
on VR, AR or MR).

• The type of interaction (joystick, gamepad, keyboard,
hands tracking, voice commands, eyes tracking).

• The collision avoidance or detection methods.
• The operator-robot communication link between the
operator, the interface server and the robot, and if it is
adapted for shared or dynamic networks.

• The AR, VR HMD, game engines, technologies that
were used to create the interface product.

• The robot type, e.g. wheeled, underwater, mobile or
stationary.

• The human-robot placement, e.g. direct collaboration
in the workspace with a robot; Line of Sight (LoS); long-
distance teleoperation.

• If the robot uses a manipulator, what its type and
complexity are, or if it has trajectories control.

• The perception capabilities, models of the robot or the
environment available to the operator, 2D video or point
cloud feedback, sensor fusion, interaction with force
feedback.

• The multi-user operation capabilities integrated into
the VR, AR, or MR, if it allows collaboration in a shared
real workspace or if users can be distant. In remote
collaboration, if the users can see other users’ positions,
hands, gestures, voice, video, point cloud or mesh.

• Estimated TRL.
Regarding the multi-user MR human-robot teleoperation,

there has been a preliminary investigation at a conceptual
level of multiple users sharing an AR workspace and oper-
ating a single robot or multiple robots, for example in [23].
On the other hand, there have been extensive studies of
products for remote MR teleconferencing, which do not offer
teleoperation capabilities:

• The authors of [30] proposed the Virtual Monitors
methodology to overlay the real world with virtual
images of other users in an AR conferencing system,
where one user wore an optical see-through HMDs and

other users used traditional webcam-based computer
stations. The user could interact with the virtual objects
using a Virtual Shared Whiteboard and communicate by
voice and gestures.

• A mixed collaboration between AR and VR environ-
ments was discussed in [31]. The concept of a transi-
tional augmented reality interfacewas introduced, where
the interface could transition from the real world to the
virtual world and then to the augmented real world,
and provide collaboration capabilities between users
or allow an individual immersion into a problem. The
authors emphasized that different viewpoints in collabo-
rative tasks generally improved the efficiency of manip-
ulation or navigation tasks in VR, but the applications
needed high-level control and a well-designed commu-
nication layer.

• The authors of [32] presented an AR system where
a remote collaborator was rendered into the scene.
The collaborator was surrounded by 15 cameras, which
allowed the construction of the 3D-rendered model.
A fiducial marker provided a stable anchor in the scene
where the collaborator was drawn.

• Volumetric avatars based on 3D capture were proposed
in [33]. In [34], 3D avatars represented other players or
conference interlocutors.

• Commercial products developed by enterprises play
a big role in driving the MR collaboration research:
Microsoft Dynamics 365 [35], Imverse [36], Meta Ocu-
lus [37], Magic Leap Social [38], Gixel [39] or High
Fidelity [40].

Table 2 presents an analysis of selected MR conferencing
systems.

B. CERN HUMAN-ROBOT INTERFACES EVOLUTION AND
STATE-OF-THE-ART
This section describes the evolution of CERN human-robot
interfaces or related domains that extended the capabilities
of CERN robotic teleoperation, such as GUI-robot network-
ing, point cloud processing for spatial feedback, SLAM,
simulations, collision avoidance, objects recognition, pose
estimation, 3D information presentation, VR, AR, operator
training or master-slave bilateral systems. For a complete
overview, Table 3 presents the timeline and the domains to
each reference contributed. The list below explains the key
contributions and added value of each reference in chrono-
logical order:

• The preliminary CERN multimodal human-robot inter-
face [42] allowed multiple types of input devices (key-
board, joypad, haptic device) and adapted dynamically
to the configuration of the robot’s components.

• A stereo vision system based on point cloud acquisition
and simulation was studied in [43].

• Research on object pose estimation for precise robotic
manipulation in unstructured and dynamic CERNunder-
ground environment was presented in [44].
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TABLE 1. The analysis of selected MR human-robot interfaces regarding the aspects crucial for the teleoperation of robots in hazardous unstructured
environments.

TABLE 2. The analysis of selected MR conferencing systems in terms of providing multi-user capabilities, local/remote collaboration, avatar
representations, and the limitations of the systems.

• AR spatial visualization of physical quantities, such
as radiation, superposed with a 3D point cloud
environment, was integrated with the human-robot
interface [45].

• A robotic teleoperation training simulator in a vir-
tual environment for teaching beginner operators was
created [46].

• A collision avoidance system prototype [47], which
uses Infrared (IR) Time-of-Flight (ToF) sensors for the
Radio-Protection (RP) arm, was integrated into the Train
Inspection Monorail (TIM) in the LHC tunnel.

• An idea of an AR display in an operator’s glasses
of environmental measurements (oxygen, radiation,
temperature) during robot-assisted interventions was
presented [48].

• A novel real-time object recognition and tracking sys-
tem, which enters the teleoperation loop and helps the
operator achieve goals, was introduced [49].

• A CERNTAURO framework with a modular architec-
ture [50] covering all aspects of CERN’s robotic remote
facility maintenance and interventions has been in use.
It covers the elements from the specification and opera-
tor training, robot selection, material choice according to
radiological contamination risks, until the realization of
themission, taking into account procedures and recovery
scenarios. It synthesized, for example, the novel bilateral
master-slave control, user-friendly multimodal human-
robot interfaces, and offline operator training.

• A robotic platform with dual arms and modular
configuration for complex multi-arm telemanipulation
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handling tasks on old CERN accelerator equipment was
designed [51].

• An accelerator construction structural inspection system
using a robotic platform was built [52]. The images and
point clouds captured by the robot’s on-board cameras
were used to reconstruct the environment, visualize and
process in VR.

• The Intelligent Train Inspection Monorail (i-TIM) sys-
tem was introduced [53]. It provided measures to
increase operation safety, such as collision avoidance
systems, increased perception with sensor fusion, arms
for manipulation, or lost communication procedures.

• A novel vision system tracking and estimating the depth
of metallic target [54] was designed for specific CERN
robotic intervention.

• Autonomous communication relay mobile stations [55]
were designed to extend the communication range for
robots operating in remote and harsh environments,
which do not have enough network coverage.

• The multimodal human-robot interface for remote
robotic intervention [11] supporting all robotic plat-
forms operating in CERN hazardous environments was
commissioned. It dealt with various practical issues,
such as adaptation to varying network delays, frequent
reconfiguration of robots, and multiple types of input
devices or sensors installed on robots. The system also
supported multi-robot and multi-tasking scripting.

• A module in the human-robot interface, which allowed
a single user to teleoperate or simulate multiple robots’
cooperation, was added [56].

• The VR was applied to preparing a robotic intervention,
where the environment was fully modelled, and the
operators used an immersive VRHMD [57]. The system
was used to estimate dangers in the maintenance plan-
ning, the radiation dose received or checking approach
feasibility.

• An algorithm for the robust 6D pose estimation with an
RGB-D camera in harsh and unstructured environments
using object detection was proposed [58].

• An original algorithm of graph SLAM for robot local-
ization in accelerator tunnels was used [59].

• The CERN MR human-robot interface prototype was
studied in [60]. It used Augmented Virtuality for
real-time video feedback from the robot and entire scene
modelling, which was used for Beam Loss Monitor
robotic measurements with a redundant manipulator.
The study also introduced operator vital parameters
(heartbeat and galvanic skin response) monitoring.

• For educational, testing, and prototyping purposes,
a minimized version of CERNBot with similar capabili-
ties (i.e. perception with sensors, a manipulator, omnidi-
rectional propulsion) was built [61]. The MiniCERNbot
used additional human-robot interfaces that could be
used with a simple browser or on a portable device, such
as a smartphone.

• A visual servoing control of a robot that had to pass
a narrow gate in the CERN SPS accelerator was
implemented [62].

• The MR human-robot interface with full robotic
model representation, real-time camera video and
3D point cloud feedback, collision detection and
avoidance, inverse kinematics, trajectories planning,
and novel adaptive congestion control based on net-
work conditions, was implemented and introduced in
operation [10].

C. MOTIVATION
The particle physics accelerators and experimental facili-
ties present a risk for humans due to radiation hazards, gas
leaks, oxygen deficiency, confined spaces, electrical shocks,
or magnetic fields. Therefore, any intervention in such places
should be done with remotely controlled robots (Figure 1).
Moreover, the operators usually cannot be in close vicinity
of the robot, and the only received feedback is the sensory
information sent from the robot. The research, developments,
and experimental results of the CERNmultimodal multi-user
MR human-robot interface with multimodal and multi-user
capabilities, which are presented in this publication, were
motivated by the following:

FIGURE 1. The figure shows two CERN robotic intervention scenarios in
the Large hadron Collider (LHC) tunnel. On the left, the remotely
controlled CERNBot performed an inspection of equipment in the
radioactive environment. It was equipped with a pan-tilt-zoom camera
and a manipulator with a radiation sensor. On the right, two CERNBots
transported a metallic beam collaboratively.

• The safety of the operation must be assured by providing
reliable hardware solutions and by creating intuitive
interfaces that take profit of the robot’s perception and
display the synthesized information.

• Up to now, the operational CERN human-robot inter-
faces used screens for visualization and keyboard,
gamepad, space mouse, or a master-slave control with
haptic feedback for control [10], [11], [56]. However,
in a complex teleoperated system extended mapping of
key bindings and actions are difficult to remember, and
a more intuitive input system should be designed.

• There have been attempts to use VR HMDs to present
the information in robotic intervention scenarios without
success due to the complexity (cabling, base stations,
tracking units, power supply) and intrusiveness of such
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TABLE 3. The state-of-the-art of CERN human-robot interfaces and telerobotics with a timeline. The ✓ points the areas that the reference extended the
state-of-the-art. The HRI means a general contribution to the human-robot interfaces, while the other areas focus on a particular aspect.

headsets and used VR controllers, which often caused
motion sickness and were difficult to deploy in the field.

• Robotic interventions performed at CERN often involve
multiple experts in the scenario:
1) a robotic operator that controls the robot,
2) an expert of the scenario that guides the operator on

how the task should be executed or gives advice if
any unexpected event happens,

3) a monitoring operator who is checking the feed-
back from the robot to avoid collisions, guide dur-
ing movements or give advice on actions,

4) an operator who is an operator in training,
5) a senior expert operator teaching the operator in

training.
As shown in Figure 2, the collaboration may not always
be convenient or achievable because of constrained
space or limited visibility of screens in an ad-hoc cre-
ated workspace. Therefore, a solution based on MR
workspace sharing locally or remotely was necessary.

The experiments performed in this work were conducted
to verify the following hypotheses:

• Hypothesis 1 (H1): The designed and implemented (at
the TRL 8) 3D MR human-robot interface with the AR
HMD can be qualified for remote operations in particle
accelerators (the validation conditions are defined in
Section III) with their particular limitation of the avail-
able communication networks, and the requirements to
efficiently navigate a robot, manipulate a robotic arm
and avoid collisions.

• Hypothesis 2 (H2): The system can provide AR
multi-user remote operation capabilities with

collaborators’ local or remote presence. The com-
munication architecture can support multiple users
who can collaboratively perform a real robotic
intervention.

D. NOVELTY AND CONTRIBUTION
We want to extend and contribute to two domains in this
publication. The first one is the domain of operational MR
human-robot interfaces using AR HMD. No such interfaces
have yet been qualified for real operation scenarios, espe-
cially in hazardous unconstrained environments and field
operations. The second is the interface’s capability for col-
laborative remote teleoperation and supervision from local
or remote workspaces, which has not yet been proposed
and released in industrial use cases with mobile robots and
constrained communication networks.

As a result of the motivation described in Section I-C, the
detailed novelty and contributions presented in the paper are:

• The MR human-robot interface was fully designed,
implemented, and deployed in the operational scenarios
in particle accelerator facilities. The multimodality of
the proposed solution is manifested in interaction types
(using human senses, speech, and bare hands, or can
be used with physical controllers such as a gamepad,
a keyboard, or a joystick), or connection options (4G,
Wi-Fi), or combination of 2D or 3D content on screens
and in the HMD. It uses sight and hearing to receive
feedback from the remote robot; recognized speech
for commands; eyes tracking to point or select; hands
tracking to interact with virtual elements; and gestures
for precise control. The only wearable device is the
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FIGURE 2. The figure presents the problematics of multi-user scenarios,
where the operator’s workspace in the field does not provide enough
capabilities for other experts to comfortably and efficiently advise or
guide the operator in the environment or task execution. The pictures
were taken during robotic interventions at CERN.

wireless HMD used by the operator, an AR headset
(in this publication, Microsoft HoloLens 2 [63] use-case
is presented) that has hands-tracking capabilities, as well
as integrated microphone and speakers. It eliminates the
need to set up a station with a table, multiple screens,
base station for tracking the operator and controllers.
This interface allows visualization of the robot’s model
flexibly positioned in the workspace, independently of
the operator’s location. As the feedback, spacial point
clouds, or multiple camera feedback are visualized. The
control of the robot is done in an intuitive, natural,
and multimodal way. The human locomotion or rotating
the model is used to change viewpoints. This interface
was developed at the TRL 8 for reliable operations at
CERN in an unstructured environment, and additional
constraints are described below.

• The spatial awareness, collision avoidance, trajecto-
ries preview and execution supervision, and adaptive
communication network congestion control for visual
feedback were adapted to the MR technology with the
AR HMD. The interface provided better environmental
understanding and facilitated collision avoidance pre-
sented in the MR environment by automatic movement

termination when a collision was detected or when an
imminent collision could happen if a trajectory were
executed. The interface raised the remote operation level
from manual teleoperation to supervisory control for
such tasks as the approach, trajectory following, or auto-
matic adaptation to dynamically changing network com-
munication constraints.

• For the collaboration of multiple operators, a multi-
user architecture was designed, deployed, and tested.
It preserves all the control functionalities of a single
robot operator with the MR human-robot interface with
the AR HMD, while allowing other operators to see
the robot’s status and feedback or take control. Multiple
operators can collaborate in the same workspace, where
collaborators can see each other. Or, it can be done
remotely, where the users can see virtual hands with pre-
cise gestures and finger joints movements, as well as the
user point clouds that can provide an even better inter-
action feeling. The multi-user environment contributes
to the MR conferencing state-of-the-art and allows full
remote control of a robot in a multimodal multi-user
collaborative way.

• In the underground environment, such as the CERN
accelerators and experimental halls, there are specific
communication limitations (i.e. availability and fixed
type of network; its limitation of bandwidth; large
round-trip time, often varying over time and locations).
Therefore, flexible and adaptive communication archi-
tecture and solutions must have been designed to enable
MR telerobotics. Already with a single operator, a con-
tinuous sent data stream can easily reach available
bandwidth limits. Moreover, to facilitate multi-user col-
laboration and spatial feedback from the robot, an even
larger amount of data must be continuously sent from
the robot to the operators. In this paper, we measured
what was the required communication load to provide
useful feedback for a multi-user and multi-camera AR
context and tested the proposed architecture of the
communication system with the Adaptive Communica-
tions Congestion Control [10]. This publication extends
the experimental results described in the previous
publication.

E. PAPER STRUCTURE
The paper is structured as follows:

• Section II describes the developed MR interface system,
in which the robot operator interacts with 3D holograms
of the robot’s model and environment representation,
and uses hands, voice, eyes tracking and locomotion to
send control commands.

• Section III describes the setup of the experiments in
which the interface was tested in robotic intervention
scenarios at CERN. The validation conditions for task
execution, network performance, and feedback quality
are specified.

VOLUME 11, 2023 17311



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

• Results of tasks execution in single and multi-
operator scenarios, operators’ feedback, and network
performance are presented in Section IV and discussed
in Section V.

• Section VI concludes the findings and proposes further
work.
Moreover, this paper should be read together with our
previous publication [10], as it references its multiple
sections and figures. Also, the experiments performed
here use several scenarios the Adaptive Communica-
tions Congestion Control paper fully described and
characterized. Therefore, it is recommended to read the
previous publication first to understand better the results,
which became more complex in the multi-camera and
multi-user applications with the AR HMD presented
here.

II. SYSTEM DESCRIPTION
The system architecture of the solution presented in this
publication extends the MR human-robot interface described
in Section B of [10]. Specifically, this system implements all
the functionalities available for that interface on screens, and
extends it in the following aspects:

1) The use of AR HMD for control and visualization of
the operated robot and its environment.

2) As depicted in Figure 3, the operator inputs were
replaced by natural human interaction inputs: hands,
eyes, and user locomotion tracking, as well as speech
recognition. In the standard screen-based interfaces,
there was always a physical device to be manipulated to
obtain input signals. The 3D holographic output placed
in the real operator’s workspace for visualization is now
used, as well as spatial audio feedback from the robot
was added.

3) The system now supports two types of robot bases:
the CERNBot with an omnidirectional wheels base
(Figure 4) and the LHC Train Inspection Monorail
with a robotic arm (Figures 5, 6 and 9 in [10]). The
CERNBot can be equippedwith a scissor lift to increase
the task space and twomanipulators with end-effectors.
The train robotic wagon contains a 9 degrees of free-
dom (DOF) manipulator for the Beam Loss Monitor
measurements (explained in Section IE of [10]).

4) Multiple users can cooperate and share control at the
same time while using AR HMDs.

The AR interface was primarily designed to operate CERN-
Bots (Figure 4) and all functionalities presented in this section
are presented with it. However, the interface is also under test
with other types of robots shown in Figure 5 of [10].

The interface was developed with the Unity 2021 game
engine with Microsoft’s Mixed Reality Toolkit (MRTK)
2 library for HoloLens 2 interaction and visualization. The
interface processing is localized in a server or a portable
computer. The visualization and input signals are streamed
to and from the HMD via the Holographic Remoting Player
application [64].

A. INTERFACE INTERACTIONS AND FUNCTIONALITIES
The operator is provided with a multimodal interaction with
the robot controls and sensory feedback acquisition settings.
There are six types of interaction:

1) Hands near interaction: the fingers are in ‘‘contact’’
with holographic elements, for example, pressing a
button, grasping and moving an object; the element
must be within arm’s reach.

2) Hands far interaction: with a pointer controlled by the
hand’s position, the elements can be interacted with
from a distance, for example, to move a video canvas
or the robot’s model; the element does not have to be
within the arm’s reach.

3) Hand gesture, position, and orientation tracking: a hand
acts as a remote controller. A robot’s base or a manip-
ulator follows the movement of the hand; the hand’s or
both hands’ gestures can also act as a confirmation key
to launch movement or activate a control mode.

4) Voice command: a sequence of words recognized by
the system launches a command. For example, ‘‘base
control’’ activates the control of a mobile base, and
‘‘save waypoint’’ creates a waypoint in a planning
mode.

5) Eyes tracking + voice command: a holographic element
can be pointed with eyes tracking and a voice command
launches an action on this element, for example, point-
ing a waypoint with eyes and saying ‘‘go to target’’
brings the planning arm to the waypoint, or an element
in a hand menu can be pointed with eyes and saying
‘‘select’’ activates it.

6) Eyes tracking + dwell: only eyes tracking can be used to
interact with a holographic element, for example, eyes
can look at a button, stop for 500 ms of dwell time,
and then the element is activated, or eyes can point an
arrow that controls the robot’s base movement. This
mode only works when hands are within their tracking
region to avoid conflict.

Table 4 presents a mapping between functionalities and
available interaction types. Multiple interaction types for
functionality allow the choice according to an operator’s
preference and are also helpful when an external condition
prevents the usage of a particular interaction. For example,
in noisy environments, the voice command may not work
reliably, but it is possible to use the hand menu and press
a button with a finger. Or, a particular eye anatomy, glasses
or imprecise eyes tracking calibration may offset the tracked
point. In this case, a hand pointer will be more suitable with a
finger pinch confirmation. From experience, hand interaction
is the most reliable interaction type, although it requires a
learning phase, as the holographic elements can only give
visual and audible feedback when activated.

B. NETWORKING
The remote-controlled robot in unstructured hazardous envi-
ronments at CERN requires flexible andmultimodal network-
ing solutions. Due to specific hazards in accelerator complex
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TABLE 4. Interface interaction inputs and functionalities mapping. In most cases, each functionality can be used multimodally with 2-4 input types at the
operator’s convenience (hands near or far interaction, hand gestures and tracking, voice command, eyes tracking + dwell/voice command). Each
functionality has a graphical example if the interface implements it, which can be consulted in its corresponding figure or the video demonstration
available in [65].

or available infrastructure (described in our previous publi-
cation [10] in Section II-A-I), only the 4G network can be
currently used in the radioactive underground areas. In some
places, only direct LoS connection (e.g. Wi-Fi hotspot) is
available because of environmental shielding, or only CERN
Wi-Fi or cabled network infrastructure is available. Figure 5

presents the architecture of the communication system allow-
ing the operator to wear the AR HMD and control the robot.
The usage of each connection type has consequences on
the communication performance: bandwidth, delays, fluctu-
ations; and has requirements regarding the locations of the
operator, interface server, and the robot. These requirements
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FIGURE 3. The figure presents the difference in inputs and outputs between an interface using the AR HMD and a screen-based 2D or 3D interface
with standard controllers.

FIGURE 4. CERNBots with different configurations (dual or single
manipulator, PTZ cameras, lifting stage, cutters, gripper or custom-made
tools).

are presented in Table 5, which also describes their use cases,
and advantages or disadvantages.

C. MULTI-USER OPERATION AND COLLABORATION
As motivated in Section I-C, the intervention may require
more than one person operating a robot or supervising
a mission. Therefore the multi-user scenario extends the
single-user scenario by introducing other users in the AR
workspace (Figure 6). In the single-operator scenario, one
robot is controlled by one operator, who is the expert in
robot control and knows well the intervention scenario. If the
scenario is complicated, an expert can join to help navigate
the unstructured environment or provide task execution guid-
ance. Similarly, if another viewpoint, expertise, or complexity
of the robot manipulation requires another operator to join to
monitor or take control, that is also possible in the multi-user
scenario.

The multi-user operation can be executed in a shared local
workspace or remotely. In the local workspace, users collab-
orate in the same physical space. The holographic scene is

FIGURE 5. The diagram summarizes multimodal connections between the
operator wearing the AR HMD, the interface server (streaming the
holographic display contents, translating the operator’s commands into
robot control commands, and communicating with the robot), and the
physical mobile robot. Starting from the operator’s side, the HMD has two
options to connect to the interface server: 1) direct Wi-Fi connection to
the server (i.e. using Wi-Fi hotspot); 2) a chain of CERN infrastructure of
Wi-Fi and cable connections to the interface server. The server can be
connected to the infrastructure by Wi-Fi or a cabled connection. And
finally, the mobile robot has 3 options to connect to the interface server:
1) direct Wi-Fi connection; 2) via CERN Wi-Fi endpoint at the robot’s
location and then infrastructure; 3) via 4G mobile network at the robot’s
location and then infrastructure.

visualized precisely at the same place for all users (e.g. at a
round table in a control centre conference room in Figure 7).
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TABLE 5. Connection types used in robotic interventions at CERN, their network capabilities and limitations, use-cases, advantages, disadvantages, and
the required infrastructure.

FIGURE 6. Multi-user scenario extending the single-user teleoperation
scenario.

The scene positioning and scale can be done using spatial
anchors or manually adjusted. Direct pointing and discus-
sions are facilitated. The actions performed by the controlling
operator are synchronized in the display of the monitoring
operator. The video demonstration [65] shows the process and
collaboration between operators.

Remote collaboration can be done without any restrictions
on location in the world. The only requirement is sharing
the same network, for example, by using a VPN connec-
tion, which allows communication between the users and the
robot. Facial, hand, or body expressions help better under-
stand the intentions, interactions and messages despite the
physical distance. To visualize other collaborators and their
gestures, a streamed point cloud of the person (Figure 8)
or a digital hands representation, with all hand joints being
tracked, can be used. The point cloud or hands representation
positions are tracked and placed in the remoteworkspace used

FIGURE 7. Local collaboration scenario with two operators in the same
room. The figure shows the viewpoint of one operator on the scene and
the second operator that controls the robot. In this example, the
controlling operator created a trajectory with waypoints to approach a
target in the real environment.

by other operators. These functionalities enable seeing where
a person is in the scene and what actions are being performed.

FIGURE 8. Remote workspace collaboration scenario of two operators.
In the example here, a remote user pointed with a point cloud finger a
position where the robot should be moved, and the controlling operator
moved the arm to that position.

The collaboration between multiple users requires a
protocol established between them to avoid conflicting
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FIGURE 9. Multi-user operation workflow and data exchange. In the multi-user scenario with two or more
operators, one operator controls the robot, and the other(s) is/are monitoring. The roles can be exchanged when a
monitoring operator requests control. The robot’s position is synchronised if the operators are located in the same
workspace (Figure 7). If the operators are remote, the hands or a point cloud of the operator are shown (Figure 8).
The robot’s status and camera feedback are sent to all operators, and the control commands (i.e. mode change,
preview, trajectories generation) are synchronised with all operators.

commands. A similar strategy to the aircraft control by two
pilots was adopted, where one pilot is controlling, and the
other is monitoring. The controlling operator sends com-
mands to the robot that move the actuators or change control
modes and planning trajectories. Themonitoring operator can
give advice, change feedback acquisition settings, visualise,
preview planned movements, and monitor communication
network situations. At any time, the roles can be reversed
automatically or with necessary approval by the currently
controlling operator. The automatic role change could be
available to expert operators, while approval is required for
spectators or operators in training. The control parameters,
modes, and robot status are synchronised for all users. The
information exchange was implemented with the use of the
Photon Unity Networking framework [66].

D. ARCHITECTURE, INTERFACE MULTIMODALITY, SETUP,
AND FUNCTIONALITIES
Before starting the intervention, the operator performs an
interface setup according to the workflow presented in
Figure 10. According to the mission objectives and environ-
ment, available infrastructure for the operator, and robot’s
configuration, a choice between 2D, 2D+3D, or 3D inter-
face is made. The interface can be visualised on computer
screens, in the AR HMD, or mixed (e.g. AR 2D screens in
Figure 11). Next, the input devices are selected. Currently,
supported robots are CERNBot and TIM, which can be
equipped with manipulators, end-effectors, multiple cameras,
and other accessories.

The 3D interface visualized with the AR HMD
(HoloLens 2) is described in Figures 12, where the robot was
in Line Of Sight, and the planning mode was used to move
the planning arm, preview, check collisions and move the real
arm. The operator saw the interactive camera video (2D) and
point cloud (3D) feedback on the left side. In Figure 13, the

robot was located underground and controlled from a remote
control room. The manipulator and the base were moved by
interacting with the arrows in front of the end-effector and
next to the base. The collisions were checked continuously
with camera video and point cloud feedback.

The operator’s workspace appears empty for a person who
is not part of the intervention and does not wear the HMD
(Figure 14). However, for the operator with the HMD, the
workspace is full of detailed information and interactive
objects (Figure 15). The figures show a real intervention sce-
nario: the robot was teleoperated from a safe workspace next
to the accelerator’s entrance while the robot was underground
in the radioactive zone.

1) MODEL PLACEMENT IN AR WORKSPACE
The model of the robot can be moved, rotated, and scaled
flexibly in the operator’s environment. It can be done with
one or two hands, with near and far interaction (Figure 16).
The model moving is enabled/disabled by voice command or
its menu command button (Figure 30).

The robot can be operated on a 1-to-1 scale, which gives the
most realistic perception of distances and allows one to see
all the robot’s details and the environment closely, or it can
be minimized as shown in Figures 17 and 18. The robot
can be downscaled and placed on the table so the operator
can walk around it to check the environment from different
viewpoints. The feedback can be composed of video streams
from cameras (Figure 17) or point clouds (Figure 18). When
all the point clouds are enabled, the operator can have a broad
spatial awareness of the environment to avoid collision and
drive through tight passages. The video feedback canvases,
by default, are projected in front of the camera to indicate the
origin of the video stream. However, they can be moved and
scaled if that provides a better perspective for the operator or
obstructs point clouds.
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FIGURE 10. The diagram presents the workflow of the operator’s
interface setup. In this publication, as highlighted in the diagram in blue,
the 3D scene is used, visualised in the AR HMD with hand, eyes tracking,
and voice input, with 4G and Wi-Fi networking options for CERNBot with
omnidirectional wheels, scissor lift, 6 DOF manipulator, RGB-D camera
and end-effector.

FIGURE 11. A virtual control centre projected in the AR workspace. The
2D and 3D interface type, computer screen visualisation, keyboard, and
mouse are used.

2) ROBOT BASE CONTROL
The robot’s base platform can be moved with hand track-
ing (Figures 15 and 19) or by activating arrows next to
the model with hands or eyes tracking with dwell (video

FIGURE 12. The overview of the scene where the operator and the robot
were in Line Of Sight, the robot was located in a tunnel with the dipole
magnet and Beam Loss Monitor device that the robot’s end-effector had
to approach. The operator used the robot’s hologram (the Holographic
Twin) in the workspace next to him. In the foreground, there was the
CERNBot manipulator with the planning arm (blue colour) and the real
arm (white colour) displayed.

FIGURE 13. The scene overview of the remote control of the arm
manipulated in the Cartesian space, the base control, and camera video
and point cloud feedback.

FIGURE 14. The external view of the AR HMD operator’s workspace. The
teleoperated robot was in the CERN North Area radioactive underground
zone. The operator’s viewpoint is in Figure 15.

demonstration [65]). The hand tracking algorithm is
explained in Section II-D4.
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FIGURE 15. The operator’s viewpoint, where the video and point cloud
feedback are used to traverse the tunnel area, and the hand tracking
mode for the robot’s base control. The external person’s view is in
Figure 14.

FIGURE 16. Holographic robot model movement, rotation, and scaling
with hand near and far interactions.

FIGURE 17. The robot surrounded by video feedback from 5 cameras.

3) MANIPULATOR CONTROL
The manipulator can be controlled in 4 control modes
(described in detail in Section II-D of [10]). For the AR

FIGURE 18. The robot surrounded by point clouds feedback from
3 cameras.

FIGURE 19. Movement of the robot’s base with hand tracking. For double
confirmation, the palm has to be orientated upwards, and the control is
enabled when three fingertips are pinched together. Then the coordinate
system appears and the base moves and rotates with speed proportional
to the hand displacement and rotation.

control, the following interactions were added to facilitate the
use of each of the control modes:

1) In real-time and planning joint mode, the operator can
use the hand in near or far interaction (Figure 20), or eye
tracking with dwell to activate the arrow that is moving
the joint. During the hand-tracking interaction, the joint
follows the hand rotation. The hand tracking algorithm
is explained in Section II-D4. The joint can also be
directly dragged, which causes the rotation around its
axis (Figure 21).

FIGURE 20. A single joint can be controlled with arrows clicked with a
hand or eyes and dwell. The arrow corresponds to the direction where the
end-effector moves when the joint is rotated.

2) In real-time inverse kinematics mode, the hand transla-
tions and rotations can be followed by the arm simul-
taneously in 6 DOF (Figure 22). This algorithm is
explained in Section II-D4. The individual Cartesian

17318 VOLUME 11, 2023



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

FIGURE 21. Instead of using the arrows (Figure 20), the joint can be
rotated directly by clicking on the model and dragging it around its axis.

coordinate system arrows can also be activated by hand
or eye tracking with dwell to actuate the movements
(Figure 23).

FIGURE 22. The manipulator in the Cartesian real-time velocity mode can
be controlled with hand tracking. Similar to the base control (explained in
Figure 19, there is the double confirmation system, and the manipulator’s
end-effector moves and rotates at a speed proportional to the hand
displacement and rotation. In the video demonstration [65], it is
presented how the robot is operated this way.

FIGURE 23. In the Cartesian real-time velocity mode, the arm can be
controlled by clicking on the arrows or by pointing the arrow with eyes
and using dwell (shown in the video demonstration [65]).

3) In the Planning Forward And Backward Reaching
Inverse Kinematics (FABRIK) mode, the end-effector
target position is moved with hand near or far interac-
tion (Figure 24).

FIGURE 24. The planning inverse kinematic mode allows approaching a
target using the FABRIK inverse kinematics. The end-effector target
position can be changed by hand interaction.

In each control mode, the speeds are adjusted in the hand
menu (Figure 30).

In the planning modes, the trajectory can be specified
by creating, replacing, removing waypoints, and collisions
can be avoided by launching previews of the movements.
The full explanation of trajectories specification, collisions
avoidance, sensory and virtual collision detection is provided
in Sections II-E, II-F of [10]. The interaction with these
functionalities is facilitated by hand or eye pointing, voice
commands and gesture recognition (Figure 25).

FIGURE 25. Selecting a waypoint and launching preview. In the planning
modes, a trajectory with waypoints is created. Then before moving the
real arm, the movement preview can be launched. If there is no collision
with the environment or self-collision, the movement is started
(Figure 26). Explanation of colours: dark grey -> waypoint, violet ->
currently pointed (by eye tracking or hand pointer) waypoint, blue ->
planning arm, yellow -> preview arm, white -> current real arm position.

The sequence of the automated approach of the end-
effector to a normal point in relation to the acquired point
cloud of the environment (described in detail in Sections II-G
of [10]) is initiated by selecting the point cloud point by
hands or eyes tracking and voice command. The normal point
direction is based on the surrounding points’ positions, and a
specified distance offsets the normal point. Then, the point
can be adjusted with a hand. These two actions are presented
in Figure 27. And finally, in the planning inverse kinematics
mode, the arm is automatically positioned at that selected
target point. The sequence of selection, and planning arm
automatic movement is shown in video demonstrations [65].
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FIGURE 26. Moving the arm to a selected waypoint (violet colour). The
movement of the real arm (white color) is executed with a dual hand
gesture of touched index fingers. If the gesture is stopped, the robot
stops the movement immediately.

FIGURE 27. In the left picture, the selection of point cloud normal point is
done with hand pointing and click or with eyes tracking and voice
command. In the right picture, the generated normal point can be moved
with hand interaction. The next step is to select the point for the target
approach with the planning arm. The whole sequence is shown in the
video demonstration [65]).

FIGURE 28. The diagram shows the hand tracking algorithm principle.
When the user activates the tracking, the initial position and rotation of
the hand are saved. Then the user moves the hand, causing the
1handPosition linear displacement and a rotation that can be expressed
as singleAxisRot projected on individual axes and translated into speed
commands. The X, Y, Z are the initial hand positioning and X’, Y’, Z’
represent how the hand’s coordinate system moved and rotated.

4) HAND TRACKING ALGORITHM
An algorithm was developed to calculate the hand displace-
ments and rotations and then translate them into speed control
signals. It is used to control the manipulator with the hand
tracking interaction in joint control mode (1 DOF), Cartesian
control mode (6 DOF simultaneously), or to control the base
(3DOF simultaneously). The algorithm principle is explained
graphically in Figure 28. Below is a full explanation of
how the algorithm works with 6 DOF (3 translations and
3 rotations). For 3 DOF or 1 DOF, only the significant axes
are taken into account, and the algorithm works similarly.
The implementation was done in Unity with the use of
quaternions. The position of the tip of the index finger is

taken as the hand position, and the palm rotation is taken
as the hand rotation. The hand and fingers pose capture and
recognition are done by the HMD and calculated using the
MRTK 2 library functions. The calculations are continuously
performed and the control signals are sent to the robot as
long as the hand is rotated up and the fingers are pinched.
Otherwise, themovement stops. The hand tracking is initiated
when the fingers are pinched, and this defines the starting
position and orientation of the coordinate system, which
represents the coordinate system of the base or the manip-
ulator (Figures 19 and 22). Any further hand displacement
and rotation are input as

−−−−−−−−−→
1handPosition (Equation 1) and

−−−−−−−−−−→
1handRotation (Equation 3).

−−−−−−−−−→
1handPosition =




1handPositionx
1handPositiony
1handPositiony


 (1)

After the initiation, the linear movement of the hand
−−−−−−−−−→
1handPosition is projected (projOnAxisPosi) on each
coordinate system axis, according to Equation 2, where
coordSysAxisi are the x, y and z axes of the base or manip-
ulator coordinate system. Then, the projection values are
normalized and translated into speed commands (+/−0-
100%) according to the graph in Figure 29.

projOnAxisPosi =
−−−−−−−−−→
coordSysAxisi ·

−−−−−−−−−→
1handPosition (2)

FIGURE 29. Translation of 1handPositioni or 1handRotationi into speed
commands in i (x, y or z) axis. The movement starts after the
displacement threshold (e.g. +/−4 cm or +/−15◦ and achieves
maximum +/−100% at, for example, +/−20 cm of hand displacement
or +/−90◦ rotation. The threshold can be changed in user settings.

The 1handRotation shown in Equation 3 is obtained
by first finding the

−−−−−−−−−→
singleAxisRot rotation vector and its

singleRotationAngle magnitude, and then projecting this
axis vector on all coordinate system axes. The single
axis is obtained by calculating the handRotation quater-
nion according to Equation 4, where handRotEnd is the
final hand rotation quaternion and handRotInit is the initial
hand rotation quaternion. Then, by using the Unity func-
tion ToAngleAxis from Quaternion library, the

−−−−−−−−−→
singleAxisRot

vector and singleRotationAngle value are obtained. The
projections on each axis are calculated according to Equa-
tion 5. The rotational speed is calculated similarly to
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linear speed in Figure 29.

−−−−−−−−−−→
1handRotation =




1handRotationx
1handRotationy
1handRotationy


 (3)

handRotation = handRotEnd · handRotInit−1 (4)

projOnAxisRoti =
−−−−−−−−−→
coordSysAxisi ·

−−−−−−−−−→
singleAxisRot (5)

5) HAND MENU, OPERATOR VITAL PARAMETERS, CAMERA
ACQUISITION CONTROL, NETWORK MEASUREMENTS
Several parameters of the robot are adjusted using the hand
menu (Figure 30). The menu opens when the left hand is
turned palm up. Then the interaction can be done with the
right hand, eyes tracking and dwell, or eyes tracking and
selecting by voice command. The operator’s vital parameters
(heartbeat, respiration rate, and skin electrodermal activity)
are visible in the menu. The menu has a few tabs with dif-
ferent functionalities, the network measurements (Figure 31),
camera(s) settings (Figure 32), or commands (video demon-
stration [65]). The camera settings panel provides with the
acquisition parameters, for example, resolution, frames per
second (FPS), video and point cloud enable, subsampling,
and automatic settings parametrization [10]. The interaction
with this panel is possible with hands, eyes tracking and
dwell, or eyes tracking and select command.

FIGURE 30. The hand menu opened by rotating the hand up and
interacting with the right hand to change the speed of the robot base. The
interaction can also be done using voice recognition or eye tracking and
dwell.

III. EXPERIMENTAL SETUP
The experimental validations of the Interface in real interven-
tion scenarios were performed, and conclusions were drawn
based on recorded cameras’ acquisition and network parame-
ters measurements while the operator(s) were executing tasks
necessary for the intervention. The tasks were done by several
operators, both experts, and beginners, to provide broad user
feedback. The experiments workflow is shown in Figure 33.
The quantitative and qualitative validation conditions are
explained in Section III-A. The network setup for single-user
validation is presented in Section III-B and for multi-user

FIGURE 31. Network and communications menu showing parameters
related to the network (i.e. bandwidth use and its measurements, delays,
throughput related to camera feedback over selected network interfaces.

FIGURE 32. The camera settings can be accessed in the hand menu
(Figure 30), which allows reaching the settings panels quickly.

validation in Section III-C. The network connections char-
acterization had been performed in the previous work [10]
in Section III-A-I, which presented a practical comparison
between using 4Gmodem,Wi-Fi over CERNnetwork, cabled
CERN network connection and direct Ethernet connection in
terms of bandwidth, round-trip time and jitter. However, these
values might depend on location, signal strength, and quality
fluctuations due to antenna orientation or obstacles. Addition-
ally, the CERN network infrastructure is used by other users
and shared among hundreds of thousands of communication
nodes. The 4G network is publicly shared with transceivers
also outside CERN premises. These effects were expected
and registered during experiments. Before each experiment
was started, the bandwidth was measured to best represent
the prevailing conditions, and the value was presented in
the results. During each experiment, network parameters,
such as round-trip time, throughput, all camera parameters,
and 4G network signal strength, were recorded to study the
behaviour of the delays, feedback acquisition stability, and
bandwidth availability. From these network measurements,
it was concluded if the CERN infrastructure could support
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AR operations in different scenarios with selected network
connections, as well as if additional network protocols, auto-
matic congestion control mechanisms, or other communica-
tion architecture are needed in future work (with the focus on
the multi-user collaborative operation).

FIGURE 33. The workflow of each experiment. The single or multi-user
interface was used with 4G or Wi-Fi connections to the robot. Then the
tasks were executed with parallel measurements. Finally, the validations
of tasks and network behaviour were done.

A. VALIDATION CONDITIONS FOR SINGLE AND
MULTI-USER OPERATION
The teleoperation tasks in an intervention, that had to be
successfully executed, are:

• Navigating the CERNBot robotic base in an unstruc-
tured environment (e.g. in a tunnel or close to particle
accelerator equipment).

• Manipulator operation and performing a detailed inspec-
tion of a piece of equipment or a location, or a task
requiring physical action with a gripper. Real-time and
planning modes choice, as well as the use of col-
lision avoidance mechanisms, were at the operator’s
convenience.

• The operator controlled the video and point cloud feed-
back settings according to the task’s perception needs
or network limitations. Manual or automatic control of
camera parameters was available.

The operator could use any available interaction modality
(hands, eyes, voice). During each experiment, a video record-
ing of the intervention from the operator’s HMD perspective
was saved for the AR interface feasibility study and task com-
pletion analysis. Based on these results, it was qualitatively
concluded if the operation was satisfactory and if the tasks
were completed.

Minimum conditions were set for cameras’ acquisition and
network parameters quantitative validation:

1) The FPS of the interface processing and streaming to
the HMD must be minimum 25 Hz.

2) The FPS of the main camera, which is used for moving
the robot’s base or the manipulator and on which the
operator is focused, is minimum 5 Hz.

3) The FPS of secondary cameras, used for periodic col-
lision checks or peripheral view, is minimum 1 Hz.

4) The point cloud subsamplingmust bemaximum40mm
for moving the robot’s base and minimum 25 mm for
the manipulator approach.

5) The round-trip time must be below 200 ms during any
movements or manipulation.

B. NETWORK SETUP FOR SINGLE-USER OPERATION
VALIDATION SCENARIOS
The single-user experiments were focused on the most com-
mon setup during a real intervention, where the robot was
connected to the 4G network (Figure 34). This connection
offers the lowest bandwidth and highest delays and is more
prone to interferences or variations than other connection
types. The remote operator’s HMD and the interface server
connected via CERN Wi-Fi infrastructure, and they were
always less limiting than the robot’s 4G connection.

FIGURE 34. Single-user validation scenario: robot (4G), HMD and
interface (CERN Wi-Fi).

C. NETWORK SETUP FOR MULTI-USER OPERATION
VALIDATION SCENARIOS
In the multi-user experiments, two collaborating operators
performed an intervention together. The operator stations
were deployed in the field. The operators used the same phys-
ical workspace. The validation of the two following network
connections was done and presented:

1) The robot connected to the 4G network, the inter-
face servers and the HMDs connected via CERN
Wi-Fi infrastructure. It is the most common scenario,
where the robot is deployed in a hazardous unstructured
environment and the operators are deployed and coop-
erating in the field with Wi-Fi coverage.

2) The robot, the interface server and the HMD con-
nected to CERN Wi-Fi. This scenario is optimized
for portability and flexible locations of servers and
operators. However, it requires the robot to have access
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to the Wi-Fi network available only in less radioactive
areas.

The architecture of the two connections is shown in Figure 35.
The operators connect separately to their interface servers
via CERN network infrastructure, and the servers connect
independently to the robot.

FIGURE 35. Multi-user network connections validation scenarios: robot
(4G or CERN Wi-Fi), HMD and interface (CERN Wi-Fi).

D. HARDWARE
The experiments were undertaken using portable gaming
laptops as interface servers (one for single-user and two for
multi-user) with the characteristics shown in Table 6. The
used HMD was Microsoft HoloLens 2. The robot’s computer
characteristics are shown in Table 7.

TABLE 6. Interface server characteristics.

TABLE 7. Robot’s computer characteristics.

The used robot was the CERNBot equipped with one
manipulator and five RGB-D cameras (one in the end effec-
tor and four on the base - one each side). For communi-
cation on the 4G network and Wi-Fi, the robot used the
mobile router Teltonika RUT955. The robot is depicted
in Figure 36.

FIGURE 36. The CERNBot used for experiments.

IV. RESULTS
This section presents the results of the experiments. The
operators’ feedback is described in Section IV-A. The mea-
surements are divided into two groups: single-user validation
scenarios (IV-B) and multi-user validation scenarios (IV-C).
Each group was analyzed according to the qualitative and
quantitative conditions specified in Section III. For each sce-
nario, a set of graphs shows the behaviour of the acquisition
of cameras’ feedback and the network in critical moments
(such as driving the robot; changing from base control to
manipulator control; overload and collapse of the network
- saturation of bandwidth and increased delays), or when
automatic congestion control [10] was used to judge its effi-
ciency in multi-camera and multi-user contexts. Since the
amount of recorded data gathered during all experiments is
extensive (lasting up to 30 minutes per each of 6 network
connection pathway testing, and per each of 12 automatic
modes, repeated for single multi-user scenarios), only the
relevant validation sections of recordings are presented. For
example, the presented recordings show the most limiting
network or operational situations, a problem, or a relevant
event that occurred.

A. OPERATORS FEEDBACK
In total, the interface was tested by ten (10) operators, who
performed several tasks for 45-240 minutes in total per
operator. They provided detailed feedback on functionali-
ties, interactions, inconveniences, or potential improvements,
which are discussed in Section V. Five (5) operators had
previous teleoperation experience using standard screen inter-
faces (defined as more than 30 hours of operation experi-
ence). Thus, they could compare the user experience with
the screen-based and the AR HMD Mixed Reality versions.
Based on the feedback, several conclusions were made:

1) The environment awareness increases thanks to the
point cloud representation and the freedom to walk
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around it to see from different viewpoints were most
appreciated in the AR compared to standard 2D video
feedback or MR on screens. The sound feedback was
also considered a significant improvement because it
added another feedback dimension that was not avail-
able in previous CERN interfaces.

2) The hand-tracking interaction is convenient, although
it requires training to understand the boundaries of
the hand-tracking space captured by the HMD. For
example, while moving the base or the manipulator
and observing the environment with head movements,
the HMD sometimes lost track of the hand. Also, the
wrist is limited in rotations (yaw, pitch and roll angles),
and the limits differ depending on the operator’s wrist
anatomy. For two operators, the rotations were uncom-
fortable or beyond the wrist joint limit in certain rota-
tion planes, and for others, they were acceptable. The
linear movements were intuitive and comfortable.

3) Interaction with buttons and sliders initially posed a
problem because it has only audio and visual feedback
and lacks haptic feedback. Some operators had a prob-
lem with pinching the slider or pressing a button. But
it became less problematic with training and when the
buttons and sliders were bigger.

4) The eyes calibration had to be performed individually
for each operator. Otherwise, pointing with eyes for
most users had an unacceptable offset. The calibration
requires a fewminutes of pause in operation. Therefore,
in time-pressured operations, it was more convenient
not to exchange the HMD between operators and to
have multiple HMDs calibrated individually.

5) The voice command recognition worked well. How-
ever, the commands must have been selected care-
fully not to be easily confused with similar words or
sequences but still be quick to repeatedly pronounce
and easy to remember.

6) The multi-user collaboration was efficient. The opera-
tors could easily communicate intentions or discuss the
best way to execute tasks. There were events when a
monitoring operator noticed a potential collision and
warned the controlling operator, which as a result,
increased safety.

B. SINGLE-USER EXPERIMENTAL MEASUREMENTS
1) ROBOT (4G), HMD AND INTERFACE SERVER (CERN WI-FI)

• Minimally required parameters for cameras acqui-
sition validation. In Figure 37, there is an experiment,
where theminimally required camera acquisition param-
eters are requested. The main camera used video and
point cloud feedback with 5 Hz FPS, and four cameras
with video feedback of 1 Hz FPS. The subsampling
was fixed at a constant level to not influence the point
cloud point number. The cameras’ resolutions were also
constant at medium levels (e.g. 640 × 360), enough for
base driving and a coarse manipulator approach. During
the experiment, the robot was moving, which resulted in

a varying point cloud throughput due to changing point
cloud points number of the environment captured by the
depth sensor of the camera. The requested FPS of all
cameras was achieved and the acquisition was stable.
The interface FPS was stable at around 30 Hz, which
provided a smooth interaction. This experiment con-
firmed that the minimum parameters could be achieved
for a single-user operation with the 4G connection of the
robot.

FIGURE 37. Single-user, 4G robot connection measurements to test the
minimally required acquisition parameters for a single-user operation.
In graphs b and c, there are stable FPS of the main camera (5 Hz) and
four secondary cameras (1 Hz) for point clouds and video. In graph a, the
RTT was between ∼25 and ∼50 Mbps, and the throughput was at a stable
value ∼4 Mbps. The bandwidth limit was 11 Mbps. In graph e, the Unity
game rendering FPS was stable at 30 Hz. The FPS parameters were stable
despite varying point cloud point numbers, which as an example of one
camera, is shown in graph d.

• Network congestion situation of reaching the max-
imum throughput. In Figure 38, there is a record-
ing presenting a network congestion situation when the
maximum bandwidth usage was reached. Compared to
the previous example, the throughput was slightly higher
and there was a temporary bandwidth limitation. Each of
the five cameras requested a video stream of 5 Hz FPS.
The video resolution was constant. It resulted in oscilla-
tions of cameras FPS and video throughput as the trans-
mission was irregular due to frames queuing. As a result,
the round-trip time (RTT) was also fluctuating. The
operator sees in this situation a warning about delayed
frames and manually adjusts or uses the automatic
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settings. Although the FPS could be achieved on aver-
age, the oscillations were unpredictable and uncomfort-
able for operation. This presents a boundary acquisition
state, which is essential to notice.

FIGURE 38. Single-user, 4G robot connection measurements of network
congestion situation of reaching the maximum throughput (graph a).
Throughout the whole period, all cameras were oscillating between 4 Hz
and 6 Hz due to frames queuing (seen in graph b for all cameras and
individually for each camera in graphs c-g). This example presents that
the limit in that configuration was five cameras with video feedback of
5 Hz. In each camera measurement, it is visible that the video throughput
was oscillating due to buffering (especially in graphs c and e).

• Automatic video FPS for cameras to reach a band-
width usage target. In Figure 39, there is a recording
where each of the cameras used the automatic adjust-
ment of FPS to achieve a requested bandwidth target
of 20% per camera individually (∼2 Mbps), which in
total gave 100% use of the initially measured band-
width. This situation allowed maximising the network’s
use to have as frequent feedback as the bandwidth and
dividing the throughput of cameras equally. Also, when
the camera bandwidth setpoint was correctly selected,
it helped to avoid queuing. This mode should not be
used in a variable bandwidth environment because the
bandwidth would need to be measured often, but it

requires disabling all camera feedback. The alternative
is the automatic mode in which the RTT controls the FPS
setting, and the RTT is measured continuously.

FIGURE 39. Single-user, 4G robot connection measurements of automatic
video FPS for cameras to reach a bandwidth usage target. Each camera
had an activated automatic mode to reach a 20% bandwidth usage target
(total throughput shown in graph a, and individual camera throughputs in
graphs c-g). All cameras started initially from 5 Hz and were adapted to
achieve a throughput of around 2 Mbps. Due to the different resolutions
of cameras, the finally achieved FPS per camera were different (graph b).
The measurements also present a situation when 100% bandwidth is
reached, they started competing for the bandwidth, and that caused
oscillations.

• Main camera automatic optimization of point cloud
FPS to achieve a bandwidth target. In Figure 40,
there is an experiment, where the main camera had
point cloud and video feedback enabled, and four other
cameras requested video-only feedback of 1 Hz FPS.
The main camera used the point cloud automatic FPS
adaptation to bandwidth target. During the robot’smove-
ment, the operator decreased subsampling to increase
the resolution of the point cloud. However, that resulted
in increased throughput. The adaptation algorithm auto-
matically reduced the FPS setting to keep the throughput
at the same level.With smaller subsampling than 30mm,
there were more events of delayed FPS due to network
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congestion, and with 18 mm subsampling, the FPS was
only 2-3 Hz.

FIGURE 40. Single-user, 4G robot connection measurements of automatic
optimization of FPS of 1 camera to achieve a bandwidth target (graph a).
The other four cameras had fixed 1 Hz video feedback. During the
recording, the robot was moving, and the operator changed the
subsampling setting for a better point cloud resolution, significantly
changing the point cloud point number captured by the depth sensor
(graph c). That triggered the automatic optimisation to lower the
requested FPS (graph b) to maintain the throughput. The vertical lines
represent events when the real FPS is lower than the requested FPS by at
least 2 Hz, and this is due to the delay of the algorithm and a temporary
network overload.

• Overloaded system by requesting too demanding
acquisitions. In Figure 41, there is an example of an
overloaded system, where each camera was requested
to send point cloud and video with 2 Hz FPS. At 10 s,
one camera was disabled, which slightly improved the
situation, but still, the bandwidth was not enough to
support four other cameras with the requested FPS,
as their acquisition struggled to keep up. In the through-
put and RTT graphs, it is visible that as soon as through-
put exceeded the bandwidth, there were collapses of
the streaming, and the situation was regularly repeated.
These circumstances should be avoided in teleoperation
because it introduces high delay fluctuation, instabili-
ties, and lost control packages.

C. MULTI-USER EXPERIMENTAL MEASUREMENTS
1) ROBOT (4G), HMD AND INTERFACE (CERN WI-FI)

• The maximum FPS of a camera with point cloud and
video feedback. In Figure 42, the experiment tested the
maximumFPS of one camera with point cloud and video
feedback. The requested FPS was gradually increased to
check if the network could support it. As shown in the
graphs, the value of 9 Hz for both users was achieved
while maintaining the throughput between 75% and
100% of the bandwidth of each operator. During the
recordings, there were a few events of delayed FPS,

FIGURE 41. Single-user, 4G robot connection measurements when the
system was overloaded by requesting 2 Hz of point cloud and video
(graphs b and c). The example presents a situation when the requested
parameters were too demanding for a given network connection. The RTT
was 40-80 ms, following the throughput fluctuations (graph a). In graph d,
there is an example of one of the cameras. The FPS was constantly
delayed (shown as events with red vertical lines), and the throughput was
significantly oscillating, especially the one of the point cloud.

which could be caused by an abrupt change of the setting
(the camera acquisition in the robot had to be reconfig-
ured) or network overload.

• The maximum FPS of one camera with video feed-
back. Similarly to the previous example, the experiment
sought the maximum FPS value for both operators by
gradually increasing the video FPS until the network
support limit. In the test, stable 15 Hz was achieved for
both operators. The resolution of 640× 360 was used in
the camera settings.

• A temporary collapse of the network. In Figure 43,
there is an example of a collapsed network communica-
tion for both operators due to a spurious event (such as a
temporary degradation of 4G signal or interference). The
most characteristic symptom is the highly increasedRTT
value, which in this example rose four times from 15 ms
to 60ms. For 5 seconds, the first operator completely lost
the feedback from one camera, while the second opera-
tor lost the point cloud streaming but could still receive
2 Hz of video. This situation may happen unexpectedly
at any time. Having two operators introduces a redun-
dancy, where one operator can focus on controlling the
robot while the second monitors the network state and
the acquisition of environmental feedback from sensors
and cameras.
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FIGURE 42. Multi-user, 4G robot connection measurements of the
maximum FPS of one camera with point cloud and video used by two
users. In graph a, the individual and total throughput progressively
increased, and the total throughput exceeded the bandwidth per user.
In graphs b and c, the FPS progressively increased, and 9 Hz was the
maximum setting for both users. The interface FPS was stable at 30 Hz for
both users (graph d). In graphs b and c, the evolution of the settings, real
achieved FPS, and video/point cloud throughput of the camera is also
shown. Also, the delayed FPS warnings (vertical red lines) indicate events
when the real FPS was lower than 2 Hz than the requested setting, which
was more frequent for user 2 (graph c).

2) ROBOT, INTERFACE AND HMD CONNECTED TO
CERN WI-FI

• Dynamic point cloud size during manipulator’s
movement. In Figure 44, there is a specific example of
how the point cloud throughput could change ∼8 times
just bymoving the robot’smanipulator without changing
any setting related to point cloud acquisition. In a limited
network bandwidth scenario, it could cause a slowdown
or a collapse of the network. In this example, the auto-
matic settings modes were not used, but they could adapt
the FPS or subsampling according to the situation for
network use optimization and avoid collapses. Such an
example is presented in the ‘‘Automatic FPS adaptation
to point cloud size’’ experiment and Figure 46. The auto-
matic behaviour also can lower the operator’s workload
of continuously monitoring the acquisition status.

• Throughput and RTT linear relation. In Figure 45,
a direct relation between throughput and RTT can be
observed, which is important for telemanipulation, espe-
cially with force feedback. When the throughput was
decreasing, the RTT followed accordingly in a linear
relation for both operators.

• Automatic FPS adaptation to point cloud size.
As shown in the previous example in Figure 44, the

FIGURE 43. Multi-user, 4G robot connection measurements of a
temporary event of network collapse for both users. It is characterized by
the drop of throughput (graph a) and FPS to zero (graph b) and a high
increase of RTT starting at 10 s and lasting 5 s (graph a). Before and after
the event, the network was overloaded, which resulted in delayed FPS
represented by red vertical lines in graph b. During the event, the game
FPS was kept at a stable 30 Hz value (graph c).

FIGURE 44. Multi-user, Wi-Fi robot connection measurements of dynamic
point cloud size changes while driving the robot. In the first phase, the
camera captured maximum ∼11000 points, and then the number
decreased to ∼1300 points due to the move. Accordingly, the throughput
used for this point cloud acquisition with a constant FPS was at
maximum 7 Mbps and decreased to ∼1 Mbps, which was of a similar
value to the video throughput with the same FPS.

size of point cloud can change significantly during
the robot’s movement while keeping the same settings.
In Figure 46, the automatic FPS setting of the point cloud
was used to adapt to the point cloud points number.
When the number of points increased, that caused a
delayed FPSflag and a decrease of the requested FPS not
to overload the network. Accordingly, when the number
of points decreased, the requested FPS setting increased
to provide more responsive feedback with the available
bandwidth.

D. VIDEO EXPERIMENTAL DEMONSTRATIONS AND
MEASUREMENTS RECORDINGS
The video recordings from the multi-user operation scenario,
from both operators’ HMD’s point of view, can be found in
[65]. In the example video, the first operator set up the cam-
eras’ acquisition, drove the robot’s base to a target location to

VOLUME 11, 2023 17327



K. A. Szczurek et al.: Multimodal Multi-User MR Human–Robot Interface for Remote Operations in Hazardous Environments

FIGURE 45. Multi-user, Wi-Fi robot connection measurements of the
relation between throughput and RTT. In graphs a and b, the proportional
relation between throughputs and RTT can be noticed. When the
throughput declined, the RTT also proportionally decreased, for example,
when the total throughput (both users summed) changed from ∼55 Mbps
to ∼28 Mbps, and the RTT lowered from ∼40 ms to ∼20 ms.

FIGURE 46. Multi-user, Wi-Fi robot connection measurements of
automatic FPS adaptation to point cloud size. As seen in graph c, the
point cloud points numbers were changing between ∼1000 and ∼13000
when the manipulator was moving and changing points of view. During
these changes, the requested FPS was automatically adapted to values
between 5 Hz and 25 Hz to stabilize and maximize the throughput
(graph a). It is visible that abrupt changes in the point number caused
delayed FPS events (vertical red lines in graphs b-d), but after a short
time, the acquisition followed the requested FPS.

approach amagnet dipole (a piece of equipment in the particle
accelerator that bends the particle beam) with a manipulator
to read an inscription on it. In another example video, there
is a recording in which the minimally required parameters

for cameras’ acquisition validation were checked with the
4G robot connection, described in Section IV-B. The network
measurements and camera acquisition parameters recordings
of all experiments presented in this publication are available
in [67].

E. RESULTS SUMMARY
Table 8 specifies if each requirement set in Sections III-B
and III-C was achieved and under which conditions, if any.

TABLE 8. Summary of the experimental results and fulfilment of the
interface requirements for single and multi-user teleoperation.

A phenomenon of increased total throughput (on aver-
age by 20%) when summed for two users compared to a
single-user connection was observed. The intensity of this
increase varied in time and location, but it was always present.
The average values are shown in Table 9. The reason may
be related to the communication links created for each user
separately from the interface server to the robot.

A basic comparison of bandwidth achieved with different
connection types from the AR HMD (HoloLens 2) was made
for 2.4 GHz and 5 GHz Wi-Fi hotspot created by the laptop,
CERNWi-Fi infrastructure and by cable Ethernet connection
with a USB-C connector, which is presented in Table 10.
It can be seen that the hotspot connection provides only lim-
ited bandwidth, so it was impossible to use the 2.4 GHz net-
work band. However, the 5 GHz hotspot was enough to send
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the streaming to the HMD via the Holographic Remoting
and receive fast inputs from the HMD. The other connections
were not limiting.

TABLE 9. Comparison of maximum throughput for single and multi-user
measurements.

TABLE 10. Bandwidth measurements between HoloLens 2 AR HMD and
an Ookla server in Zurich, done via the website www.speedtest.com,
launched in the HMD. The measurements can be compared between
different connections, but direct values should not be used.

V. DISCUSSION
All the functional requirements for the interface were
achieved, and each operator performed successful teleoper-
ation. The network performance in the worst case - 4G robot
connection - was sufficient to provide enough point cloud
and video feedback. However, as provided in the experimen-
tal data, situations and events may require more adaptive
behaviours and high-level acquisition management. There-
fore, if the adaptive behaviour was necessary due to dynamic
changes in the network, the use of the automatic settings was
demonstrated. The interface minimum FPS was lower than
expected when the interface server (with parameters specified
in Table 6) was powered by its internal battery. Otherwise,
it was sufficient and stable. This inconvenience can be over-
come by using a portable computer with higher graphical
processing parameters. Also, the minimum expected FPS
for cameras was achieved in the multi-user scenarios with
a 4G connection to the robot. Still, spurious network effects
could temporarily lower it, which was mitigated by using the
camera’s automatic settings.

In the multi-user scenarios, the operators were equipped
with the same functionalities as in the single-user scenarios
and the additional possibility for the other operator to observe
or take control. Therefore, it could be implied that if the
teleoperation task was achieved in the single-user operation,
it could be completed in the same functional way in the
multi-user process. Also, multi-user control capability pro-
vides a degree of redundancy, if the connection is temporarily
degraded for one operator or the person is tired - the other
operator can easily take over and continue the intervention.

In the used multi-user network architecture, a higher total
bandwidth was sometimes achieved than each user’s band-
width due to multiplied connection links, especially with
the complex Wi-Fi architecture and when both users were
in different locations or used various infrastructure links.
It was also observed that the network behaviour (variations in
bandwidth, spurious delays, temporary streaming collapses)
varied depending on the time of the day for the public 4G,
Wi-Fi, or cable infrastructure, which depends on infrastruc-
ture clients’ number and their usage.

It can be seen that the usage of point clouds streamed with
a specified frequency cause significantly higher throughput
than video feedback of the same frequency. Therefore, we can
assume that if the bandwidth is below 3-5 Mbps, the current
interface cannot support any more point cloud feedback with
sufficient FPS and precision for an average-sized captured
point cloud. However, there are still measures to increase
the bandwidth by selecting a more performant modem/router
or providing more optimized streaming of the point cloud,
which is proposed as future work in Section VI. Also, specific
network configurations could be used, for example, the added
Access Control List (ACL) to a socket or destination address
in an infrastructure router configuration or a Quality of Ser-
vice (QoS) change could lead to an increased bandwidth in a
publicly shared Wi-Fi network. Moreover, in the areas where
the 4G coverage is poor or unavailable, multiple relay robots
acting as communication nodes could be used to extend the
range [55].

The field-of-view (FOV) problem of RGBD cameras on
the CERNBot’s setup base was noticed during the tests. Due
to the camera’s narrow FOV angle - 87 degrees in horizontal
axis - and placement offsets from the centre of the robotic
base, there were blind areas at the corners of the robot, even
with four cameras around the base. It can be seen especially in
the point clouds environment visualization (Figure 47). The
problem could be mitigated by placing the cameras closest to
the centre of the robot, which was not possible for CERNBot
as the camera view would be covered by other equipment.
It would also be possible by switching to two LiDAR sensors
for point cloud in two opposite corners of the base for full
point cloud view; and 360◦ cameras for full video view. As a
workaround, in the setup used for experiments, one of the
blind areas could be covered by the end-effector RGB-D
camera (as shown in Figure 18), which was sufficient for safe
operation.

In the experiments, all commands were input with hands,
voice, and eye tracking. In the multi-user context, each oper-
ator could choose the input modality individually. However,
some operators indicated that a physical controller would
still be better and more reliable for specific tasks. These
tasks could be precise manipulator movement with hap-
tic or force feedback or driving the base with a gamepad
while looking around at point clouds. Such a solution is
available in the interface, and other input devices can be
integrated and used simultaneously in single and multi-user
operations.
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FIGURE 47. Problem of RGBD cameras placement to have 360 degrees
point cloud view of the environment. Due to the offsets from the centre
of the base and limited horizontal FOV <90◦ per camera, there are
blind (black) areas at the corners of the base. In the figure, there are two
views shown: on the left, from a side as usually seen by the operator, and
on the right, from above the robot.

A. STUDY LIMITATIONS
The experiments were performed using the CERN network
infrastructure and 4G network available at its ground or
underground premises, whichmay differ from other networks
in other hazardous environments and their network char-
acteristics, interferences, and limitations. The requirements
set for the interface validations were derived from robotic
activities in the particle accelerator environment present at
CERN and the experience of operators. Other dangerous
environments may have different requirements depending on
robot type, used hardware, control algorithms and tasks. The
study presented here does not discuss operator workload eval-
uation, efficiency comparison between different interfaces,
or ergonomics. It is focused on qualitative and quantitative
assessment of the functionalities of the interface and the
feasibility of its usage in the available network infrastructure.
In the study, the network hardware (especially the mobile
router and 4G modem) was not compared with other mod-
els. However, initial investigation showed that using more
advanced mobile router models could increase the band-
width (e.g. by improving Carrier Aggregation). Also, during
the experiments, only the 4G technology (which covers the
majority of underground areas at CERN) was used, and 2G,
3G, or 5G technologies were not tested. The experiment did
not study delays between the interface server and the AR
HMD using the Holographic Remoting to stream the holo-
graphic content or send input signals. The used RTT values
were the delays between the interface server and the robot.

VI. CONCLUSION AND FUTURE WORK
Hypotheses H1 and H2 were confirmed by providing exten-
sive tests and measurements of the interface in the CERN
intervention scenarios. Despite challenging conditions, espe-
cially related to multifunctional user interface capabili-
ties, network infrastructure limitations, and the interface’s
high reliability, an operator accompanied by other opera-
tors and scenario experts could perform a stable AR remote
teleoperation.

Future work has to be performed in the field of multi-user
collaboration network architecture. In the architecture pre-
sented in this paper, each user created a separate connection
to the robot, which multiplied the throughput proportion-
ally to the number of users. As observed, the achieved total

bandwidth is slightly bigger with two connections than with a
single one, but it may not be enough in low-bandwidth cases
with more than two users. An architecture with a single link
from the robot to a single interfacemulti-server, which further
distributes data to each user, is necessary to increase feed-
back quality. Data distribution would usually be done within
the CERN infrastructure network, which offers much higher
bandwidth than the robot’s connection. Figure 48 presents a
comparison of the two architectures. In the optimized acqui-
sition architecture, the required bandwidth will be lowered
by a factor of a maximum of 2. Although there will be an
additional delay due to the proxying and processing of the
stream in the server to adapt to each user’s needs, the network
RTT is expected to be significantly lower due to the lower
load for the same feedback quality.

FIGURE 48. The optimized architecture for the multi-user acquisition of
cameras feedback. In red, the architecture used for the validations
(Figures 34 and 35) is presented, where each user could request
individual camera acquisition from the robot. In black, the improved
architecture optimizes the acquisition by a single connection to the robot
with the camera parameters that will suit all users’ most demanding
setting requests.

In the multi-user scenarios tested in experiments, both
users used the AR HMD. The system description explained
the workflow of selecting 2D/3D, AR, or a combination
(Figure 10). Accordingly, in multi-user collaboration, each
user could use a different interface to achieve the goals most
efficiently according to the executed task. For example, one
operator could be focused on robot navigation and manipu-
lation in AR with the best perception. Another expert could
monitor measurements, mission status, or a global operation
area in a screen-based 2D interface at a higher interaction
level. Such evaluation will be the subject of subsequent
research and experimentation comparing 2D, 3D and AR
interfaces, operator workload and task execution efficiency.

The potential future work will focus on a high-level
autonomous behaviour used for applying different inter-
actions with the robot depending on network conditions
(e.g. moving from an area with good bandwidth and RTT to
a worse one). That would recognize and adapt to a situation
and give a choice to the operator at a more supervisory level.
Artificial Intelligence (AI) could also use other information
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like a position in an accelerator, based on advanced simulta-
neous localization and mapping (SLAM) techniques or radi-
ation levels, gathered in real-time or based on historical data.
The passivity could be automatically controlled in position
control (trajectories) when the RTT is above a specified limit.

The gaze information could be further utilised for future
optimization of camera acquisition and improved perception.
A camera at the moment looked at could switch to a high
resolution or higher FPS. Accordingly, the point cloud region
where the gaze is focused could be denser, peripheral areas
could be less dense, and the not rendered areas could not
even be sent from the robot. Other techniques of the foveated
rendering could also be applied [68]. All would significantly
reduce the demand for bandwidth and improve perception.

Currently, the interface supports multi-user operations with
one robot at a time. The next step would integrate collaborat-
ing multi-robot scenarios, already tested at CERN [56], with
multiple operators in the AR workspace.
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ABSTRACT Remote robotic interventions and maintenance tasks are frequently required in hazardous
environments. Particularly, missions with a redundant mobile manipulator in the world’s most complex
machine, the CERN Large Hadron Collider (LHC), are performed in a sensitive underground environment
with radioactive or electromagnetic hazards, bringing further challenges in safety and reliability. The mis-
sion’s success depends on the robot’s hardware and software, and when the tasks become too unpredictable
to execute autonomously, the operators need to make critical decisions. Still, in most current human-
machine systems, the state of the human is neglected. In this context, a novel 3D Mixed Reality (MR)
human-robot interface with the Operator Monitoring System (OMS) was developed to advance safety and
task efficiency with improved spatial awareness, advanced manipulator control, and collision avoidance.
However, new techniques could increase the system’s sophistication and add to the operator’s workload and
stress. Therefore, for operational validation, the 3D MR interface had to be compared with an operational
2D interface, which has been used in hundreds of interventions. With the 3D MR interface, the execution of
precise approach tasks was faster, with no increased workload or physiological response. The new 3D MR
techniques improved the teleoperation quality and safety while maintaining similar effects on the operator.
The OMS worked jointly with the interface and performed well with operators with varied teleoperation
backgrounds facing a stressful real telerobotic scenario in the LHC. The paper contributes to themethodology
for human-centred interface evaluation incorporating the user’s physiological state: heart rate, respiration rate
and skin electrodermal activity, and combines it with the NASA TLX assessment method, questionnaires,
and task execution time. It provides novel approaches to operator state identification, the GUI-OMS software
architecture, and the evaluation of the 3DMR techniques. The solutions can be practically applied inmission-
critical applications, such as telesurgery, space robotics, uncrewed transport vehicles and semi-autonomous
machinery.

INDEX TERMS Electrodermal activity, hazardous environment, heartbeat, human–robot interfaces, mixed
reality, operator workload, redundant mobile manipulator, respiration, safe operations, spatial perception,
telerobotics, vital parameters.
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I. INTRODUCTION
In hazardous environments, as long as it is technically and
economically feasible, robots can execute actions in the
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vicinity of danger to reduce risks for humans. However,
depending on the conditions of such an environment and
available resources, the autonomy level given to the robot
must be decided. Suppose the task can be executed with
high-enough reliability by following a set of formulated
rules or using Artificial Intelligence (AI). In that case,
an autonomous robot can be used without a constant con-
nection with the operator. Such a task can be drone navi-
gation in an open-space environment, recognition of objects,
or manipulation of an assembly line robot. However, supervi-
sory control or direct teleoperation is needed if the task is too
unpredictable or critical decisions must be made based on a
broad context. For example, during a robotic surgery executed
by a remote doctor or a military robot control, the human
operator should always be able to decide, interrupt and take
control. Therefore, in a remote control system, the operators
are a part of the system, and their state must be monitored.
Mission success is inseparable from the human operator’s
performance and the efficiency of the tools [1]. From the
operator’s viewpoint, the factors contributing to the suc-
cess can be divided into intrinsic and extrinsic, as explained
in Figure 1.

FIGURE 1. Factors contributing to the success of a telerobotic mission
from the human operator’s viewpoint.

Consequently, the success of a telerobotic mission can
be considered in three categories to take into account the
full system change impacted by an intervention and its
consequences:

• The fulfilment of the intended goals (e.g. a remote
inspection of a problem), the successful coping with
potential unexpected events (e.g. obstacles, lost com-
munication or additional tasks) that arose during the
mission, and the time needed to accomplish it. The
time can be measured only during the manipulation of
the robot in such an intervention as surgery, or it can
include the time needed for preparation, training and
simulation for a space robotics mission [2]. Usually, the
shorter the time, the better, or there is a time limit, such
as a technical shutdown of an infrastructure where the
mission is executed or when equipment is available.

• The state of the environment or the robot after com-
pleting the task. Suppose the environment’s or the
robot’s value is high, for example, of the International
Space Station [2] or the Large Hadron Collider (LHC)

equipment in a particle accelerator. In that case, any
unintended collision or damage to the robot or the envi-
ronment must be avoided and will contribute to teler-
obotic mission success. For example, if the robot’s state
is the most important, during operations with a Mars
rover, any commands and navigation instructions must
be sent after careful consideration.

• The state of the human operator during or after accom-
plishing the task. Maintaining the operator’s good men-
tal and physical state by eliminating stress factors,
decreasing workload, or recognising the physiological
overload of the person is crucial for avoiding manip-
ulation errors and accidents, especially in long-lasting
missions. The teleoperation can cause eye or muscle
strain, stress, and temporary or even permanent harm
to the operator (such as a headache, dry eyes or eye
discomfort [3], or anatomical changes due to unnatural
posture over extended time [4]). So, if the operator is in
a bad state or can no longer operate, it may be consid-
ered a mission failure despite achieving other mission
goals [5].

A. TRANSITION FROM 2D TO 3D MIXED REALITY
HUMAN-ROBOT INTERFACES
Telerobotics in the particle accelerator complexes requires
particular navigation techniques, knowledge of varied elec-
trical, radioactive, magnetic or gas risks, and safety proce-
dures. The controlled robot, such as a mobile platform with
a redundant manipulator, also increases the necessary exper-
tise. The risk of completely losing connection with the robot
is present due to scarce communication resources or radiation
that affects electronics. In case of such an event, another robot
needs to be used to rescue the lost one, or special procedures
must be thought of in advance. The lack of a high-bandwidth
communication system affects the human perception of the
remote environment. All these requirements and risks in
the particle accelerator’s hazardous environment impact the
operator’s emotional state. Therefore, improvements in the
interface are necessary to provide the most appropriate tool
that mitigates the stress and makes the executed actions
easier. The training process is no less critical [2], and the
simulators [6] are very helpful in training before the actual
intervention.

Already 30 years ago, it was confirmed in [7] that adding
virtual information in the perception channels during remote
control greatly enhanced operator performance. In the cited
work, virtual fixtures visually guiding the movement in spe-
cific directions or along certain shapes provided useful refer-
ences that resulted in higher task efficiency. Moreover, the
application of transparent Augmented Reality (AR) head-
mounted devices (HMDs) for procedural guidance in space
operations [8] showed improved performance and decreased
workload during astronauts’ tasks. The study in [9] confirmed
that immersive interfaces enhance telepresence, efficiency
and situational awareness, especially for hyper-redundant
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robots, and were chosen by 94% of the research participants.
The advantages of applying Augmented Reality Virtual Sur-
rogates for aerial drone remote control were demonstrated
in [10]. It eased distal operation and improved precise posi-
tioning and multitasking ability. Involving Mixed Reality in
the robotic manipulator programming, as presented in [11],
indicated the benefits of reducing program writing time and
the number of errors due to virtual simulation in a virtual
environment. Also, during a preliminary study and a 3D MR
interface pilot project [12] at CERN, it was concluded that
a transition from a 2D-based to 3D-based interfaces could
bring multiple benefits, such as better spatial cognition, col-
lisions avoidance or detection, motion planning, situational
awareness, three-dimensional perception of the environment
and spatial vision cues. Which, as a result, increased the
capabilities and safety of teleoperation.

B. VITAL PARAMETERS MONITORING OF AN OPERATOR
The Autonomic Nervous System (ANS) [13] is a component
of the peripheral nervous system that regulates involuntary
physiologic processes, including heart rate, blood pressure,
breathing, sweating, and digestion [14]. The ANS consists of
two main branches:

1) Sympathetic Nervous System which activates body
processes that help in stress or danger. It is responsible
for your body’s ‘‘fight-or-flight’’ response [15].

2) Parasympathetic Nervous System which has the oppo-
site effect to the sympathetic nervous system and is
responsible for the ‘‘rest-and-digest’’ body processes.

Therefore, these two parts of the ANS usually operate antag-
onistically: the former activates body processes, while the
latter deactivates or lowers them. This balance is crucial for
the body’s well-being. Since dynamic changes in the ANS
in response to a stressor cannot be controlled, certain physio-
logical signals such as cardiac, respiration, and electrodermal
activities can be used as reliable indicators of stress [16].
These biometric signals are valuable because they cannot
be consciously controlled, falsified or kept hidden by a per-
son and can reveal information about the unconscious state.
Such a state can be frustration, a human response related
to anger and disappointment, defined as an emotional state
of no possibility of reaching a target. Stress is one of its
consequences [17]. The most commonly used physiological
signals to detect stress state are cardiac activity, respiratory
activity, brain activity [18], body temperature [19], sweating,
eye movements, facial expressions and gestures.

Previous studies about human health monitoring systems
and the measurement of vital parameters have been con-
sidered for general purposes such as driving assistance and
fatigue recognition [20], [21], office worker stress monitor-
ing [22], coal mine worker safety [23], and remote video-
mediated assistance [24]. In human-robot interaction, human
emotions, especially negative ones, influence the perfor-
mance of robotic interventions. For example, frustration
could impact performance quality [25] and cause a waste

of time [26]. Several studies have been carried out on the
monitoring of a person’s vital parameters during activities
involving the use of robots:

• Implementation of a cooperative human-machine inter-
action system with the primary objective of adapting the
robotic arm control strategy according to the operator’s
emotional state, such as stress and fatigue using cardiac
and electrodermal measurements [27];

• In human-robot cooperation, the robot was expected to
recognise the psychological state of the human through
the analysis of heart rate variability to deduce the mental
stress of the user during collaboration actions [28];

• For wearable robotic equipment, such as exoskele-
tons, the interaction between humans and robots is
paramount. User’s physiological parameters are mon-
itored to evaluate stress, reduce it to a minimal
level and improve the applicability of assistive robotic
devices [29];

• Operator emotions, physiological involvement, cogni-
tive workload and usability in robotic teleoperation
were investigated to design affect-aware robotic systems
capable of adequately mitigating negative emotional
states of the operator [30];

• In robotic surgery, surgeon electromyographic signal
from muscles contraction was analysed for the valida-
tion of a novel approach to robot-aided pedicle screw
fixation that guarantees comparable efficiency in the
screw placement with lower muscular fatigue and more
comfortable postures for the surgeon [31];

C. VITAL PARAMETERS MONITORING IN HAZARDOUS
ENVIRONMENTS AT CERN
The health monitoring of workers in standard situations
and emergencies in particle accelerators and experimental
areas [32] is essential for personnel safety. A prototype Wire-
less Personnel Safety System (WPSS) [33] was developed to
detect environmental conditions and monitor workers’ health
by measuring parameters such as heart rate and body temper-
ature. In the context of search and rescue robots at CERN,
an ultra-wideband radar for non-contact monitoring mounted
on a mobile robotic platform was implemented following
the autonomous detection of victims to classify survivors
according to their need for medical assistance [34]. Robotics
coupled with contactless monitoring was also applied to esti-
mate the heart rate of workers during work activities in haz-
ardous environments [35]. In telerobotics, when operations
lasted longer than expected, the attention and concentration
levels significantly dropped. Therefore, an eye-tracking sys-
tem has been implemented in the human-robot interface [36],
which prevented dangerous collisions by constraining the
robot’s movements and decreasing its speed when the opera-
tor became distracted or was not observing the robot’s video
feedback. A pilot project studying the benefits of the transi-
tion to the 3D MR interface and preliminary operator vital
parameters monitoring assessment was conducted in [12],
which motivated the further work presented here.

VOLUME 11, 2023 39557



K. A. Szczurek et al.: Enhanced Human–Robot Interface

FIGURE 2. The robots equipped with specialized tools used for
interventions in the CERN particle accelerators and experimental areas.

D. MOTIVATION AND PROBLEM FORMULATION
The CERN robots (Figure 2) have been used for more than
10 years for remote maintenance to increase the CERN accel-
erator complex’s maintainability and availability [37]. These
operations require reliable and well-adapted human-robot
interfaces. Therefore, during the research and development
process of the next-generation 3D Mixed-Reality human-
centred interface, such validation criteria as the operator state,
task execution efficiency and telemanipulation safety require-
ments needed to be taken into account. The 3D Mixed Real-
ity (MR) brought new solutions, such as planning, automatic
approach, point cloud 3D environment and stereoscopic view,
improving efficiency and safety. However, the control com-
plexity may have increased the operator’s workload. There-
fore, an appropriate method of assessing the workload had to
be used. The fulfilment of functional specifications and the
ability to execute predefined tasks were essential. However,
human factors must also have been studied to deliver an
optimal solution.

In the agile development and prototyping process, the users
gave qualitative feedback that the 3D MR interface offered
additional functionalities and advantages to the existing 2D
interface. Still, a quantitative and detailed comparison with
the previously used interface was needed. This quantitative
data had to be gathered during the remote control of a real
robot in nominal conditions, with environmental risks and
stressors in real scenarios. In this study, the Train Inspec-
tion Monorail (TIM) platform [38] with a 9 degree of free-
dom (DOF) manipulator with a radioactive source in the
end-effector was used to verify the correct functioning of
Beam Loss Monitors (BLMs) in the LHC accelerator tun-
nels (Figure 3). Previously, humans must have done these
verifications manually because of the complexity of the task,
resulting in the person receiving a limited radioactive dose
despite applying all safety procedures and personal protective
equipment. The new robotic solution greatly enhanced human
safety. However, the teleoperation risks involved damaging
the accelerator equipment and the robot. Also, local rescue
or repair interventions in case of robot accident or failure
were limited due to the radiation hazard. Furthermore, the

FIGURE 3. The 9 DOF robotic manipulator is installed on the TIM that
operates in the LHC. In this picture [12], the arm is in the deployed state.
A radioactive source is placed in the end-effector, and the arm must reach
the BLM at a specified distance to verify the correct functioning of the
device.

constrained communication linkwith the remote robot caused
control signal or feedback delays. All these factors were the
source of stress and required the total concentration of the
operator.

The interface evaluation had to be based on objec-
tively measured operator vital parameters, task execution
times, failure or collision potential, precision and workload
assessment techniques. The stress level of the operator was
measured with the heartbeat, respiration and electrodermal
activity to quantify how each interface’s use affected the
operator’s physiological state. The quantitative data had to be
supported by observations and qualitative responses given by
the operators. The learning curves of the interfaces had to be
compared. A study was done on how previous teleoperation
and gaming experiences influenced learning and task execu-
tion efficiency. It was motivated by existing research [39],
[40], [41], [42] showing that video game players perform
significantly better on tasks requiring visual spatial atten-
tion, multiple object tracking, rapid processing of information
and imagery, spatial resolution, visuomotor coordination and
speed. Response to stressful situations, such as a collision,
unexpected event or prolonged stress, was observed together
with the measurements of the vital parameters to assess if
the system could reliably recognize these situations. If vital
parameters become abnormal, the system could warn the
operator about the stress risk and potentially damaging effects
or automatically reduce speed or stop the robot.

The experimental work presented in this publication stud-
ies the following hypotheses in the context of human-robot
interfaces for mobile telerobotics in hazardous environments,
based on the experimental data gathered in the particle accel-
erator robotic scenario with a redundant mobile manipulator:
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1) Hypothesis 1:While providing a safer supervisory con-
trol and a better perception of the redundant manipula-
tor and the environment, the 3D MR interface does not
increase the operator’s assessed workload compared to
the previous operational 2D interface.

2) Hypothesis 2: The use of the 3D interface does not
lead to an increase in the heart rate, respiration rate and
electrodermal activity compared to the 2D interface.

3) Hypothesis 3: The task execution times with the 3D
interface are faster than with the 2D interface.

4) Hypothesis 4: Operators with more gaming experience
execute tasks faster.

The paper demonstrates that the 2D and 3D MR
human-robot interfaces can be compared through the pro-
posed evaluation techniques, which steer future interface
developments. The paper also evaluates the Operator Physio-
logical Parameters Monitoring System via a human study of
12 participants and concludes on its usability and limitations.

E. NOVELTY AND CONTRIBUTION
This publication extends and contributes to three domains.
The first is the domain of physiological telerobotic operator
vital parameters measurements applied to evaluate the work-
load and stress estimation during a telerobotic intervention
in a harsh environment. The Operator Monitoring System
(OMS) is proposed to continuously measure the heartbeat,
respiration and electrodermal activity and assess the opera-
tor’s state (relaxed, normal, stressed). The system had to be
flexible enough to integrate sensors, including non-intrusive
and wireless ones. These experiments gave valuable feed-
back on whether the system was well adapted to a person’s
anatomy and the differences in the physiological signals
between operators under real operating conditions. The feed-
back allowed to fine-tune the algorithms and thresholds used
for signal processing.

Secondly, in the experimental part of this work, a compari-
son of the 2D interface to the 3DMixed Reality interface was
provided in terms of task execution times, learning curves,
the NASA TLX workload assessment, vital parameters mea-
surements and detailed feedback questionnaires. The results
were also compared regarding intrinsic human factors, such
as robot teleoperation and gaming experience.

Lastly, improvements in the evaluation methodology were
proposed based on the conclusions from the experiments,
measurements and usedmethodologies. They should best suit
the telerobotic use cases in particle accelerators, hazardous
environments, or in general, applied to situations where the
interfaces are used for remote control of manipulators or
platforms. Themethodology could also be applied to operator
training and progress indication not only based on execution
time but also on measured safety, operator’s stress and focus,
and calibrated feedback questions.

The experimental work was performed in a stressful and
real scenario in the LHC at CERN, the world’s biggest and
most complex machine, which required the coordination of

FIGURE 4. System overview presenting main components of the
human-robot control chain with the OMS. The robot is controlled and
exchanges data with the operator via the interface. The interface
visualises the robot’s state and interprets inputs from the operator. The
OMS monitors the vital parameters, which are displayed in the interface.
The elements highlighted in bold represent parts of the system this
publication contributes.

multiple teams, accesses, and safety procedures. The results
are a unique source of experience and ground for further
human-robot interfacing advancement for robotics in harsh
environments.

F. PAPER STRUCTURE
The paper is structured as follows:

• Section II describes the controlled robot, the 2D and 3D
MR interface functionalities comparison and the OMS.

• Section III describes the experimental setup: tasks to
be done, the use of interfaces, how the vital parameters
were measured, what were the questionnaires, subjects,
used hardware, and data post-processing.

• Section IV presents the results of the experiments, which
are further discussed in Section V.

• Sections VI and VII conclude the work, summarise the
findings, and define future work regarding the method-
ologies of interface evaluation and the OMS.

To better understand the problematics of telerobotics
in particle accelerators and radioactive experimental areas,
we recommend familiarisation with the CERNTAURO
framework [37], the operational 2D interface descrip-
tion [36], and the detailed functionalities of the 3D MR
interface [43].

II. SYSTEM DESCRIPTION
The system comprises four main elements that interact with
each other: the robot, the interface, the operator and the OMS.
The interrelations are shown in Figure 4. Section II-A
details the characteristics of the robot and its mission tasks.
Section II-B explains the differences between the two inter-
faces compared later in the study. Section II-C describes the
OMS, physiological parameters, algorithms, signal process-
ing, and its integration with the 3D MR interface.
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FIGURE 5. The operator using the 2D interface and controlling a remote
manipulator in the LHC. The cameras’ view, control modes selection,
keyboard input mapping, speed setting, and numeric joint positions can
be seen on the laptop screen.

A. CONTROLLED ROBOT
The TIMmobile robot is used in the LHC’s accelerator tunnel
at CERN. The TIM comprises several principal wagons (con-
trol, drive, battery) and is responsible for carrying payload
wagons, such as the robotic wagon (Figure 3). The train
is suspended on a ceiling rail and has a wagon carrying a
9 DOF arm. The manipulator’s task is to approach a BLM
while holding a radioactive source at a specified distance.
More explanation of the scenario, robot and task can be found
in [12] in Section 1.1 and Section IE of [43].

B. 2D AND 3D INTERFACES FOR THE ROBOT’S CONTROL
The mission executed by the robot can be split into two
phases. In the first phase, the monorail train approaches the
inspection area, and safety is assured by clearing the passage
and defining maximum speeds in the sections of the tunnel.
The train also has a laser scanner that can detect any object in
front of the train’s front or back in the rail vicinity and stop
movement. No obstacles are expected on the train’s route,
or automated doors open when the train must pass. When the
train moves, the manipulator is folded and stored inside the
wagon, and the radioactive source is sheltered in a radiation-
blocking case. Therefore, an interface with video feedback
has been sufficient for supervisory or manual control tasks.
The radioactive source is extracted from the protective case
for the manipulation phase and measurements. The folding
and extraction are semi-automatised.

In the second phase, the manipulator is deployed in
an environment that is not fully modelled, and obstacles
are expected. The operator controls precisely the complex
manipulator. This task requires high perceptual awareness
due to the locations of the targets (the BLMs). Often,
they are hidden behind other equipment or in the vicinity
of fragile equipment. For these reasons, safety should be
assured by additional means. In the standard 2D interface
(Section II-B1), similarly to the train movement’s supervi-
sion, safe intervention relies on the operator’s experience and
video feedback. There are no collision detectionmechanisms,

FIGURE 6. This overview shows the MR interface used with the trajectory
specification to reach a target. On the upper right-hand side is the model
of the train’s wagon, where the arm is mounted. In the centre of the
figure, there are waypoints displayed as transparent arms with numbers,
the opaque grey arm showing the real arm’s current position, the blue
arm as the planning arm, and the red arm selected as the next waypoint.
On the left are the 3D point cloud representation of the environment and
the video camera 2D canvas, which, in this example, showed the
equipment and the BLM in the LHC. Head-Up Display (HUD) elements
show the robot’s status and settings. In the lower right corner, the
operator’s vital parameters are displayed.

path planning, or obstacle recognition. These new functional-
ities have been developed for the 3DMR interface, described
in Section II-B2.

1) THE 2D INTERFACE
In the 2D interface (Figure 5), the manipulator can be con-
trolled in two real-time control modes:

1) Joints velocity control. The joints are moved separately
at the desired speed.

2) Inverse kinematics. The arm can be moved or rotated
along or around the axes of the end-effector or environ-
ment coordinate systems. The speed of the movement
can be adjusted.

Several input devices, such as a joystick, keyboard, primary-
secondary system or haptic controller, can be used. The
feedback is composed of video camera streams, which can
be displayed as multiple views on the screen. The operator
can manually adjust the resolutions and frame rates of the
video streams for the best compromise between necessary
feedback quality and network bandwidth use and delays. Pan-
tilt-zoom cameras can be rotated and zoomed to achieve
the most convenient viewpoint, while standard cameras have
fixed points of view. The 2D interface requires an operator
with expertise in the robot’s configuration and movement due
to the manipulator’s complexity and redundancy in the BLM
robotic measurement project. A complete interface architec-
ture description can be found in [36]. It also describes some
other functionalities, such as autonomous behaviour scripting
or a prototype of trajectory definitions.

2) THE 3D MIXED REALITY INTERFACE
The new functionalities provided by the 3D MR interface
extend the previously used 2D interface manipulator control
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FIGURE 7. The precise spatial representation of the environment allows
for calculating the distance between the end-effector and the nearest
environmental point, which is an advantage in the approach task. In this
figure, the video canvas can also be seen in the background, and torque
information is shown as arrows next to the last joint of the arm. Here, the
torque was minimal, displayed as green, but the arrow would turn orange
or red during a collision.

capabilities with target-oriented and trajectory task specifica-
tion, supervised position-based command, collision checks,
movement preview, and a precise approach with distance
measurement. A considerable portion of functionalities was
developed thanks to the 3D representation of the robot and
the perceived environment as a 3D point cloud. The extra
functionalities are:

• Planning of the movement trajectories with joint or
inverse kinematics control (Sections II-D and II-E, and
Figure 13 in [43]).

• Preview of the manipulator behaviour, collision avoid-
ance in planning and detection in real-time (Section II-F
and Figures 14, 15, 16, 17, and 18 in [43]).

• 3D point cloud feedback (Section II-I and
Figures 1, 9, 19, 20, and 24 in [43]).

• Automatic approach of the manipulator to a selected
location of the point cloud (Section II-G and Figure 19
in [43]).

Figure 6 shows an overview of the interface during an oper-
ation in the LHC. A complete description of the architecture
and functionalities in the 3D MR interface can be found
in Section II of [43]. Figure 7 shows how the point cloud
representation is used to approach an element of the robot’s
environment with a precise distance visualization. To cope
with the network bandwidth limitations and high delays in
the CERN facilities, especially when the voluminous point
cloud is streamed, the Adaptive Communications Congestion
Control was developed (Section II-I-4 of [43]).

C. THE OPERATOR MONITORING SYSTEM
The CERN Robot Operator Physiological Parameters Mon-
itoring System, or shorter, the Operator Monitoring System
(OMS), was designed to measure the physiological parame-
ters of an operator during robotic interventions. The system
has a modular architecture (Figure 8) and allows easy integra-
tion with physiological sensors. It can work as a standalone
application to produce and export raw and post-processed

FIGURE 8. Architecture of the Operator Monitoring System. The OMS,
a server, acquires the raw signals from the sensors. It processes them into
vital physiological parameter values and assesses the operator state.
A client (e.g. human-robot interface) subscribes to the process to receive
the values and control the OMS (stop/start/recording/measure baseline).
The exported recorded data can also be post-processed in offline
analysis.

data recordings or connect to a client to provide a ser-
vice. In our use-case of the service, the client was the MR
human-robot interface communicating with the OMS. In this
research, the system served the following two purposes:

1) Quantitative assessment of the operator’s state during
a mission by observing the vital parameters with the
update rate of 5 s (which can be flexibly adjusted).

2) In the experiments performed in this study, to have a
measurable indicator of stress or workload for compar-
ing the user interfaces or assessing the workload during
a task.

The OMS was a server for the MR human-robot inter-
face client, as shown in Figure 8. The OMS was developed
with Python 3.8.8, SciPy and Flask libraries, and the PLUX
BioSignals API (Application Programming Interface). The
source code and documentation of the OMS application can
be found in [44]. On the other hand, the MR interface and
its integration with the OMS were developed with C# in the
Unity platform.

1) PHYSIOLOGICAL PARAMETERS ACQUISITION
The physiological signals and parameters considered in this
study are related to the cardiac, respiratory and sweat glands’
activities. These physiological parameters were chosen as
the more substantial and accessible for inferring the opera-
tor’s state of stress. The signal acquisition does not require
invasive sensors disturbing telecontrol (e.g. helmets or sen-
sory gloves) and does not significantly limit the operator
or cause discomfort during prolonged use. The BioSignals
PLUX toolset consists of an 8-channel central hub (Figure 9)
designed for synchronous physiological data acquisition of
up to 8 analogue sensors simultaneously. It supports up to
10 hours of signal streaming with Bluetooth communication
at up to 3 kHz sampling rate and 16-bit resolution for each
channel. In this work, the following physiological parameters
were selected and acquired for evaluation and monitoring of
the operator’s status:
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FIGURE 9. Body placement of the ECG electrodes on the chest, the EDA
electrodes in the back shoulder region, and PZT belt around the chest at
diaphragm level. The sensors are connected to the central hub.

• Heart rate (HR): heartbeats per minute (bpm). HR val-
ues are extracted directly from the ECG signal anal-
ysis, which measures the electrical activation leading
to heart muscle contraction. This requires three elec-
trodes to be applied on the operator’s body at chest
height (Figure 9), as the user’s manual indicates. The
recommended electrode placement described in the user
manual was strictly followed for ECG signal acquisi-
tion in Einthoven configurations [45]. Cardiac activity
was an excellent marker for detecting changes in the
ANS activity [46]. HR value varies with gender, age,
weight, medical conditions, medications, diet, and fit-
ness level [47].

• Respiration rate (RR): number of breaths per minute
(brpm). A complete breath combines two actions:
inhalation, when the air is introduced into the lungs,
and exhalation when the air leaves the lungs. The
standard respiration rate for an adult at rest averages
between 12 and 20 brpm. To detect respiration, the
PZT sensor consists of a wearable chest belt with an
integrated localized piezoelectric element that measures
expansion changes caused by volume changes in the
chest or abdomen during breathing cycles (Figure 9).
The elastic chest belt can be adjusted in length to
fit different anatomies, body positions, and chest and
abdomen circumferences according to the scientific lit-
erature [48] [49].

• Electrodermal activity (EDA): refers to the variation of
the skin’s electrical conductance in response to sweat
secretion due to changing sympathetic nervous system
activity. Several works identified a strong correlation
between EDA signal and emotional arousal [50]. A typ-
ical EDA signal results from two additive processes: the
skin conductance level (SCL), which fluctuates slowly
and represents the tonic base level, and the skin conduc-
tance response (SCR), a fast-varying phasic component.
Therefore, the phasic activity can be identified as bursts
with steep inclines and declines in the continuous data

FIGURE 10. (a) ECG: characteristic electrocardiogram trace with the
detection of QRS-complex. (b) Respiration: waves related to extending
the sensory belt’s embedded piezoelectric material due to the chest’s
expansion during breathing activity. (c) EDA: The electrodermal signal
comprises the skin conductance level (SCL) related to the skin tonic level
and the skin conductance response (SCR) related to the phasic response.
The triangles represent detected peaks.

stream. The EDA signal peak represents an unexpected
event that happened to the monitored person, and the
peak level is proportional to the event’s intensity. The
EDA sensor electrodes were applied on the skin between
the neck and the shoulder (Figure 9).

2) SIGNALS PROCESSING
The ECG signal tracing is characterized by the typical alter-
nation of P wave, QRS complex, T wave and U wave.
The QRS-complex is the most significant part of the ECG
(Figure 10a), representing the electrical activation of the ven-
tricles that contract and expel blood from the heart. Charac-
teristic patterns of the QRS-complex are evident in the ECG
tracing, from which the person’s heartbeat can be tracked.
R-peaks related to the QRS-complex are the points of the
largest amplitude in the ECG signal and represent heartbeats.
The recorded ECG time series feed the function identify-
ing local maximums in the data set. The function is cus-
tomized by setting the parameters of prominence, threshold,
and minimum distance between two successive peaks with
a twofold purpose: the former is to avoid the false detection
of noise peaks unrelated to cardiac activity and triggered by
the motion of the operator; the latter filters out the other
characteristic waves of the ECG signal, but identifies only
the peaks related to the QRS-complex.

The respiration pattern is characterized by a generic alter-
nation of waves of varying amplitude depending on the depth
of the operator’s breath (Figure 10b). Deep breaths lead to
a wider extension of the thoracic cavity and a higher stress
on the sensitive piezoelectric part of the respiration belt.
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On the contrary, short breaths result in less stress on the
sensing part and lower the wave’s amplitude. The respiration
signal patterns can be affected by sudden movements, chest-
abdominal muscle contraction or sometimes by the operator’s
speech.

The EDA signal is filtered with a low-pass filter with a
cutoff frequency of 5 Hz, to remove noise or other artefacts
and then decomposed in its tonic (SCL) and phasic (SCR)
components (Figure 10c). A low-pass Butterworth filter is
implemented for the SCL with a cutoff frequency of 0.1 Hz.
The SCR can be extracted by filtering with a high-pass But-
terworth filter with a cutoff frequency of 0.1 Hz [51].

The HR, RR and EDA processing is described by
Algorithms 1, 2, and 3. Each algorithm takes the analogue-to-
digital (ADC) measurements of electrical signals from ECG,
PZT and EDA sensors, which were converted and scaled to
their physical representations according to the PLUX man-
ufacturer’s guidelines. The constants in the algorithms were
calibrated after extensive testing with several operators and
set to values that worked for all of them. With the chosen
sampling rate and constants, the maximum heart rate that
can be calculated is 115 bpm. Accordingly, the RR limit
is 42 brpm. The EDA events limit is 18 events per minute
(epm), which is much above the physiological limit. The
operators may need to operate a more physically demanding
input device, which could increase their maximum heart rate
above the algorithm limit. In this case, the sampling rate must
be increased, or theDISTANCE parameter in the find_peaks()
function be decreased.

Algorithm 1 The HR Calculation From the Raw ECG
Acquisition Data
Inputs: rawData: sampled raw data from the acquisition unit

with 250 Hz [mV],
Output: HR: calculated heart rate [bpm].
Constants: PROMINENCE: 0.09 [mV],

DISTANCE: 130 [samples],
HEIGHT: [0.0, 1.0] [mV].

1: The rawData is sampled at 250 Hz. For the calculation,
the last 60 seconds of the acquisition are taken.

2: The peaks are detected by the function find_peaks()
from the SciPy.signal module, with PROMINENCE,
DISTANCE and HEIGHT parameters.

3: The number of detected peaks is the HR.

The physiological state of the operator (R) is estimated
as a weighted average of these triggers (Figure 11). The
distinguished states are: relaxed (0-30%), standard (30-65%),
and stressed (65-100%). The weights were selected exper-
imentally according to the contribution of each physio-
logical parameter to the state evaluation. The HR weight
is 0.6 because it most responds to situational stress factors.
The RR changes are slower and more long-term, and its
indication combined with HR can further infer body unrest.
Therefore, the chosen weight is 0.3. The EDA completes the

Algorithm 2 The RR Calculation From the Raw Respiration
Belt PZT Sensor Acquisition Data
Inputs: rawData: sampled raw data from the acquisition unit

with 250 Hz [V],
Output: RR: calculated respiration rate [brpm].
Constants: PROMINENCE: 0.1 [V],

DISTANCE: 350 [samples],
THRESHOLD: [0.0, 0.7] [V].

1: The rawData is sampled at 250 Hz. For the calculation,
the last 60 seconds of the acquisition are taken.

2: The peaks are detected by the function find_peaks() from
the SciPy.signal module, with rawData, with PROMI-
NENCE, DISTANCE and THRESHOLD parameters.

3: The number of detected peaks is the RR.

Algorithm 3 The EDA Events Calculation From the Raw
EDA Acquisition Data
Inputs: rawData: sampled raw data from the acquisition unit

with 250 Hz [µS],
Output: EDAEvents: calculated EDA events [epm].
Temp: SCR: skin conductance response [µS].
Temp: SCL: skin conductance level [µS].
Temp: EDA: Electrodermal activity [µS].
Constants: CUTOFFFREQ: 0.1 [Hz],

DISTANCE: 800 [samples],
HEIGHT: 0.06 [µS].

1: The rawData is sampled at 250 Hz. For the calculation,
the last 60 seconds of the acquisition are taken.

2: Use median filter from SciPy.signal module, with func-
tion medfilt to obtain EDA.

3: Use 2-nd order Butterworth filter with CUTOFFFREQ
on rawData to obtain SCL. The filter is the function
butter() from the SciPy.signal module.

4: Calculate SCR = EDA - SCL.
5: The peaks are detected by the function find_peaks() from

the SciPy.signal module, with SCR data, with rawData,
and with DISTANCE and HEIGHT parameters.

6: The number of detected peaks is the EDAEvents.

state estimation with a weight of 0.1. It offers the fastest
response to stress but can be easily influenced by temperature
and arousal [52].

III. EXPERIMENTAL METHODS
Themultilayered organisation of the experiments is presented
in Figure 12. The participants remotely controlled an oper-
ational robotic manipulator (Figure 3) located in the LHC.
The operation was done from the Control Centre (Figure 13).
The intervention scenario allowed testing the interface in
actual conditions, characterised by collision risks, temporary
network bandwidth and delays deterioration, and unexpected
events (e.g. hardware or software failure, a tunnel light turn-
ing off, or other uncontrolled scenarios). The 9 DOF manipu-
lator created further challenges for participants who had never
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FIGURE 11. According to the current values of the physiological
parameters, three different operator’s states are identified: relaxed,
standard and stressed state. The HR and RR triggers are calculated as
ramps shown in the two upper graphs (a and b) and were calibrated
individually accordingly to a participants’ baselines (i.e. the start of the
ramp is at the baseline value and it finishes at 130% of its value). The
EDA trigger ramp (graph c) was fixed to start at 3 epm and finish at
6 epm. In graph d, the operator’s state is evaluated according to the
equation. In the presented example, the current HR, RR, and EDA values
resulted in the standard state (R=61%).

operated a robot or had never operated a complex redundant
manipulator. These conditions were sources of stress for par-
ticipants.

A. TASKS AND INTERFACES USE
The tasks reflected real tasks that operators faced duringBLM
robotic measurements campaign [12]. There were two types
of tasks:

1) An approach to a target with a specified distance
from the end-effector tip, which holds a radioactive
source, to the target (i.e. the BLM). The end-effector’s
orientation was not imposed because only the dis-
tance between the radioactive source to the device was
essential.

2) An approach and then touch (a gentle push) of a tar-
get with the end-effector tip. The orientation of the
end-effector was unrestricted. The only requirements

FIGURE 12. Remote robotic operations in the LHC at CERN. At the
surface, the operator in the CERN Control Centre uses human-robot
interfaces to control the robot in the underground tunnel of the LHC. The
tunnel is, on average, 100 m below the surface and accessible by a few
elevators. In the figure, on the left, there is a schematic representation of
the control chain; on the right, the real operator, interface and robot
pictures. In the case of the experiments in this publication, the robot was
the TIM with a manipulator approaching the BLM for measurements. The
operator wearing the OMS can be seen closer in Figure 13.

FIGURE 13. The picture shows an operator controlling the robot with the
MR interface in the CERN Control Centre. The operator wore the OMS with
attached ECG and EDA electrodes and an RR belt. The control station had
two screens. The control commands were input with a keyboard and a
mouse.

were the applied force direction and stopping when the
contact was detected. This task reflected the manipu-
lation task of the end-effector holding the radioactive
source when it was remotely inserted into its protective
container.

The operators alternately used the 2D GUI and the 3D
MR interface for both tasks in the experiments. There were
16 attempts for each participant, 8 with the 2DGUI and 8with
the 3D interface. 4 attempts weremadewith each interface for
each type of task. Table 1 presents the alternating sequence
of the attempts. Before the actual attempts, each participant
received a familiarisation session on using the interfaces,
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with the possibility to try out functionalities later used to
accomplish the tasks. During the attempts, communication
with the experiment organisers was not allowed. Only in
case of imminent danger could the experiment organiser react
by advising to stop the movement or take over the robot’s
control. Such imminent dangers could be a potentially close
distance from the equipment that should not be approached
or a collision path that a participant overlooked.

During the use of each interface, the operator was free
to choose any interface functionality to accomplish the task.
This practically meant that in the 2D interface, the control
mode could be real-time control joint by joint or with the
inverse kinematics, and the cameras’ quality, FPS orientation
or zoom. For the 3D interface, additionally, the planning
mode could be used, with previews of movements, detec-
tion and avoidance of collisions with the environment or
self-collisions, as well as control of point cloud acquisition,
display of distances from the arm to the environment and
directing the arm to a selected point on a point cloud with
an adjusted offset.

A portable computer and two external monitors were used
to display and operate the robot with the interfaces. The inputs
were a keyboard and a mouse for both interfaces.

B. QUESTIONNAIRES
The information gathered from participants before the exper-
iments were:

• Experience in teleoperation (types and hours).
• Experience in video gaming (types of games and hours).

Based on their experience in teleoperation, the participants
were categorized as beginners or experienced.

After finishing the tasks, the NASA TLX workload ques-
tionnaires were filled for 2D and 3D interfaces. Additional
open questions about interfaces’ use feedback, preferences or
encountered problems were asked in a custom questionnaire.

C. SUBJECTS
In total, there were 12 participants in the experiments. The
subjects were aged 23-34 years old. The categorization
between gamers and non-gamers, or teleoperation beginners
and experts, was based on the number of experience hours
given by the participants before experiments. The participants
were divided into groups based on their positioning with the
median. In each group, there were 6 participants (i.e. 6 gamers
vs 6 non-gamers, 6 beginners vs 6 experts). The declared
gaming experience ranged from 150 to 21000 hours, with a
median of 2000 hours. The teleoperation experience ranged
from 0 hours to 3000 hours, with a median of 25 hours.

The 2D interface was used before experiments by 5 expert
operators and 1 beginner operator. The 3D interface was used
before experiments by 1 beginner operator and no expert
operators. There were 3 expert operators with more gaming
experience than the median, and 3 beginner operators had less
gaming experience than the median. 4 gamers had used the
2D GUI before. None of the gamers had used the 3D GUI
before. The described relations are presented in Table 2.

The study was performed with the Informed Consent of
the participants. Personal and Sensitive Data were processed
in the scope of scientific research in the context of CERN’s
specific activities (legal basis par. 28.5 and 29.5 of OC 11).

IV. RESULTS
A. VITAL PHYSIOLOGICAL PARAMETERS
An example of all vital parameters recording of one par-
ticipant is shown in Figure 14. It is visible that the ECG,
RR and EDA values varied throughout the experiment. Most
of the time, the heartbeat rate goes up during task execution or
decreases or stabilises during rest times. The subject collided
during the touch task 2D-4, resulting in an elevated HR value.
In the middle graph, it is noticeable that the RR values
oscillated between ∼8 until ∼22 during operation and rest.
In the lower chart, there are EDA events which did not present
significant patterns correlated with tasks execution, collision
moment or OMS validation period.

The system was adapted to the physiology of each partici-
pant by:

1) Calibration procedure: measuring baselines of HR and
RR in rest condition before taking control of the robot.
To present the diversity of these values, Figure 15
shows the distribution of participants’ baselines.

2) The manufacturer’s instructions for the respiration belt
tightening were followed to obtain the best signal with-
out discomfort. Different chest sizes were taken into
account in the RR algorithm, based on the study in [48].

3) The parameters of signal processing algorithms were
fine-tuned after being tested by more than 20 users.

The HR, RR, and EDA variations were calculated during
executions of tasks for each participant, task type, and inter-
face type, and then compared. The variations 1HR, 1RR,
and 1EDA were calculated individually for each participant
as a difference between the mean HR, RR, and EDA values
during the execution of tasks and the minimum recorded
values. In Figure 16, it can be seen that there were no
significant differences in the variations between the use of the
2D and 3D interfaces. The Pearson Correlation Coefficient
(PCC) methodology was used to verify the linear correlation
between all twelve participants’ 2D and 3D data sets of HR,
RR, and EDA.More description of the application of the PCC
to compare such data can be found in Section II-C of [35],
which explained how to translate the PCC value and p-value
into correlation result. The analysis indicated their strong
correlation with p-value < 0.0001, and PCCHR of 0.936,
PCCRR of 0.969, and PCCEDA of 0.961. Therefore, using the
3D interface resulted in a similar physiological response to
the 2D interface. The variations were also compared between
beginners and experts or gamers and non-gamers, and they
did not show any distinct differences.

B. LEARNING CURVES
This section presents the comparison of execution times
and learning curves between 2D and 3D interfaces
(approach task in Figure 17, touch task in Figure 18, for
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TABLE 1. Distribution and sequence of attempts per experiment participant. ‘‘App.’’ = approach task; ‘‘Touch’’ = task of approaching and touching;
‘‘2D’’ = 2D GUI; ‘‘3D’’ = 3D MR interface.

FIGURE 14. The graph presents recordings of HR, RR, and EDA values throughout the experiment of one participant. The horizontal timeline is divided
into several phases of the experiment: learning, OMS testing as HR and RR validation, approach task and touch task repetitions. They are separated with
annotated vertical lines. Each task is marked with its abbreviation on the upper graph (e.g. 2D-1, which means attempt 1 with 2D GUI). The HR and RR
measurements were verified during the learning phase and are marked with red or blue backgrounds. The RR parameter was tested by having the
participant hold their breath for up to 1 minute and then breathe with a specified rate for 1 minute to observe the increase and stabilization of the value.
The HR parameter was verified with a reference device. The 16 task repetitions were done according to the tasks sequence in Table 1.

TABLE 2. The table shows the number of participants in the beginner or
expert group. It also depicts how many beginners and experts were
familiar with each interface and had gaming experience.

FIGURE 15. The distributions of HR and RR baselines among all
participants are presented on the left and right, respectively. The range of
HR baseline was between 55 and 90 and from 9 to 20 for RR.

gamers in Figure 19, for non-gamers in Figure 20, for begin-
ner operators in Figure 21, for experts in Figure 22); and
between gamers and non-gamers in Figure 23, experts and
beginners in Figure 24; as well as combined gaming
and remote control expertise in Figure 25.

The approach task was executed significantly faster with
the 3D interface than the 2D (on the last attempt 42% faster),
and the learning curve was steeper (Figure 17). The touch task
was executed in the beginning 17% faster with the 2D inter-
face, but in the end, the time was almost the same as the 3D,
and the learning curve was steeper (Figure 18). The beginner
operators were 23% faster with the 3D interface (Figure 21).
The expert operators executed tasks 20% faster with the 2D
interface on the first attempt, but on the last attempt, they
were 14% faster with the 3D interface (Figure 22), which
was due to the steeper learning curve. As expected, the expert
operators executed the tasks 39% faster than beginner oper-
ators (Figure 24). Moreover, the expert operators with more
gaming experience were 61% faster than beginner operators
with less gaming experience (Figure 25).

It was observed in the group of experts that a more exten-
sive video gaming experience resulted in faster learning of
key bindings, understanding of controls and player move-
ment, which resulted in faster goal achievement (expressed
by an average time of all attempts).

C. NASA TLX QUESTIONNAIRES RESULTS
The results are split into 6 categories: 3 group users (beginner
operators, experts, and all participants averaged) using the
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FIGURE 16. The HR, RR, and EDA variations compared for the approach,
touch, and both combined tasks, for the 2D and 3D interface. All values
are averaged for all participants.

FIGURE 17. Learning curves comparison of all participants in the
approach task with the 2D and 3D interface. It shows that, with the 3D
interface, the approach task was executed 25% faster on the first attempt
and 42% faster on the last attempt, and the learning curve was steeper.

2D interface; and, correspondingly, the 3D interface used by
these 3 user groups. In Figure 26, there are four graphs of the
raw rating, weights, adjusted rating and overall rating results,
which compare the workload assessment. In the NASA TLX
assessment methodology, the ratings range from 0% to 100%,
and weights from 0 to 1. The raw rating analysis indicated the
following characteristics:

• Mental Demand: No significant difference was found
between 2D and 3D for all participants averaged.
However, there was a substantial difference between
beginners’ and experts’ demand values using the same
interface. For 2D, experts had 39% less demand than
beginners. For 3D, experts had 33% less demand than
beginners.

• Physical Demand: The demand for all groups of partic-
ipants was less than 6.

FIGURE 18. Learning curves comparison of all participants in the touch
task with the 2D and 3D interface. It shows that, with the 3D interface,
the approach task was executed 17% slower on the first attempt, but the
times were similar on the last attempt, and that is because the learning
curve of the 3D interface was steeper.

• Temporal Demand: No significant difference between
2D and 3D was found. For experts, 3D had 16% more,
while for beginners, 3D had 5% less.

• Performance: For all participants averaged, 3D had 11%
more demand than 2D to achieve the performance. Also,
there was a difference between experts and beginners.
Beginners had 18% more demand than experts.

• Effort: No significant difference was found between 2D
and 3D. However, there was a significant difference
between experts and beginners. Experts had 23% Effort
less than beginners.

• Frustration: There was a significant difference between
beginners using 2D and other groups using 2D or 3D.
The value was 92% higher than, for example, for begin-
ners using 3D.

The weights analysis demonstrated the following points:
• Mental Demand: Average weights for all groups varied
between 0.18 and 0.24.

• Physical Demand: For all groups, the average weights
were lower than 0.01.

• Temporal Demand: Average weights for all groups var-
ied between 0.18 and 0.23.

• Performance: Average weights for all groups varied
between 0.24 and 0.30

• Effort: Average weights for all groups varied between
0.14 and 0.21. The value was much higher for beginners
using 3D than for other groups using 2D or 3D.

• Frustration: Average weights for all groups varied
between 0.10 and 0.17. The value was the highest for
beginners using 2D.

The adjusted rating analysis exhibited the following
attributes:

• Mental Demand: For all participants averaged, the
demand was 11% lower for 3D. There was a substan-
tial difference between beginners’ and experts’ demand
values. For 2D, experts had 45% less demand than begin-
ners. For 3D, experts had 48% less demand.

• Physical Demand: For all groups of participants, the
demand was negligible.
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FIGURE 19. Learning curves comparison of participants with gaming
experience using the 2D and 3D interface. It shows that participants with
gaming experience had a steeper learning curve. Initially, they executed
tasks 8% slower with the 3D interface, but in the end, they were 22%
faster than with the 2D interface.

FIGURE 20. Learning curves comparison of non-gamers using the 2D and
3D interface. It shows that tasks were executed, on average, 11% faster
with the 3D interface.

FIGURE 21. Learning curves comparison of beginner operators using the
2D and 3D interface. The tasks were executed on average 23% faster with
the 3D interface.

• Temporal Demand: For 3D, overall, the value was
12% higher than for 2D.

• Performance: For all participants averaged, 3D had
11% more demand than 2D to achieve the performance,
which was similar between all groups.

• Effort: 3D had, on average, 21% more demand than
2D. The situation is different from raw ratings due to
beginners’ weight responses.

• Frustration: The most significant difference was regis-
tered between beginners using 2D and 3D. The value

FIGURE 22. Learning curves comparison of expert operators using the 2D
and 3D interface. On the first attempt, the tasks were executed 20%
faster with the 2D interface, but because of a steeper learning curve,
in the last attempt, the tasks were done 14% faster with the 3D interface.

FIGURE 23. Learning curves comparison of participants concerning their
gaming experience. The time was averaged for both interfaces and tasks.
It shows that participants with gaming experience executed tasks 28%
faster on the first attempt and 31% faster on the last attempt.

FIGURE 24. Learning curves comparison of participants with and without
teleoperation experience averaged for both interfaces and tasks. It shows
that expert operators were, on average, 39% faster than beginner
operators. However, the learning curve for beginners was steeper.

was 184% higher for 2D. There was no difference in
Frustration for experts between using 2D and 3D.

The overall rating analysis indicated no substantial differ-
ences between the 2D and 3D interfaces in each beginner,
expert, and all averaged participants. However, the analysis
showed a few interesting findings in contributing factors’
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FIGURE 25. Learning curves comparison of expert operators with more
gaming experience (gamers) and beginner operators with less gaming
experience (non-gamers) using the 2D and 3D interface. The tasks were
executed on average 61% faster by the group of expert operators and
gamers.

weights and differences between beginner and expert oper-
ators. These observations were made:

1) The Mental Demand in adjusted rating was much
lower (47%) for experts than for beginners.

2) Performance contributed to the workload (in terms of
weight) themost (27%), then Temporal Demand (22%),
Mental Demand (21%), Effort (17%) and Frustra-
tion (13%). The Physical Demand did not contribute
at all to the workload assessment.

3) Frustration while using the 2D interface was much
higher (184%) for beginners than other groups using
2D and 3D interfaces.

4) It must be noted that variations of answers were
significant between participants for most parame-
ters as indicated by the standard deviation bars in
Figure 26, which broadly overlapped for both inter-
faces. However, the Pearson Correlation Coefficient
(PCC) methodology was used to verify the statistical
relationship between the 2D and 3D responses of all
participants for each adjusted rating. The analysis indi-
cated their correlations:

• PCCMental of 0.703 and p-value < 0.01;
• PCCPhysical of 1 and p-value < 0.0001;
• PCCTemporal of 0.927 and p-value < 0.0001;
• PCCPerformance of 0.702 and p-value < 0.01;
• PCCEffort of 0.683 and p-value < 0.015;
• PCCFrustration of 0.778 and p-value < 0.003;

All ratings showed higher moderate or strong
correlations. Therefore, the ratings for an individual
participant were correlated between the 2D and 3D
interfaces, although there were significant inter-subject
differences.

D. CUSTOM QUESTIONNAIRES
After the experiments, the participants filled in a question-
naire with several questions about the 2D and 3D interfaces
and their comparisons. These detailed questions allowed to
gather valuable insights into the reasons for the operator’s

higher workload and the interfaces’ potential improvements.
The listed questions with grouped detailed responses are in
Appendix.

In summary, based on the questionnaires filled by partic-
ipants, the following advantages were identified in the 3D
interface in comparison to the 2D interface:

1) Better immersion in the scene. The 3D interface gen-
erally gave more confidence, especially to beginner
operators. All participants highlighted that the 3D rep-
resentation of the arm in the 3D environment was one
of the best advantages of the 3D interface.

2) The point clouds complemented the video feedback
information. It was confirmed that the point cloud
helped approach a target accurately and avoid or detect
collisions.

3) Several subtasks were more manageable in 3D than
in 2D control: visualizing commands, trajectories and
movement execution. The 3D feedback and advanced
functionalities, such as a normal point selection, made
the approach with a precise distance easier.

4) Safety was more assured by higher environmental
awareness, collision detection and avoidance with the
preview function.

5) The estimation of distances was easier with the 3D
model, point cloud, and the numeric indicators of dis-
tances.

6) The 3D representation was fully confirmed to be bene-
ficial for understanding the arm pose better.

7) Most participants (apart from expert operators who
already operated the arm with the 2D interface) agreed
that after working with the 3D interface, they better
understood the joints’ movement with the 2D interface.
Therefore, the 3D interface could be used as a training
tool before using the 2D interface, which requires more
advanced knowledge.

8) If participants were asked to select the interface
depending on the task, the 3D interface was preferred
by all participants for the task of approaching a target
behind obstacles with a higher risk of collision. For a
task of simple approach, the preference was split (5 for
3D, 7 for 2D) due to not much use of advanced 3D
functionalities. For the touch task, the choice was also
split (7 for 3D and 5 for 2D); some participants used
the advanced functionalities to detect the touch, while
others preferred to depend only on the visual camera
feedback. Figure 27 presents the results of the polls.

The following future improvements in the 3D interface
were identified:

1) Simplification of complex controls (key bindings, input
device, control modes). Using a different input device
(space mouse, joystick or gamepad) for a player or arm
movement.

2) Adding a possibility to control multiple joints simulta-
neously in joint control mode.
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FIGURE 26. NASA TLX results overview for 2D and 3D interfaces, for all participants, experts, and beginners groups. The upper left chart
presents the raw ratings. The upper right chart shows the weights attributed to the ratings. The lower left chart presents the adjusted ratings.
The lower right chart shows the overall ratings. The scale for ratings was 0-100%, and for the weight, 0-1.

FIGURE 27. Operators’ confidence comparison and choice of interface for
three tasks with the 2D and 3D interfaces. The 3D interface received more
votes in terms of confidence during arm movement and for a difficult
approach task.

3) Making the transition to control like with the 2D inter-
face easier (smooth switching between 2D and 3D
interface depending on the task).

4) Improving point cloud visualization with surface
reconstruction.

5) The operator’s attention should be drawn to the physio-
logical state display in theHead-UpDisplaymorewhen
there is stress.

Regarding the OMS, in the opinion of most participants,
the system correctly measured their heartbeat and respi-
ration signals. Only sometimes, the respiration value was

prone to noise from movements or speaking. The participants
observed no clear correlation between EDA and stress.

V. DISCUSSION
The discussions in this section focus on NASA TLX assess-
ment and questionnaires methodology considerations, the
concluded need for metrics in the training tool for operator
training, and the OMS.

A. NASA TLX ASSESSMENT AND QUESTIONNAIRES
METHODOLOGY
The NASA TLX methodology showed some differences
between the interfaces. However, it did not fully reflect the
complexity and factors contributing to the workload in the
telerobotic context and could only serve as a general indica-
tor. The specific contributing factors in NASATLX subscales
must have been deducted from participants’ additional ques-
tionnaires and their descriptive feedback during interviews
after the experiments. For example, theMental Demand in the
3D interface was decreased by a higher spatial awareness and
3D representation of the robot, which helped to understand
the pose. But the workload increased by a multiplied number
of keyboard bindings necessary to remember or look up.
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Using the NASA TLX standard protocol gave too much room
for participants’ interpretation of the Effort or Performance
subscales. For example, Performance was understood as the
minimum time needed to finish a task, the safety of the oper-
ation, or the smoother control and sureness of all movements.

Therefore, the next attempt would be to create a more
precise human-robot interface workload estimation with
interface-specific calibrated questions reflecting the areas
of potential improvement. The additional criteria could be
focused on the interface inputs’ workload (to check if using
a joystick, space mouse, gestures, or hand tracking is easier
for a particular task). In a hazardous environment, safety is a
higher priority than the time of execution. Therefore, an esti-
mation of how much safety assurance and what usability
tools (such as collision avoidance or detection) the interface
provides is needed. The operator’s reactions and an inter-
face’s adaptation to unexpected situations should be mea-
sured. In limited network scenarios, communication and feed-
back delays are a source of frustration and stress. Hence,
an estimator of how the interface was coping with such a
problem is crucial. For example, the interface could automat-
ically adjust speed to the delay or modify feedback quality to
minimise the delay and avoid the network collapse; or have
more supervisory control, such as position-based trajectories,
which are more resistant to unstable communication. All
these techniques can minimise the operator’s workload by
explicitly addressing the delay problem that contributed to
Mental and Temporal Demand, Effort and Frustration in the
NASA TLX assessment.

B. OPERATOR TRAINING AND NEED FOR METRICS IN THE
TRAINING TOOL
A person must undergo training before becoming an indepen-
dent robot operator. During this process, usually, there is an
expert teaching and giving feedback on the trainee’s actions.
However, when the process is long and complex, additional
training tools such as training simulators are needed for skill
perfection and for trying out different control techniques or
scenarios by the newly trained operator.

In the performed experiments, some operators reacted in a
time-based competitive manner, which could have provoked
collisions at high velocities, or the manipulator was moved
in close vicinity of the environment instead of keeping a
safe distance and making the approach in the last phase.
Hence, in the training tool, there is the need to create met-
rics that give feedback on how safe the teleoperation was,
taking into account the distances to collisions, near-misses,
or safe adjustment of speed in the vicinity of objects. These
metrics can be easily calculated in simulation with a virtual
robot and objects. When a real robot is used for training,
the robot’s modules’ distances to the captured point cloud
environment can be calculated. The number of keyboard key
presses or mouse clicks could be counted for the performance
quantification of the input systems. It was noticed in the
experiments that the number of presses on a joint movement
key was higher for beginner operators. If the feedback delay

became high, operators changed to the control strategy of
short pressing and waiting for video feedback to check the
effect. This significantly increased the task time. There are
also other methods for performance calculation in human-
computer interaction. For example, Fitt’s law was used to
assess the operator performance using virtual fixtures [53],
or to analyse perceptual-motor performance within teleoper-
ated or telepresence systems [54], [55].

C. THE OPERATOR MONITORING SYSTEM
The considerations regarding the OMS design, its future
advancements and improvements were drawn from the prac-
tical use during experiments by multiple participants and are
the following:

1) The ECG acquisition provided a good signal/noise
ratio, and the R-peaks had large amplitudes compared
to the surrounding data points. The ECG acquisi-
tion was reliable when the operator focused on the
manipulation.

2) The RR measurements provided good feedback when
the person had a stable breathing pattern, for example,
when focused on the task. However, speaking or move-
ments could be a source of chest movements that inter-
fered with breaths. Therefore this parameter should
not be used when the operator must use speech or
move during the remote control. Or a specific algorithm
recognising these interferences is needed to disable
the measurement. Also, the physiological differences
between operators required some tuning of thresholds
when a breath is recognised and adjusting this parame-
ter to each person or finding a typical value for a group
of operators in the team.

3) The EDA measurement was the most experimental,
but its feedback fulfilled its role in most cases, show-
ing more activity when the task became more intense.
However, the skin activity varied among participants,
and threshold tuning was necessary and difficult. Sim-
ilarly to other signals, it was susceptible to move-
ments and friction between the electrodes or wires and
clothing.

4) It was observed that sometimes the OMS’s fuzzy logic
calculated state did not precisely reflect the operator’s
feeling. It may have been caused by signal noise caused
by movement, changing a position on a chair, contact
of electrodes or cables with clothes, or simply talking.

5) Measurements of the baseline of the heartbeat, respira-
tion, and EDA signals varied depending on the person’s
recent activity. Therefore, this measurement must be
standardised, with a longer resting period, after a fixed-
time low-activity work at a computer without stressors.

6) All used sensors require an attachment of wired elec-
trodes to the body or wearing a respiration belt, which
can generally interfere with tasks such as driving, walk-
ing or gestures. During the experiments, a few par-
ticipants gave feedback that although the system did
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not deteriorate the robot’s remote control capabilities,
it was not entirely comfortable to wear due to wires.

7) During the experiments, there were no simulated stress-
ful situations (such as increased delay, robot not
responding, disconnection, alert message, turning off
the light, or collision sound) due to the complexity and
dangers while using an operational robot in the LHC.
However, for future system testing, these simulations
would be an indispensable method for validation, espe-
cially for the EDA measurements.

VI. CONCLUSION
The telerobotic tasks in hazardous, radioactive, underground
and semi-structured environments are a source of increased
operator stress and workload compared to non-hazardous
environments. Therefore, the design, development and eval-
uation of adequate human-centred robot interfaces play an
essential role in the success of reliable and safe missions.
In this publication, two contributions aimed to improve this
evaluation process and steer the subsequent developments
of human-robot interfaces: the Operator Monitoring Sys-
tem (OMS) and the assessment methodology.

Currently, in most human-machine systems, the state of
the human is neglected (e.g., by using only a dead man’s
switch to check if the robot’s or train’s operator is conscious).
The proposed approach of the OMS can significantly improve
human inclusion in the system. The OMS and its experimen-
tal findings can be practically applied in any mission-critical
human-robot interface, in which the operator’s state should be
monitored and the control adapted to the attention and stress.
For example, it could be applied to surgical robots operated
by doctors, or unmanned public and commercial transport
vehicles controlled by remote operators (metro, drones, aero-
planes, semi-autonomous cars or machinery).

Often, developments assume that new or changed func-
tionalities in an interface will improve the user experi-
ence (UX). However, a well-prepared iterative investigation
with proper methods can steer this development better. The
showcased customised methodology of assessing and com-
paring human-robot interfaces can be used directly or inspire
applications where one interface must be evaluated or com-
pared with a previous or a new novel interface.

The experimental application of the methodology and the
OMS was done with 12 participants operating a real robot
with a 9 DOF redundant manipulator in the scenario of the
world’s biggest and most complex machine, the LHC. The
3D MR interface was compared with the 2D interface, which
has been widely used during the last 9 years in more than
160 real interventions, 500 performed tasks and 500 hours of
operation. The results showed that the operations with the 3D
MR on screens increased the safety and performance indica-
tors while maintaining a similar workload and physiological
response of operators. The experiments also studied intrinsic
human factors, such as experience in remotely controlling
robots or gaming, and the results can be used in operator
selection and training processes.

Hypothesis 1 was confirmed. Improved understanding of
the robotic manipulator thanks to the 3D representation and
better perception of the environment with spatial point clouds
were confirmed by detailed feedback from the operators. The
NASA TLX assessment method did not reveal significant
differences in the assessed workload comparison between
interfaces.

Hypothesis 2 was confirmed. The 3D interface resulted in a
similar physiological response to the 2D interface. Therefore,
it can be concluded that the 3D interface did not cause higher
physiological demand for operators.

Hypothesis 3 was partially confirmed. With the MR 3D
interface, the execution of the approach task and learning
process were 25-42% faster, especially for beginner opera-
tors. However, the touch task required more time for expert
operators with the 3D interface, although the time difference
became small (3%) in the last attempt. The difference in the
previous familiarity with the 2D interface of 5 participants
compared to only 1 participant who operated the 3D interface
before may have been the main factor in favour of the 2D
interface.

Hypothesis 4 was confirmed. Operators with more gaming
experience executed tasks around 30% faster. Moreover, they
had steeper learning curves with the 3D interface than with
the 2D.

VII. FUTURE WORK
Future work regarding the methodologies of interface evalu-
ation and metrics:

• For interface comparisons and human-robot interface
workload assessment, a specific assessment methodol-
ogy must be designed with interface-specific calibrated
questions for hazardous scenarios and remotely operated
robots, which would assess the workload due to more
specific sources, such as inputs, safety assurance, net-
work delays and uncertainty of robot’s status.

• In the training process without an expert trainer or during
the perfecting phase, there is a need for a tool that
can give feedback and metrics on teleoperation safety.
The boundaries of safe speeds and control techniques
depending on situation should be also communicated by
the system to the trainee.

• In the used setup for the experiments, the operator’s
eyes’ focus was not used. However, it can be precisely
measured with head-mount devices (HMDs) such as
those for Virtual Reality (VR) or Augmented Real-
ity (AR) stereoscopic displays. This information can be
used to check if the operator is currently looking at the
operated robot and the scene and adjust the behaviour
of the interface. This will be implemented in the MR
human-robot interface that uses theARHMD,which has
been recently commissioned at CERN [56], [57].

Future work regarding the Operator Monitoring System:

• Machine learning techniques and Artificial Intelli-
gence (AI) could be applied to better recognize non-
standard situations, which are not easily filtered by
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analytic signal processing. Also, stress can manifest
itself in different patterns under different circumstances
and external conditions, which should be deeply stud-
ied. Further study must focus on a detailed estimation
and quantification of particular sensors’ stress recog-
nition trust levels and testing algorithms with more
participants.

• Initial tests of the OMS have been performed with the
interfaces in spatial VR and AR human-robot interfaces
using HMDs, where the operators must walk and use
hand gestures or voice control. In such applications,
the wired connections are troublesome and cause signal
noise. Therefore a non-invasive heartbeat and respiration
measurement should be used. Standalone contactless
monitoring using radar and cardiac activity estimation
with a pan-tilt-zoom camera has already been devel-
oped and successfully tested at CERN, as presented
in [34] and [35], and must be integrated with the OMS.

• Other signals estimating stress and workload, such as
eye tracking or electrical brain activity with electroen-
cephalography (EEG), will be tested.

APPENDIX
CUSTOM QUESTIONNAIRE - RESPONSES

1) Which tasks or actions were easier with the 2D inter-
face compared to the 3D interface?

• The 2D interface allowed the movement of mul-
tiple joints simultaneously in the real-time direct
joint by joint control mode. Therefore, in this
mode, it was faster to move the arm by usually
combining two joints simultaneously, especially
for experts and for repetitive tasks or simple tra-
jectories that needed only a few movements with
joints in a known environment.

• In the 2D interface, the video camera canvases
were always visible, while in 3D, it was sometimes
necessary to change the player’s position to see the
video canvas better. Therefore, the final part of the
touch task, which had to be based more on video
camera feedback and multiple movements with
small increments, was faster with the 2D interface.
In this task phase, there was less risk of collisions
with the other arm elements, so the 3D collision
avoidance was not much in use.

• The 2D interface was more intuitive because it had
simpler controls. On the other hand, it lacked the
advanced functionalities of the 3D interface.

2) Which tasks or actions were easier with the 3D inter-
face compared to the 2D interface?

• For beginner operators, the 3D interface allowed
straightforward learning of each joint movement
and interpretation of the arm’s pose. With the 3D
representation of the arm, there was no need to look
at the video camera to understand the arm’s pose
and prevent self-collisions.

• The estimation of distances and orientation of the
end-effector was easier thanks to the additional
information based on the point cloud. It benefited
the approach task to keep a specific distance from
the target, and the control was more precise.

• It was easier to visualize commands with a pre-
view showing the trajectory, planning functions,
and position-based control functionalities. The 3D
interface allowed to ‘‘jump’’ to the target location
with the point cloud normal point functionality and
the planning arm. It did not require going joint by
joint. With the preview, safety was assured, and
then the arm could be moved directly to the target
with one button and under supervision.

• It was manageable to avoid a collision. The pre-
view functionality increased trust. Collision detec-
tion helped to know when the arm was in contact
with itself or the target, especially when control-
ling the arm in real-time.

• The 3D interface gave better immersion in the
entire space and the definition of obstacles. The
combination of point clouds and video streams
allowed a complete view of the area. The opera-
tor could better feel where the robot was in the
environment (better prioperception). With the 2D
interface, operators spent more time planning and
checking movements with a restricted view.

3) 2D interface: What problems did you encounter?

• The only feedback available was the video stream,
and when the communication delays were high,
it was difficult to operate with significantly
delayed video feedback.With high delays, the con-
trol felt unresponsive.

• Due to a camera perspective, estimating the dis-
tance to the target was difficult. Indirect visual
clues, such as shadows in the environment, must
have been used.

• The joint and Cartesian movement had no indica-
tors of joint direction. Initially, the trial and error
method had to be used to understand the movement
directions.

• For beginner operators, no understanding of the
arm’s pose and environment and how each joint
moves was a source of stress to use the system
safely. There was always a collision possibility,
which could not have been noticed.

4) 3D interface: What problems did you encounter?

• The 3D interface had advanced functionalities, but
the input system and key bindings were difficult
to remember, although there was a screen to look
them up. It had too many modes of control. How-
ever, closer to the end of the experiment (after
∼2 hours of practice), most participants remem-
bered the key bindings fluently without external
help.
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• In the beginning, the locomotion around the scene
was not intuitive for operators without gaming
experience (the QWEASD keys, SHIFT to acceler-
ate, and mouse to look around or interact). There-
fore, there was an additional workload of moving
the viewer (player) in the scene in addition to con-
trolling the robot. Another input device, such as a
space mouse used often in the 3D design software,
could be better for player movement.

• With multiple functionalities used simultaneously
(normal point, planning arm, trajectories, FABRIK
end-effector control, collisions, torque arrows), the
display became too cluttered, and it wasn’t easy to
see the environment.

• Representation of the point cloud as points but not
surfaces was not natural, although it was possible
to see the shapes. Sometimes, using the normal
point required much time to define the target.
A more intuitive method of changing its position
and orientation would be better.

• The planningwith the inverse kinematics and FAB-
RIK mode allowed for swift deployment, but an
inappropriate use could place the arm in a strange
configuration. It required more practice before it
could be used efficiently.

• For a few participants, the use of the point cloud
for the touch determination was not always reliable
due to point cloud resolution (for example, 10 mm)
and system mechanical elasticity - the wagon
with the arm could tilt, and the previous point
cloud reading became shifted in comparison to the
actual position. The video feedback for that task
was more reliable in seeing the arm-environment
contact.

5) Did the vital parameters displayed in the interface
correspond to your stress, workload or feelings?

• Most participants answered: ‘‘The heartbeat
matched the real feeling. It corresponded to my
attempts to improve the time and performance.’’

• ‘‘The respiration was usually correct. But when I
was moving, it was overestimated.’’

• Four participants did not pay much attention to the
indicators. They were focused more on the tasks.

• Participants could not tell if the EDAmeasurement
was correct.

6) If you could choose which interface, 2D or 3D, for dif-
ferent tasks, which one would you choose? With which
interface were you more confident about the movement
of the arm?
The 3D interface received higher confidence primarily
due to positioning with the 3D model showing the arm
position, especially when the network delaywas longer.
Operators who voted for more confidence with the 2D
interface explained that it was more straightforward
with less complex control modes or they had already
been familiar with it. The 3D interface was selected

by everybody for a difficult approach task, while 2D
and 3D received a similar number of votes for a simple
approach or the touch task.

7) After operating with the 3D interface, did you under-
stand the movement better in the 2D interface? Most
participants (7) answered ‘‘definitely yes’’, apart from
the operators who already knew and operated the arm
with the 2D interface (5 participants).
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Chapter 5

Summary

This chapter summarises the results achieved in the thesis and published in the three
journal papers. Figure 5.1 depicts the research and operational challenges of mobile
telerobotics in CERN accelerators and experimentation locations and their respective
solutions and strategies formulated in this thesis.

The first paper presented a framework optimising human-robot interfaces for
hazardous teleoperation scenarios with Mixed Reality techniques. The redundancy
and complexity of the mobile manipulator increase the risk of collisions, which can
be mitigated with spacial models and point cloud-based collision avoidance. The
proposed framework enabled the automatic setting of video and point cloud set-
tings to optimise available bandwidth, reduce latency, and improve the operator’s
environmental awareness. The presented application context and algorithms were
thoroughly characterized and tested to evaluate their specific use case, advantages,
and how they reduced the workload. The presented solutions can be applied to
multiple industrial fields where network parameters are limited and dynamically
changing, and Mixed-Reality control using 3D environmental feedback is needed.
The positive results obtained with the 3D MR interface on screens motivated the
further implementation of this interface for the holographic AR HMD with hand,
voice, and user motion control. These achievements are presented as the next jour-
nal paper.

The second paper presented the findings of extensive tests and measurements
of the multi-user Mixed Reality human-robot interface using the AR HMD in re-
mote teleoperation scenarios. Despite challenging conditions, including multifunc-
tional user interface capabilities, network infrastructure limitations, and the inter-
face’s high reliability, operators performed stable AR remote teleoperations. The
solution provided multimodal communication links via 4G mobile, Wi-Fi and ca-
bled networks available at CERN. The network architecture was proposed to opti-
mise its usage depending on connection bandwidth, delays, and executed robotic
tasks. Improvements to the multi-user collaboration network architecture and other
technical implementations, such as foveated rendering and focus tracking adapting
acquisition parameters, were proposed to optimise the communication load further.
A high-level autonomous behaviour applied to different interactions with the robot
was recommended to lower the operator’s workload.

The work done and presented in the previous two journal papers showed the
need for a structured assessment methodology and comparisons of human-robot in-
terfaces. Such assessments and comparisons are foundations of a good understand-
ing of problematic areas and functionalities that should be improved in the inter-
faces. The novel MR techniques were never used in operational scenarios at CERN.
Therefore, such feedback was necessary to check if the teleoperators could practi-
cally utilise the enhanced spatial awareness, supervisory control and functionalities
to improve safety and if the user’s workload and stress were not increased. In the
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FIGURE 5.1: The diagram presents the challenges and operational
risks, alongside their mitigation and technical solutions developed
within this thesis, of mobile telerobotics in CERN accelerators and
experimental areas. The colours in mitigation and technical solutions
indicate the corresponding focus and novelties in the three presented
before journal papers (Chapter 2, Chapter 3, Chapter 4. The main fu-

ture work is also indicated, and described in Chapter 6.
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third paper, the CERN 3D MR and the operational 2D interfaces were compared us-
ing the NASA TLX assessment method, custom questionnaires, task execution time
curves, and the Operator Monitoring System (OMS) for measuring heart rate (HR),
respiration rate (RR), and skin electrodermal activity (EDA). NASA TLX found no
significant differences in workload assessment between the two interfaces. Expert
operators had 45% less Mental Demand than beginners. The execution of precise
approach tasks was faster (up to 42%) with the 3D MR interface. Operators with
more gaming experience completed tasks 30% quicker and had a steeper learning
curve. Custom questionnaires and interviews were the most helpful in understand-
ing workload sources. OMS experiments showed that HR was the most reliable for
tracking operator state, while RR and EDA were more noise-prone. The 3D interface
produced a similar physiological response as the 2D. This method and comparative
study identified critical improvements for both interfaces. Further advances were
proposed, such as safety metrics and calibrated questions. The need for applying
machine learning techniques in signal interpretation to detect non-standard situa-
tions and contactless monitoring technology was identified.

These three complementing publications resulted in research-based, novel and
human-centred human-machine interaction advancements that took into account
the challenges in hazardous environments. Specific safety requirements, such as
unique scientific equipment protection from collisions, were addressed through in-
creased spatial perception and automated collision detection and avoidance. Limit-
ing communication network conditions were mitigated with adaptive interface be-
haviours. And the physiological state of the operator, who is an very important
factor contributing to a mission’s success, was included in the system.
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Chapter 6

Conclusions

The research has been done to enhance the efficiency and safety of robotic opera-
tions in hazardous environments, with direct application in CERN particle accelera-
tors and experimental underground areas. The novel 3D MR techniques for human-
robot interfaces have been chosen to improve spatial awareness, user experience
and safety. In the state of the art, this approach had not been applied in hazardous
industrial environments for remote robot control, especially with MR HMDs. There-
fore, this solution for CERN mobile robotics had to be evaluated. A methodology
of interface workload and operator vital physiological parameters assessment was
also developed, which proved to be a source of a good understanding of interfaces’
problems and needs for improvements.

All the objectives listed in Section 1.2 have been achieved. The risks and chal-
lenges of telerobotics in hazardous environments were evaluated. The risks of colli-
sions and damage to the unique scientific equipment were addressed by providing
spacial collision detection and avoidance mechanisms based on the robot’s geom-
etry, joint torques and environmental feedback. Environmental awareness was in-
creased by real-time 3D point cloud and video feedback. The volatility of network
bandwidth limitation and increased delays were mitigated by automatically recog-
nising network quality and adjusting video and point cloud feedback parameters.
The interaction level was increased by transiting from manual teleoperation to the
supervisory control of a complex redundant manipulator. Available MR HMDs and
their applicability to human-robot interfaces were evaluated. The problem of a too
complex and not intuitive input system was addressed by applying novel control
with hand, locomotion, eye tracking, and voice inputs. A multi-user system in the
MR workspace for the collaboration of multiple experts was proposed. A methodi-
cal assessment of user experience, workload, and vital physiological parameters and
its comparison between the standard 2D interface and the developed 3D MR inter-
face was performed. And notably, the research in the mentioned areas has brought
multiple advances in the 2D, 3D and MR human-robot interfaces applied in real op-
erational scenarios at CERN.

However, further research and optimisation must be done to mitigate some dis-
advantages, such as the increased complexity of the system compared to standard
2D interfaces. Based on the results, further developments bringing valuable gains
in the multi-user MR human-robot interface technology with operator physiological
parameters monitoring are proposed below (and marked in Figure 5.1).

• The operational risk of totally losing network connection must be addressed.
Two solution groups are available: autonomous control or external recovery.
In autonomous control, the next milestone is to achieve SLAM integration with
the human-robot interface, and the operator has to specify the robot’s actions
if the connection is lost. In the recovery scenario, other robots must be used,
or a backup communication link must be established. The communication link



106 Chapter 6. Conclusions

should preferably use another medium, such as light or sound waves, in case
of too much electromagnetic disturbance. Moreover, having another robot in
the scenario would allow better spatial awareness thanks to an external view-
point of the primary robot executing the task.

• Further optimisation of communication load must be pursued, especially in
the multi-user architecture. In Chapter 3, an architecture was presented where
each user created a separate connection to the robot. This led to an increase
in throughput proportional to the number of users. Although it was observed
that with two connections, the total bandwidth is only marginally greater than
with one, this may not be enough in cases with more than two users and a
low-bandwidth network. A single link from the robot to an interface multi-
server should be implemented to improve the feedback quality. The multi-
server would then further distribute data to each user already in the high-
bandwidth layer of the network.

• In terms of the operator’s physiological parameters monitoring system (OMS),
two further improvements are proposed. Firstly, machine learning and AI
methods should be applied to recognise non-conventional situations that are
not easily identified through analytical signal processing. It can allow the use
of the system for operators who must walk, talk and interact with the control
interface in the MR workspace with hands and voice. Different types of stress
can reveal themselves in various patterns under various conditions and exter-
nal environments, which should be carefully investigated and addressed with
AI methods. Secondly, non-invasive heart rate and respiration measurements
should be used for the operator wearing a VR or AR headset. Contactless res-
piration monitoring by radar and cardiac activity estimation with a pan-tilt-
zoom camera could be used, or an AR/VR HMD with integrated biosensors is
required.

• The MR interface with an AR HMD was developed with the HoloLens 2 de-
vice. Evaluations of other devices providing Virtual, Augmented or Mixed
realities for robotic operations must be done due to the fast evolution of HMD
technology. New devices will provide a wider field of view, more rendering ca-
pabilities, better hologram quality, foveated rendering, or light-field displays
to lower the eyes’ accommodation and depth-matching discomfort.

6.1 Other achievements

6.1.1 Mixed Reality astronaut training

The PhD has been mainly conducted at CERN on MR human-robot interfaces to con-
trol robots in radioactive areas remotely. However, the research of MR techniques
was also extended to astronaut training in robotics. Further experience was gained
as the author’s 5-month internship in the XR Lab of the European Space Agency
(ESA) European Astronaut Centre (EAC) in Cologne, Germany. The work improved
the Joint Investigation into VR for Education (JIVE) software (Figure 6.1 and as-
sessed the benefits of MR by implementing the techniques with the state-of-the-art
MR technology of the Varjo XR-3 MR HMD. The JIVE is a VR application with tools
to aid robotics instructors in delivering astronaut lessons. It has been a collaborative
project between EAC’s XR Lab and the National Aeronautics and Space Adminis-
tration (NASA) Johnson Space Center. The software has been provided to NASA
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FIGURE 6.1: The JIVE teaches fundamentals of robotic arm control
and allows astronauts to control a simulated arm in manual joint-by-
joint modes or with inverse kinematics. In the picture, Mixed Reality
shows real controllers and the user’s hands blended with the Virtual

Reality content.

and ESA and used for astronaut training in robotics. The work was a part of the im-
provement process using haptics and enhancing the overall immersive experience.
The view in the Virtual Reality from the International Space Station Cupola obser-
vatory module, where the astronau operate the Canada robotic ar from, is shown
in Figure 6.2. Another example of a training simulator developed for moonwalk is
shown in Figure 6.3.

6.1.2 Knowledge transfer and entrepreneurial follow-up

During the R&D of the human-robot interface systems, the knowledge and expertise
exchange took place with the following institutions:

• The Interactive and Robotic Systems Lab (IRSLab) from the Research Center
for Robotics and Underwater Technology (CIRTESU) at the Jaume I University
of Castellón. The experience was shared from the CERN underground remote
robotics operations, and vice versa, the inspiration was taken from novel hu-
man interfacing and control methods for underwater robots;

• The XR-Lab at the European Astronaut Centre (EAC) of the European Space
Agency (ESA) within the project described above;

• The European Space Operations Centre (ESOC) of the ESA to exchange know-
how in space robotics and operations enhanced with the XR technology.

• The Lusospace company in Portugal in terms of multi-user interactions with
AR technologies for concurrent mechanical design and assembly procedures
guidance;
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FIGURE 6.2: The International Space Station (ISS) robotic arm simu-
lator from the Cupola observatory module. The work done by the
author was focused on integrating the real robotic arm controllers in

Mixed Reality.

FIGURE 6.3: The moonwalk simulator developed in the XR Lab in
the European Astronaut Centre. The Unreal game engine created re-
alistic effects and physics with partial gravity and no atmosphere on
the Moon. The astronaut candidates can interact with objects, moon
rocks, spacesuits, and other equipment to train before the planned

Artemis missions.
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• The CREAL company in Switzerland in terms of Light-Field Display technol-
ogy for VR and AR HMDs to understand how genuine focal depth can im-
prove user experience in MR, especially while working with objects within
arm’s reach;

• Human-robot interfacing technology discussion was held with the European
Spallation Source (ESS) in Sweden and the Joint European Torus (JET) operated
by Culham Centre for Fusion Energy in the United Kingdom. The practical
use of the VR4Robots commercial solutions or custom-made frameworks was
considered.

Moreover, as an entrepreneurial initiative, the process was launched with the
CERN Knowledge Transfer department to create a product or a startup utilizing
the Mixed Reality robotics experience and toolset developed at CERN in potential
commercial and industrial applications.
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